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I. PROJECT BACKGROUND – GOALS OF THE PROJECT  

The goal of this project was to conduct basic research on the impact of region-based faults on 

networks and to develop techniques to mitigate their adverse effects with robust and resilient 

designs. In order to capture single/multiple WMD attack scenarios, our formalism included the 

single region fault model (sRFM) and the multiple region fault model (mRFM). The goal of this 

project was to answer several basic research questions in network science and advance the 

understanding and knowledge of robust and resilient network design under region-based failures. 

Our research effort had two interdependent goals: (i) to maintain network integrity in the face of 

WMD attack, and (ii) to maintain data integrity in the face of WMD attack. By network integrity 

we imply that (a) the network will not easily succumb (e.g., get disconnected) to region-based 

faults, and (b) even in the unlikely event of a network disruption (i.e., the network does get 

disconnected), the network will still retain some useful structural (topological) properties. By 

data integrity we imply the ability of the network to recover lost data easily (in terms of 

redundant storage and network bandwidth). The yearly breakup of objectives that were achieved 

under the above mentioned goals are outlined below: 

Year 1:  (i) Fault-tolerant design principles for region-based faults 

(ii) Utility maximization techniques with imprecise knowledge of network state 

Year 2:  (i) Protection/restoration schemes for region-based faults 

(ii) Data storage and retrieval (storage vs. bandwidth trade-off) for region-based   

faults 

Year 3:  (i) Impact assessment of region-based faults 

(ii) Integrations of research results of years 1, 2 and 3 

After the evaluation of our performance for the first three years, the DTRA decided to exercise 

the option of increasing the Period of Performance by another two years. The goal of these two 

years of effort was to extend our focus from a single-layer network to multi-layer interdependent 

networks (MLIN). It was noted that the study of MLIN is of significant importance as critical 

infrastructures, such as electric power distribution networks, communication networks, 

transportation networks and financial networks, are highly interdependent and the failure of one 
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network has inevitable consequences in other networks. One of the objectives of this project was 

to understand and assess the damage caused by a WMD attack on a MLIN. By damage 

assessment, we not only imply immediate damage but also the damage as it progresses over 

time, involving first-order, second-order and third-order effects. In addition to studying the 

impact of WMD attack related to progressive failures, the objectives of this research included 

studies related to: 

 MLIN hardening - i.e., strengthening of multi-layer network structures (subject to budget 

constraints) so that impact of progressive failure is minimized 

 Progressive recovery from failure due to a WMD attack 

 Data resiliency to a WMD attack 

The major objectives in the additional years 4 and 5 of the project included: 

Year 4:  (i) Hardening of multi-layer networks 

(ii) Impact assessment of progressive (cascading) failure in MLIN 

Year 5:  (i) Strategy development for progressive recovery from failure in MLIN 

(ii) Strategy development for data protection and resilience 

We now outline the summary of findings in this project. 

II. SUMMARY OF FINDINGS UNDER THE PROJECT  

In keeping with the goal of this research effort to ensure network integrity as well as data 

integrity, the project’s research thrust was divided into two directions – one to ensure network 

integrity and the other to ensure data integrity. We now summarize our findings in these two 

areas from our work in Years 1-3 and Years 4-5. 

II.A. ENSURING NETWORK INTEGRITY 

II.A.1. SUMMARY OF FINDINGS FROM YEARS 1-3 

Our approach to enhancing the robustness of a network (with the goal of maintaining Network 

Integrity) was (i) to identify the most “vulnerable” part of the network in the event of a region-

based fault and (ii) to strengthen the most “vulnerable” part of the network. The vulnerability of 

network can be viewed from several different perspectives, e.g., (i) whether the graph remains 

connected or disconnected, (ii) whether network utility remains over a minimum threshold or 

not, and (iii) whether network virtualization is possible or impossible. We now discuss our 

findings under these perspectives: 

II.A.1.1. FROM THE PERSPECTIVE OF CONNECTIVITY 

Traditional graph connectivity metric fails to convey any information of the following form, 

when the number of faults exceeds the connectivity of the graph: 

 If the network is connected or disconnected 

 If disconnected, into how many components 

 If disconnected, what is the size of the largest component 

 If disconnected, what is the size of the smallest component 
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As part of this effort we introduced a set of new metrics to capture such information. The metrics 

that were introduced are as follows: 

 Component Decomposition Number (𝐶𝐷𝑁 = 𝛼𝑋(𝐺)): Defined as the maximum number 

of components in which 𝐺 decomposes to, when any 𝜅(𝐺)  +  𝑋 number of nodes of 𝐺 

fails, where 𝜅(𝐺) is the connectivity of the graph 𝐺 and 𝑋 is an integer 

 Smallest Component Size (𝑆𝐶𝑆 =  𝛽𝑋(𝐺)): Defined as the size of the smallest 

component among the components in which 𝐺 decomposes to, when any 𝜅(𝐺) +
 𝑋 number of nodes of 𝐺 fails. 

 Largest Component Size (𝐿𝐶𝑆 =  𝛾𝑋(𝐺)): Defined as the size of largest component 

among the components in which 𝐺 decomposes to, when any 𝜅(𝐺)  +  𝑋 number of 

nodes of 𝐺 fails.  

 Region-based Component Decomposition Number (𝑅𝐵𝐶𝐷𝑁 =  𝛼𝑅(𝐺)): Defined as the 

maximum number of components in which 𝐺 decomposes to, when all nodes of a region 

𝑅 fails. 

 Region-based Smallest Component Size (𝑅𝐵𝑆𝐶𝑆 =  𝛽𝑅(𝐺)): Defined as the size of the 

smallest component among the components in which 𝐺 decomposes to, when all nodes of 

a region 𝑅 fails. 

 Region-based Largest Component Size (𝑅𝐵𝐿𝐶𝑆 =  𝛾𝑅(𝐺)): Defined as the size of the 

largest component among the components in which 𝐺 decomposes to, when all nodes of a 

region 𝑅 fails. 

Using these metrics various real-world problem settings were identified and solutions techniques 

were established. The following studies summarize theses problems studied: 

II.A.1.1.1 BEYOND CONNECTIVITY - NEW METRICS TO EVALUATE ROBUSTNESS OF 

NETWORKS 

Robustness or fault-tolerance capability of a network is an important design parameter in both 

wired and wireless networks. Connectivity of a network is traditionally considered to be the 

primary metric for evaluation of its fault-tolerance capability. However, connectivity 𝜅(𝐺) (for 

random faults) or region-based connectivity 𝜅𝑅(𝐺) (for spatially correlated or region-based 

faults, where the faults are confined to a region 𝑅) of a network 𝐺, does not provide any 

information about the network state, (i.e., whether the network is connected or not) once the 

number of faults exceeds 𝜅(𝐺) or 𝜅𝑅(𝐺). If the number of faults exceeds 𝜅(𝐺) or 𝜅𝑅(𝐺), one 

would like to know, (i) the number of connected components into which G decomposes, (ii) the 

size of the largest connected component, (iii) the size of the smallest connected component. In 

this study, we introduced a set of new metrics that computes these values. We focused on one 

particular metric called region-based component decomposition number (RBCDN), that 

measures the number of connected components in which the network decomposes once all the 

nodes of a region fail. We studied the computational complexity of finding RBCDN of a 

network. In addition, we studied the problem of least cost design of a network with a target value 

of RBCDN. We were able to show that the optimal design problem is NP-complete and 

presented an approximation algorithm with a performance bound of 𝑂(𝑙𝑜𝑔 𝐾 +  4𝑙𝑜𝑔 𝑛), where 

𝑛 denotes the number of nodes in the graph and 𝐾 denotes a target value of RBCDN [40]. 
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II.A.1.1.2 DESIGN AND ANALYSIS OF NETWORKS WITH LARGE COMPONENTS IN 

PRESENCE OF REGION-BASED FAULTS 

In this study, we introduced a new metric called region-based largest component size (RBLCS), 

that provides the largest size of the component in which the network decomposes once all the 

nodes of a region fail. We studied the computational complexity of finding RBLCS for a given 

network. In addition, we also studied the problem of least cost design of a network with a target 

value of RBLCS. We proved that the optimal design problem is NP-complete and presented a 

heuristic to solve the problem [41]. 

II.A.1.1.3 IMPACT OF REGION-BASED FAULTS ON THE CONNECTIVITY OF WIRELESS 

NETWORKS 

In this study we investigated the impact of region-based faults on the connectivity of wireless 

networks. Through analysis and simulation, we provided results relating the probability of a 

network being connected as transmission range and the size of fault-region are varied. If 

𝑑𝑚𝑖𝑛 (𝐺) denotes the minimum node degree of the network, we provide the analytical expression 

for 𝑃(𝑑𝑚𝑖𝑛 (𝐺) ≥  𝑘), which represents the probability of the minimum node degree being at 

least 𝑘, for 𝑘 =  1. Moreover, we compute 𝑃(𝜅(𝐺) ≥  𝑘), where 𝜅(𝐺) represents the 

connectivity of the graph G formed by the distribution of nodes in the deployment area and 

examine the relationship between 𝑃(𝑑𝑚𝑖𝑛 ≥  𝑘) and 𝑃(𝜅(𝐺) ≥ 𝑘) when 𝑘 =  1 [44]. 

II.A.1.2. FROM THE PERSPECTIVE OF SURVIVABLE NETWORK DESIGN 

From the perspective of survivable network design we primarily addressed (i) how best to defend 

an attack using limited resources, (ii) how to quantify the damage (in terms of “downtime”) due 

to failures and (iii) development of a new survivable design paradigm which was based on the 

concept of mapping applications, or “services” with redundant (backup) resources, and migration 

of the services to the surviving part of the network after an attack.  

In the following discussion we briefly describe the work done and summarize our findings. 

These findings have been reported in the following conference and journal papers. 

In [1] we proposed a new service node migration strategy to combat failures. To ensure failure 

tolerance performance, redundant nodes and links are pre-determined and required computing 

and communication resources are pre-reserved. After failures occur which affect the primary 

(working) nodes, the services are migrated to the backup nodes which can still communicate 

with other survived service nodes using the redundant links. However, instead of performing 

direct (one-step) mapping of a (virtual) service requirement graph to the physical substrate 

network as done in the past, we proposed a two-step approach, whereby during the first step, the 

virtual graph is enhanced with built-in redundancy, and then in the second step, the enhanced 

virtual graph is mapped to the substrate network. Our results have shown that this two step 

approach is more cost-effective. 

In [2], we applied a novel game-theoretical approach to the problem of protecting a network 

from deliberate attacks. Specifically, we have addressed the problem of defending wired 

networking infrastructures against deliberate attacks by formulating it as a two-player zero-sum 

game. In this work, both the defender and the malicious attacker are assumed to have limited 

defending and attacking resources, respectively, and accordingly must decide how to optimally 

allocate their resources. Since the network topology can be complex, and the attacks are 

unpredictable in that the adversaries may attack places that may be considered as “safe”, e.g., the 
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non-Min-Cut links, it is impossible to formulate the maximum network flow that can be achieved 

after an attack using a closed-form function. In addition, given the infinite strategy spaces (how 

much resources on which link) for both the attacker and defender; it is also unrealistic to 

enumerate all possible solutions. To derive the optimal defending solution, we first used MP-LP 

(Multi-Parametric Linear Programming) to divide the entire strategy space into several critical 

regions such that, given any strategy pair from the defender and attacker over each critical 

region, the min-cut of the affected network will not change. In this way, we also transformed the 

network maximum flow into a piecewise function over the entire strategy space. We have 

thoroughly investigated its equilibrium solutions. One of the insights we have gained is that 

simply protecting the Min-Cut links in the original networks (as advocated by traditional 

approaches) are not effective. 

In [3], we quantitatively evaluate the impact of failures and the two “check-pointing” strategies 

which directly translate to the fault-tolerance performance of the proposed migration approach. 

More specifically, we address a fundamental question of how to predict the downtime of 

provisioned server infrastructure for a given finite duration considering concurrent failures. Our 

work is the first of the kind that provides a closed form analytical solution of the pdf of the 

“downtime”, and two distinct methods using sample path analysis to estimate the pdf – a 

computational method which utilizes the limiting behavior of a birth and death process and a 

more parsimonious statistical sampling approach. 

In [4], we proposed an efficient resource allocation scheme which models a given 

application/service resource requirement as a virtual infrastructure (VI), and then maps to the 

physical (substrate) network based on the concept of the virtualization. The problem of 

efficiently mapping a VI is a key problem in provisioning Infrastructure (and Network) as a 

Service. In this paper, we studied the problem of cost efficient VI mapping and proposed a novel 

approach called the virtual infrastructure mapping algorithm (VIMA) that jointly considers node 

mapping and link mapping. Such a close coordination between the link and node mapping stages 

increases the efficiency of the VIMA algorithm. We compared the performance of our VIMA 

algorithm with other VI mapping algorithms such as NSVIM, vnmFlib and R-ViNE under 

various performance metrics using simulation. Our simulation results and analysis showed that 

the VIMA algorithm outperforms the other algorithms in terms of VI mapping costs and path 

length of VI links. 

In [5], we took our earlier work a step further by addressing the problem of efficiently mapping a 

VI to a substrate while guaranteeing the VI's survivability in the event of failures in the substrate. 

In this paper, we studied the survivable VI mapping problem to protect against link failures in 

the substrate. We first proposed a solution based on traditional shared protection (survivable 

virtual infrastructure mapping algorithm, P-SVIMA), and then proposed a novel VI node 

migration protection-based algorithm (MP-SVIMA) to minimize the computing and 

communication resource costs. The MP-SVIMA scheme takes advantage of the flexibility in 

where VI nodes are mapped in the substrate by migrating a VI node from the originally mapped 

physical location to a different location after a physical link fails in order to recover from link 

failures. We compared the efficiency of our solutions using simulations under various 

performance metrics. 

II.A.1.3. FROM THE PERSPECTIVE OF MULTILAYER INTERDEPENDENT NETWORKS 

As part of this work it was observed that although most existing works have focused on networks 

in isolation, many real-world networks indeed interact and are interdependent. As a consequence, 
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there was a need to develop a new network science for modeling and quantifying the impact of 

interdependence between multiple networks. In this research, we considered a cyber-physical 

system consisting of two interacting networks, networks, e.g., a cyber-network overlaying a 

physical infrastructure network. It was envisioned that such a system is more vulnerable to 

attacks since node failures in one network may result in (due to the interdependence between the 

cyber-network and the physical infrastructure network) failures in the other network, causing a 

cascade of failures that would potentially lead to the collapse of the entire system. To enhance 

system robustness, we proposed a “regular” inter-edge allocation strategy. We showed that this 

strategy yielded better system resilience against random failures than all other existing strategies. 

In other related studies researchers have initiated studies on cascading failures across multiple 

interdependent networks. The model that is often used is the following: There are two 

interconnecting networks, say network A and network B, where each node in A supports one 

node in B and vice versa. The interdependence between two networks are represented by inter-

edges connecting network A and network B. Specifically, a pair of nodes from network A and 

network B are connected by a bi-directional inter-edge when they provide support to each other. 

In some other proposed models the inter-edges are unidirectional. Furthermore, each node 

supports (and is supported by) a random number of nodes from the other network. Clearly, the 

robustness of interdependent systems hinges heavily on the allocation of the inter-edges that 

connect nodes in one network to nodes in the other network as well as the type of inter-edge (bi-

directional or unidirectional). In our study, we considered a regular allocation strategy where all 

nodes have exactly the same number of bi-directional inter-edges ensuring a completely uniform 

support-dependent relationship. In our design, we made sure that each node supports (and is 

supported by) the same number of nodes from the other network. We analyzed this new model in 

terms of its robustness against random attacks characterizing the steady state size of the 

functioning parts of each network. From a design perspective, we showed analytically that the 

proposed method of regular inter-edge allocation helps improving the robustness of the system 

over the random allocation strategy studied by other researchers. Indeed, for a given expected 

number of inter-degree (the number of nodes supported plus the number of nodes dependent) per 

node, we showed that (i) it is better (in terms of robustness) to use bi-directional inter-links than 

unidirectional links since it ensures that for each node the amount of support being received and 

the amount of support provided are equal, (ii) it is better (in terms of robustness) to allocate each 

node exactly the same number of bi-directional inter-edges as opposed to allocating a random 

number of them to each node. To the best of our knowledge, this was the first study that 

characterized the robustness of interdependent networks under regular allocation of bi-directional 

inter-edges. Also, it was the first study that determined analytically the optimum inter-edge 

allocation strategy. We believe that our findings in this area allowed a new perspective on the 

design of interdependent systems. 

II.A.2. SUMMARY OF FINDINGS FROM YEARS 4-5 

II.A.2.1. IMPACT ASSESSMENT AND RECOVERY FROM WMD ATTACK ON VIRTUAL 

INFRASTRUCTURES 

We investigated the effect of large-scale failures of physical (substrate) networks on the virtual 

infrastructures (VI) or virtual networks (VN) supporting certain applications or providing certain 

services. We also designed and evaluated algorithms that allocate necessary (i.e., minimal) and 

sufficient primary and redundant resources to a VI, as well as algorithms that migrate 

applications and services, such that the VI (and its applications and services) can survive a large-
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scale failure. Finally, we examined correlated failures in a datacenter to come up with a 

downtime estimation of a service which will be useful for deciding how much redundant 

resources are needed to keep the availability of the service above a given threshold. 

II.A.2.2. ADVANCES IN ROBUST NETWORK DESIGN WITH PROBABILISTIC MODELS IN WMD 

ATTACK SETTING 

It was observed that most of the existing research on robust network design assumed 

deterministic models of link failures. As part of this project we considered a probabilistic failure 

model and examined its impact on the network design. More specifically, we assumed that the 

link capacity is random due to a WMD attack, and took a stochastic approach to study network 

management against a WMD attack.  

We also considered random failures in a cyber-physical system consisting of two interacting 

networks, i.e., a cyber-network overlaying a physical network. It was envisioned that these 

systems are more vulnerable to attacks since node failures in one network may result in failures 

in the other network (due to their interdependencies) causing a cascade of failures that would 

potentially lead to the collapse of the entire infrastructure. The robustness of interdependent 

systems against this sort of catastrophic failure hinges heavily on the allocation of the 

(interconnecting) links that connect nodes in one network to nodes in the other network. As part 

of this body of work, we characterized the optimum inter-link allocation strategy against random 

attacks in the case where the topology of each individual network is unknown. In particular, we 

analyzed the “regular” allocation strategy that allots exactly the same number of bidirectional 

internetwork links to all nodes in the system. We showed, both analytically and experimentally, 

that this strategy yields better performance (from a network resilience perspective) compared to 

all possible strategies, including strategies using random allocation, unidirectional interlinks, etc.  

We also investigated dynamic security assessment (DSA) in smart grid – one of the most 

important infrastructures nationwide, aiming to provide system operators important information 

regarding the transient performance of power systems under various possible contingencies.  

Specifically, we studied online DSA in a data-mining framework by taking into account the 

operating condition (OC) variations and possible topology changes of power systems during the 

operating horizon. A robust scheme was proposed based on adaptive ensemble decision tree 

(DT) learning. To mitigate the impact of possibly missing PMU data, multiple small DTs were 

first trained off-line using a random subspace method. In particular, the developed random 

subspace method exploited the hierarchy of wide-area monitoring system (WAMS), the location 

information of attributes, and the availability of PMU measurements, so as to improve the overall 

robustness of the ensemble to missing data. Then, the performance of the trained small DTs was 

re-checked by using new cases in near real-time. In on-line DSA, viable small DTs were 

identified in case of missing PMU data, and a boosting algorithm was employed to quantify the 

voting weights of viable small DTs. The security classification decision for on-line DSA was 

obtained via a weighted voting of viable small DTs. 

II.A.2.3. ANALYSIS OF PMU MEASUREMENTS FOR GRID MONITORING AND CONTROL AGAINST 

POSSIBLE WMD ATTACKS 

We investigated big data processing of PMU measurements for grid monitoring and control 

against possible WMD attacks. Big data processing and analytics of synchrophasor 

measurements, collected from multiple locations of power grids by phasor measurement units 

(PMUs), have the great potentials to enhance various power system operations and control. 
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Compared to SCADA data, the much finer temporal granularity and the precise synchronization 

make synchrophasor data the most promising tool for dynamic phenomenon monitoring and 

dynamic security analysis (DSA).  The use of PMU measurements for wide area control also has 

significant potential in providing enhanced resilience against WMD attacks.  The reliance on a 

suitable communication channel to transport the signal adds additional complexity in terms of 

reliability and resilience. 

Since power system operating conditions become increasingly dynamic and unpredictable, we 

identified three major requirements for enhanced synchrophasor-based DSA, and developed 

technical approaches accordingly.  

 Accuracy and robustness: Enhanced synchrophasor-based DSA should be accurate, and 

more importantly, should be robust to the operating condition variation and power system 

topology change and missing synchrophasor measurements. 

Technical approach: Small DTs and the ensemble learning algorithm developed in [6,7] 

can be utilized to efficiently update the predictive models and the critical decision rules 

by gracefully incorporating new cases to account for changed situations. 

 Scalability: Enhanced synchrophasor-based DSA should accommodate and facilitate the 

growth of synchrophasor system. First, the new synchrophasor data from newly-deployed 

PMUs should be seamlessly incorporated. Second, enhanced synchrophasor-based DSA 

should provide guidance for the placement of new PMUs. 

Technical approach: For the first objective, the random subspace method developed in 

[7] can be utilized to build small DTs based on new synchrophasor measurements only, 

and then, these newly-built prediction models can be incorporated by using ensemble 

learning algorithms. For the second objective, via data-mining, enhanced synchrophasor-

based DSA can provide the importance ranking of bus attributes, and thus new PMUs can 

be deployed at buses that have highest importance. 

 Distributed implementation and parallel computing: Enhanced synchrophasor- based 

DSA should facilitate distributed implementation and parallel computing. 

Technical approach: Small DTs build from the random subspace method [7] can make 

decisions independently of each other by using subsets of synchrophasor measurements. 

When PMU measurements are utilized for wide area control, the interdependence of the 

communication channel transporting the signal and the physical infrastructure incorporates a 

newer layer of complexity in terms of reliability and resilience.  The wide area signal could 

provide enhanced control performance, however the failure of the communication channel could 

result in the system being vulnerable in terms of reliability.   

System resiliency in such situations can be provided by making the physical infrastructure more 

resilient. This feature can be achieved through novel control designs which utilize multiple input 

signals including wide area and local signals.  The control structure can be designed robustly 

using modern robust control techniques with multiple input signals. With the wide area signals 

being available the controller would have superior performance. When the communication 

channel is lost the controller would still be guaranteed to stabilize the system but the 

performance of the controller would be slightly degraded. 

System resiliency can also be enhanced by having redundant communication channels which 

transmit multiple wide area signals and a hierarchical set of controllers using different wide area 
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signals can be designed robustly.  When the channel carrying the control input which provides 

the best performance is lost a detection algorithm will have to be designed to detect the loss of 

the signal and when this occurs the controller would have to switched to the controller 

corresponding to the next wide area signal in the hierarchy which provides the next best 

performance. 

These concepts to enhance resiliency will significantly improve power system reliability and 

performance and will also leverage the nation’s large investment in synchrophasor technology. 

II.A.2.4. IDENTIFICATION OF THE “K” MOST VULNERABLE ENTITIES OF MULTI-LAYER 

INTERDEPENDENT NETWORKS 

In this study we investigated techniques to identify the “K” most vulnerable entities (the entities 

whose failure results in the maximum reduction of system utility) in a multi-layer interdependent 

network system. In multi-layer interdependent network, a failure has the propensity to “cascade”, 

i.e. trigger additional failures due to the nature of the interdependencies between them. Although 

in recent years, a number of models have been proposed to analyze and to gain a deeper 

understanding of interdependency in a multi-layered network system, most of these models are 

over simplified and, as such, fail to capture the complex interdependency that exists between 

entities of these networks. To overcome the limitations of current models, we have recently 

proposed the Implicative Interdependency Model, which is able to capture such complex 

interdependency relations. We proposed techniques to identify the “K” most vulnerable entities 

of an interdependent network utilizing this model. 

We showed that depending upon the interdependency relationships shared amongst the entities, 

the problem can be solved in polynomial time for some special cases, whereas for some others, 

the problem is NP-complete. We also established that this problem is equivalent to computation 

of a fixed point of a multilayered network system and proposed a technique for its computation 

utilizing Integer Linear Programming. Finally, we evaluated the efficacy of our technique using 

real data collected from the power grid and the communication network that span the Maricopa 

County of Arizona [30]. 

II.B. ENSURING DATA INTEGRITY 

II.B.1. SUMMARY OF FINDINGS FROM YEARS 1-3 

II.B.1.1. DISTRIBUTED STORAGE DESIGN 

It was noted that distributed storage of data files in different nodes of a network enhances the 

reliability of the data by offering protection against node failure. In the (𝑁, 𝐾), 𝑁 ≥ 𝐾 file 

distribution scheme, from a file 𝐹 of size |𝐹|, 𝑁 segments of size |𝐹|/𝐾 are created in such a 

way that it is possible to reconstruct the entire file, just by accessing any segments. For the 

reconstruction scheme to work it is essential that the segments of the file are stored in nodes that 

are connected in the network. A network spanning across a large area might get disconnected due 

to such massive but localized failures, i.e., region-based faults. As a consequence, design of a 

data distribution scheme robust against such failures is extremely important. The problem we 

considered to ensure data integrity under such condition is, given: 

 a storage network 𝐺 of 𝑛 nodes and topology of the network and the network layout on 2-

dimensional plane, 

 storage capacity of each node in the network, 
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 parameters 𝑁 and 𝐾 for data coding 

 a region radius 𝑟 

Find out the distribution of the coded data file segments in the network 𝐺, so that even if the 

network gets disconnected due a region-based fault, at least one large component in the network 

will have at least 𝐾 distinct coded file segments with which original file can be reconstructed. 

The distribution scheme will also ensure that the total storage requirement is minimized. We 

proved that this problem is NP-complete, and provided techniques for solving this problem [36]. 

II.B.1.2. ASSESSING AND MANAGING DATA INTEGRITY CHALLENGES IN WMD ATTACK 

SCENARIOS 

We developed a general mathematical framework for studying the data integrity problem in the 

case of a catastrophic and massive network failure, which is a characteristic of a WMD attack. 

We tackle this problem using recent novel results in Network Coding theory to provide optimal 

and efficient methods for coding and placing the data redundantly in the network to make it 

resilient to a WMD attack. Our study leads to a two-layered solution that takes into account the 

real-world vulnerabilities of distributed storage systems, namely disk failures and malicious virus 

attacks: 

 Pre-Attack Preparation: Any implemented solution for protection against massive 

network failures can be jeopardized by two main vulnerabilities that characterize 

distributed data storage systems, which are node failures and adversarial attacks. These 

phenomena are not a rare occurrence, and treating them as a WMD attack would be a 

rather costly and infeasible solution. To deal with this situation, we have introduced and 

studied the concept of system maintenance. The system maintenance mechanism can be 

thought of as an inexpensive and efficient process running in the background that repairs 

the system from failures and cleans it from viruses in order to keep it ready to face a 

WMD attack. 

 Post-Attack Recovery: A WMD attack results in destroying a large part of the network, 

and therefore the loss of all the data that was stored there. To guarantee that the data can 

still be recovered after such a catastrophic event, it must be placed redundantly in 

different parts of the network. To this end, we investigate the use of erasure codes to 

generate redundant coded forms of the data. Of particular interest is the class of 

Maximum Distance Separable (MDS) codes, which can guarantee data recovery as long 

as a specified minimum number of nodes survive the attack. We investigated the 

construction of such codes that can be optimally coupled with the maintenance system 

described above. 

Our findings in this area are summarized as follows: 

 Exact Repair Codes Exist: The existence of repair codes that can restore an exact copy of 

the data lost due to a node failure was an open problem that is deeply connected to the 

general network-coding problem commonly thought to be very hard. We were able to 

make important progress in this direction by showing that exact repair codes exist for the 

two important minimum bandwidth regime (MBR) and minimum storage regime (MSR). 

Our techniques use the novel interference alignment method from the seemingly 

unrelated field of wireless communications. In fact, the codes constructed not only suffice 

to prove achievability, but also are very practical and are easy to implement. 
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 Minimizing Disk Reads: While the total amount of download required for repairing failed 

nodes is certainly of great interest, a second and perhaps equally important metric is that 

of disk-reads. The amount of disk-reads (or disk-IO) performed during repair is defined 

as the amount of data that needs to be read from the disks in that process. Recognizing 

the importance of this metric, we designed explicit algorithms that not only minimize the 

amount of data downloaded during repair, but also simultaneously minimize the amount 

of data read. We term this “repair-by-transfer”, i.e., wherein a node helping in the repair 

reads only the data it wants to pass. The property of repair-by-transfer also completely 

eliminates the need for any computations to be performed at the helping nodes, resulting 

in two major advantages. Firstly, the minimization of the amount of reading at the nodes 

and the elimination of repair operations clearly has the potential to significantly speed up 

the repair operation. Secondly, repair-by-transfer also allows for the use of dumb nodes 

(instead of smarter ones that have associated processors), thus allowing a much cheaper 

and more flexible storage system design. 

 Coding Reduces the Information Retrieval Delay: The use of redundancy in the form of 

codes in a distributed storage system is traditionally motivated by the need of reliability 

storage in the face of node failures due to various reasons e.g., machine failures, power 

outage or adversarial attacks. In this work, we show that coding not only makes the 

storage system more reliable but also at the same time can provide a faster access to the 

stored data. By combining a simple linear code with a novel request-scheduling 

algorithm, which we call Blocking-one Scheduling (BoS), we show analytically that it is 

possible to use codes to reduce data retrieval delay by up to 17% over currently popular 

replication-based strategies. Although in this work we focus on a simplified setting where 

the storage system stores a single content, the methodology developed can be applied to 

more general settings with multiple contents. 

 Data Protection Against Eavesdropping and Malicious Attacks: In the case of an 

emergency like post WMD attack it is crucial to be able to access the sensitive data stored 

in a distributed fashion in a network while simultaneously safeguarding it from unwanted 

intruders who may eavesdrop on, and possibly alter, the stored information. An important 

aspect of distributed storage systems is node failures over time, necessitating; thus, a 

repair mechanism in order to maintain desired high system reliability. For such dynamic 

settings, we characterized an upper bound on the maximum amount of information that 

can be stored safely on the system. Moreover, we also provide explicit code constructions 

that achieve these bounds and hence are capacity achieving. 

II.B.2. SUMMARY OF FINDINGS FROM YEARS 4-5 

II.B.2.1. ASSESSING AND MANAGING DATA INTEGRITY CHALLENGES IN WMD ATTACK 

SCENARIOS – EXTENSIONS  

We extended the work done in this domain in Years 1-3 (as outlined above). We summarize the 

key findings in this area from years 4-5 as follows: 

 Efficient and Distributed Secret Sharing in General Networks: Shamir's (n, k) threshold 

secret sharing is an important component of several cryptographic protocols, such as 

those for secure multiparty-computation, key management, and Byzantine agreement. 

These protocols typically assume the presence of direct communication links from the 

dealer to all participants; in which case, the dealer can directly pass the shares of the 

secret to each participant. In our study, we consider the problem of secret sharing when 
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the dealer does not have direct links to all the participants, and instead, the dealer and the 

participants form a general network. We have developed an efficient and distributed 

algorithm for secret sharing over general networks that satisfy what we call the k-

propagating-dealer condition.  

We have derived information-theoretic lower bounds on the communication complexity 

of secret sharing over any network, which may also be of independent interest. We have 

shown that for networks satisfying the k-propagating-dealer condition, the 

communication complexity of our algorithm is 𝜃(𝑛), and furthermore, is a constant factor 

away from the lower bounds. We have also shown that, in contrast, the existing solution 

entails a communication-complexity that is super-linear for a wide class of networks, and 

is 𝜃(𝑛2) in the worst case. Moreover, the amount of randomness required under our 

algorithm is a constant, while that required under the existing solution increases with n 

for a large class of networks, and in particular, is 𝜃(𝑛) whenever the degree of the dealer 

is bounded. Finally, while the existing solution requires considerable coordination in the 

network and knowledge of the global topology, our algorithm is completely distributed 

and requires each node to know only the identities of its neighbors. Our algorithm thus 

allows for efficient generalization of several cryptographic protocols to a large class of 

general networks. 

II.B.2.2. FAST AND EFFICIENT DATA RECONSTRUCTION IN DISTRIBUTED STORAGE SYSTEMS 

We were able to design a new erasure-coded storage system that reduces both network traffic 

and disk I/O by around 25% to 45% during reconstruction of missing or otherwise unavailable 

data, with no additional storage, the same fault tolerance, and arbitrary flexibility in the choice of 

parameters, as compared to common distributed storage systems. It is based on novel encoding 

and decoding techniques. We tested the new system in Facebook’s warehouse datacenters and 

observed a 36% reduction in the computation time and a 32% reduction in the data read time, in 

addition to the 35% reduction in network traffic and disk IO. We were also able to reduce the 

latency of degraded reads and perform faster recovery from failed or decommissioned machines 

[13, 14].  

II.B.2.3. DESIGN AND ANALYSIS OF DATA ACCESS PROTOCOL IN DISTRIBUTED STORAGE 

SYSTEMS 

While the use of codes for providing improved security and integrity of data in distributed 

storage systems, how fast such systems can provide data or how we should optimize data access 

protocols are not studied. We first studied data access performance of data storage systems based 

on codes through the lens of queueing theory, and analytically characterized the latency 

performance of distributed storage systems. Then, we designed superior data access protocol, 

which uses redundant requests to improve data access performance [15, 16]. 

II.B.2.4. PRIVACY-AWARE INFORMATION RETRIEVAL AND SHARING  

We want to retrieve data from a public database without revealing to the server which record is 

being retrieved. We proposed new systems where one can retrieve data from coded distributed 

database systems. Moreover, we also designed systems where one can search database by 

providing multimedia data such as voices, faces, or locations instead of textual descriptions. We 

also studied how we can share private information across a network with low communication 

cost. With our proposed distributed algorithm, one can share secrets across a general network 

without worrying about reveal your secret [17, 18, 19].  
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III. TRAINING & PROFESSIONAL DEVELOPMENT OPPORTUNITIES PROVIDED  

As a part of this project, several PhD (approximately 10) students at the three participating 

universities have been trained in the design of robust and resilient networks in presence of region 

faults. One student who was deeply involved in the project from its inception, successfully 

defended her PhD dissertation in May 2014. In addition, two post-docs, one at University of 

California, Berkeley and the other at Arizona State University have actively participated in the 

project and thereby trained through this research effort. 

IV. RESULTS DISSEMINATION  

The results have been disseminated in the scientific community through publications in scientific 

journals and presentations at conferences. In addition, the PIs of this project have given several 

invited talks at other research universities, such as the Kings College in London, U.K. and 

industrial research laboratories, such as Deutsche Telekom in Berlin, Germany. 
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