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ABSTRACT 

This paper describes the results obtained in a research program 

ultimately concerned with deriving a physical sketch of a scene from one 

or more images. Our approach involves modeling physically meaningful 

information that can be used to constrain the interpretation process, as 

well as modeling the actual scene content. In particular, we address 

the problems of modeling the imaging process (camera and illumination), 

the scene geometry (edge classification and surface reconstruction), and 

elements of scene content (material composition and skyline 

delineation). 

I INTRODUCTION 

Images are inherently ambiguous representations of the scenes they 

depict: images are 2-D views of 3-D space, they are single slices ~n 

time of ongoing physical and semantic processes, and the light waves 

from which the images are constructed convey limited information about 

the surfaces from which these waves are reflected. Therefore, 

interpretation cannot be strictly based on information contained in the 

image; it must involve, additionally, some combination of a priori 

models, constraints, and assumptions. 

this additional information is usually 

In current machine-vision systems 

not made explicit as part of the 

machine's data base, but rather resides in the human operator who choses 

the particular techniques and parameter settings to reflect his 

understanding of the scene context. This paper describes a portion of 

the SRI program in machine vision research that is concerned with 

identifying and modeling physically meaningful information that can be 

used to automatically constrain the interpretation process. In 

particular, as an adjunct to any autonomous system with a generalized 

competence to analyze imaged data of 3-D real-world scenes, we believe 

that it is necessary to explicitly model and use the following types of 

knowledge: 
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