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to deploy mesh networks, and several dozen cities have already deployed these networks.
These mesh networks are meant to enhance city and emergency services
communication as well as to provide city-wide, low-cost, ubiquitous Internet access
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accessibility and hence have a major impact on society.
Simulation is the integral step in the validation of mesh networking protocols.
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propagation presented by these simple models. Consequently, channel variability,
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The result is that many insights gained from the simplistic environment do
not necessarily hold in the urban environment, casting doubt on the applicability
of the conclusions drawn from these simulations. While the reasons that realistic
propagation models are typically not included into network simulations is not well
documented, it seems that one of the main reasons include the belief that propagation
modeling is computationally intractable and that propagation cannot be
realistically modeled due to small-scale fading and delay spread. This dissertation focuses on developing models for
realistic propagation simulation
and the implications of these models on simulation of urban mesh networks.
The dissertation also provides measurements and models for time-varying nature
of propagation and characterization of the effect of interference on packet success
probability.
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ABSTRACT

By providing connectivity to mobile users, mesh networks are poised to be-

come a major extension of the Internet. More than 300 cities and towns have plans

to deploy mesh networks, and several dozen cities have already deployed these net-

works. These mesh networks are meant to enhance city and emergency services

communication as well as to provide city-wide, low-cost, ubiquitous Internet access

for residents and visitors. Such networks promise to bring dramatic changes to data

accessibility and hence have a major impact on society.

Simulation is the integral step in the validation of mesh networking proto-

cols. However, currently, most simulations use the trivial disk propagation model

(i.e., the signal propagates exactly R meters and no further) or a highly idealized

propagation model such as the free-space or the two-ray model. Due to the presence

of buildings, propagation in urban environments is far more complicated than the

propagation presented by these simple models. Consequently, channel variability,

which is a key aspect of wireless networking, is not well modeled in today’s simula-

tions. The result is that many insights gained from the simplistic environment do

not necessarily hold in the urban environment, casting doubt on the applicability

of the conclusions drawn from these simulations. While the reasons that realistic

propagation models are typically not included into network simulations is not well

documented, it seems that one of the main reasons include the belief that prop-

agation modeling is computationally intractable and that propagation cannot be

realistically modeled due to small-scale fading and delay spread.
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This dissertation focuses on developing models for realistic propagation sim-

ulation and the implications of these models on simulation of urban mesh networks.

The dissertation also provides measurements and models for time-varying nature

of propagation and characterization of the effect of interference on packet success

probability.

To this effect a realistic propagation simulator has been developed. This

propagation simulator can estimate channel gain from any given point to any other

given point in the simulated region (e.g., city downtown). In addition to estimating

channel gain, other key metrics such as delay spread, angle of arrival and departure

can be computed. It is shown that the simulation time scales linearly with the

number of processors and also this computation needs to be carried out only once

for a simulated region.

Channel variability that results in temporally varying topologies is one of the

biggest challenges faced by wireless networks. This dissertation presents measure-

ments and models of propagation between stationary transmitters and receivers in

a dynamic environment. A diffusion-based stochastic model is presented that can

be used to accurately model the time-varying propagation.

Propagation model only provides the signal strength and other propagation

metrics. However, realistic simulation requires the packet success probability (PSP).

The signal to Interference plus noise ratio impacts the probability with which the

receiver will be able to successfully decode the signal. This dissertation aims at

characterizing the effect of varying interference and signal strengths on the packet

success probability. As a result of this characterization a model for bit-rate selection

is provided.

This dissertation provides a framework for realistic simulation of urban mesh

networks. The models developed are available online and are compatible with widely

adopted discrete event packet simulators such as NS2 and QualNet.
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Chapter 1

INTRODUCTION

Wireless networks bring about a paradigm shift in the way of information

dissemination. The advent of wireless networks has provided the users with the

flexibility of "access on the go". In recent years wireless networks has seen tremen-

dous growth in the name of Mobile Ad-Hoc networks, Sensor Networks and more

recently, the city wide deployment of Wireless Mesh Networks to provide ubiquitous

internet access to the mobile and stationary users alike. The growth of wireless

networks is also fueled by the IEEE standards [45] development such as 802.11 for

wireless local area networks, the low complexity and low power standard 802.15 for

personal area networks, 802.16 for fixed broadband wireless networks and P1415.5

for standardizing the wireless sensor networks.

Mesh networking is a promising technology for providing robust broadband

wireless access for various multimedia applications and for various other public safety

applications. Recently, there has been interest in developing protocols for urban

mesh networks such as the ones to be deployed in Philadelphia [75], San Francisco

[22], Taipei [96], Minneapolis [23], Anaheim, California, and Tempe, Arizona.

1.1 Urban Mesh Networks

A distinguishing feature of urban mesh networks is the presence of a large

number of infrastructure nodes, each with relatively small coverage. This contrasts

cellular networks that have far fewer infrastructure nodes, each with large regions of

coverage. Urban mesh networks also differ from traditional mobile ad hoc networks
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in that they have a fixed infrastructure that includes some wired base stations.

On the other hand, mesh networks are similar to ad hoc networks in that paths

may cross multiple wireless links. However, a path in a mesh network typically

includes multiple infrastructure to infrastructure hops and a single infrastructure

to mobile hop (See Figure 1.1). Another difference between these networks is that

while cellular networks are carefully planned and mobile ad hoc networks are not

planned at all, urban mesh networks occupy the middle ground in that they are

somewhat planned. This lack of careful planning may result in infrastructure nodes

having highly overlapped coverage areas, in contrast to cellular networks.

Besides architectural aspects, these networks differ in terms of propagation.

In cellular networks, the network performance is largely controlled by propagation

between the outdoor base station and the mobile client. As shown in Figure 1.1

propagation between the infrastructure and the mobile client is not the only con-

cern. For example, communication between infrastructure nodes is critical. Also,

in cellular networks, transmissions by nearby clients are controlled with CDMA,

FDMA, or TDMA, and hence, client-to-client interference is not important (e.g.,

indoor propagation has little impact on performance). However, in urban mesh net-

works, the coverage areas of infrastructure nodes may greatly overlap, and hence

clients communicating with different infrastructure nodes may experience consider-

able interference. Consequently, indoor-to-indoor propagation is important as well

as the propagation between street level nodes. In summary, the performance of

urban mesh networks is impacted by

• propagation between mobile clients, which may be indoors or outdoor and, if
outdoors, are at street level,

• propagation between mobile client and infrastructure nodes, where both types
of nodes could be either indoors or outdoors, but outdoor infrastructure nodes

are typically elevated, and
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Internet
Internet

data path

wireless 
signal path

Figure 1.1: Urban mesh networks are composed of wireless links between in-

frastructure nodes and wireless links between infrastructure and mo-

bile clients. Both types of nodes may be indoors or outdoors and

may be elevated or at street level. Communication between mobile

clients and the Internet is provided via multiple wireless hops over the

infrastructure (dotted lines). Many types of signal propagation are

relevant. In the figure above, the signals that reach the car are im-

pacted by diffraction around the corner of the building, propagation

through the interior of the building, transmission through an exterior

building wall, and reflections off of a building and off of the ground.

• propagation between infrastructure nodes, where, again, these nodes can be
indoors or outdoors.

1.2 Motivation

To simulate a wired protocol it is essential to model the link (bandwidth,

delay, loss), the desired quality of service of the user, amount and type of the

competing traffic etc. The situation is even more complex when wireless protocols

are considered. Not only can the network traffic vary as in the wired case, but the

wireless links and the resulting topology add a new dimension to the heterogeneity.
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Currently, most simulations use the trivial disk propagation model (i.e., the

signal propagates exactly Rmeters and no further) or a highly idealized propagation

model such as the free-space or the two-ray model. Due to the presence of buildings,

propagation in urban environments is far more complicated than the propagation

presented by these simple models. Consequently, channel variability, which is a key

aspect of wireless networking, is not well modeled in today’s simulations. The result

is that many insights gained from the free-space environment and other simplistic

models do not necessarily hold in the urban environment, casting doubt on the

applicability of the conclusions drawn from today’s simulations.

1.3 Problem statement

Simulation is the integral step in the validation of mesh networking protocols.

Simulation of a protocol involves simulation of multiple underlying aspects of the

network. Wireless propagation is one such aspect that has a predominant effect

on the nature of communication links. Specifically propagation has a significant

impact on the performance of protocols due to the variation induced by it in terms

of link bandwidth and error rate. Hence it becomes important to model the effects

of propagation to evaluate the performance of any wireless protocol.

This dissertation focuses on providing models and methodologies for simulat-

ing wireless propagation in urban environments. This work proposes and investigates

various models for realistically modeling various aspects of propagation to enhance

the quality of simulations.

1.4 Key contributions

This dissertation provides models and mechanisms for realistic simulation of

wireless propagation in urban environments. The Following are the key contributions

of this dissertation.
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• At the frequencies used in today’s wide band communication, wireless signals
may undergo reflections off of buildings and ground, transmissions through

walls, and diffractions over and around buildings. Wireless communication

extends far beyond what line-of-sight (LOS) communication will offer. Indeed,

our simulations show that majority of a node’s neighbors are not within LOS.

Goals of realistic propagation simulation include simulating realistic coverage

and realistic variation of the signal strength. To this effect a propagation

simulator capable of estimating key metrics such as signal strength, delay

spread etc. between any two given nodes in the network has been developed.

• A study of graphical properties of the topology formed by the nodes using

realistic propagation is presented. The study gives an overview of the statisti-

cal properties of the graph formed by the nodes in mobile networks in urban

environments. This study is aimed as a tool toward development of better

protocols for urban mesh networks.

• It is common to see various models for estimating the channel variability be-
tween a transmitter and a receiver where one of the nodes is mobile. These

models attribute the channel variability to the mobility of the transmitter or

receiver. But in practicality it is true that the channel can also vary between a

pair of stationary nodes due to the objects moving in the vicinity. This disser-

tation examines the channel variability between a stationary pair of nodes in

a dynamic environment. To this effect a diffusion model has been developed

that models the channel variability as a function of the mobile object density

in the environment.

• Signal to interference plus noise ratio, SINR, is one of the main factors that
affects the quality of wireless communication. While the impact of white
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Gaussian noise on a wireless channel is well understood, impact of interfer-

ence remains one of the less explored areas. With the deployment of dense

mesh networks, the interference will be a dominant factor that affects the

transmission errors. This work explores the performance of 802.11b/g when

subject to interference. The findings are based on various controlled experi-

ments in the laboratory setting. One finding of this work is that in contrast

to communication over links where the noise is Gaussian, in 802.11b/g, the

probability of successfully transmitting a packet is dominated by the ability

of the receiver to synchronize with the carrier. As a result, changing to a

lower bit-rate with same synchronization scheme will not make the transmis-

sion more resilient to interference. The significance of this result on bit-rate

selection is also explored.

• The dissertation also aims at developing a general framework for protocol
simulation using the developed models. To this effect an entire chapter is ded-

icated to discussing various steps involved and overall simulation methodology

for realistic simulation of urban mesh networks.

1.5 Thesis outline

The rest of the thesis is organized as follows. The chapter 2 presents a de-

tailed overview of the propagation simulator design and development. This chapter

also provides some discussion on the impact that realistic simulation has on the

performance of networking protocols. As one might expect, traditional simulations

that use random way-point mobility and free-space propagation yield very different

results than the simulations carried out using realistic mobility and propagation. It

is important to note that realistic simulation of wireless networks is an ongoing ef-

fort and that as the computational capabilities increase, more detailed and accurate
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simulations are possible. Chapter 3 presents the statistical analysis of the graph-

ical properties of mobile networks. The modeling and characterization of channel

variability between two stationary nodes in a dynamic environment is presented in

chapter 4. Chapter 5 presents a study of relationship between the SIR, SNR and

packet success probability. This chapter also provides a model for bit rate selection

for varying SIR conditions. Chapter 6 provides a detailed simulation overview us-

ing the propagation simulator. A brief description of the mobility model used for

the simulations is also provided in this chapter. Various insights gained from the

simulations using these realistic models are presented in chapter 7. Issues such as

Coverage, bit rates achievable and topological formations are discussed in this chap-

ter. An efficient paging protocol that makes use of the unique topological formation

found in indoor mesh nodes is developed and discussed. Working details of the

protocol and simulation results are also provided. Chapter 8 provides concluding

remarks and the directions for future work.
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Chapter 2

REALISTIC PROPAGATION SIMULATION OF URBAN

MESH NETWORKS

Recently, there has been interest in developing protocols for urban mesh

networks such as the ones to be deployed in Philadelphia [76], San Francisco [22],

Taipei [96], Minneapolis [23], Anaheim, California, and Tempe, Arizona. Simulation

is the common technique to determine the performance of these protocols. However,

today, most simulations use the trivial disk propagation model (i.e., the signal

propagates exactly meters and no further) or a highly idealized propagation model

such as the free-space or the two-ray model. Due to the presence of buildings,

propagation in urban environments is far more complicated than the propagation

presented by these simple models. Consequently, channel variability, which is a key

aspect of wireless networking, is not well modeled in today’s simulations. The result

is that many insights gained from the free-space environment do not necessarily

hold in the urban environment, casting doubt on the applicability of the conclusions

drawn from today’s simulations.

While the reasons that realistic propagation models are typically not included

into network simulations is not well documented, it seems that the typical reasons

include the belief that propagation modeling is computationally intractable and

that propagation cannot be realistically modeled due to small-scale fading and delay

spread. To the contrary, this thesis demonstrates the feasibility of including realistic

propagation into network simulation. To this end, a simulator has been developed
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in accordance with the guidelines set forth in this chapter and in [92] and [17].

This simulator is validated in three scenarios and it is shown that when used with

packet level simulation, realistic propagation has a dramatic impact on simulation

results. Furthermore, while realistic propagation is computationally intensive, the

computational complexity of the approach taken here results in the propagation

aspects of the typical simulation taking approximately as long as the processing

of the discrete events by the packet simulator. Consequently, this thesis provides

techniques and methods for greatly improving the quality of simulations.

In order to justify the simulation strategy used, an overview of the key fea-

tures of propagation in an urban environment is presented. This non-mathematical

discussion of propagation also provides networking researchers with an intuition of

propagation in urban environments. For example, some of the myths that can be

found in the networking literature are dispelled, and issues that are neglected in the

networking literature, such as the importance of building materials, are discussed.

The remainder of this chapter proceeds as follows. In the next section, a

brief discussion of urban mesh networks is provided. Section 2.1 discussed stochas-

tic models of propagation. While stochastic models are often used in communication

theory, their applicability to networking is limited, and, as will be discussed, they

should be used with care. In contrast, the propagation simulator discussed here is

deterministic. Section 2.2 discusses several characteristics of propagation. Specifi-

cally, the subsections of Section 2.2 discuss transmissions through walls, reflections

off of walls, multipath fading, diffraction, scattering, time-varying channels, and

delay spread. Section 2.3 discusses computational issues, discusses details of the

UDelModels’ propagation simulator, and presents validation of the simulator. The

section 2.4 intends to demonstrate the impact of using realistic propagation on the

simulation of mesh networks. Specifically, the difference between using simplistic

models such as random way-point mobility model with open space propagation and
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using the above realistic simulation models is examined. This section also highlights

the difference in the performance of AODV [74] routing protocol under realistic sim-

ulation scenario and under simplistic simulation scenarios using open space propa-

gation model and random way point mobility model. Finally section 2.5 discusses

related work.

2.1 Stochastic Models of Propagation

One of the most important aspects of propagation is the channel gain (other

characteristics are discussed below). The objective of propagation simulation is

to determine the channel gain (and other channel characteristics). The physical

layer model then uses these channel characteristics to determine the probability

of transmission error. The relationship between the received signal power received

and transmitter signal power transmitted is received =  ×  × transmitter where

 is a constant that depends on the wavelength and the antennas, and  is the

channel gain. It is common for this relationship to be specified in dB1 and dBm (dB

milliwatts), i.e.,

received[] = 10 log10 +[] + transmitter[]

To get an idea of common values, consider the typical 802.11b transmissions. In

this case, the transmission power is 15 dBm and 10 log10 = −41 dB. Furthermore,
the sensitivity of commercially available 802.11b receiver cards is approximately -93

dBm when receiving at 1Mbps. Thus, if the channel gain is lower than -67 dB,

then it is not possible to decode the transmission with marginal reliability. It is also

common to require an extra gain margin to allow for the signal to be decoded reliably

(not simply marginally reliability), to account for losses due to connectors and other

analogue circuits, and to allow for overly optimistic sensitivity specifications. The

gain margin depends on the transmitter/receiver manufacturers and system design,

1 For the remainder of the chapter, we specify channel gains in dB.
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and can range from 3 dB up to 9 dB, which require the 802.11b communication

channel gains to be above -64 dB and -58 dB respectively.

The propagation of wireless signals can be accurately modeled by Maxwell’s

Equations. However, it is beyond today’s computational abilities to simulate large

urban regions using these equations. For this reason, there has been extensive

research effort on developing techniques that provide computationally tractable es-

timates of the channel gain and other characteristics. In general, the techniques

can be classified into deterministic and stochastic models. Furthermore, they can

be divided into site specific approaches (i.e., detailed information about the envi-

ronment is included into the propagation model) and non-site specific approaches.

As discussed next, for simulation of urban mesh networks, deterministic site specific

propagation models are appropriate.

We can easily rule-out deterministic non-site specific approaches such as the

Okumura-Hata model [42] or COST 231 [34]. Such models provide a relationship

between the channel gain and the distance between the receiver and transmitter.

However, these models only provide an average behavior and do not model the

variability of the channel.

On the other hand, non-site specific stochastic models can account for channel

variability and hence are widely used in communication theory. However, there are

many pitfalls to stochastic models which often make them not applicable to urban

mesh network simulation. Consider the well established lognormal shadowing model

[80]. This model specifies that the received signal power obeys

received =



×  × transmission (2.1)

where  is a constant,  is the distance between the transmitter and receiver,  is

the attenuation factor, transmission is the transmitted power, and  is a lognormally

distributed random variable that accounts for shadowing. This model dictates that

if a transmitter and receiver are placed at randomly selected locations, then the
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relationship between distance, transmitted power and received power obeys (2.1).

While the model has been verified through experimentation, the model focuses only

on a single link. On the other hand, in networking, the interest is on a large number

of links, specifically, the focus is on the graph formed by links. If the relationship

between received and transmitted signal strength merely obeys (2.1), then the graph

formed by links would be a type of a random graph, whereas an urban setting induces

a graph with deterministic components. Consider the left and right frames in Figure

2.1. The left-hand frame shows the channel gains (including correlations as described

in [37] and [40]) when a lognormal shadow fading model is used, while the right-

hand shows the channel gains in an urban area that is found through the techniques

described in the next sections. While it is reasonable to assume that even in the

urban setting, if two arbitrary locations are selected, then the signal strength will

follow the lognormal distribution (i.e., (2.1) is valid), it is quite clear that channel

gain is not random. Rather, the channel gain is greatly influenced by the map of

the urban area. For example, the signal propagates far down the streets, while it

propagates poorly into or through/over buildings. To see the implication of this,

consider the least-hop path shown in Figure 2.2. In this example, only the first and

last hop are able to propagate between indoor and outdoor, while other hops follow

streets (outdoor to outdoor propagation). Thus, we see that the propagation results

in routes in urban areas that are not random, but are dependant on the structure of

the city. For this reason, we do not use non-site specific models, and focus on site-

specific models where the layout of the city and buildings influences the propagation.

Currently, the UDelModels’ propagation simulator is deterministic. However, future

work will include appropriate stochastic elements.
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Figure 2.1: Left, channel gain generated by a correlated lognormal model. Right,

channel gains generated by ray-tracing in an urban area. The rectan-

gle shapes are buildings and the shaded boxes inside the rectangles

represent channel gain to locations on the first floor of the building.

In both the left and right frames, the star marks the location of the

transmitter.

Figure 2.2: Routing in an Urban ad hoc Network. The source and destination

are inside of two different buildings. The shortest hop path travels

along the road, it does not follow the shortest geometric route (i.e., a

straight line).
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2.2 Characteristics of Urban Propagation

2.2.1 Overview

As mentioned above and depicted in Figure 1.1, there are several aspects

of propagation that are important for UMNets. Specifically, the relevant types of

propagation include line-of-sight, reflections off of buildings and the ground, trans-

missions through exterior walls of buildings, indoor propagation, and diffraction

around and over buildings. While particular types of communication might be more

impacted by particular types of propagation (e.g., indoor-to-indoor communication

is mostly impacted by indoor propagation), these aspects of propagation can impact

any type of communication (e.g., indoor signals may exit the building, experience a

reflection, reenter the building, and impact the communication between two indoor

nodes). In this section, these types of propagation are briefly discussed. The objec-

tive is to provide intuition of propagation in urban environments. While there are

mathematical models of propagation, we do not provide any mathematical details.

An excellent reference that contains mathematical details is [10].

Remark 1 We typically focus on the propagation for a particular transmitter and

receiver. However, due to reciprocity (e.g. \cite{reciprocity}), the channel between
two antennas does not depend on which one is the transmitter and which is the re-

ceiver. To some degree, the symmetry of channels contradicts the observed asymme-

try of links (e.g., [5] and [105]). It is important to note that the observed asymmetry

of links is not due to the channel but due to difference in the analogue electronics

in the transmitters and receivers. These differences may result in unequal transmit

powers and unequal receiver attenuation. In some cases, these differences can be

reduced by calibrating the transmit powers. It is also possible that one node experi-

ences more interference than another node. In this case, the probability of error-free

packet transmission depends on which node is the transmitter.
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2.2.2 Transmissions

In urban mesh networks, reflections off of objects such as buildings and the

ground and transmission into buildings play a primary role in the magnitude of the

received signal strength. Diffraction and scattering are also important, but from

numerical experiments it can be shown that they play a secondary role. When

the object that the signal is hitting is much larger than the wavelength, then the

behavior of the signal can be accurately modeled as a ray that is partially reflected

off of the object, partially transmitted through the object, and partially absorbed

by the object.

If this ray model is accurate, then there are well known formulas that describe

the behavior (e.g., see [10]). In general, the reflection can be written in terms of six

components,

• ⊥
Transmit (Incidence  

00
   )

• ⊥
Reflect (Incidence  

00
   )

• ⊥
Absorb (Incidence  

00
   )

• 
k
Transmit (Incidence  

00
   )

• 
k
Reflect (Incidence  

00
   )

• 
k
Absorb (Incidence  

00
   )

where Incidence is the angle between the ray and the material, 
0
 and 00 are

the real and imaginary part of the relative dielectric constant of the material, 

is the width of the material,  is the frequency of the signal, and the superscript

denotes the polarization.

Instead of detailing how each of these factors impacts the propagation, we will

consider an example. We examine the received signal strength on one side of a wall
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with a transmitter on the other side as shown in left-hand frame of Figure 2.3. We

consider the received signal strength in two locations, specifically, one at the same

height as the transmitter and one elevated from the transmitter. We assume that

the signal strength decays according to free-space propagation and then intersects

the wall and suffers insertion loss 
k
Transmit (where we assume that the wireless signal

is vertically polarized, hence the k superscript). We take the frequency to be 2.4
GHz, as in 802.11b/g. Three types of wall materials are examined, namely, brick

(0 = 39, 
00
 = 0001,  = 10 cm.), concrete (0 = 5, 

00
 = 02,  = 20 cm.), and

glass (0 = 58, 
00
 = 0003,  = 25 cm.). The behavior for these materials is shown

in the right three frames of Figure 2.3.

Many aspects of transmission through material can be observed in Figure

2.3. First, notice how in the case where the receiver and transmitter are at the

same height, the channel gain increases as the distance between the transmitter and

received decreases. This agrees with the intuition from free-space propagation. The

impact of the material can be seen by noticing the variation in the received signal

strength for different materials. For reference purposes, consider that without the

wall, when the transmitter is about 5 m from the wall, the channel gain is -14 dB.

from the wall and a receiver that is at the same height as the transmitter. Thus,

when the angle of incidence is 0 the wall reduces the channel gain by 0 dB (for glass)

to 6 dB (for concrete). The impact of the angle of incidence can be emphasized by

considering the channel gain when the transmitter and receiver are not at the same

height. As can be seen, this results in the signal strength first increasing and then

decreasing as the distance between the transmitter and receiver increases; this is in

conflict with the behavior in free-space. The key characteristic of propagation at

work here is that when the ray hits the wall at a grazing angle, only a small amount

of signal power is transmitted through the wall. The point where the signal strength

switches from increasing with the transmitter-receiver distance to decreasing with
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Figure 2.3: Transmission through a wall. The left-hand frame shows a side-view

of the simulated scenario. The right-hand frames depict the attenu-

ation of the signal when transmitted through walls of different kinds

of materials. It also depicts the nature of attenuation due to relative

heights of the transmitter and the receiver.

transmitter-receiver distance depends on the material, the thickness of the material,

and the height of the receiver.

Remark 2 One interesting implication of Figure 2.3 is that if an urban mesh net-

work uses relays mounted on lampposts, then the lamppost are quite close to build-

ings. Thus, relays mounted on a lamppost on the far side of the street will provide

better coverage of a building than a relay mounted on a lamppost on the near side

of the street. We concluded that, in some cases, the angle of incidence can be more

important than the transmitter-receiver distance.

Figure 2.3 shows variation of the channel gain due to the different building

materials. The dependence on material poses a serious challenge for simulation.

First, walls are typically not made of a single material, but of layers of material.

It is, however, possible to extended the method to accommodate layers of different

material (e.g., see [88]) at the expense of computational complexity. A second and

more serious problem is that it is not realistic to know the construction material for

each building. This dependence on construction materials emphasizes the difficulty
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of accurate prediction of channel gains and demonstrates why realistic simulation is

more reasonable than accurate simulation. In the UDelModels, it is possible to spec-

ify different building materials, but it is assumed that the material is homogeneous

for each building.

2.2.3 Reflections

Reflections are complementary to transmissions. However, it is important to

note that some power is absorbed by the material, hence, the power transmitted

through a wall and the power reflected off of a wall do not necessarily sum to the

power of the incident signal and, depending on the material and angle of incidence,

a significant amount of energy can be absorbed.

To get an understanding of the impact of reflections, we consider propagation

down a building lined street, as shown in Figure 2.4. Here the signal is repeatedly

reflected off of walls and, in a sense, focused down the street. This effect is sometimes

referred to as propagation down an urban canyon. A similar effect can also arise

in hallways and tunnels. The result is that the received signal strength is stronger

when propagating down a street than it would be with the same transmitter-receiver

distance but in free-space.

Figure 2.4 shows the channel gain down an urban canyon for the same set of

materials considered above and the free-space approximation. Note that free-space

predicts substantially smaller received signal strength than the simulated received

signal. For example, when the receiver-transmitter distance is 300 m., the difference

between the free-space and the model that accounts for reflection ranges from 13 dB

to 5 dB, depending on the material and the distance between the walls. Figure 2.4

also shows approximations of the channel gain given by 1, where, for a canyon

width of 7 m.,  = 138 and a canyon width of 35 m.,  = 147. It should be

pointed out that it is often assumed that  ∈ [2 4], however, as this simple example
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Figure 2.4: Propagation down a street. The left-hand frame shows a top view

of the simulated scenario. The right-hand frames depict the effect

of propagation down an urban canyon for different wall materials,

different attenuation exponents, and for the free space.

demonstrates, it is possible that for some paths we have   2. That is, while

buildings may block communication, they may also enhance communication.

Note the lack of smoothness when the walls are made of brick and the width

is 35 m. (e.g.  = 50). This is due to the wide variation in the reflection coefficient

as the angle of incidence varies. Indeed, depending on the material and the width

of the material, there may be some angles of incidence where no signal is reflected.

Such angles are called Brewster angles. In some settings, the wide variation of the

reflected signals strength as a function of incident angle results in large fluctuations

in the total received signal strength for small movements of the receiver or trans-

mitter antenna. This amounts to further sensitivity of communication on building

materials.
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2.2.4 Multipath Fading

It is well known that wireless signals can experience small-scale fading or

multipath fading. Such fading results from the constructive and destructive inter-

ference of signals that follow different paths from the transmitter to the receiver. As

a result, when the wavelength is small, a small displacement of the transmitter or the

receiver will cause a change in the interference and hence a change in the received

signal strength. While fast-fading is a significant problem in many wireless systems,

it is typically not relevant in wide bandwidth communications such as those often

used for data communications (e.g., 802.11). The reason is that the received signal

strength is essentially averaged over the bandwidth, which, by definition, is wide.

The left-hand frame in Figure 2.5 shows an example of the signal strength at various

frequencies. Note that at some frequencies, the signal strength is quite low, even 40

dB less than the mean signal strength of 0 dB. A narrow bandwidth communication

will experience such degradations in signal strength. However, when averaged over

a sufficiently wide bandwidth, the average signal does not experience degradation.

For example, the middle frame in Figure 2.5 shows how the signal strength varies for

small changes in position. Note that the narrow bandwidth signal experiences rapid

and large fluctuations, while the wide bandwidth case experiences much smaller

variations.

In general, the wider the bandwidth, the less susceptible to fast fading. How-

ever, variation in signal strength also depends on the environment. The right-hand

frame of Figure 2.5 shows the variance of the received signal strength over a circle

with one meter radius as a function of the bandwidth. Each curve is for a slightly

different environment, but in all cases it is for propagating down the urban canyon

as shown in the left-hand frame of Figure 2.4. Note that in general, the variance de-

creases as the bandwidth increases. However, the variance of the narrow bandwidth

case and the rate that the variation decreases with the bandwidth depends on the
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Figure 2.5: Fast fading in narrow band and wide band communication scenarios.

Left: the signal strength as a function of frequency for a narrow band

signal propagating down an urban canyon. Middle: signal strength of

a narrow and wide band signal as a function of receiver position per-

turbation when propagating down an urban canyon. Right: variance

in signal strength due to change in receiver position as a function of

bandwidth for when propagating down a urban canyon as shown in

Figure 2.4.

environment. In all cases, the variance is quite small when the bandwidth exceeds 10

MHz, while 802.11b has a bandwidth of 22 MHz. It should be noted that there are

other factors besides multipath reflections that could cause large changes in signal

strength over small changes in position, e.g. changes in antenna orientation.

2.2.5 Diffraction

While reflections and transmission play an important role in propagation,

diffraction is also significant and should not be neglected. Diffraction allows the

signal to "bend" around corners and over/around buildings. However, the diffracted

signal will not be as strong as the original signal; the sharper the bend, the weaker

the signal. Consider the examples in Figure 2.6, which use the Uniform Diffraction

Theory [59], [7]. The left-hand frames show the diffraction around a corner. The

second from the left frame compares free-space propagation around the corner to

free-space propagation with the added loss due to diffraction. The right-hand frames
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Figure 2.6: Diffraction around a corner (left) and over a building (right). The

left-hand frame and second from the right frame show side views of

the simulated scenario. The other frames show the attenuation as

a function of . As  increases, the signal strength decreases. The

dashed lines show the signal strength if the loss was only due to free

space propagation while the solid line shows the signal strength when

the loss due to diffraction is also included.

show diffraction over a building where two diffractions are required. In both cases, as

 increases, the signal must make a sharper bend (i.e., the diffraction angle increases)

and, hence, more loss is incurred. It is important to note that the signal strength

decreases quickly as  increases. From the right-hand frames in Figure 2.6, it can be

seen that diffracting over a building that is only 5 m. higher than the transmitter and

receiver results in a channel gain that is too small for typical 802.11 communication

(recall the discussion in Section 2.1), while diffracting around a single corner (left

hand plots of Figure 2.6) might result in a sufficiently large channel gains for most

802.11 communications. Indeed, our simulations indicate that for 802.11, diffracting

around two corners results in loss that is typically too great for 802.11.

While diffracting around two or more corners leads to large losses, 802.11

might be able to communicate effectively around a single corner. Consequently, a

significant portion of the coverage area of 802.11 is due to diffraction. Using the

22



Table 2.1: Coverage and computation time
Experiment Coverage Time (sec./transmit location)

Line of sight 937 56

1 iteration 2623 59

1 iteration without diffraction 1960 56

2 iterations 3927 62

2 iterations without diffraction 2616 57

3 iterations 4243 67

3 iterations without diffraction 2862 58

4 iterations 4265 85

4 iterations without diffraction 3065 63

All iterations with diffraction 4265 122

UDelModels’ propagation simulator, it is possible to quantify the impact of diffrac-

tion. Table 2.1 shows the number of locations to which a particular transmitter

is able to communicate when only line-of-sight is used, when line-of-sight and re-

flections/transmissions are used, and when all the components are used, namely,

line-of-sight, reflections/transmissions and diffraction. The table also shows the dif-

ference in the coverage when different numbers of iterations are used. By the number

of iterations, we mean the maximum number of reflections, transmissions, or dif-

fractions that each ray may experience. We see that about 22% of the locations are

missed if diffraction is not used. However, if only line-of-sight is considered, then

78% of the locations are missed. For these calculations, a map of the Paddington

area of London was used and the transmitter and receivers were located 1.5 m.

above the ground or above the floor. If the transmitter was higher (e.g., a mobile

phone base station), or transmissions with smaller channel gains can be received,

then it is possible that diffraction could play a larger role than is illustrated in this

example.
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2.2.6 Scattering

Scattering is often used to refer to the impact of smaller unmodeled objects

on the propagation, e.g., lampposts, trees, vehicles, people, and office furniture.

Scattering also accounts for the unevenness of building walls (e.g., windows, doors, or

facades). Without detailed knowledge of the location and dimension of small objects

and without details of building walls, it is difficult to include the effects of these types

of scatterers into propagation simulation. Furthermore, the inclusion of such details

greatly increases the computational complexity of propagation simulation. As a

result, relatively little work has focused on including scattering into propagation

prediction. One exception is [84] where the impact of scatterers was examined.

It was found that in dense urban environments, such scattering does not dominate.

More specifically, at short distances, scatterers have little impact, but may have some

impact at greater distances (e.g., in some cases the difference between prediction and

measurements decreased from 6 dB to 3 dB when scatterers were included). On the

other hand, in areas where building density is low (e.g., suburban areas), scatterers

such as lampposts, tress, and vehicles may dominate the propagation. This is one

reason why this thesis focuses on the urban setting.

Scattering can also occur when a wireless signal propagates through vegeta-

tion. Indeed, if the vegetation is large and dense, the scattered signal dominates

over the direct, non-scattered signal. Even when the vegetation is thin, as it usually

is in urban areas, the vegetation can cause loss. At 2.4 GHz, vegetation causes a

loss of approximately 0.2 dB per meter of vegetation [100]. It is also common to

model diffraction over vegetation [60].

2.2.7 Time-Varying Channel Gain

While the variability of channel gain is greatly affected by the movement of

the transmitter or receiver, the channel gain can also change when the transmitter

and receiver are fixed, but objects in the environment move. The right-hand frame of

24



30

40

50

60

0 50 100

observed data

Time (s)

-C
h

an
n

e
l G

a
in

 (
d

B
)

5
.4

 m

1
.2

 m

Transmitter

Receiver

Figure 2.7: Left, experimental setup for measuring the time varying nature of

propagation in a busy street in Philadelphia. Right, an observed time-

series of the channel gain.

Figure 2.7 shows the channel gain as a function of time for a receiver and transmitter

as observed along a sidewalk during rush-hour in the city center of Philadelphia. As

shown in the left-hand frame of Figure 2.7, the transmitter was 5.4 m. above the

sidewalk, while the receiver was only 1.2 m. above the sidewalk. The transmitter

was a Linksys BEFW11S4 and the receiver was the Yellowjacket [2] receiver made by

Berkeley Varitronics Systems. While time-varying propagation is difficult to model,

in [94], a diffusion-based model was developed that accurately models the variability

shown in Figure 2.7. Chapter 4 deals with this model in more detail.

2.2.8 Delay Spread

As noted in sections 2.2.2, 2.2.3 and 2.2.5, the wireless signal may follow

several different paths from the transmitter to the receiver. While one impact of

multiple paths is that the signal may experience multipath fading, another result

is that the multiple copies of the wireless transmission will be received at different

points of time. Essentially, these multiple copies will interfere with each other.

When this self-interference is considered as noise, it is clear that the effective SNR is

decreased by the presence of these delayed copies. Since the traditional calculation
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of SNR considers delayed copies of the transmission as useful signal power, the

traditional SNR might not be a good indicator of probability of transmission error.

A channel where multiple copies of the signal arrive at different times is said

to have delay-spread. While there is no ideal metric of delay-spread, two common

measures are the mean delay spread and the RMS delay spread (see [80] page 199

for definitions). To explore the impact of delay-spread, consider Figure 2.8, which

shows the relationship between SNR and bit-error probability for different amounts

of delay spread for a simple 802.11b receiver and for an 802.11a receiver. Note that

the bit-error probability of 802.11b is greatly affected by the delay-spread. Also, it

is can be seen that for an RMS delay-spread of above 60 ns., which is quite common

in an urban setting, the impact of the delay is quite severe. From measurements,

it has been found that indoors, the RMS delay-spread is typically less than 50

ns., but outdoors, it can exceed 500 ns. The dependence of delay-spread on the

communication environment has been widely observed (e.g., [5] and [95]). It should

be noted that the delay-spread typically increases with the distance between the

transmitter and receiver [38]. And therefore, roof-top configurations such as those

studied in [5], which are able to propagate considerable distances due to the lack

of obstructions at higher heights, are likely to experience large delay-spread values.

As pointed out in [5], to predict the transmission error probability, in some cases,

both delay-spread and SNR are required.

Incorporating the effects of delay-spread into wireless simulation poses signifi-

cant difficulties. First, the mapping from RMS or mean delay-spread to transmission

error probability is not well defined. It is possible to have a channel with high RMS

delay-spread that yields lower transmission error probability than the one that has

a lower RMS delay-spread and conversely. Second, RAKE receivers can be incorpo-

rated into receivers that can greatly mitigate the effects of delay-spread. However,
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the implementation of the RAKE receiver has a significant impact on the perfor-

mance. For example, [25] shows that high performance RAKE receivers can mitigate

the impact of delay-spread, while less effective RAKE receivers will perform poorly

when the delay-spread is large. Thus, it is difficult to make any conclusions about

the effect of delay-spread on future mesh networks based on current receivers.

In anticipation of receivers more suitable for outdoor use, another alternative

is to neglect delay-spread. Not only is such an approach reasonable when the inclu-

sion of algorithms that mitigate the effect of delay-spread into 802.11b receivers is

anticipated, but also because other physical layers based on OFDM greatly mitigate

the impact of delay-spread. Consider Figure 2.8, which shows the relationship be-

tween SNR and bit-error probability for different values of RMS delay-spread when

802.11a is used. Note that the impact of delay-spread is not discernible. Schemes

such as 802.11g and 802.16 use OFDM and hence are also relatively immune to

delay-spread. In summary, while delay-spread can have a significant impact on

transmission error, there are a number of physical layer schemes that can mitigate

these effects, and, considering the rapid migration between physical layers (e.g.,

from 802.11b to 802.11g), it seems likely that when there is a need (i.e., when out-

door mesh networks are finally deployed) such schemes will become wide-spread.

Therefore, depending on the assumptions made about the network being simulated,

realistic simulation of future urban mesh networks does not necessarily require con-

sideration of delay-spread.

2.3 Computational Techniques

2.3.1 Overview

While much is known about propagation, a major obstacle to simulation

of propagation is the computational complexity. This complexity forces a trade-

off between computational complexity and accuracy. The difficulty to specify the

details of the environment (e.g., wall materials and exact dimensions and structure
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Figure 2.8: Bit-error probabilities as a function of delay-spread and SNR. Simu-

lation of 802.11b at 1 Mbps (without a RAKE receiver) and 802.11a

at 6 Mbps. The different curves for 802.11b correspond to different

RMS-delay spreads. For a delay-spread of 7ns to 220 ns, 802.11a gave

the same relationship between SNR and bit-error rate, hence this re-

lationship is shown with a single curve.

of buildings) also forces a trade-off with accuracy. It is important to note that the

propagation must be determined from every location that a transmitter/receiver

could be located to every other possible location that a transmitter/receiver could

be located. The simulation of a 1 × 1 urban region often requires hundreds

of thousands of locations. Hence, the computation to determine the signal strength

from a single location, which in itself is computationally difficult, must be repeated

hundred of thousands of times. In this section, techniques to efficiently simulate

propagation are discussed. The techniques described are part of the UDelModels

simulation package. In the next subsection, outdoor propagation is discussed, and

is followed by a discussion on indoor propagation simulation.

2.3.2 Outdoor Propagation

Once the map of buildings, bandwidth, and building materials have been

defined, propagation can be estimated. As noted above, extreme care must be taken
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to reduce the computation. A significant computational savings can be achieved if

it is assumed that all walls are vertical. In this case, the 3-D ray tracing problem

reduces to a two stage problem, each of which are much smaller than the 3-D

problem. The first stage is illustrated in the left-hand plot in Figure 2.9, where two

vertical plane paths are shown (the path that diffracts around the smaller building

is not shown). The first stage is a 2-D raytracing. Once the vertical plane paths

are found, the 3-D ray paths restricted to the vertical plane paths can easily be

computed. The right-hand frame in Figure 2.9 shows the paths of rays in the

vertical planes. One vertical plane path has three ray paths, one that diffracts over

a building, one that reflects off of the ground and passes through a building, and

one that passes straight through a building. The other vertical plane path has two

ray paths, one reflecting off of the wall of a building and one reflecting off of the

wall of building and undergoing a ground reflection. While Figure 2.9 shows each

vertical plane paths having two or three ray paths, in general, in one vertical plane

path there are many ray paths that may include reflection off of the ground, and

transmissions through buildings or diffractions over buildings. The UDelModels’

propagation simulator only considers three types of ray paths, direct paths (no

ground reflections and no diffractions over buildings), ground reflected paths with

no diffraction, and paths that include no transmissions through buildings but rather

diffract over buildings. Note that diffractions and transmissions through buildings

result in significant loss, and hence neglecting ray paths with multiple diffractions

or diffractions and transmissions into buildings has little impact on accuracy. This

method of 3-D raytracing is known as vertical plane launching [62], and is known to

yield accurate propagation estimates in real cities, where all walls are not necessarily

vertical [82].

A straightforward implementation of even 2-D raytracing is computationally

difficult. Instead, a technique that is more appropriately called beam tracing can
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Figure 2.9: Left: a top-view of the scene on the right. The lines shown are found

from 2-D ray-tracing. Right:: Two vertical plane paths (found from

2-D ray-tracing) and 5 ray paths.

be performed. Like ray tracing, the goal of beam tracing is to determine the paths

from the transmitter to receiver. Beam tracing begins with the source broadcasting

the signal in all directions. This transmission is not modeled as a large number

of rays, but as a small number of beams. When a beam intersects a building, two

beams are generated, one is reflected off of the building and one is transmitted into

the building. If only a part of the beam intersects the building, then multiple beams

are generated, in particular, one that reflects off of the building, one that transmits

into the building, one that passes by the building, as well as several beams that

account for the diffracted signal. Each diffracted beam models a particular range

of angles of diffraction. The strength of the diffracted beam is the average strength

for the diffraction angles that the beam models. Note that smaller the range of

angles for each beam, the more accurate the diffraction model is. But this generates

more beams, increasing the computational complexity of the process. Finally, if the

receiver is found to be included within the span of a beam, the vertical plane path is

found and the 3-D rays from transmitter to receiver are determined. Once a 3-D ray

is found, the 3-D ray information, specifically, signal strength, phase, delay, angle

of departure from the transmitter, and angle of arrival at the receiver are recorded.

The beam tracing computation can be further simplified by dividing the 2-D
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space into a grid and the determining the propagation between the center points of

each square. Each square of the grid is called a floor-tile. Outdoors and indoors are

discretized in this manner. To reduce the number of floor tiles, the entire space is not

discretized. Rather, floor-tiles are placed only along the center-lines of sidewalks,

roads, and hallways. For rooms, floor tiles are placed in every location that a mobile

node can be located. Similarly, the walls of buildings are also divided into wall-tiles.

Since the beam tracing is in 2-D, the wall-tiles are segments (1-D tiles). The smaller

the size of these tiles (floor-tiles and wall-tiles) more accurate the simulation results,

but also the more computationally expensive.

The computation is divided into two parts, preprocessing and beam tracing.

During preprocessing, ray neighbors for each tile are found. A tile’s ray neighbors

are all the tiles that could be directly reached (i.e., without reflection, transmission

through a wall, or diffraction) by a ray emanating from the tile. Once the ray neigh-

bors are found, beam tracing can be performed efficiently. Figure 2.10 illustrates

how the beam tracing with wall tiles is performed.

The process of beam tracing Figure 2.10 is carried out in a breadth first

manner2 with each beam continued to be reflected, transmitted until either the beam

exits the modeled area or until the estimated channel gain of the beam falls below

a threshold. Each time a beam is generated, the floor-tiles it covers are determined

and the 3-D ray information is recorded. Note that the 3-D ray information allows

one to interpolate the signal strength between grid points as well as determine

the delay-spread, the Doppler spread (once velocity is known), as well as simulate

directional antennas. It is possible to determine the receiver power over a particular

bandwidth by integrating the signal strengths in a way that accounts for phase

(i.e., accounting for constructive/destructive interference). The 3-D ray information

2 Here, breadth first means that all the th reflections are found before the

( + 1)th reflections are found.
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requires a significant amount of information be saved. A considerable amount of

savings is achieved by simply recording the received power over a bandwidth and

RMS delay-spread (which is merely two integers). Of course, this approach cannot

be used if directional antennas are simulated or Doppler spread included.

Another important computational saving is achieved by recognizing that the

communication is not possible between most locations, hence the propagation matrix

is sparse. Computational savings are possible by using techniques to store sparse

matrices. However, since the resulting data is large, and since simulation requires

the determination of a large number of channel gains, it is important that the sparse

matrix techniques support fast access.

2.3.3 Indoor Propagation

Beam tracing can be performed indoors as well as outdoors. However, the

computational complexity depends on the number of walls. Since building interiors

have a large number of walls, beam tracing inside all the buildings within a large

region of a city exceeds today’s computational abilities. Fortunately, it has been

found that a realistic estimate of indoor propagation can be performed without

using beam tracing. Specifically, the attenuation factor (AF) model has been shown

to provide realistic channel gain estimates, with the error found to be within 4dB

[80]. The AF model assumes that communication indoors takes a straight line path

(i.e., no reflections off of interior walls). Furthermore, transmissions through each

interior wall and transmissions through each floor result in attenuation. While the

amount of attenuation depends on the building, a value of 4dB per wall (for an

office building) has been shown to work well [80]. Realistic attenuation for passing

through 1 floor is 30dB, passing through 2 floors is 35dB, passing through 3 floors

is 39dB and passing through 4 or more floors is 40dB [80]. In summary, outdoors,

rays make reflections off of buildings, diffractions over and around buildings, and

transmissions into buildings. Once inside a building, the ray will continue in the
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Figure 2.10: Beam Tracing. Suppose a beam strikes the wall tile marked A. The

reflection of this beam is modeled as a beam emanating from the

virtual source as shown. This beam is between and is defined by

the two rays marked 1 and 2. These rays are used to select the

floor tile ray-neighbors that this beam strikes (since ray-neighbors are

precomputed, this selection is computationally efficient). Similarly,

the rays 1 and 2 are used to select the set of A’s wall tile ray-neighbors

that the beam strikes. One such wall tile is shown in the upper right

and is marked B. The beam that strikes tile B is defined by the rays

marked 3 and 4. These rays define the beam that is transmitted

through tile B and can be used to find the beam that is reflected off

of B. This process of reflection and transmission is repeated until the

beam’s strength is small enough that it can be neglected (e.g., -110

dB).
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same direction, experiencing further attenuation for any interior wall or floor that

it passes through. When a ray strikes an exterior wall from the inside, it is both

reflected back inside and transmitted outside.

2.3.4 Computational Complexity

Determining the propagation matrix of a region of an urban area is a fea-

sible but highly computationally complex task. The complexity is both in terms

of memory usage and processing time. Processing times for a 1 × 1 urban

region is often on the order of tens of processor days. But the process is highly

parallelizable and nearly scales with the number of processors used (i.e., 75 proces-

sor days takes about 5 days on 15 processors). Of course, the entire channel gain

matrix for each city only needs to be found once. Table 2.2 outlines the memory

requirements and the processing time for two cities. These two cities represent two

ends of the spectrum. Paddington is a dense city with relatively small buildings,

whereas the University of Delaware campus has much more open space and larger

buildings. Note that the campus map is significantly larger than Paddington, but

only has slightly more buildings.

The memory requirement is dominated by the lists of ray neighbors. In Table

2.2, the wall tiles were 2 meters long and floor tiles were 1m×1m. While the number
of wall and floor tiles scales linearly with the reciprocal of the size of the tiles (i.e., if

the wall tiles are twice as long, there are half as many)3, the total ray neighbors scale

quadratically. For the simulations shown in Table 2.2, there are between 20,000 to

40,000 exterior floor tiles, and 80,000 to 100,000 interior floor tiles. As expected,

sidewalks and roads utilize little area outdoors, but indoors, hallways and offices fill

large areas.

3 Recall that the floor tiles cover sidewalks, roads, hallways, and offices only.
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Table 2.2: Computational complexity

City Size (m.)
Num

buildings

Num

floor tiles

Num

wall tiles

Total

num. ray

neighbors

Paddington 857×836 131 108K 17K 15M

UD Campus 1768×1597 151 147K 19K 67M

City Size (m.)

Total

num. ray

neighbors

Ave. num

reflections

per source

Ave. num

vertical plane

paths/source

Total

comp. time

(processor days)

Paddington 857×836 194K 367K 1.3M 53

UD Campus 1768×1597 84K 332K 946K 72

As shown in Table 2.2, there are on the order of 10 to 100 million ray neigh-

bors for a city of size about 1km×1km. Since each list entry requires 40B, the
memory requirement approaches 4GB. Assuming sufficient memory resources, the

computation time for the preprocessing stage is relatively short; the cities shown in

Table 2.2 took a single day on an AMD Athlon 64 FX 55 with 8GB RAM.

Once the ray neighbors are found, the propagation characteristics between

each pair of floor tiles can be found. From a single source, the propagation char-

acteristics to all destinations can be found at the same time. Table 2.2 shows that

each source produces vertical planes that make approximately 500,000 reflections,

diffractions, or transmissions. These reflections, diffractions, or transmissions are

shared among all destinations. However, for each destination, all the vertical plane

paths between the source floor tile and destination floor tile are found. Hence,

the total number of vertical plane paths found greatly exceeds the total number of

reflections, diffractions, and transmissions.

For each source it is necessary to find the all reflections. Thus, in the campus

map, the total number of reflections found was around 263 billion and 12 billion for

Paddington. Several optimizations and tricks to efficiently distribute the program

results in the total processing time shown.
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2.3.5 Computational complexity for packet simulation

As discussed in Section 2.3.4, determining the propagation matrix is com-

putationally intensive, however, it only must be done once for each city. Once the

propagation matrix is found and a mobility model determines the locations of nodes,

it is necessary to select the entries from the propagation matrix corresponding to

each pair of node locations. This channel information is saved into a propagation

trace file, which the protocol simulator reads during packet simulation. Figure 2.11

shows the execution time, which includes the time to construct the propagation

trace file and the time to run the packet simulation for a one minute of simulated

time. Figure 2.11 demonstrates that realistic propagation does increase the execu-

tion time. This increase is less than a factor of two for high node densities, but

is quite large for low node densities. On the other hand, the right-hand frame in

Figure 2.11 shows that for 250 mobile nodes, the packet simulation time makes up

the majority of the execution time, and at all node densities, the time to construct

the propagation trace file is similar to the packet simulation time. Furthermore,

since the time to perform a packet simulation depends on the number of discrete

events that must be processed, the propagation environment will have a significant

impact on the packet simulation time. Hence, comparing packet simulation times

of open-space propagation and realistic propagation is difficult.

While Figure 2.11 shows that the time it takes to perform packet simulation

is similar to the time it takes to generate the propagation trace file, it is possible to

generate the propagation trace file once and reuse the same trace file for multiple

simulations. In fact, a large set of propagation trace files are available online [17].

If this approach is used, then the only computation related to realistic propaga-

tion is loading the propagation trace file. However, since the trace file specifies the

propagation between all pairs of nodes, if a large number of nodes are simulated,
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then the trace file can be quite large. On the other hand, the trace file only spec-

ifies the propagation between node pairs when the propagation changes; hence, if

nodes move slowly, then the propagation trace file is quite small. Moreover, the

trace file only provides the propagation once every second4. Therefore, if high data

rates are achieved, then the computational complexity of processing packet trans-

mission/reception events is higher than the computational complexity of loading the

propagation matrix. Thus, when the propagation trace file is precomputed, the im-

pact of including realistic propagation might be relatively small. In the right-hand

frame of Figure 2.11, it can be seen that the simulation time grows slowly with the

number of nodes. More specifically, in the worst-case, the propagation trace file

grows quadratically with the number of nodes. However, Figure 2.11 shows that

the simulation time does not grow quadratically except for 1500 nodes, which shows

a large jump in simulation time. Interestingly, at this node density, the simula-

tion with realistic propagation takes approximately as long as the simulations with

open-space propagation.

2.3.6 Validation

The goal of the propagation simulation for simulating mobile wireless net-

works is not to predict the signal strength, but to produce signal strength that

behaves in a realistic fashion. Nonetheless, it is useful to understand the accuracy

of the propagation simulation. To this end, three experiments were performed, two

outside and one inside. In all cases, an 802.11b access point was placed on a 1.5

meter tripod and the Berkeley Varitronics Yellowjacket wireless receiver [2] was

placed on a second 1.5 meter tripod. The access point was placed at a fixed location

and the average receiver signal strength was determined by receiving 600 802.11b

beacons. Figure 2.12 (b) shows a part of the University of Delaware campus and

4 Currently, linear interpolation is used to determine the propagation between

updates.
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Figure 2.11: Simulation Execution Time. The left-hand frame shows the simula-

tion execution time for three simulation techniques. The right-hand

plot shows a break-down of the execution time when realistic propa-

gation is included. The propagation computation time includes the

time to identify which floor tile a node is nearest and the time to

look-up the propagation between nodes from the propagation ma-

trix.

Figure 2.13 (b) shows a street intersection in Philadelphia. In Figure 2.12 (b), the

buildings were approximately 14 meters high while in Figure 2.13 (b) the buildings

were at least 40 meters high. In both cases, the X-mark denotes the location of the

transmitter while the receiver is moved along the indicated path. Figure 2.12 (a)

shows the observed and modeled channel gain corresponding to the path starting

from the transmission point and moving along the path in the counter-clockwise

direction. Figure 2.13 (a) shows the model and observed channel gain starting near

to the transmitter, moving down and then turning the corner.

Figures 2.12 (a) and 2.13 (a) show that the model and observations match well

both qualitatively and quantitatively (within 5dB in most locations). To gain more

insight into propagation modeling we examine the propagation prediction quality at

different locations, especially the location where the prediction quality is low. In the

area between B and C, there is an unmodeled archway that is indicated in Figure

2.12 (b). Similarly at location F, there is a bridge as depicted with the rectangle.
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Ignoring these objects impacts the accuracy of the propagation prediction. In the

locations marked E and G, there are several moderate sized unmodeled objects (large

air conditioners at E and trees at G) that partially blocked the signal. As mentioned

above, sometimes such objects are called scatterers. We see that scatterers can

slightly decrease the received signal strength. On the other hand, in the areas where

there is purely line-of-sight (marked As), line-of-sight with reflections (marked Bs)

and reflections with diffraction (marked D), there is good agreement between the

model and the observations. See [85] for further discussion on the relationship

between accuracy of propagation prediction and accuracy of the map. Furthermore,

it is important to note that due to mobility of objects, propagation measurements

made at different times will be different. For example, in [83] it was found that

identical measurements made at different times can differ by 5 dB.

Figure 2.13 (a) also shows a good fit. Again, the influence of scatters can

be observed. In this case the scatterers includes things such as mailboxes, parked

cars, and irregularity of the walls (e.g., doors that are set back from the wall).

Nonetheless, the model and observations are within a few dB. Note that the signal

strength decreases quite slowly as the distance from the corner increases. This is

due to the urban canyon effect discussed in Section 2.2.3 and depicted in Figure 2.4.

Finally, Figure 2.14 (b) shows the layout of a building interior and Figure

2.14 (a) compares the modeled and observed signal strength for the points indicated

in Figure 2.14 (b). Again, we see that there is reasonable good agreement between

the model and the observations.

In summary, it is clear that accurate propagation prediction requires more

detailed knowledge of the environment. However, coarse knowledge (e.g., location of

buildings alone) provides realistic propagation, both qualitatively and quantitatively.
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Figure 2.12: Observed and estimated path loss in the campus environment.
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Figure 2.13: Observed and estimated path loss at an intersection in Philadelphia.
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Figure 2.14: Observed and estimated path loss in an indoor environment. The

measurement points shown on the x-axis correspond to the numbered

locations in the map. The map is of the third floor of Evans Hall in

University of Delaware campus.

2.4 Impact of Realistic Propagation

In much of the mobile wireless networking literature, random way-point with

open-space propagation5 (RWP/OS) are used. It is clear that this simple propaga-

tion models is quite different from the one discussed here. A natural question is how

the simulation strategy impacts the conclusions drawn from the simulations? How-

ever, a direct comparison of open-space propagation and realistic urban propagation

is difficult. One problem is that random way-point mobility makes little sense in

urban area. For example, since urban areas are in three dimensions, a random way-

point model would have nodes flying through the air between buildings. Hence, in

order to perform sensible simulation, an urban mobility model is necessary. To this

end, the UDel Urban Mobility Model is used [55]. Briefly, the UDel Models Urban

Mobility model realistic urban mobility model. Nearly all aspects of the model are

based on surveys. For example, the model includes the time people (nodes) arrive

5 By open space, we mean the 2-ray model, where the received signal power

decays as 2
2

2 for   200 and as 4
4 for  ≥ 200, where 2 and 4 are

constants.
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at work, take lunch breaks, etc. The data for this part of the model is from the US

Bureau of Labor and Statistics Time Use Study [71]. The mobility of office workers

is based on surveys of office meetings (including two-person meetings) (e.g., [86]).

And vehicle traffic is from the City of San Francisco [24]. In all, over twenty-five

different types of surveys are incorporated in to the model.

Another problem with comparing open-space propagation to realistic urban

propagation is that the resulting networks are very different and a hence meaningful

comparison is difficult. For example, in an open-space environment, distant nodes

are able to communicate whereas in an urban setting, the nodes separated by very

small distances may not be able to communicate (e.g. when one of the communi-

cating nodes is indoors and the other is outdoors), or, as shown in Figure 2.4, nodes

that are far apart may be able to communicate (e.g., when communicating down an

urban canyon). To see the impact of the variability in propagation, consider Figure

2.15. These plots show the mean number of nodes that a node can communicate

with (i.e., the mean degree) and the coefficient of variance (CoV) of the degree.

These plots show are from three scenarios, namely, urban mobility with realistic

urban propagation, urban mobility with open-space propagation, and random way-

point mobility with open-space propagation. In all cases, the simulated region is

generated from a 9 block (∼ 05×05) region of Chicago. The case of random
way-point also uses the Chicago map, but nodes move according to the random

way-point mobility and propagation is given by the 2-ray model. While the random

way-point mobility is distinct from urban mobility, we selected the node speeds to

be similar, i.e., Gaussian with mean 1.34 m/s and standard deviation 0.26 [55]. In

all cases, a mesh infrastructure was placed on 29 uniformly distributed streetlights.

The statistics of the degree distribution of the infrastructure of the mesh and the

mobile client nodes are shown for several different numbers of mobile nodes in the

network. It can be seen that the degree distributions are different in a number of
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Figure 2.15: Statistics of degree distribution in random way-point with open-space

propagation, urban mobility with open-space propagation and urban

mobility with realistic urban propagation. The mesh infrastructure

nodes are fixed on top of streetlights, while the client nodes are mo-

bile. The coefficient of variance (CoV) is the standard deviation

divided by the mean.

ways. The most obvious difference is that the open-space propagation results in a

much larger mean degree. On the other hand, the coefficient of variance is smaller,

indicating less variation in the degree, i.e., the degree is more stable in open-space

propagation environment than in the urban environment. Furthermore, compar-

ing the statistics of the degree distribution of the infrastructure nodes to the client

nodes, we see that the urban setting shows a larger difference between these types

of nodes than does the open-space.

To further examine the differences between the realistic propagation and

open-space propagation, consider the plots shown in Figure 2.16. These performance

statistics are also generated from the 9-block region of Chicago as described above.

Twenty UDP connections were initiated from a centrally located base station to

randomly selected client nodes. Each connection attempted to send a packet once

every 250 milli seconds. An adapted version of AODV [74] was used. Specifically,

when a mobile node receives a route request (RREQ) from an infrastructure node,

the mobile node will not relay the RREQ until 100 milli seconds. has past. In this
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Figure 2.16: Performance of a network under different types of mobility and prop-

agation.

way, routes tend to follow the infrastructure, but mobile-to-mobile relaying is still

possible. Three environments were considered, namely, urban mobility with urban

propagation, urban mobility with open-space propagation, and random way-point

with open-space propagation.

As expected, Figure 2.16 shows dramatic difference between urban propaga-

tion and open-space propagation. As alluded to above, realistic node densities for

urban environments result in very high densities when open-space propagation is

used. Such high densities result in a large number of collisions which lead to route

searches failing and even route failures. Indeed, for 750 or more mobile nodes, very

few packets are successfully delivered in the open-space propagation setting. Note

that there is little difference between urban mobility with open-space propagation

and random way-point mobility with open-space propagation. However, this does

not indicate that mobility is unimportant, but indicates that mobility is unimpor-

tant when used with open-space propagation.
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2.5 Related Work

Currently, free-space and two-ray propagation are the most popular propa-

gation models for MANETs research. For example, ns-2 [69], [70] only supports

free-space and 2-ray propagation models. On the other hand, QualNet [89] supports

open-space propagation as well as stochastic propagation models such as Rayleigh,

Rician and Lognormal fading. QualNet also supports channel gain trace files. The

UDelModels simulation package generates trace files that are compatible with Qual-

Net. Furthermore, OPNET [4] supports open-space propagation models as well

as an enhanced open-space model that accounts for hills, foliage and atmospheric

affects.

There has been little effort on integrating realistic propagation into mobile

wireless network simulation. Some examples where propagation modeling is con-

sidered include [51], [49], and [66] where obstacles were included in the simulated

environment and propagation was limited to line-of-sight. In [49], the obstacles were

randomly placed buildings. But these have limited applicability because, as is shown

in the Table 2.1, most of the communication in an urban area is non line-of-sight.

Other examples of propagation simulation in MANETs are [33], where raytracing

is used to enhance ns-2’s propagation model, and [20], where indoor MANET sim-

ulations make use of the attenuation factor model similar to what is discussed in

Section 2.3.3.

Within the communications area, propagation prediction continues to be an

active area of research. Raytracing (e.g., [98], [90]) and the vertical plane method

[62] discussed in Section 2.3.2 are often used. See [46] for a detailed review of work

in propagation prediction.

There are several commercial packages that can be used to predict coverage

of a single or a small number of mobile phone base stations or wireless access points

(examples include [103], [36] and [101]). These tools have limited applicability to
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LUMNet simulation. Specifically, due to different goals (realistic vs. prediction),

propagation predictions are typically more computationally intensive than is re-

quired for realistic network simulation. Furthermore, many tools focus on outdoor

coverage for mobile phones, or indoor coverage for wireless base stations; they ne-

glect mixed indoor/outdoor simulation scenarios.
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Chapter 3

THE GRAPHICAL PROPERTIES OF URBAN MESH

NETWORKS

Perhaps one of the most difficult challenges of designing network protocols

is that networks are heterogeneous. A protocol that performs well in some envi-

ronments might perform quite poorly in other environments. In the Internet, the

environment includes the link speed, the amount and type of competing traffic, as

well as the desires of the end user. In urban mesh networks, the situation is even

more complex. Not only can the environment vary in the same way as it does in

the Internet, but the wireless links and ad hoc topology add a new dimension to

the heterogeneity. This new dimension has not been explored, rather it is typically

assumed that each node is homogeneous in that it can successfully transmit to nodes

within a fixed radius1. However, in many realistic settings the wireless link is not

homogeneous and a successful transmission in a fixed radius is not possible. The

transmission region is heterogeneous and depends on the exact location of the node

and the environment.

In mixed indoor and outdoor urban environments, this heterogeneity is ex-

treme. The region of successful transmission does not resemble a disk and rapidly

1 When power control is used, the radius is not fixed, when directional antennas

are used, the region of transmission is not a disk. However, in both cases, a

protocol is responsible for defining the region of successful transmission and

it is often assumed that the protocol has unrealistic latitude when selecting a

transmission region.
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Figure 3.1: Signal Strength in an Urban Environment. The colors indicate the sig-

nal strength from a transmitter on the right-hand side of the modeled

area. While the figures show a large variation in coverage, the only dif-

ference between the two figures is that the position of the transmitter

has moved 10 meters.

varies with node movement. Figure 3.1 shows the transmission range in an urban

environment with a small displacement of the transmitter. The figure shows how

the radio transmission is both blocked and reflected by the buildings. Also, it shows

the difficulty that radio transmissions have penetrating into buildings. This work

studies mesh networks in urban environments, in particular it focuses on the graph

properties of the ad hoc network. This includes an examination of connectivity, the

degree distribution, and centrality. Of special interest is the spatial aspects of these

properties. It will be shown that there are particular areas where nodes in that area

assume certain characteristics. For example, there are areas where nodes in that

area will typically have a high degree and other areas where nodes will typically

have low degree. These spatial characteristics remain even when the nodes move.

It will be seen that the graph from an urban mesh network displays far richer prop-

erties than the graph produced by the popular free-space/random waypoint model.

It is hoped that features of this graph can be exploited to design protocols specially

suited for the difficult propagation environment that face an urban mesh network.
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This chapter is organized as follows. In the next section, some related work is

discussed. Section 3.2 gives a brief explanation of the simulations used. Section 3.3

begins the analysis of the graph properties of mesh networks in urban environments

with an examination of the dependence of connectivity on the number of nodes in

the population. In Section 3.4, the duration that a node spends in and out of the

largest connected cluster is examined. In Section 3.5, the degree distribution of

nodes is investigated. In Section 3.6, the distribution of the centrality is found. In

Section 3.7, the spatial aspects of the graph are investigated.

3.1 Related work

There has been a considerable amount of work focused on graph theoretic

properties of MANETs. However, the vast majority of this work assumes a free-

space environment and neglects the effect of realistic channel gain [32], [11], [31].

One exception is [12], where the connectivity is found assuming a random shadow-

ing model. The idea behind random shadowing is that the channel gain between

each link is modeled with an independent random variable. However, this random

variable depends on the distance between the two nodes, but not on the channel

gain between other nodes. We have found that there is a strong dependence between

channel gains and thus such models are not appropriate. For example, consider three

nodes, node A, node B and node C. And suppose we seek a probabilistic model for

whether node A is connected to node C. A dependence between channel gains means

that the connectivity between A and C depends on whether node A and B are con-

nected. This dependence can easily be understood by examining Figures 3.7 or 3.8.

For example, if a node A is in the street, it degree is typically quite high and hence

has a high probability of being connected to some other node. On the other hand,

if a node is inside a building, then it is less likely to be connected to other nodes.

The fact that node A is connected to node B increases the probability that node A

is outside and hence increases the probability that node A can communicate with
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node C. Thus, random channel gain models such as Rayleigh fading models are not

appropriate when networks are considered (they are only good for point to point

communication models, as they are typically used).

There has been some previous work on other channel gain models for MANETs

in urban areas. In [51] and more recently in [49], MANET simulations included some

consideration of propagation in the presence of obstacles. The idea in above men-

tioned citations was to model buildings not as reflective, but as perfect absorbing

obstacles. In [49] this model is called obstruction cone. Of course, in reality, walls

reflect, absorb and transmit wireless transmissions.

3.2 Simulations

Several types of simulations are presented. These simulations use the urban

propagation model and urban mobility model described in [92], [56], [55] and [91].

Briefly, the propagation characteristics are found using mechanisms described in

chapter 2 and mobility model used is based on different surveys conducted by various

urban planning institutions, transportation departments and Department of U. D.

Bureau of Labor Statistics.

Figure 3.2 shows some of the cities investigated. As indicated, the left-hand

urban area is a model of the Paddington area in London. This is a tightly packed

urban area and provides a good contrast to the University of Delaware shown on

the right. In comparison to Paddington, the university consists of large open areas

and large buildings. The images follow different scales, the university covers nearly

twice the area as that of Paddington.

3.3 Connectivity

Connectivity is perhaps the most basic property of a graph. In the case of

mesh networks in urban environments, the network is often not connected. The

reason for lack of connectivity is that an urban area provides many locations that
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Figure 3.2: Cities used for Simulation. the rectangles are office buildings with

evenly distributed offices and hallways (not shown). Outside sidewalks

are shown. The mobile nodes are restricted to sidewalks, offices and

hallways.

are well shielded from wireless transmissions. The connectivity problem does not

necessarily change quickly when the size of the population is increased. The reason

for this slow variation is that as the node density increases, the probability of a node

residing in a very difficult to reach location (from the propagation perspective) also

increases. For example, nodes in upper floors of corner offices where the corner does

not face a busy thoroughfare are difficult to reach. Also as noted in the previous

chapter, without indoor infrastructure nodes, these indoor nodes on the upper floors

are hard to connect with the outdoor infrastructure nodes. In order to guarantee

connectivity with such locations, there must be a high node density within the

building as well as around the building.

Since the graph is so often disconnected, there is little point in measuring how

often the graph is disconnected. Rather, we compute the connectivity ratio, which

is the ratio of the number of nodes in the largest connected component (LCC) to the

number of nodes in the entire population. Figure 3.3 shows the connectivity ratio
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Figure 3.3: Connectivity Ratio as a Function of the Number of Node in the Popu-

lation. The upper curve show the connectivity ratio for just the nodes

that are outside, the lower curve is of nodes inside buildings and the

middle curve is for all nodes (both inside and outside).

as a function of the number of nodes in the population. Note that the connectivity

ratio for nodes that are inside refers to the ratio of nodes that are inside and in the

LCC to the total number of nodes inside. Here the LCC contains both nodes inside

and outside. Similarly, for the case of outdoor nodes, the connectivity ratio with

nodes that are outside only is computed and in the case of all nodes connectivity

ration with both inside and outside nodes is computed. We immediately see that the

position of the node plays an important role; nearly all nodes that are outside are in

the LCC, while only a small fraction of nodes in buildings are in the LCC. However,

as more nodes are added to the population, the connectivity ratio increases. The

figure shows that the rate of this increase depends on environment. Nodes within the

large buildings in the University of Delaware campus are more difficult to connect

to than the nodes in the smaller and densely packed buildings in Paddington.
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3.4 Duration in and out of the largest connected component

While the main focus of this work is to examine the graph properties, the

dynamic properties of the nodes and the graph are of interest as well. Here we

examine the duration that a node spends in the LCC before leaving, as well as the

duration spent outside of the LCC before reentering. Figure 3.4 shows the comple-

mentary distribution of these durations. Two distinct behaviors can be observed in

the left-hand figure. In the case of Paddington, the distribution of the time within

the LCC only depends weakly on the number of nodes in the population. Also, the

figure shows that the node is likely to quickly leave the LCC (within the first 50

seconds), but as can be detected by observing the "flatness" of the distribution, if

it lasts longer than 50 seconds, it will likely remain for more time (i.e., the duration

suffers from infant mortality). The longer the node stays in the LCC, the more

the population size matters, with the largest population leading to the longest life-

time. On the other hand, in the case of the University of Delaware, the distribution

strongly depends on the size of the population with the smallest population enjoying

the longest durations in the LCC. In the case of large populations on the university

campus, the duration in the LCC suffers from a high infant mortality rate. The

duration out of the LCC is quite different with both environments showing similar

behavior and the larger the population, the shorter the time out of the LCC. 64

nodes on campus has a longest duration not in the LCC and the longest duration

in the LCC. 256 nodes in Paddington have the shortest duration not in the LCC

and the shortest duration in the LCC. Note that the duration not in the LCC is

so short that the nodes, on average, send a significant amount of time in the LCC.

This exiting and reentering of the LCC bodes poorly for mesh performance since a

node not in the LCC will not be able to have connectivity.

Note that in all cases the probability decays exponentially. This can be easily

seen by the "straight line" of the semilog plot. Analysis shows that these durations
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Figure 3.4: Left-hand figure. The Complimentary Distribution of the Duration

that a Node Spends in the LCC. Right-hand figure. The Compli-

mentary Distribution of the Duration that a Node Spends out of the

LCC.

can be modeled as a mixture of two exponential distributions. The first exponential

distribution for the initial infant mortality and the second exponential distribution

for longer lifetimes.

3.5 Degree distribution of nodes in an Urban Mesh Network

It is well known in wired networks that the degree distribution plays an

important role in the topology. Specifically, nodes with large degree often play an

important role in forwarding packets. Also, nodes with a large degree are likely to

be well connected to the other nodes. Figure 3.5 shows the degree distribution for

the two different urban environments and different population sizes. Here a degree

of one implies that the node can only communicate with itself. Again, there is an

obvious difference between nodes that are indoors and those that are outdoors; the

degree of outdoor nodes is much higher. However, in both cases, the mean degree

increases as the population size grows. But in the case of outdoor nodes, the degree
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Figure 3.5: Degree Distribution.

distribution shows that there is a lower tail with a significant number of nodes

with small degree. The reason for this is that while outdoor does provide good

connectivity, there are small regions that are not well connected. As mentioned in

Section 3.3, as more nodes are added, it is more likely that a node is in a hard to

reach location. Note that the behavior as more nodes are added depends on the

environment. Outdoors, the degree is larger for the University of Delaware campus,

while indoors, the degree is larger for Paddington. The reason is that the campus

buildings are large and difficult to penetrate, but the outdoor region is spacious with

few buildings to block the signal.

The result of a mixed topology (i.e., one that has nodes both inside and

outside) is a diverse degree distribution. Specifically, the degree distribution is

bimodal with the modes sometimes a factor of 10 apart (e.g., the university campus

with 256 nodes). While today’s protocols do not make use of such information, an

intelligent network could treat nodes with very high degree different than it treats

the nodes with low degree.

3.6 Centrality distribution of node in an urban mesh network

Centrality is a useful measure to determine the extent to which a node is

connected to the other nodes in the population. While there are many possible

definitions of centrality, a common definition is the mean distance, in hops, to all
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other nodes. A well connected node would have a low centrality and a node on the

"edge" of the network would have a larger centrality. Since the graph is not con-

nected, we speak of the centrality to nodes within the largest connected component

and neglect the impact of nodes not in the LCC. Figure 3.6 shows the distribution

of the centrality. The plot labeled "outside" is the distribution of the centrality

from the nodes that are outdoors while the plot label "inside" is the centrality form

nodes indoors. In both cases, the centrality measures the distance to all nodes (both

indoors and outdoor nodes). Again the distinction between the indoor and outdoor

nodes is clear. The centrality of nodes indoors is roughly the same, independent

of the environment. Specifically, the distribution of the centrality of indoor nodes

when there are 64 nodes in the environments is roughly the same, as the distribu-

tion when there are 128 nodes. There is a larger difference between the campus and

Paddington for 256 nodes. On the other hand, the centrality of nodes outside show

a clear distinction between the environments. Specifically, as nodes are added to the

population, the centrality in the Paddington environment increases much faster than

it does in the university campus environment. The reason that the centrality grows

as nodes are added is that as more nodes are added, the nodes within buildings are

included into the LCC. However, it often takes a few hops to reach nodes within

buildings (typically one hop just to pass from just outside of the building to just

inside). Thus, as the graph becomes more connected, the centrality of the outside

nodes grows. This growth is faster for the Paddington environment as is shown in

Section 3.3.

3.7 Spatial aspects of the graph

While the preceding sections clearly show the heterogeneity of the urban

mesh networks in terms of indoor versus outdoor nodes, urban environments also

have heterogeneity among the outdoor nodes as well as among the indoor nodes.

Figure 3.7 and 3.8 show the spatial properties of urban mesh networks. Four metrics
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Figure 3.6: Centrality Density (Histogram).

are investigated. Three metrics, probability of being in the LCC, the mean degree,

and the mean centrality have already been discussed in the previous sections. The

fourth metric shows how often nodes occupy each spatial location. Specifically,

the frequency plot shows the probability that a node would be in each location.

These figures use colors to indicate the value of metric at each spatial location.

For example, a dark area in the mean degree plot indicates that when a node is

in that location, the degree of the node is typically high. The color bar along the

right indicates the correspondence between the color and the value of the metric.

The values of the probability of being in the LCC and the mean centrality greatly

varies when the location is inside as against when it is outside. Thus, two different

correspondences between color and the value of the metric are used, one for inside

and one for outside. In these cases, the color bar shows both correspondences. Note

that a white area indicates that no nodes were in the location and hence no value

of the metric is given.

The spatial heterogeneity of urban mesh networks is clear. The figures show

that along major roads or open areas, the nodes are well connected (high degree

and low centrality). However, in regions where there is no major roads, nodes

have poor connectivity. For example, in Paddington, consider the region near the

point (300 200), or more generally, the regions along the major roads that pass
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Figure 3.7: Spatial Graph Properties of the University of Delaware. The upper

right figure indicates the mean degree at each location. If a node

never entered a particular region, the region is left uncolored. The

upper left plot shows the probability that a node in a location is in

the largest connect component. However, two color scales are applied,

one for inside locations and one for outside locations. The lower left

shows the centrality of nodes in each position. Again, two different

color scales are used, one for inside and one for outside. The lower

right figure indicates the frequency or proportion of time a node was

in each location.
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Figure 3.8: Spatial Graph Properties of the Paddington Environment
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through Paddington along points (50 200) → (500 250), (375 550) → (275 50),

and (150 500) → (150 350) → (200 250) → (150 200) → (150 50). Nodes along

these roads are well connected. As a comparison, consider the region to the North

of (300 200) where there are fewer roads and no major roadways. Nodes that find

themselves in this region would be poorly connected. The lower right figure shows

the fraction of time that a region is occupied by a node. Note, as can be observed

by examining the occupancy, these major roadways also carry a significant amount

of pedestrian traffic. However, it is not true that a region where nodes are well

connected always has high occupancy. For example, the region near (375 500) is

not particularly highly occupied, but nodes in this area would be well connected.

The reason is that this region is on a roadway and has line-of-sight with the major

intersection at (300 200). Note that this intersection has high occupancy. It should

be noted that the roadways in the Paddington area are so narrow that they act like

a waveguide (refer to section 2.2.3), thus the signal is transmitted down these roads

very efficiently.

In these figures, the upper left figure shows the probability of a node in each

location being in the LCC. As mentioned, the color scales for inside and outside

are different. The connectivity into a building is affected by several factors. We see

that small buildings near well connected and highly occupied regions are relatively

likely to be in the largest connected component. The parts of the buildings near

(300 450) are far from any major roadway and are hence unlikely to have nodes

in the LCC. Recall that the communication through buildings is difficult, so it is

difficult to communicate via several inside hops. Rather, in order for an inside node

to be in the LCC, it must be near an outside node, or the population of nodes

must be extremely large. This gives some indication of the difficulty involved in

constructing an operational mesh network in an urban environment.
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Chapter 4

OBSERVATIONS AND MODELS OF TIME-VARYING

CHANNEL GAIN IN CROWDED AREAS

4.1 Introduction

One of the main challenges of mobile wireless networking is time-varying

channels. This variability results in nodes being able to communicate at a high

bit-rate and with high quality at one moment, and then, a moment later, not able

to communicate at all or be able to only communicate at a low bit-rate. In order to

understand the performance of mobile wireless networks in realistic environments,

high-fidelity simulators or test-beds are necessary to capture the behaviors that

are not amendable to analytic methods. In case of simulators and test-beds, it is

important that the channels display the full range of realistic variations. In the case

of test-beds, either the test-bed must include the physical mechanisms that result

in realistic channel variation, or, if the physical means are not available, then some

portion of the channel must be realized through artificial means. Thus, in order to

verify the behavior of mobile wireless networks, the behavior of realistic channels

variations must be well understood and perhaps modeled and simulated.

In the context of communication theory, variability of the channel gains is

well known. In order to understand the performance of communication techniques, a

number of models of the variability of channels have been developed. For example, a

fast fading channel is assumed to be the result of the receiver and/or the transmitter

moving. The resulting channel variations are often modeled with Jake’s Model
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[48]. To account for the variability induced by the mobile node moving among

large objects (e.g., buildings), a time-varying shadowing model can be used. One

approach is to model the channel as a correlated Gaussian process [40], [99], [14].

It is important to note that the commonly used channel models used in com-

munication theory assume that it is the mobility of the receiver or/and transmitter

that causes the channels to vary. On the other hand, it is widely known that the

mobility of objects in the environment can also result in time-varying channels.

However, there has been little effort focused on quantifying the impact of mobility

in these dynamic environments. Furthermore, to the best of our knowledge, there

are no models for the channel variation in such environments. This chapter reports

on the characteristics of the time-varying channels that arise when the receiver and

transmitter are stationary, but the environment contains mobile objects. We specif-

ically focus on the impact of pedestrian mobility on the variability of the channel

gain.

In the context of mesh networks, the infrastructure nodes are fixed. However,

the environment could contain moving pedestrians. Furthermore, even when the

receiver and/or transmitter are moving (e.g., a client node in a mesh network),

the mobility of pedestrians may be responsible for a significant contribution to the

channel variability. It is found that the channel in such settings displays large

variability, with variation in channel gain exceeding 10 dB. Recall that the dynamic

range1 of 802.11b at 11 Mbps is roughly 50 dB [1], so, in a sense, a 10 dB variation

is 20% of the entire dynamic range.

Considering the significance of the channel variation due to movement of ob-

jects in the environment, it is important that test-beds and simulators account for

1 Typically the transmission power of 802.11b is -10dBm (100mW). Considering

the first meter loss to be ≡ 40dB the pathloss has to be ≤ 50dB in-order for
the received signal be above the receiver sensitivity.
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this type of channel variation. To support this need and to gain further under-

standing of channel variability, a continuous-time diffusion model of the variability

of the channel gain is developed. It is important to note that the motivation for

the diffusion-based model is that diffusion processes can provide a compact way to

completely describe the observed process. A one-dimensional, four-parameter diffu-

sion process is found to provide a good approximation. Specifically, the stationary

distribution of this process is the Gamma distribution, which closely matches with

the observations (Section 4.4.1). And furthermore, we find that the transition prob-

abilities of the diffusion process approximate the empirical transition probabilities

(Section 4.4.2). While the four-parameter model is fairly compact, it appears that

the number of parameters could be further reduced. As will be shown, the process’s

parameters are strongly dependent on the variance, and the variance is dependent

on the pedestrian density. This points to the possibility of developing a single pa-

rameter model, where the parameter is a function of the pedestrian density. Future

work will verify this possibility.

The remainder of this chapter is as follows. In the next section a brief de-

scription of the measurement setup and the measured scenarios is provided. Then

the class of diffusion models used is briefly described in Section 4.3. An overview of

how the model parameters are estimated is provided in Section 4.3.1. In the data

analysis section several feature are examined. Section 4.4.1 focuses on the stationary

distributions, while Section 4.4.2 focuses on the transition probabilities.

4.2 Measurement setup

The central goal of this effort was to measure the channel gain when the

channel might be subjected to blockage due to mobile pedestrians. Furthermore,

the impact of the antenna height was investigated. Two Linksys BEFW11S4 routers

were used. The parameters of the BEFW11S4s were set such that the data rates

were fixed at 1Mbps. They were also outfitted with a 2 dBi antenna.
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Figure 4.1: Measurement Configuration. T-L and T-H indicate transmitter at

lower and elevated positions respectively. R indicates the receiver

position.

To determine the received signal strength, the Yellowjacket [2] receiver made

by Berkeley Varitronics Systems was used. The Yellowjacket 1.40 firmware was used

with the system. The base stations and the receiver where configured to support 20

packets per second.

The configuration of the equipment is illustrated in Figure 4.1. Note that

two transmitters are used at the same time. We refer to the higher antenna as the

elevated antenna, and refer to the other antenna as the lower antenna.

Three scenarios were investigated. The high pedestrian node density scenario

was measured between 4 PM and 5 PM on Walnut Street between 15th and 16th

Streets in Philadelphia. The other two scenarios are from Trabant University Center

at the University of Delaware. The low pedestrian density measurements where made

from 4 to 5 PM, while the moderate pedestrian density measurements were made

from 12 to 1 PM, when the building is fairly crowded due to lunchtime.

4.3 Diffusion process

Diffusions processes have been used to model a large number of continuous

time (and continuous space) processes [50]. While diffusion processes have many
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properties that make them especially amendable to various calculations, our pur-

pose for employing diffusion is limited. Specifically, a diffusion process allows for a

few parameters to specify the invariant distribution as well as the transition prob-

abilities. Furthermore, the transition probability is specified for all times. That is,

let  ( |0) denote the probability density of the process taking the value  at time
, given that the process took the value 0 at time 0. A diffusion model provides

the function  for all the values taken by the variables , , and 0. Finally, it is

straightforward to simulate the process. This last property makes it convenient and

important for the hi-fidelity simulations and test-bed experiments of wireless net-

works. The challenge in using diffusion models is to find a model that has minimum

number of parameters. We will utilize a process with four parameters.

In general, a diffusion process can be described through a stochastic differ-

ential equation, i.e.,

 =  () +  ()  (4.1)

where  is the value of the process at time ,  and  are one-dimensional functions

and is Brownian motion. Note that if  ≡ 0, then (4.1) is an ordinary differential
equation. Here we are interested in the case where

 () =
2

2

¡
( + − 1) −1 − 

¢
(4.2)

2 () = 2.

In this case, it can be shown that  ∈ [0∞) and that the probability density of the
invariant (or stationary) distribution of  is given by  () =



Γ()
−1 exp (−)

[39]. That is,  is Gamma distributed with parameters  and . Note that if  = 1,

then (4.1) is the widely used CIR model [27].

For stochastic calculus [50], it can be shown that the transition probability
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of  obeys

 ( |0)


=

− 



¡
 ()  ( |0)

¢
+
1

2

2

2

¡
2 ()  ( |0)

¢


where  ( |0) is the probability density of  given that 0 = 0 and given

the parameters , ,  and . The above partial differential equation can be solved

numerically, or Monte Carlo simulations of 4.1 can be used to determine the transi-

tion probability.

4.3.1 Parameter estimation methodology

The parameters, , , , and , are estimated in a two-stage process. First, all

the data samples are used to estimate the stationary distribution, from which  and

, the parameters of the Gamma distribution, are found. Once  and  are found,

 and  can be estimated. While it is possible to estimate the model parameters

via maximum likelihood estimation, here we elected to select the parameters that

minimize the 1 norm between the observed probability density function (i.e., the

histogram) and the modeled probability distribution. The motivation for using the

1 norm is that it can be shown that if  and  are probability densities, thenR | ()−  ()|  = 2 sup
¯̄R


 () − R


 () 

¯̄
. In other words, the error

from using  to estimate the probability of event  as oppose to using , is bounded

by one-half of the 1 difference between  and  [29].

The parameters are estimated as follows. Let ∆ () be the fraction of ob-

servations between −∆ and  +∆. Similarly, let ∆ ( |0) be the fraction the
observations such that 0 −∆   ≤ 0 +∆ and −∆  + ≤ +∆. Then,

the  and  are selected such that

min


∞X
=1

¯̄̄̄
∆ (2∆)−

Z 2∆+∆

2∆−∆
 () 

¯̄̄̄
 (4.3)
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Once  and  are determined,  and  can be found in a similar fashion, by solving

min


∞X
=1

 (2∆)

∞X
=1

|∆ (2∆  | 2∆) (4.4)

−
Z 2∆+∆

2∆−∆

Z 2∆+∆

2∆−∆
 (  | ) 

¯̄̄̄


Note that the above is the weighted 1 norm of the transition probabilities where the

weighting is given by the invariant probability distribution. The rational behind

this is to force the parameters to provide the best fit for the most likely initial

conditions 0.

In the computations below, ∆ = 12 and  = 1 sec.

4.4 Data analysis

The data collected represents the channel gain in dBm. We transform the

data as follows. Denote the collected data at time  as  dBm. Then, define

 := − + max (). Thus,  ≥ 0. Note that the smaller , the louder the

received power. It is important to note that the received signal power has been

normalized by max (). Hence statistics such as the mean of  cannot be used

to directly determine the probability of transmission error. However, the offset

max  () does not impact the variability, which is of primary focus here.

Figure 4.2 shows several time series of the channel gains collected in the

different scenarios described in Section 4.2. This figure also shows a sample time

series plot generated by the diffusion process 4.1 and 4.2 with model parameters

derived from the observations and using the techniques discussed in Section 4.3.1. As

can readily be seen, the observed time series and the generated data are qualitatively

the same. Hence, the diffusion model can be used to generate channel gains that

are, in some ways, realistic. In this section, the observed data and quality of the

diffusion process fit is analyzed in terms the stationary probability function (Section

4.4.1) and in terms of the transition probability functions (Section 4.4.2).
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Figure 4.2: Observed Time Series and Synthetic Time Series of Channel Gains in

Different Scenarios. The synthetic time series were generated with a

diffusion model. Note that difference in scales.

4.4.1 Stationary distribution

Utilizing (4.3), the parameters of the Gamma distribution were found that

minimize the 1 norm between the histogram of the experimental data and the

modeled distribution. Figure 4.3 shows the resulting Gamma distribution along

with the observed histogram for various measurement scenarios. As can be seen, the

Gamma distribution provides a good fit to the observed behavior for all pedestrian

densities observed.

As can be observed in Figure 4.3 and in Figure 4.4, as the pedestrian density

increases, the variance of the channel gain increases. This conclusion is reasonable.

In a low pedestrian density setting, the received signal is a multipath signal that has

bounced off of several stationary objects (e.g., the ground, walls, etc.). However,

when the pedestrian density is high, there are a larger number of objects for the

signal to be bounced off. The result of the increase in the number of reflectors results
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Figure 4.4: The above table shows the description of different experimental sce-

narios and the parameters and errors for stationary distribution and

probability transition functions

in a higher variability of the received signal power.

Comparing the distribution of the channel gain for elevated antennas to lower

antennas, there is a relatively small difference. It can be seen that the variance is

larger when the antenna is elevated. One possible explanation for this behavior is

that the wireless signal transmitted from the elevated antenna is sometimes able

reach the receiver via a strong line-of-sight path. When a line-of-sight path is not

available, then the propagation environment facing the elevated antenna is similar to

the environment facing the lower antenna, and hence, has similar channel gain vari-

ation. As a result, the received signal strength ranges from a line-of-sight strength

to a rather weak signal that has experienced many reflections

Figure 4.5 shows the relationship between the mean and variance for different

pedestrian densities. As expected, as the pedestrian density increases, the channel

gain shows more variability. We also see that the mean increases with the pedestrian

density. Furthermore, the mean approximately obeys an affine relationship with

the variance, with slope of 0.68 and y-intercept 2.67. Hence, while the Gamma
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Figure 4.5: The plot shows the least squares fit for relationship between the vari-

ance and the mean channel gain

distribution requires two parameters, if the variance is specified, then the mean is

also approximately specified. Future work will examine the relationship between the

pedestrian flow rate and the variance.

4.4.2 Transition probabilities

Now we turn to the transition probabilities. While the transition probabili-

ties are important for determining channel behaviors such as the outage duration,

we investigate these probabilities for the simple reason that the combination of the

stationary probability distribution and transition probability completely character-

izes a stochastic process. Hence, if the transition probabilities observed match those

derived from the diffusion process given by (4.1) and (4.2), then the diffusion model

can be used to generate synthetic channel gains that realistically mimic the channel

gains that arise in crowded areas.

Following the approach discussed in Section 4.3.1, the parameters  and 

were found. These parameters were used to numerically determine the transition

probabilities. Figure 4.6 shows several observed and fitted transition probabilities for

the high pedestrian density and low antenna scenario and the low pedestrian density
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and high antenna scenario. The other scenarios 4.4 resulted in similar quality of fit.

In Section 4.4.1 it was shown that the mean and variance approximately

obey an affine function. Here we determine if any simple relationship exists for

the parameters and . To this end, Figure 4.7 shows the relationship between

the variance of the channel gain and these parameters. Besides the low pedestrian

density scenario, both  and  follow an affine relationship with the channel gain

variance. While more work is required to understand the low pedestrian density

case, it appears that if the variance is known, then  and  can be found.
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Chapter 5

PERFORMANCE OF 802.11B/G IN THE

INTERFERENCE LIMITED REGIME

One of the key advantages of mesh networks over cellular-based networks is

that mesh nodes are relatively inexpensive. Hence, it is economically feasible to

spread mesh nodes at a high enough density to provide high data rates to a dense

user population. Specifically, the high node density results is a short distance be-

tween receivers and transmitters, and hence high SNR channels and high bit-rates

are possible. However, an important issue of high density networks is that trans-

missions are significantly impacted by interference. Thus, in low density networks,

transmission errors are due to low SNR, while in high density networks, transmission

errors are due to low SIR. The first scenario is referred to as the noise limited regime

and the second scenario is referred to as the interference limited regime. The be-

havior of 802.11 is well understood when transmissions are noise limited. However,

performance in the interference limited case is considerably less well understood.

This work explores 802.11b/g in the interference limited regime.

The findings presented here are the result of a large number of laboratory

experiments. Thus, the channels between transmitters and receivers were controlled

and all transmissions from external sources were eliminated with EMF shielding.

The experiments lead to two key findings. First, in the interference limited regime,

the behavior of 802.11b/g is dominated by the ability of the receiver to synchronize
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to the sender’s carrier. Recall that transmissions begin with the broadcast of a syn-

chronizing preamble followed by the data. Thus, in order to decode the data, the

receiver must first successfully synchronize. The experiments discussed here show

that for a large number 802.11b/g bit-rates, transmission errors are mostly caused by

synchronization errors. In 802.11b, there are two similarly performing synchroniza-

tion schemes, and 802.11g provides a third scheme. Thus, while 802.11b/g provides

a large number of bit-rates, it essentially only provides two synchronization schemes.

As a result, in the interference regime, most of the 802.11g bit-rates have the same

tolerance to interference. Therefore, in contrast to the noise limited regime, in the

interference limited regime decreasing the data rate provides no added ability to de-

code frames. Furthermore, since lowering the data rate increases the duration of the

transmission, it increases the possibility that a collision will occur. As a result, in

many cases, lowering the data rate decreases the performance. This has important

implications for selecting the bit-rate that minimizes the time until a transmission

is successful. This issue is further discussed in Section 5.4.

A second finding of the experiments described here is that if synchronization is

successful, then the packet error is independent of the packet size. This significantly

differs form the noise limited case where the probability of successful transmission

obeys (1− )

, where  is the probability of bit-error and  is the frame size.

Thus, in the noise limited case, the probability of packet loss is exponential in .

The remainder of this chapter proceeds as follows. The next section pro-

vides a brief discussion on the physical layer convergence procedure for 802.11b and

802.11g. In the section 5.2, the experiments and experimental set-up is described.

Section 5.2.2 presents some experimental results. Section 5.3 discusses computa-

tion of transmission error probability from the data collected. Section 5.4 describes

how the models presented in Section 5.3 can be used to determine the bit-rate that

minimizes the expected time to successfully transmit a frame.
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5.1 A brief primer on 802.11 b/g physical layer

Physical layer protocol data unit (PPDU) is the basic protocol data unit

that is transmitted by any physical layer standard. For 802.11 b/g PPDU primarily

consists of physical layer convergence procedure (PLCP) and the data (MPDU -

MAC protocol data unit) is followed by it. The PLCP can be subdivided into

two parts, the PLCP preamble and the PLCP header. PLCP preamble is as a

set of symbols that are used by the receiver to train the demodulator to acquire

the incoming BPSK, CCK or the OFDM signals. The PLCP header comes after

the preamble and contains information such as the modulation scheme used and the

length of the frame. Figure 5.1 shows the PPDU for 802.11b and 802.11g standards.

The top two frames show the PLCP preamble and the PLCP header for

he 802.11b standard. Two types of preambles, short and long are defined for this

standard. Most of the commercially available 802.11b cards and access points im-

plement both these types of preambles. The short preamble is 72 bits long and the

long preamble is 144 bits long. The synchronization field for the short preamble is

56 bits as against 128 bits for the long preamble. The start frame delimiter (SFD)

is 16 bits long in either case. PLCP header primarily consists of 48 bits. First 8 bits

of the PLCP header indicates the modulation scheme used for the MPDU that is

to follow. The next 8 bits indicate the service field which is reserved for future use.

The length field which is 16 bits indicate the length of the MPDU. By making use of

the length and the type of modulation used, it is possible to determine the amount

of time required for the current transmission to complete. Final 16 bits are reserved

for CRC. 802.11b PLCP is always performed at 1Mbps (Barker code spreading with

DBPSKmodulation) regardless of the data rate (modulation scheme) used for trans-

mitting MPDUs. An important thing to note about the short preamble is that after

the preamble is transmitted the PLCP header is transmitted at 2Mbps (Barker code

spreading with DQPSK). The 802.11b PLCP with long preamble takes 192 and
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Figure 5.1: Structure of PPDU for 802.11 b/g standards. The top two figures show

the PPDU for 802.11 b with long and short preambles respectively.

The bottom most figure shows the PPDU for the ERP OFDM PLCP

used in 802.11g.

the PLCP with short preamble takes 96 to transmit.

Bottom frame of the figure 5.1 depicts the PLCP preamble and header for the

802.11g standard. Four different kinds of PLCP, ERP-DSSS/CCK, ERP-OFDM,

ERP-PBCC and ERP-DSSS can be used for the 802.11g standard. When the service

set contains clients that operate at 802.11b rates, ERP-DSSS/CCK PLCP is used.

In this case either the short or the long preambles can be used. Of the other three

mechanisms ERP-OFDM (extended rate phy - OFDM) is the one that is most

widely implemented. ERP-OFDM allows for 7 bit rates (6,9,12,24,36 and 54Mbps)

to be used. The PLCP header and the PLCP preamble of the 802.11g are always
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transmitted at 6Mbps regardless of what physical rate is used for the data (MPDU)

transmission. The 802.11g PLCP preamble is 16 long with 12 symbols. Ten of

these symbols are short and are used for AGC (automatic gain control), diversity

selection and frequency offset estimation. The two symbols are long and are used for

fine tuning of the frequency estimation. The way the signal is divided into groups

of 1, 2, 4 or 6 bits depends on the data rate chosen. PLCP maps the data bits to

BPSK, 16QAM or 64QAM depending on the data rate. The header of the PLCP

consists primarily of fields that indicate data rate (modulation scheme), length of

the MPDU frame and parity. There are other fields such as service and reserved

which are left for future use. The PLCP header is 4 long and hence the total time

for PLCP procedure is 20 in case of 802.11g.

5.2 Experiment Description

5.2.1 Experimental Setup and Protocol

Figure 5.2 depicts the block diagram of the experimental setup. The main

aim of the setup is to precisely control of the channels between the transmitters and

receivers and eliminate external interference.

The setup included of two access points, three laptops, and a controller com-

puter. The two access points were the Cisco 1240 a/b/g [21] with Broadcom chipset.

Prior work has shown that unlike some PCMCIA-based transmitters, the Cisco 1240

provides good transmit power stability. The sender and interferer controllers were

used to adjust transmission bit-rate of the corresponding APs, transmit packets to

the AP via the Ethernet (the AP then broadcasted these packets via the wireless

transmitter), and to receive frame via the wireless transmitter (which was used for

reference purposes). The receiver laptop was used to log all received frames. A

modified MADWifi [65] driver was used to collect all frames received, including

those received with bit-errors. The sender and interferer controllers and the receiver
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Figure 5.2: The figure shows the block diagram of the experimental setup for all

sets of measurements collected for analysis. The red lines indicate the

RF cables used and the green thick line indicate the Ethernet cable

connections used for controlling the experiment.
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were equipped with Proxim Orinoco b/g Gold Cards with Atheros AR5212 chip-set

[78, 26].

In order to conduct the experiments in a controlled and repeatable fashion,

the receiver, the transmitter, and the interferer where isolated from each other.

The isolation is achieved by using shielded wires to carry the "wireless" signals and

by using attenuators between them. In order to prevent the RF leakage from the

devices, all of the access points, laptops, splitters and connectors are wrapped with

an RF resistant cloth. It was found that a single layer of the RF resistant cloth

provides at least 40dB of attenuation, which was found to be sufficient to keep

the weak RF leakage from affecting the experiments. Furthermore, the wireless

transmissions used channel 1, while there were no nearby transmitters on channels

1-10.

Each attenuator was composed of calibrated Agilent 8495A and 8494A at-

tenuators, providing repeatability within 0.3dB. These attenuators where used to

control the received signal strengths, hence, the AP’s transmit power was not used.

In all cases, the combined attenuation of attenuator A and B exceeded 130 dB. This

is critical since the signal transmitted by the sender will partially reflect off of the

receiver and be transmitter to the interferer. Thus, a combined attenuation of 130

dB ensured that the interferer is unable to detect the sender and vice versa. The

level of attenuation and the inability to communication between sender and inter-

ferer when  = −∞ dB was verified through experiments. Thus, the experimental

setup resulted in the hidden node topology.

The objective of the experiment was to determine the probability of receiv-

ing a frame when the transmission is subject to interference. Since transmitting

frames at precise times is difficult and error prone, frames were transmitted at ran-

dom times so that collision occurred at random. Specifically, the sender transmitted

packets at a fixed interval of approximately 12.4 msec between transmissions, while
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the interferer transmitted packets randomly with the time between transmissions

exponentially distributed with mean 31 msec. The number of interferer transmis-

sions was recorded, and hence the total duration that the channel was occupied by

the interferer could be determined. With this duration and the transmission du-

ration, the probability that the frame experienced interference can be determined.

The details of this are provided in Section 5.3.

Finally, each trial consisted of the sender broadcasting 10,000 frames with

RTS/CTS disabled. The frames where broadcasted, and hence, there were no re-

transmission nor ACKs. It was found that 10,000 frames resulted in a suitably small

confidence interval.

5.2.2 Experimental results

As discussed above, the performance in the interference limited regime was

investigated by transmitting packets so that collisions occurred at random. Some of

the results of these experiments are shown in Figure 5.3. In this case, the average

time between the beginning of the interferer’s frames was approximately 31 msec.

The interferer frames were 576B and sent at 1Mbps. The sender’s frames were

1464B.

At high SIR, transmission errors occur with low probability. As expected,

at low SIR, transmission errors occur regularly. It is important to note that the

x-axis Figure 5.3 is the SIR when a collision occurs, but collisions do not always

occur. Therefore, the probability of observing transmission error at low SIR is the

probability of a collision occurring, i.e., the SIR is so low that if a collision occurs,

then there is always an error. Since the SNR is high, when a collision does not

occur, the frame is decoded with a high probability.

For 11, 12, and 24 Mbps, there is a plateau between the low SIR and the

high SIR regions. Although not shown, this plateau also occurs at 5.5, 6, 9, and

18 Mbps. In the case of 6, 9, 12, 18, and 24 Mbps, this plateau ends at around 12
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dB. For SIR above 12 dB, the observed probability of error is nearly the same for

these bit-rates. 5.5 and 11 behave similarly, but the plateau ends at 7 dB. While not

shown in Figure 5.3, 1 and 2 Mbps are similar to 11 Mbps in that they transition

between a non-zero probability of transmission error and (nearly) zero probability

of transmission error at 11 dB.

The reason that 6, 9, 12, 18, and 24 all have a plateau that ends at the

same SIR is that they all use the same synchronization scheme and, apparently,

this synchronization performs poorly when subjected to interference with SIR less

than 12 dB. Similarly, 1, 2, 5.5, and 11 all use similar synchronization schemes1 that

perform poorly when the SIR is less than 7 dB. Indeed, the height of the plateaus

is the probability that the sender’s synchronization phase overlaps with the inter-

ferer’s transmission (See the next section for details). Thus, for 802.11g (802.11b),

if the SIR during synchronization is below 12 dB (7dB), then synchronization will

fail nearly every time. If the sender’s synchronization phase does not overlap with

the interferer’s transmission, then there still is a possibility that the sender’s data

transmission will overlap with the interferer’s transmission. The probability of in-

correctly decoding the data part of the frame depends on the bit-rate. Figure 5.3

indicates that for many bit-rates, the SIR that results in errors in decoding the data

part of the packet is considerably smaller than the SIR required to synchronize.

For example, at 12Mbps, few data errors occur if the SIR exceeds 5 dB, but syn-

chronization will always fail unless the SIR exceeds 12 dB. In summary, the region

where synchronization always fails and data decoding always succeeds is exactly

the plateau. Thus, the plateaus end at similar points when the synchronization

schemes are the same. Since different modulation schemes have different tolerance

to interference, the plateaus begin at different points. The height of each plateau

1 Our experiments have found no performance difference between 802.11b long

and short preamble.
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Figure 5.3: The observed probability of loss during the experiments described in

Section 5.2.2. Note that not every frame experiences a collision, and

hence, even at very low SIR, not all frames are lost. The fraction

of frames lost depends on the probability that a frame experiences

interference, the synchronization scheme used by the physical layer

and the bit-rate used. For example, the probability of observing a
transmission error at low SIR is equal to the probability of a collision

occurring, i.e., every frame that experiences a collision is lost.

depends on the duration of the sender’s transmissions, which, of course, depends on

the bit-rate used. Note that in the case of 36Mbps (and also 48Mbps and 54Mbps),

synchronization is at least as tolerant to interference as decoding data is. Thus, in

these cases, there is no plateau.

5.3 Probability of Transmission Error in the Interference Limited Regime

5.3.1 Analysis

When the received signal strength is sufficiently high, a transmission error can

only occur when the sender’s transmission overlaps with an interferer’s transmission.

In this case, there are three ways that the frame is lost. First, it is possible that

synchronization will fail; we refer to this type of loss as a sync error (See Figure

5.4). The event where synchronization fails is denoted with SE. Second, a frame

can be lost if there are bit-errors that cannot be recovered from FEC (if FEC is
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Sync DATA / MPDU

Time duration during which a Sync error can occur
Time for Interferer transmission + Sender’s PLCP Duration

Interferer

Sender

Sender

Sender
Sender

Figure 5.4: Possibilities of a sender’s PLCP transmission overlapping with an in-

terferer’s transmission

used) . Since these bit-errors are detected with CRC errors, the event that a frame

is lost due to a CRC error is denoted with  (See Figure 5.5). The third way

that packets are lost is that during the decoding of the packet header and payload,

synchronization lock is lost (See Figure 5.5). A loss of lock event is denoted with

. Note that  can only occur if synchronization succeeded. Similarly, a

loss of lock can only occur if the initial lock occurs. Furthermore, bit errors are

irrelevant if there was a loss of lock. Thus, the events, ,  and  are

mutually exclusive. The objective of this section is to determine  (CRCE |SIR) and
 (SE |SIR), where these probabilities denote the probability of the event occurring
when a collision occurs. Prior work has found that when the SIR is low enough that

 (LL |SIR )  0, bit errors are common and hence  (CRCE |SIR) ≈ 1. Thus,

 (LL |SIR ) has no impact on the probability of frame error. For this reason,

 (LL |SIR ) is not investigated.

Since the focus is on the interference limited regime and not on the noise lim-

ited regime, the received signal strength is high. Thus, an error can occur only when

the sender is transmitting at the same time as the interferer. Specifically, a  can
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Interferer

Sender

Sender

Time duration during which a CRC error can occur
Time for Interferer transmission + Time for sender transmission

-Time for sender’s PLCP transmission

Figure 5.5: The possibilities of a sender’s payload overlapping with the interferer’s

transmission. This can lead to CRC errors or loss of lock errors.

only occur if the sender’s synchronization phase overlaps with the interferer’s trans-

mission. There are different types of overlaps. Specifically, the sender’s synchroniza-

tion phase could completely or partially overlap with the interferer’s transmission.

In the case of the experiments described in Section 5.2, the probability that the

sender’s synchronization phase is entirely overlapped by the interferer’s transmission

is (Sync,Interferer + Data,Interferer − Sync,Sender) InterfererInterval, where Sync,Interferer is

the duration of the interfere’s synchronization, Data,Interferer is the duration that the

interferer’s transmits data, InterfererInterval is the time between interferer’s transmis-

sions. A partial overlap occurs when  synchronization symbols overlap with the

interferer’s transmissions. In the experiments described in Section 5.2, the probabil-

ity that exactly  symbols of the synchronization are overlapped with the interferer’s

transmissions is SyncSymbol,SenderInterfererInterval, where SyncSymbol,Sender is the dura-

tion of a synchronization symbol. Thus, let  (| ) be the probability of a
sync error when  of the synchronization symbols are overlapped with the interferer’s

transmission. Then, the probability of observing a sync error in the experiments
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described in Section 5.2 is

 (observed SE |SIR) =  (|SyncSym,Sender)

×Sync,Interferer + Data,Interferer − Sync,Sender

InterfererInterval

+

SyncSymbol,Sender−1X
=1

 (| ) SyncSymbol, Sender
InterfererInterval



where  (observed SE |SIR) is the fraction of frames transmitted in the experiment
that resulted in synchronization error and SyncSymbol,Sender is the number of sym-

bols in the sender’s synchronization. Since the synchronization phase has a short

duration, the probability of a partial overlap is much smaller than the probability

of complete overlap. Thus,

 (observed SE |SIR) (5.1)

≈  (|) Sync,Interferer + Data,Interferer − Sync,Sender

InterfererInterval


where we drop the SyncSymbol,Sender from  (|SyncSymbol,Sender) since a com-

plete overlap is the only type of collision that is significant.

 (|) was estimated for 11 Mbps with long and short preamble and for
12 Mbps. For verification purposes,  (|) was estimated for several other bit-
rates. Figure 5.6 shows  (|) for various types of synchronization types. It
can be seen that 802.11b short preamble and long preamble behave nearly the same.

This is surprising since the long preamble has 128 bits, while the short preamble

has only 56. On the other hand, this behavior was also detected in the noise limited

case (an analysis of the noise limited case is not included due to space limitations).

Next, the probability of bit-errors occurring is examined. When the chan-

nel is noise limited, the probability of successfully transmitting a packet is given

by (1− )

, where  is the probability of bit error and  is the frame size.

However, the conclusion of extensive measurements is that when the transmission

is interference limited, the probability of successfully transmitted a packet does not
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Figure 5.6: Probability of synchronization failing as a function of SIR.

obey (1− )

. Rather,  (|) is independent of the frame length. On

the other hand, if interference occurs randomly, then a longer frame is more likely to

experience interference. Specifically, in the experiments described in Section 5.2, the

probability that a frame experiences interference is (SenderSender) InterfererInterval,

where Sender is size of the sender’s frame and Sender is the sender’s transmitted

bit-rate. Thus, if  (|) is independent of frame size, then

 (Observed CRCE|SIR) =  (|) SenderSender
InterfererInterval

 (5.2)

which is linear in . Figure 5.8 shows  (Observed CRCE|SIR) as a function of 
for several bit-rates and confirms that  (Observed CRCE|SIR) is linear in  and

hence  (|) is independent of the frame length.
Figure 5.8 shows the  ( |) for Sender = 1464B and several mod-

ulation schemes. For reference, Figure 5.8 also show  ( |).

5.3.2 Discussion

Perhaps the most significant implications of Figure 5.8 is that when subject

to interference, synchronization is considerably less robust to interference than de-

coding data. If the SNR is high and the short preamble is used, then 2, 5.5, and

11 Mbps all use the same synchronization. Thus, when subjected to interference,

these modulation schemes will all have the same probability of error. Similarly,
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Figure 5.7: Probability of CRC error observed during the experiments described

in Section 5.2 as a function of frame size. The left-hand size is for

2Mbps while the right-hand size is for 11 and 12 Mbps, as indicated.

Note that the probability of CRC error occurring is linear in the frame

size.
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Bit rate (Mbps) SNR SIR

2 0 -5

11 5 4.75

12 5 4

24 7 8

36 12 13

48 15 18

54 16 19

Table 5.1: SIR and SNR required for probability of error of 1/2.

when subject to interference, 6, 9, 12, 18, 24, and 36 Mbps will all have the same

probability of error. This behavior has implications for selecting a bit-rate. This

issue is examined in more detail in the next section.

It is often assumed that the relationship between bit error and SNR is the

same as the relationship between bit error and SIR or SNIR. To test this assumption,

a larger number of experiments were performed to determine the noise limited perfor-

mance of 802.11b/g. Table 5.1 used the results of these experiments to compare the

SIR such that  (|) = 05 to the SNR such that  (|) = 05

under the assumption that the noise factor is 7dB, and hence the total noise (i.e.,

thermal noise plus the noise factor) is −93dB. Thus, excluding 2Mbps, 48Mbps,
and 54Mbps, the assumption that relationship between SNR and bit-error is the

same as the relationship between SIR and bit-error appears to approximately hold.

Therefore, on the one hand, SIR can be treated as SNR when considering decoding

the data. On the other hand, since synchronization is sensitive to interference, the

performance of 802.11 frame decoding significantly depends on whether the noise is

Gaussian or is interference. Thus, the relationship between SNR and transmissions

error is not the same as the relationship between SIR and transmissions error.

The behavior at 2Mbps is intriguing and required a huge number of experi-

ments to verify. On the one hand, at high SIR (e.g., 7dB), 2Mbps performed worst

than 11Mbps. However, at -5dB, 2Mbps significantly outperforms 11Mbps. The
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causes of this behavior are currently under investigation.

5.4 Bit-rate Selection in the Interference Limited Regime

The poor performance of 802.11b/g synchronization in the interference lim-

ited regime has significant implications for bit-rate selection. For example, if a

channel has a SNR that can support 36Mbps, then reducing the bit-rate to 6, 9, 12,

18, or 24 will not impact the ability to synchronize and not increase robustness to

interference. Furthermore, decreasing the bit-rate increases the transmission time

and hence increases the possibility of experiencing interference. Hence, arguably,

the highest bit-rate that the channel can support should be used regardless of the

frequency of transmission errors. This contradicts the common approach to ARF

that reduces bit-rate when packet losses are detected [52]. This section examines

bit-rate selection in more detail.

Since interference can result in transmission errors, the behavior of the 802.11

backoff algorithm must be included. Specifically, for transmission at bit-rate  of a

frame of size  with probability of success , the expected time to transmit is

 ( ) (5.3)

= 

Ã
6X

=1

(2+4 − 1)
2

(1− )

+
1023

2

∞X
=7

(1− )


!

+
1

1− 
( +  + 

+ +  +




¶


where  is the duration of a time-slot, DIFS and SIFS are the durations of the

DCF and short interface frame spacings, respectively,  is the time it takes

to synchronize,  is the time to transmit the PCLP header,  is

the duration required to send an ACK or, in case that the transmission failed,
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 + is the time that the transmitter waits before beginning to decrement

the backoff timer. Here, it is assumed that the ACK is transmitted at 2Mbps, which

is the default value used 802.11 APs such as the Cisco 1240. The constants  and

 depend on whether 802.11b or g is used and in the case of 802.11b, they

depend on whether the long preamble or short preamble is used. Here, it is assumed

that the short preamble is used with 802.11b and the 802.11g PLCP header is used

with 802.11g bit-rates. In (5.3), it is assumed that the initial value of the contention

window is 31 (i.e., 25 − 1) and the maximum value is 1023, i.e., min = 31 and

max = 1023.

Under the assumption that RTS/CTS eliminates the majority of interference,

the time to transmit a frame when RTS/CTS is used is

 ( 1) + 2×  +  +  (5.4)

where  and  are the times to transmit the RTS and CTS, respectively.

Again, in the results that follow, it is assume that control packets are sent at 2Mbps.

When the transmission is interference limited, the probability of successful

transmission depends on how often a collision occurs. Suppose that the interference

is such that the fraction of time that the channel is occupied is  and the duration

of the silent times between interferer transmissions is exponentially distributed with

mean . Thus, we have the following.
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Proposition 1 The probability of a transmission failure is

 (frame error |) = (5.5)

(+ (1− ) (1− exp (−))) ( |) (5.6)

+ (1− ) exp (−) (5.7)

× (1− exp (− ())) (|) (5.8)

+ (1− (1− ) exp (−)) (5.9)

× (1−  ( |)) (|) (5.10)

Proof. There are three ways in which a failure can occur. First, there could be a

sync error. A sync error can only occur if the channel is busy during synchroniza-

tion, which occurs with probability (+ (1− ) (1− exp (−))). To see this,
note that the channel is busy at the beginning of the synchronization phase with

probability . If the channel is not busy at the beginning of the synchronization

phase (which occurs with probability 1 − ), then it will become busy during syn-

chronization with probability 1 − exp (−). Thus, (5.6) is the probability of
synchronization failure.

The second way a transmission failure can occur is if the channel is not busy

during synchronization, but becomes busy during the transmission of the data, and

then a bit-errors occur. The probability of this type of error occurring is given in

(5.7-5.8).

The final way that a transmission error can occur is when the channel is busy

during synchronization, but the synchronization succeeds. However, the bit-errors

occur during data transmission phase. The probability of this type of error is given

in (5.9-5.10).

With (5.3) and (5.5), the time required to transmit a frame in the face of

occasional interference can be determined. Figure 5.9 shows the average time to

transmit a 40B and 1400B frame when the channel is purely interference limited
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Figure 5.9: Average time require to complete a transmission of a frame when

 = 03 and  = 110  sec−1 and when the frame is 40B (left-hand
side) and 1400B (right-hand side).

and the channel utilization is  = 03. As expected, the fastest bit-rates are either

11Mbps, 36Mbps, 48Mbps, or 54Mbps. Which of these rates is best depends on the

packet size and SIR. Note that 48Mbps is nearly the same as 54Mbps, hence, little

performance is lost if only 11Mnps, 36Mpbs and 54Mbps are considered. We see

that for small size frames, and  = 10 dB, 11 Mbps is the best. Furthermore,

at this SIR, 11Mbps is faster than 36 and 54Mbps by a factor of five, or 300.

Similarly, when the frame is 1400B and the  = 16 dB, 36 Mbps is the fastest

and is faster than 54Mbps by a factor of 2 or 400.

Figure 5.9 shows that in the interference limited case, the bit-rate that re-

sults in the smallest expected time to successful transmission depends on the frame

size, the SIR, and the channel utilization. Figure 5.10 shows the bit-rate for a wide

range or frame sizes, SIRs, and channel utilizations. Figure 5.10 also shows where

RTS/CTS leads to the smallest expected transmission time. In 802.11, frames larger

than RTSThreshold use RTS/CTS. However, the optimal value the RTSThreshold

is unknown. Figure 5.10 shows that the optimal value of RTSThreshold depends

on the channel utilization (at  ≤ 05 RTSThreshold1500B;  = 02 RTSThresh-
old=500B and at  = 03, RTSThreshold=0). It is possible to compute the optimal
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Figure 5.10: Optimal Rate Regions. For a given combination of channel utiliza-

tion, , frame size, and SIR, there exists a particular bit-rate that

results in the smallest delay. The above shows the optimal bit-rate

in each region of the packet size/SIR plane. The region where a par-

ticular bit-rate is optimal is marked with a particular color. In these

plots,  = 110  sec−1 

value of RTSThreshold as a function of channel utilization. It is also possible to

explore the optimal bit-rate and RTSThreshold when the channel is slightly SNR

limited. For example, if the channel can only support bit-rates of 24Mbps or less.

5.5 Related work

There has been considerable effort focused on understanding the behavior

of 802.11. In [13], measurements are used to explore the types of transmission

errors at various bit-rates. Furthermore, [13] provides a useful explanation of many

subtleties of transmission and decoding in 802.11. However, [13] does not examine

the interference limited regime. In [5], the 802.11b nodes were examined in a rooftop

network setting where it was found that packet error was not closely correlated with

SNR. One possible explanation of this behavior is that the channel suffered from

94



delay spread. However, the transmissions could have also suffered from interference.

One important drawback of the work presented in this paper is that the combined

impacts of delay spread and interference was not studied. Further investigation in

this issue is required. In [81], a PHY receiver model for decoding frames in the

presence of interference was developed from measurement. While the developed

model had some predictive power, it did not include the impact of synchronization,

but rather relied on the replacing SNR with SNIR in the relationship between SNR

and bit-error (See Section 5.3.2 above). In [58], capture was studied and a simple

model for capture was developed frommeasurements. Contrary to findings presented

here, [58] found that synchronization and decoding could as long as   0 dB.
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Chapter 6

SIMULATION METHODOLOGY

It is well known that the variability of node-to-node communication is a major

challenge facing mobile wireless networks (mobile ad hoc and mesh networks). For

example at one moment, high quality communication between two nodes may be

possible while a short time later, communication between the nodes may not be

possible. In the case of wide bandwidth communication, such drastic changes in

link quality are typically the result of node mobility. For example, if a node moves

around a corner of a building, then, since the signal is not easily able to penetrate

through buildings; the communication between the two nodes may be severed. Thus,

a combination of node mobility and complex propagation due to the environment

results in rapid variability of communication links. However, while great strides have

been made in protocols, there has been very little effort devoted to understanding

how to best simulate them, specifically, how to best simulate the node mobility and

signal propagation. This lack of effort contrasts the simulation of wired networks

where there has been extensive work focused on simulation issues such as background

traffic and topology (e.g., [35], [63], [43], [61]). This chapter focuses on the simulation

methodology for realistic simulation of urban mesh networks.

In urban mesh networks, the study of topology is complicated by the de-

pendence on the propagation characteristics of the environment and location of the

nodes. Propagation and the location of nodes is not random, but is dominated by

structure. For example, streets, especially well traveled, wide, and straight, have
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high node density and excellent propagation properties. Thus, nodes on a major

street will have a large number of other nodes within communication range. How-

ever, these nodes will not be able to directly communicate with nodes on parallel

streets since such communication requires transmissions through buildings or over

them; something that is difficult if the buildings are large. Hence, the topology

in an urban environment with large buildings will consist of well-connected nodes

along the streets. Nodes near intersections will provide connectivity between two

streets. Hence, the topology of outdoor nodes looks like a street map of the city.

Within buildings, nodes have a smaller propagation range. Thus, the local topology

of indoors and outdoors is very different. Realistic topologies can be simulated only

if the propagation and mobility simulations are realistic.

There is little doubt that the mobility models currently used in the simulation

of mobile ad hoc networks are not realistic. To some extent, since open-space (i.e.,

free-space and two-ray) propagation models that neglect the impact of objects have

been used in the past, there has been little reason to use mobility models where nodes

avoid or interact with objects. However, when propagation in urban environments is

considered, mobility must also be addressed. Specifically, the mobility model must

take into account the structure of the urban environment such as streets, sidewalks

and buildings.

One of the reasons that mobility models must not be overly simplified is that

in reality pedestrians and vehicles tend to move in clusters [79], [97]. That is, the

locations of nodes are correlated. Furthermore, there is a well-studied relationship

between node density and node speed (e.g., recall the "two-second rule" that specifies

the safe driving distance between cars). Since the spatial distribution of nodes has

an important impact on the behavior of mesh networking protocols, mobility models

must be realistic.

In summary, the objectives of the simulation approach discussed here is to
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provide realistic simulation of mobility and propagation. Specifically, for mobility,

the goal is to provide realistic

— node distribution,

— node clustering (i.e., correlation in node location),

— trips including trip lengths, paths, and generation rates,

— and node speeds.

For propagation simulation, the goal is to provide realistic

— propagation range,

— signal strength,

— and spatial variation of the link quality.

Together, the mobility and propagation simulators provide realistic

— topologies,

— and variations of topologies.

The mobility simulation objectives can be achieved by employing models and

model parameters that have been developed and verified by the urban planning and

traffic engineering research communities. The propagation simulation objectives can

be achieved by verifying and by comparing the propagation model to observations.

It would be a reasonable assumption that if the propagation and mobility models

are realistic then the topology and the dynamics of the topology would be realistic.

It is important to note that the objective is realistic simulation, not accu-

rate simulation. By this we mean that the simulation should provide mobility and

propagation similar to what could occur in an urban environment, not necessarily

what would occur in a particular urban environment. Accurate prediction requires

in depth knowledge of the modeled urban environment. For example, accurate pre-

diction requires precise knowledge of location and dimensions of buildings and other

large to moderate sized structures, as well as knowledge of the building materials

used and the layout of building interiors. Furthermore, accurate mobility simulation

requires knowledge of details such as the types of establishments within each build-

ing (e.g., restaurant, office, shopping, etc.) and origin-destination flow matrices for
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Figure 6.1: Different stages involved in realistic simulation of urban mesh net-

works. The output of each stage is represented in italics.

vehicle traffic. Realistic simulation, on the other hand, merely needs realistic dimen-

sions and locations of buildings, building materials, layout of buildings interiors, and

realistic trip generation for vehicles and pedestrians.

This first section of this chapter provides the overview of the different steps

involved in the realistic simulation. The section 6.2 provides a brief overview of

urban maps used for the propagation and the mobility simulation. Section 6.3

provides a brief primer on the UDelModels urban mobility simulator. Finally section

6.4 details the use of realistic population size (number of nodes) when conducting

the simulation.
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6.1 Simulation overview

There are several stages involved in realistic simulation of mesh networks.

The first step detailed in 6.2 is to define the map of the urban region that is to be

simulated. The stage involves editing the map to place the infrastructure nodes.

The third step is to determine the propagation matrix for the city. The propagation

matrix includes channel characteristics such as path loss, delay spread and angle of

arrival for each source-destination in the city. This step has been dealt in detail

in Chapters 2 through 5. Processed map information is used to generate mobility

trace. The section 6.3 deals with this step. From the mobility trace file obtained

from the stage 4 and the propagation matrix obtained from stage 3, propagation

trace file containing the propagation characteristics between all pairs of nodes at

every given time in the simulation can be generated. Finally the mobility and the

propagation trace files can be used with any packet simulator such as QualNet, NS2,

etc. to simulate protocols. The Figure 6.1 graphically depicts these different stages

of simulation.

6.2 City maps

In order to model urban mesh networks, it is necessary to have a model

of the urban area. There are several ways that maps suitable for simulation can

be developed. First, a random city can be built as was done in [49]. In this case

buildings are placed at random and a Voronoi diagram is used to construct sidewalks

between the buildings. One drawback of such an approach is that important aspects

of cities such as long thoroughfares and big intersections are neglected. It is well

known that streets play an important role in mobile phone communication and it

has been shown that streets play an important role in urban mesh networks [16].

A more realistic way to generate cities is to utilize the detailed GIS datasets

[3]. These datasets include 3-dimensional building map information that provides

enough detail for realistic simulation. There is an abundant number of such datasets.
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For example, there are GIS datasets for most, if not all, American cites. Our map

building suite of tools converts GIS datasets into format suitable for a specialized

graphical editor. The graphical editor is used to "touch-up" the GIS map (e.g.,

remove spurious buildings, add roads, sidewalks, traffic lights, and fixed base sta-

tions). The graphical editor is also used to define locations where vehicles enter and

exit the modeled area.

A third way to generate city maps is to develop a map directly in the editor.

For example, idealized grid city could be generated within the editor. And finally,

there has been some work on generating random, yet realistic cities [73]. Often,

random cities produce GIS datasets, and hence can easily be used for propagation

and mobility simulation. These realistic random cities are often generated to meet

certain aesthetic requirements. It is unclear if these random cities would span a

relevant range of mobility and propagation.

While GIS datasets have details of building heights and position, they typi-

cally do not provide any details about the interiors of the building. In lieu of actual

interiors, they must be automatically generated. Our suite of tools assumes that all

buildings are office buildings with offices that are 3.5 meters wide and 3/8 of the

building depth deep and the width of hallways is 1/4 of the depth of the building.

The hallway runs in the center of the building and stairs are on each end of the

building. Incorporating automatic generation of heterogeneous building interiors

will be left for future work.

6.3 A brief primer on UDelModels urban mobility simulator

The performance of mesh networks is clearly impact by the distribution of

nodes. The majority of mobility simulators assume that the nodes are uniformly

spread or at least distributed according to a smooth distribution. For example,

the popular random way-point mobility model leads to a smooth distribution where
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nodes tend to be at the center of the modeled area [68]. Such distributions differ

significantly from those that arise in realistic mobility in two ways. First, nodes are

restricted to sidewalks, buildings, or roads, and second, the positions of nodes are

correlated, specifically, nodes often move in groups (i.e., node arrivals are bursty).

Such groups of nodes are called platoons and are well known to have an impact on

the capacity of roads and sidewalks [97]. Platoons of vehicles and pedestrians can

arise from traffic lights and from faster nodes catching-up, but not passing slower

nodes. In the case of pedestrians, the second cause is increased by nodes that are in

groups by choice. Such groups move slower than solitary nodes and limit the ability

of faster nodes to pass, thus expanding the size of the group.

In this section a mobility model of people in urban areas for mesh network

simulation is presented. Unlike most mobility models found in the literature, this

model attempts to provide realistic mobility of people in an urban setting. This

simulator is based on the data collected by various surveys including the time-use

study conducted by the US Department of Bureau of Labor Statistics and several

transportation departments (San Francisco, Connecticut, etc.). The simulator is

primarily organized as a three tier model as shown in Figure 6.2. The highest

layer is an activity model that determines the high level activity that the node is

performing (e.g., working). The second layer is a task model that determines the

specific task within an activity (e.g., meeting with three people). And the third

layer is an agent model that determines how the person moves from one location to

another (e.g., how a node navigates down a crowded hallway). The activity model

is based on a recent US Department of Bureau of Labor Statistics time-use study.

The task model focuses on mobility of office workers and is based on the current

findings by the meetings analysis research community. The agent model is based

on the work from urban planning that has extensive knowledge of pedestrian flow.

This section provides a very brief introduction to the mobility model. More about
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Activity model 
e.g., working, eating, shopping, …

Task model 
e.g., in a meeting, at a particular location within a store, ...

Agent model 
e.g., walking along a congested sidewalk, waiting at a traffic light, 

driving/taking the subway to work, …

Time of day

Figure 6.2: The figure illustrates the three tier model employed in the mobility

simulation.

the simulation overview can be found at [92] and more about the mobility model

can be found at [55] [53] and [56].

6.3.1 Activity model

This part of the mobility model is based on the US Bureau of Labor Statistics

2003 time-use study [71]. This study identifies a large number of activities. We

focus on those activities that indicate location and group activities together that are

performed in the same location (e.g., all activities performed at home are grouped

together into the at home activity). While the BLS study also collected coarse

location information, both activity and location information were used to determine

the location used in the modeling effort.

This model effort focuses on the work day which consists of being at home,

going to work, working, and perhaps taking a break and returning to work and then

leaving work and returning home. The model neglects activities before and after

work. Future work will include the rest of the day. For each person, the following

steps are taken to determine the activities that they perform.
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1. Select a home and office.

2. Determine the arrival time at work.

3. Determine the duration at work.

4. Determine if a break from work is taken. (The next 5 steps assume a break is

taken.)

5. Determine the break start time.

6. Determine the number of activities performed during a break

7. Determine which activities are performed during the break.

8. Determine the duration of each activity.

9. Determine the arrival time back at work and determined if a break is taken

again. If so, steps 5-9 are repeated.

6.3.2 Task model

Some activities consist of a single task. For example, eating consists of going

to a restaurant. However, shopping and working consist of multiple tasks. We model

shopping as a simple random walk inside the store. However, work is modeled in

a more complicated manner that focuses on modeling meetings. Specifically, [86],

[72], [67] have collected data on the frequency, size, and durations of meetings; [72]

includes two person meetings. These studies allow the model to include worker

interactions. Thus, we model mobility while at work as a sequence of meetings

followed by working in the node’s office. This process repeats until the work activity

is complete.

More specifically, meetings are simulated as follows. The time between meet-

ings is assumed to be exponentially distributed. When a meeting begins, a random
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number of people are selected to attend the meeting. Based on the number of people

attending, the duration of the meeting is determined. The duration is assumed to

be exponentially distributed.

The model parameters of the model are the mean time between meetings, the

distribution of the size of meetings, and the relationship between number of meeting

participants and the mean meeting duration. These parameters are determined from

[86], [72], [67].

6.3.3 Agent Model - Node Dynamics and Interactions

The agent model focuses on the dynamics and interaction between moving

people. More specifically, the agent model consists of enforcing a distance-speed

relationship between nodes and lane changing rules. The following aspects are con-

sidered in the agent model

1. Inter-node distance speed relationship: When a node with a higher desired

speed catches up with a slower moving node, it will either follow or pass. To

understand the dynamics of catching up, it is necessary to understand the

distance-speed relationship. The impact of this relationship is that nodes can

and will be tightly packed (i.e. high density) if their speed is low (congestion),

but if the speed is higher, then the nodes must be further apart (low density).

Since the density of nodes plays an important role in mesh networks and

MANET performance, the distance-speed relationship must be understood

and realistically modeled.

2. Probability of a node changing lanes: While traffic lights are an important

cause of platooning, lane changing also plays an important role [79]. A node

will certainly not pass if there is no room (e.g., if the other lanes are full).

Even if there is room, both pedestrian and vehicle nodes might not pass out of

choice and select to slow down and follow the node ahead [108]. Such decisions
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lead to platooning. Platooning can change the node density at a particular

place which in turn affects the communication pattern of the nodes in or near

the platoon.

Another important aspect of mobility is the mode of transportation and the

arrival rates in relation with the time of day. Detailed explanation of mobility model

is out of scope of this thesis. More on mobility model could be found at [55], [53]

and [56].

6.4 Urban Population Size

It is well known that the number of users has a major impact on the per-

formance of the network. Thus, realistic node population sizes are an important

part of realistic simulation. While the number of nodes in a network depend on the

number of people in the simulated region, it also depends on the fraction of people

that subscribe to the network. Today, mobile phone penetration in Europe exceeds

80% while in the US the fraction of subscribers is approximately 60%. Of course, in

the early period of mobile phone deployment, the fraction of subscribers was much

smaller. Hence, a wide range of penetration rates are realistic.

As expected, realistic population size in an urban region can be quite large.

For example, 1 km2 of Manhattan may contain 10,000 people outdoors [79], a number

that is far larger than most simulations currently found in the literature. However,

in a less dense city, if 10% of the population participates in the network, then a

nine block region of Chicago would contain about 4000 nodes, a number that can

be supported by protocol simulators such as QualNet [89]. The following presents

guidelines for determining the population size in an urban region.

In the urban core, most of the indoor space is used for commercial purposes,

including offices, stores, and restaurants, with office space being the most prevalent.

As one moves away from the core, a larger fraction of the indoor space is used for
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residences. However, it is assumed that the map specifies which buildings are office,

retail, residential, or mixed usage. For office space, a survey of office use in the UK

found that typical densities are approximately 15 m.2 per person [104]. Thus the

total working population can be determined by computing the total area of office

space and dividing by 15.

The US Census American Housing Survey finds that in urban areas there is

approximately 1 person per 65 m.2 of residential space. The size of the residential

population can be found by determining the total area of residential space and

dividing by 65. However, in simulation, we assume that 92% of the people that

live in the city will also work within the city, and hence are counted in the working

population.

The simulator sets the population as follows

Number of office workers = total office area
15



Number of people living locally =min
¡
total residential area

65
 number of office workers

092

¢


Number of people simulated = number of office workers +

number of people living locally× 0.08 +
number of nonworking visitors,

Number of people = (Number of office workers -

who commute via subway Number of people living locally× 0.92)
× MassTransitRatio,

Number of people who = (Number of office workers -

commute via car Number of people living locally× 0.92)
×(1-MassTransitRatio)1

where the values are such that the office worker density is maintained even if there is

an abundance of residential space. Note that we allow for some nonworking visitors.

However, further work is required to determine realistic sizes of the nonworking

visitor populations.

1 The MassTransitRatio is the fraction of commuters that take the subway.
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Chapter 7

INSIGHTS GAINED FROM REALISTIC SIMULATIONS

This chapter discusses the insights gained from simulations using realistic

propagation model. Specifically the performance in terms of coverage and achievable

bit rates, and topologies formed are dealt with. It is shown that the topologies

formed in mesh networks pave way for development of new protocols. Specifically,

an efficient paging protocol for urban mesh network setting is developed that makes

use of tendril like structure formed by the mobile nodes inside a building.

The rest of this chapter is organized as follows. The section 7.1 briefly ex-

plains the indoor and outdoor coverage in an urban mesh network. The main aim of

this section is to highlight the importance of differentiating the nodes with respect

to indoor and outdoor environments. One of the important aspects of performance

in wireless networks is the maximum data rate achievable. Section 7.2 deals with

this aspect. Section 7.3 depicts the topology that can arise in the urban mesh net-

works that pave way for development of new protocols that utilize these topological

formations. This section presents the details of an efficient paging protocol based

on the topology of nodes inside buildings for the urban mesh network setting. The

details of this protocols and simulation results have been presented in this section.

There have been several other topics that make use of these realistic propa-

gation models. Some of them include [54], [15] [14], [93], [64], [18] etc.
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7.1 Coverage in urban mesh networks

Coverage is the first issue that arises when considering the performance of a

mesh network. Here we examine the fraction of nodes that are able to communicate

with the wired network. We say that a node is able to communicate with the wired

network if there is a sequence of communication channels with sufficiently high signal

to noise ratio that form a path from the node to a wired base station.

The propagation environment of urban areas imposes a specific structure on

the urban mesh network. Specifically, the outdoor communication occurs over good

propagation environments, while indoor communication suffers from poor propa-

gation environments. Thus, the outdoor area is well connected. For example, a

relatively small number of hops are required to travel great distances. As a result,

urban mesh networks are expected to provide very good coverage outdoors. For

example, in Philadelphia, the requirement is that 90% of all outdoor locations will

be covered. On the other hand, since the infrastructure is restricted to be out-

door, client nodes within buildings are not well connected. They are mostly only

connected to nodes on the same floor or at most a few floors away. For example,

consider Figure 7.1. This figure is based on propagation found from a 3-D raytracing

experiment on a nine block region of downtown Chicago where the infrastructure

nodes are approximately 50 m. apart. The left-hand frame shows the fraction of

all outdoor and indoor location that are reachable by the infrastructure at different

channel gains. As expected, outdoor locations are well connected and can support

high bit-rate (i.e., low channel gain threshold) communication, while even if low bit-

rate communication is used (e.g., 70 dB path loss results in 1 Mbps when 802.11b/g

is used), only a small fraction of indoor locations are reachable from the infrastruc-

ture. The right-hand frame of Figure 7.1 provides further insight into the problem

with indoor coverage. This figure shows how the coverage varies as a function of the

floor (here it is assumed that a path loss of 70 or less will support communication).
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Figure 7.1: (a) The figure illustrates the disparity in coverage of indoor and out-

door locations due to infrastructure nodes placed outdoors at various

channel loss thresholds. (b) The figure illustrates the coverage on dif-

ferent floors. The results obtained are from a simulation carried out

for a section of downtown Chicago using UDel propagation simulator.

27 infrastructure were placed outdoors on lamp posts (3.5m) with a

separation of 50m between them.

Clearly, while good coverage is provided at the lower floors, the outdoor radios is

not able to penetrate the upper floors. If the mesh network is composed of roof top

infrastructure, then the figure would be flipped, with good coverage on the upper

floors, but poor coverage on the lower floors.

To understand the topology further, consider Figure 7.2. This figure indicates

the coverage of in an urban area. The area under consideration in Figure 7.2 is

based on a section of downtown Chicago and the propagation is modeled with a

3-D raytracing based propagation model. The coverage of a building is indicated by

the color. Specifically, the darker the color, the higher the fraction of the locations

on that floor of the building is covered by the infrastructure. In Figure 7.2, the

infrastructure is designed so that each location outdoors is covered by at least one

infrastructure node. However, as clearly shown, in Figures 7.2 and 7.1 a significant

part of the indoor area is not within range to the infrastructure. Specifically, the

white colored floors on the upper floors indicate that no locations on these floors
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Figure 7.2: The figure shows the coverage inside of buildings due to the infrastruc-

ture nodes placed outdoors with a separation of 50m between them. It

can be observed as the floors number increases the coverage becomes

almost nil. (The darker color indicates better coverage)

can communicate directly with the infrastructure.

From the bare minimum coverage point of view it can be stated that the

coverage in an urban mesh network is impacted by two primary issues

1. Propagation environment: From the chapter 2 and 3, it is evident that the

structure or the environment in which the mesh network is operating has a

very high impact on the quality of communication. It was seen in sections 3.4,

3.5 and 3.6 that the duration in and out of the largest connected component,

degree distribution and centrality of the nodes are quite different in case of

outdoor and indoor nodes for simulated sections of Paddington and University

of Delaware campus. For outdoor nodes, degree distribution is higher for the

University of Delaware campus than that of Paddington area due to the reason

that the campus environment is more spacious than that of the Paddington

area. On the contrary the degree distribution of the indoor nodes for the
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Paddington is higher than that of the Campus due to the reason that the

campus buildings are bigger and hence are more difficult to penetrate. Similar

arguments can be made about the centrality distribution and the duration of

the nodes in and out of the largest connected component.

2. Indoor and outdoor nodes: In urban areas, coverage is complicated by the

fact that buildings can reflect wireless signals while allowing small amount of

energy to penetrate into or out of the building. As a result, communication

from within a building to outside is severely impacted to the point that nodes

that are indoors may not be able to directly communicate with nodes that

are outdoors even when the nodes are relatively close. Similarly, wireless

propagation indoors must pass through many interior walls. While interior

walls typically result in less loss than exterior walls, interior propagation is

also impacted to the point that communicating nodes must be closer when

they are inside as compared to when they are outside. Thus, we expect that

an outdoor mesh network will provide significantly better coverage to nodes

that are outside than to those that are inside.

Further analysis shows that the other three issues that impact the coverage

are

3. Physical layer used: The physical layer used also impacts the coverage of

a mesh network. Typically, high bit-rate physical layers require less loss

(stronger received signal power) than lower bit-rate physical layers. Thus,

a mesh network that uses high bit-rate physical layer schemes will typically

provide worst coverage than one that allows lower bit-rates.

4. Density of the infrastructure nodes: The density of the infrastructure plays an

important role in the coverage; the more base stations, the more nodes that

will be in range with at least one base station. On the other hand, if each fixed
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relay is able to communicate with at least one base station directly or indirectly

(i.e., via other fixed relays), then the fraction of the infrastructure nodes that

are wired base stations does not impact the coverage. Thus, when considering

coverage, there is no need to consider the fraction of the infrastructure that is

made up of base stations or fixed relays.

5. Mobile nodes acting/not acting as relays: Another feature of a mesh network

that may affect the coverage is whether mobile nodes may act as relays.

The degree to which these five issues impact coverage is shown in Figure 7.3.

This figure is based on the behavior averaged over 20 observations over the period

form 11:30 AM to 11:35 AM.

The difference between the coverage of nodes inside versus those that are out-

side is obvious and as expected; an outdoor infrastructure provides better coverage

of nodes outside. However, note that when all nodes are considered, the coverage

is nearly the same as the coverage of nodes that are inside. This is due to the fact

that people are mostly inside. Even when considering the lunch time, e.g., 12:30

PM, we find that most nodes are inside (either in their work place, a restaurant, a

shop, etc.).

Figure 7.3 shows that nodes that are indoors or nodes in general (i.e., when a

node is selected at random) can expect "spotty" coverage from networks built with

infrastructure nodes spaced at 300 m., even when only low bit-rates are desired.

While, if infrastructure nodes are placed every 150 m., then 75% of nodes will be

able to connect to the infrastructure at 1 Mbps. At high infrastructure densities,

low bit-rate coverage of indoors is possible. Bit-rates of 54Mbps to nodes indoors

appears to be not possible even when there is only 50 m. between base stations.

The impact of allowing mobile nodes to act as relays depends on the scenario.

In general, the higher the density of the infrastructure, the lower the impact. Thus,

when base stations are 300 m. apart, the impact of allowing mobile nodes to act
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as relays is significant. For example, for general nodes, allowing mobile nodes to

act as relays increases the coverage from 30% to 65%. On the other hand, when

the base stations are less than 150 m. apart, allowing mobile nodes to act as relays

provides only moderate improvements in coverage. It should be noted that in these

simulations we assumed that about 12% of the population was participating in the

network. Future work will examine the impact of a larger and smaller fraction of

users.

7.2 Achievable bit rates in urban mesh networks

It is common to use achievable bit-rates as a performance metric for wireless

networks. While total capacity is computationally difficult, a simple estimate of the

achievable bit-rate can be found as follows. We assume that data originates at the

base stations and flows to the mobile nodes. Furthermore, the data that flows to

a mobile originates only at its nearest base station. The nearest base station and

the routing to the mobile nodes is found using least cost routing where the cost is

the path loss (i.e., the reciprocal of the channel gain). Hence, data flows along links

with the highest quality. No load balancing is attempted.

It is assumed that a node receives and transmits data at the maximum bit-

rate possible with the 802.11b/g physical layer. Transmissions are assumed to be at

15 dBm.

An upper bound on the bit-rate achieved by a single flow is given by the

lowest link bit-rate along its path from base station to destination. Figure 7.4

shows the bit-rate averaged over all mobile nodes that are able to communicate

with a base station. These bit-rates were further averaged over 20 time points. The

x-axis denotes the mesh network scenario where the scenarios are defined in Table

7.1.

Figure 7.4 shows that when a node is able to communicate with the base

station, the achievable data rate are quite high. For example, even when the base
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Figure 7.3: Coverage. These plots show the fraction of people that can communi-

cate with the base station in different scenarios. The left hand column

considers only nodes that are outside, the middle column only consid-

ers nodes that are inside, while the right hand column includes all

nodes. The upper row is for coverage at 54 Mbps with 802.11g (-69

dBm signal strength). The middle row is for 11 Mbps (-85 dBm),

while the bottom row is for 1 Mbps (-93 dBm). The x-axis indicates

the distance between the infrastructure nodes. Within each infrastruc-

ture scenario, the right most bar indicates the coverage when mobile

nodes are not allowed to act as relays, while the left column shows the

coverage when mobile nodes may act as relays.
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Table 7.1: Mesh Network Scenarios
Scenario Distance between stations Fraction of stations that are wired1

1 50 m. 1.0

2 50 m. 0.50

3 50 m. 0.25

4 75 m. 1.0

5 75 m. 0.50

6 75 m. 0.25

7 150 m. 1.0

8 150 m. 0.50

9 300 m. 1.0
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Figure 7.4: Achievable bit rates.

stations are 300 m. apart, if communication is possible, then average data rate is

approximately 4 Mbps. As more base stations and fixed relays are added, average

bit-rates reach 10 Mbps. However, achievable bit-rates should be treated with care.

As it was examined in [93], the high achievable bit-rates shown in Figure 7.3 may

not translate into good performance of an application as experienced by the average

user. Further work is required to ascertain this fact.
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7.3 Scalable and efficient paging protocol utilizing the urbanmesh topol-

ogy

While large scale urban mesh networks (LUMNets) are being deployed, there

are several challenges that remain unsolved. Perhaps the most pressing issues are

related to scalability and coverage. Consider, for example, that during the lunch

time, downtown Manhattan has approximately 10,000 people outdoors in 1 km2 [77].

Similarly, combination of office usage surveys [104] and maps of downtown areas [3]

[19] indicates that urban core may have office worker densities that exceed 40,000

people per km2 in certain city sections.

Another important issue is coverage. In the case of Philadelphia, the initial

plan was that there would be only one hop from the infrastructure nodes (either

wired or wireless infrastructure) to the client host (or subscriber host). Due to the

administrative and financial difficulties with the city owned networking including

infrastructure nodes that are inside of private buildings, the infrastructure nodes

are restricted to be outdoors. However, the 802.11 physical layer is not able to

easily communicate from indoors to outdoors. As a result, it is not possible for the

mesh network to provide one hop connectivity to all locations inside the buildings.

For this reason, the initial requirements in Philadelphia and San Francisco are that

the network should have at least 90% coverage outdoors and that there will be

some location in 90% of the buildings that can connect to the wireless network.

Recognizing the limitation that this puts on the utility of the network, the planners

in Philadelphia considered consumer owned relays that could extend the coverage to

inside of buildings. That is, the planners of these networks recognized the possibility

that the urban mesh network might include not only the infrastructure and client

nodes, but also client nodes that act as relays. In terms of topology, such LUMNets

then resemble hybrid networks, which are essentially cellular networks that allow

mobile to mobile relaying to enhance performance. While there has been some
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attention to developing protocols for hybrid networks, hybrid network topologies for

LUMNets is an area that has not been well explored.

The task of forming a route can be broken into two parts, finding any route

to the desired host and refining that route so that it is suitable for the connection.

This first task is referred to as paging and consists of simply delivering a single

packet to the destination. Traditional MANET routing protocols perform this task

via flooding. However, when the number of nodes ranges into the thousands, flood-

ing becomes highly inefficient. In the case of cellular networks, paging is performed

with one of more base stations broadcasting a page message. However, in large-scale

urban networks, nodes are not necessarily in direct contact with the infrastructure,

hence such techniques are not applicable. In this chapter, the topology and archi-

tecture of a large-scale urban mesh network is examined and a paging scheme is

developed. This scheme is designed for and takes advantage of the topology, mobil-

ity, and architecture found in urban mesh networks. The resulting scheme is highly

efficient in that it generates little overhead and is scalable.

While LUMNets such as those described above can be viewed as a mixture

of infrastructure and ad hoc networks, the flooding techniques used in MANET

routing protocols are not appropriate. For example, in the case of Philadelphia, it

is expected that the network will have 200,000 users [76]. It is unreasonable to flood

a network of 200,000 nodes every time a path to a destination is required. This

section presents a technique that is suitable for the types of LUMNet planned for

Philadelphia, San Francisco, etc. It is important to note that since these LUMNets

include both infrastructure and mobility relaying, traditional paging techniques are

not applicable. A key aspect of the scheme developed here is that it takes advantage

of the unique topologies that arise in LUMNets.
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Tendril Client

Infrastructure node

Figure 7.5: The figure depicts the structure of multihop communication in a build-

ing. This topology resembles that of a tendril.

7.3.1 The Topology of LUMNets

Section 7.1 examined the coverage issues that arise in mesh networks for single

hop communication from infrastructure nodes to the client nodes. This section deals

with the topological and coverage issues that arise when multi-hop communication

is considered.

If multi-hop communication is considered, then the coverage of the LUMNet

is greatly extended. Indeed, if the subscriber density is high enough, then all regions

of the city will be able to communicate with the infrastructure. However, due

to the structure of propagation (i.e., good outdoor propagation, and bad indoor

propagation), the topology of the LUMNet takes a particular form with a highly

connected core that is composed of outdoor nodes and weakly connected tendrils

that are composed of client nodes within buildings. Figure 7.5 shows an example of

a tendril that resulted from a raytracing experiment.
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We use the following nomenclature to describe the clients within the LUM-

Net topology (also, see Figure 7.6). If a client node is directly reachable by the

infrastructure, then the client is referred to as a direct client (DC). While most, or

even all, outdoor nodes will be DCs, some DCs will be indoors as well. We refer

to tendril clients (TC) as client nodes that are not directly reachable from the in-

frastructure, but are reachable when client nodes are used as relays. Of the DCs,

some can act as a gateway to the tendril in that they have infrastructure nodes

as neighbors and TCs as neighbors. Such DCs are referred to as tendril gateways

(TGWs). Of course, as client nodes move, their status may change.

Besides the client nodes, there are two types of infrastructure nodes, namely

base stations that act as gateways between the wireless network and wired Internet,

and fixed wireless relays. We make no distinction between these types of infrastruc-

ture nodes, and simply refer to them as WFIN (Wi-Fi infrastructure nodes).

One type of node not discussed here is the permanent consumer owned de-

vices. Since these nodes are not owned that the mesh network provider, they cannot

be full-fledged WFINs. However, it may be possible to have such nodes play an el-

evated role in relaying as compared to the typical mobile clients. This can be done

in several ways. For example, as described below, efficient flooding within a tendril

is used to find client nodes. It is straightforward to implement efficient flooding

to increase the role of some nodes. Furthermore, if the permanent client node is

a TGW, then, as described below, it would advertise a long duration connection

with the WFIN. The mobile clients make use of such information, and hence, are

more apt to rely on such permanent clients as TGWs. However the details of taking

advantage of fixed consumer owned devices is left for future work.
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Figure 7.6: A conceptual visualization of a mesh networks. The picture above

highlights the different elements of multihop wireless mesh networks.

7.3.2 Paging in Wireless Networks

As mentioned earlier, this work focuses on paging, that is, the problem of

finding a destination. Earlier in this section, we distinguished paging from con-

structing a route. Thus, the only objective here is to efficiently find client nodes. It

is important to note that we only consider the problem of the infrastructure finding

a client, and not the problem of the client finding the infrastructure. However, since

the infrastructure is large (it is made up of many nodes) and a particular client is

small (it is only one node), this second problem is considerably more simple than

the one examined here.

Paging is an integral part of mobility management and there has been ex-

tensive work on paging, especially in the cellular phone scenario [57], [87], [6], [41],

[8], [9]. Paging has also been integrated into mobility management for data net-

works (e.g., [107], [28]). However, in these cases, the clients are within one hop of
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the infrastructure, and hence these techniques cannot be applied for paging TCs.

Nonetheless, the basic ideas are common to all paging algorithms, including the

one developed here. Specifically, each client node will occasionally register with the

infrastructure. This registration will contain various information and allows the in-

frastructure to learn the current location of the client. One approach is for clients

to periodically register with the infrastructure, while another is for nodes to register

when an event occurs. For example, a client might register when it can no longer

"hear" its last WFIN or it can not hear any node from a set of WFINs that was

determined during the last registration. Alternatively, a client might register when

it has changed WFINs a specific number of times [6]. Besides periodic registration,

these techniques require that the client is within communication range of a WFIN.

While periodic registration could be applied to the LUMNets considered here, this

approach has the drawback that clients that are not moving register as frequently

as clients that are not moving. Hence, event-triggered registration where the events

are related to mobility is preferable to periodic registration. The scheme presented

here utilizes event triggered registration.

The goal of client registration is to reduce the size of the region that must be

searched when the client is paged. For example, if a DC registers whenever it moves

out of range of the last WFIN with which it registered, it is clear which WFIN it

is reachable through. However, when a TC registers, the information about which

WFIN the client is reachable from is not sufficient to reduce the region searched.

To see this, one must consider the structure of the propagation discussed above,

i.e., the good2 propagation outdoors and bad propagation indoors. This structure

means that distant parts of the city can be reached in a few hops, while the upper

floors of a building requires a large number of hops. Consider, for example, a TC

2 Due to the straight streets and buildings lining the streets, it is common that

when propagating down a street, the signal strength decays like −, where
  2. This effect is known as propagation in urban canyons.
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that has recently registered with a WFIN and has provided further information that

it is 10 hops from the WFIN (such values are common when the TC is on the upper

floors of a building). Thus, if the WFIN desires to reach the TC, it could, perhaps,

broadcast a paging message that is to be relayed no more than 10+ times, where

 allows for a few extra hops in case the TC has moved. However, due to the good

propagation conditions outdoors, such a message would be propagated to the far

reaches of the city. Furthermore, the message needs to be relayed into all buildings

near the WFIN. Consequently, the fixed radius flood would utilize bandwidth in a

large part of the city.

This effect can also be seen in Figure 7.7. This figure shows the 5th and 95th

percentile of the distance from the WFIN to nodes that are exactly 1, 2, 3, and

4 hops away from the WFIN. Note that as the number of hops increases, the 5th

percentile does not change. These nodes are within buildings. However, the 95th

percentile increases with the number of hops. As a result, specifying that a flood

only spread  hops will have little impact of the geographic area the flood covers.

The scheme presented next does not use hop count to control the region where the

searched is performed

7.3.3 Scalable Paging for LUMNets

7.3.3.1 Overview

The basic idea of the scalable paging approach developed here is that WFIN

should limit the search of the TC to the tendril where TC is located. Thus, the

infrastructure must keep track of which tendril a node resides in and TCs within the

tendril must also know which tendril they reside in. If these objectives are met, then

the WFIN simply broadcasts a page message with the correct tendril identification

and all nodes in the identified tendril forward the page message according to an

efficient flooding scheme (a few possible efficient flooding schemes can be found in

[102] and [106]). Hence, the overhead for the search is the overhead to efficiently
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Figure 7.7: Heterogeneous Propagation. The 5th and 95th percentile of the dis-

tances from the WFIN to nodes that are exactly 1,2, 3, and 4 hops

away from the WFIN.

flood a single tendril. A tendril may be a single building as shown in Figure 7.5,

or may have some other structure. Regardless, the overhead required to efficiently

flood a tendril is far less than the overhead required to efficiently flood the entire

network. Furthermore, overhead is independent of the size of the network and only

depends on the size of the tendrils within the network.

A tendril is identified by the TGW nodes that provide connectivity between

the tendril and the infrastructure. In order for the TC to know which TGWs serve

the tendril, the TGW floods beacons through the tendril (here, and in all situations

where flooding is used, it is assumed that some sort of efficient flooding scheme is

used). By examining how many hops a beacon has traveled, and by comparing this

hop count to the hops traveled by beacons from other recently heard TGWs, the TC

decides whether to propagate the TGW beacon. In this way, TCs can determine a

set of TGWs that are between it and the WFIN. When a TC sends a registration

packet to the infrastructure, it includes a list of all TGWs that it has recently heard

and that provide high quality communication between the WFIN and the TC (these

TGWs are called active TGWs). The set of TCs that share the same active TGWs
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constitute a tendril. Thus, as long as the tendril information is up-to-date in both

the infrastructure and the tendril nodes, then the region of the network that must

propagate the page message is greatly limited.

An important challenge is to keep the tendril information up-to-date with-

out requiring excessive overhead due to registrations. The next section describes a

method that reduces the overhead due to registrations by allowing the registration

of a single TC to be gratuitously applied to all the TCs within the tendril. One

complication arises when a client moves into a new tendril. In this case, the TC’s

registrations may be gratuitously applied to all the TCs within last tendril it was in,

and the registrations by TCs within the new tendril will not be gratuitously applied

to TC that just entered the tendril. This complication can be eliminated by a client

rapidly detecting that it has changed tendrils. The algorithm for this detection is

developed in Section 7.3.3.3.

7.3.3.2 Similarity and Gratuitous Registration

While restricting the page to remain within a specific tendril greatly reduces

the overhead involved in a page, it requires that tendril clients keep the WFINs

informed about the TGW that they are reachable through. This requirement can

lead to excessive registration overhead when TGWs move or go off/online. For

example, when a DC moves close to a building and is able to communicate with

nodes within the building, it becomes a TGW for the tendril within the building.

Similarly, when a node inside the building moves toward the edge of the building,

it may be able to communicate with the infrastructure and become a TGW. When

either of these events occurs, there is a risk that every node within the tendril will

try to register with the information that it is reachable through the new TGW.

To reduce the number of registrations when the TGW change, the similarity

of nearby nodes is exploited, where two nodes are similar if they share the same

set of active TGWs (active TGW will be defined shortly). The idea is that when
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a registration from a tendril client is received, the WFIN applies any changes in

the registration to all nodes that are similar to the registering node. Thus, one

registration will suffice for the entire set of similar tendril clients. To implement this

idea, the tendril nodes must be able to determine whether a node has registered and

whether the WFIN will apply this registration to it. The algorithm that implements

this scheme is discussed after the section 7.3.3.2.1 where active TGWs are defined.

7.3.3.2.1 Active TGW

A TC’s active TGWs are those TGWs that offer good connectivity between

the tendril and infrastructure. Specifically, an active TGW must have offered con-

nectivity from itself to the tendril client for a sufficiently long time and with high

enough quality and offer connectivity between itself and the infrastructure for a

sufficiently long time and with high enough quality. Here we specify that commu-

nication quality is the fraction of successful transmissions. While not investigated

here, quality could also include other metrics such as SNR and interference.

To determine which TGWs are active TGWs, the TGW beacon contains a

beacon number, the beaconing period, and a measure of the quality of communica-

tion from the TGW’s "best" WFIN to the TGW. The "best" WFIN is the one that

has high enough quality of communication to the TGW for the longest duration.

By including a beacon number, the TC is able to determine if any beacons have

been missed. The beaconing period allows the tendril client to determine whether

and how many beacons have been missed since the last one was received. Together,

these allow the TC to determine the probability of packet delivery from the TGW

to the TC. The WFIN beacons also include beacon numbers and beaconing period

and allow the TGW to compute the communication quality from the WFINs. It is

possible to include other measures within the TGW beacon. For example, as the

beacon is being flooded through the tendril, each node could append the received

signal strength. On the other hand, the nodes could append whether the node is
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a fully mobile node (e.g., mobile VoIP hand-set), or semi-permanent (e.g., a desk-

top or consumer owned device that is specifically designed to act as a relay). Such

techniques are not investigated here.

As TGWbeacons are received, the TC is able to determine whether the TGW

is stable (i.e. the number of beacon received exceeds a threshold) and whether the

communication quality from the TGW is sufficient (e.g., the probability of a beacon

being successfully received exceeds a threshold). If both of these requirements are

met, then the TGWbecomes an active TGW. On the other hand, a TGW is removed

from the list of active TGWs when the communication quality falls below a threshold

or when a sufficient number of consecutive TGW beacons have not been received. It

is important to note that it takes time for a TGW to become an active TGW. Thus,

a mobile node that happens to momentarily be near a building will not become an

active TGW. Furthermore, hysteresis is included so that there is limited "flap" in

the list of active TGWs.

7.3.3.2.2 Gratuitous Registration

In order to support similarity-based implicit registration, for each TC, three

lists of active TGWs are maintained. First, the TC maintains a list of currently

active TGWs. Second, the WFIN that the TC registers with maintains an estimate

of the TC’s active TGWs. Third, the TC maintains an estimate of the WFIN’s

estimate of its list of active TGWs. In general, when the TC detects that theWFIN’s

estimate of active TGWdiffers from the TC actual list of active TGWs, the TC sends

a registration. After the WFIN receives a registration, the WFIN’s estimate of the

TC’s list of active TGWs matches the TGWs list. And when the acknowledgement

of the registration is received by the TC, all three lists are identical.

The following scheme is used to reduce registration overhead. This scheme is

also depicted in Figures 7.8, 7.9 and 7.10. When a TC receives a TGW beacon from

a TGW, it determines its list of active TGWs (perhaps adding the TGW whose
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beacon just arrived and perhaps deleting any TGW from which beacons have not

recently arrived). The TC then compares this updated list of active TGWs to the

TC’s estimate of the WFIN’s list of active TGW for this node. If these lists are

different, then the node will perform two tasks; first it will prepare to register with

the WFIN, and second, it appends its active TGW information on the TGW beacon

and propagates the TGW beacon. As is the case with all flooding, the propagation

of the TGW beacon follows an efficient flooding algorithm.

Now consider the propagation of the TGW beacon that has been appended

with the list of active TGWs. We will refer to the TC that appended the TGW

information as the registering TC and any TC that receives the appended TGW

beacon as a receiving TC. The appended active TGW information includes both the

registering TC’s updated list of active TGWs and its estimate of the WFIN’s list of

active TGW for the registering client. Upon receiving this appended TGW beacon,

the receiving TC first confirms that this beacon has not travel too many hops as

compared to other TGW beacons that arrive from other active TGWs. If so, the

TGW beacon is dropped. If not, the receiving TC compares its estimate of the

WFIN’s list of active TGW to the estimate that is included in the beacon. If these

two lists match, then the registering TC and the receiving TC are similar. In this

case, when the WFIN receives the registration from the registering TC, it will apply

the updated active TGW list to all similar clients, which includes the receiving TC.

Thus, if the registering TC and the receiving TC are similar, then the receiving TC

updates its estimate of the WFIN’s list of active TGW for it to match the list of

active TGWs included in the beacon. The receiving TC then updates its actual list

of active TGW according to the received TGW beacon (i.e., to reflect the new active

TGW represented by the reception of the TGW beacon and/or to reflect the TGW

deleted due to missed beacons). In the typical case, the actual list and the newly

updated estimate of the WFIN’s list match, and hence the receiving node does not
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prepare to send a registration packet. Rather, it updates the number of hops that

the TGW has traveled and propagates the TGW beacon (following the rules of the

efficient flooding algorithm). On the other hand, if the receiving TC is not similar

to the registering TC or if the receiving TC’s estimate of the WFIN’s list of active

TGWs for it does not match the receiving TC actual list of active TGWs, then the

receiving TC prepares to register, and append its estimate of the WFIN’s list of

active TGW for the it along with its actual list of active TGWs. This extended

TGW beacons is then propagated. In this way, a single client registration will serve

to register a large number of clients greatly reducing the number of registrations.

But, if this registration does not suffice for some nodes, then these nodes will register

as well.

The number of registrations is further reduced as follows. When a registering

node prepares to register, it first listens for a random duration for other registra-

tions. If it overhears another node transmit a registration and these two nodes are

similar (i.e., they have their estimate of the WFIN’s estimate of active TGWs is the

same), then the node that has not yet transmitted its registration will terminate the

registration process.

While this scheme reduces the number of registration messages, it increases

the impact of a dropped or lost registration packet. Hence, a node that transmits a

registration packet will repeat the transmission periodically until an acknowledge-

ment from the WFIN is received.

7.3.3.3 Detecting a Change of Tendril and Appropriation of Neighbors’

Active TGW Lists

7.3.3.3.1 Detecting a Change of Tendril

One problem with the scheme above arises when a client node changes ten-

drils. For example, a TC may be similar to a number of TCs within a tendril. Thus,

any registration sent by this TC will be applied to these other TC. However, when
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this TC moves to another tendril, it will detect new TGWs and hence will even-

tually register with this new TGW information. Upon receiving such registrations,

the WFIN will update the list of active TGWs for all the TCs that are similar to

the registering node, which includes TC in the old tendril. Similarly, and more im-

portantly, when a node changes tendrils, it will eventually remove TGWs from its

active TGW list. When this TC sends registrations, the registrations will result in

the incorrect deletion of the TGW from similar nodes. While the spurious assign-

ment of additional TGWs to the WFIN’s estimate of a TC’s list of active TGWs will

result in page messages being propagated through additional tendrils, the spurious

deletion of TGWs could result in page messages not being propagated through the

tendril where the TC resides.

In order to reduce such spurious updating of active TGW list, the WFIN will

mark all TGW information it has applied to a client as gratuitous and it will record

which node or nodes are responsible for the gratuitous registrations. Furthermore,

each TC will attempt to detect when it changes tendrils. When a change of tendril is

detected, the node will send a message to the WFIN which will delete any gratuitous

TGW information that resulted from this node.

Furthermore, when a client node detects that it has changed tendrils, it will

also appropriate the list of active TGW from its new neighbors. This list of TGWs

is sent in a registration message to the WFIN. The WFIN then not only deletes any

gratuitous TGW information due to this node, but also replaces the node’s list of

active TGWs with this new list. In this way, the client becomes instantly similar

to the other nodes within the new tendril. These steps used to detect a change of

tendril are described next. This algorithm is depicted in Figures 7.8, 7.9 and 7.10.

The figures 7.9 and 7.10 shows the functionality of a client node as a flowchart.

Furthermore, the fine grain details of this scheme are discussed in the analysis of

the algorithm in Section 7.3.4.
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As mentioned above, in support of efficient flooding, TCs will periodically

broadcast neighborhood information. For example, it is typical to exchange 1-hop

neighbor information so that each client is able to construct its 2-hop neighbor-

hood. Piggy-backed on the neighborhood broadcasts, TCs include their list of active

TGWs. Thus, a node can easily determine whether it is similar to its neighbors.

If a client is not similar to its neighbors, then it is likely that one or more nodes

moved. But a difference in neighboring TCs list of active TGWs only indicates that

some client has moved, it does not indicate which client moved. However, once a

TGW beacon is flooded through the tendril, the TGW beacon will clarify that some

active TGWs are correct and others are incorrect. When a sufficient number of

TGW beacons confirm that which of the list of active TGWs is correct, the TC or

TCs with an incorrect list of active TGWs will appropriate the list of active TGW

from the neighbors with correct a list. This TC (or TCs) will send a special reg-

istration message indicating that the TC has changed tendrils and the new list of

active TGWs will be added.

Note that the appropriating of neighbor’s list of active TGWs greatly speeds

up the generation of the list of active TGWs. More specifically, as mentioned above,

to reduce the number of registrations and changes in active TGWs, it is important

that the active TGW lists not include transitory TGWs (i.e., client nodes that are

TGW for only a short time). This can easily be accomplished by only making a

TGW active once a TGW when a large number of TGW beacons have arrived. A

drawback of this approach is that it increases the amount of time that a TC must

remain in a new tendril before it makes the TGWs that serve the tendril into active

TGWs. However, by appropriating the list of active TGWs from it neighbors, a TC

can determine its active TGW quickly and register with the WFIN, but still reduce

the impact of transitory TGWs.

134



7.3.3.3.2 Detecting Entry into a Tendril

When a client moves within a large building is may move to a location where

there are different active TGWs (i.e., two tendrils are overlapped). The scheme

discussed above will detect such changes. A second way in which a client changes

tendrils is when it moves from being an DC to a TC. It is important to distinguish

the change of tendril problem and the change from a client becoming a TC. In the

first scenario typically occurs when tendrils overlap. Hence, while the TC is in the

area of overlap, it is reachable via both tendrils (i.e., both sets of TGWs). However,

when a client becomes a TC, it means that it is no longer a DC and hence is no

longer reachable by the infrastructure. Reachability will only be restored when

the TC registers. The duration of the period until the TC become reachable is

an important part of the performance of the paging scheme. As will be shown in

Section 7.3.4, there is a trade-off between the average length of this duration and

the overhead generated by the scheme.

The algorithm to detect which tendril a client has entered is similar to the

scheme to detect that a TC has changed tendrils. We briefly describe the algorithm

here. Further details are included in Section 7.3.4 where the trade-off between the

duration of unreachability and overhead is examined.

Briefly, the a client becomes aware that it is no longer a DC when a sufficient

number of WFIN beacons have been missed. The client then loses its status as

a DC and becomes a TC. This event triggers the broadcast of its neighborhood

information to support efficient flooding. This broadcast induces the client’s new

neighbors to broadcast their neighborhood information. This appended on to the

neighborhood information are the TCs’ list of active TGWs. The new TC records

the received TGWs. When a TGW beacon is flooded, the new TC is able to confirm

which of the neighbors’ active TGWs are valid. The new TC then appropriates the

active TGW from these TCs and registers with the WFIN.
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7.3.3.4 Other issues

While there are many minor aspects to the paging scheme, some of the more

important ones are as follows. While the registration process discussed above is

sufficient for a node to always be reachable, the tendril nodes will periodically send

registrations to the WFIN. These registration are useful to confirm gratuitous reg-

istrations and provide an upper bound on the worst-case duration that a client is

not able to be paged due to incorrect or corrupted registrations (e.g., infrastructure

node failure/rebooting. However, rebooting can be accommodated with specialized

beacons that request registrations at a particular hop distance. Hence, the WFIN

could request registrations in an expanding ring fashion.

In spite of the mechanisms described above, in many cases, when a new TGW

becomes an active TGW, several nodes in the tendril will register. For example,

if two nodes are within range of a newly active TGW but not within range of

each other, they will both register that they are reachable via the newly active

TGW. While this slightly increases the overhead due to registration, it also provides

robustness in that is reduces the impact of any single TC’s registration

Registrations only occur shortly after a TGW beacon is received from an

active TGW. The registration follows the reverse path that the beacon took. Thus,

the path is likely to exist. Furthermore, when a TC or DC forwards the registration,

it appends its own registration information. Moreover, if a TC desires to make a

connection with the WFIN or some node not in the mesh network, the TC can

initiate a connection to the base station by using the reverse path followed by the

most recently received TGW beacon.

The TGWs do not send TGW beacons into the tendril. Rather, they period-

ically register with the WFIN. TCs overhear the registration and flood it into the

tendril as a TGW beacon.

There are several aspects of this scheme are not discussed, as they can be
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achieved using techniques commonly used in mobility management and wireless net-

working. For example, the infrastructure must maintain and distribute information

about which WFIN each client is reachable from. Also, deciding when a client is

a DC, and allowing a TGW to become active more quickly when the TC and its

neighbors do not have any active TGWs can be attacked using standard techniques

that employ thresholds etc.

7.3.4 Analysis of Performance

One of the main performance aspects of the scalable paging algorithm de-

scribed above is the overhead generated. This overhead is incurred when paging

a node. Further, overhead is generated to maintain the tendril and direct client

information. This second type of overhead includes the registrations by tendril and

direct clients, the propagation of tendril gateway beacons, the periodic broadcast of

neighborhood information, and the periodic beaconing by WFINs.

The main objective of this work is to reduce the overhead involved in paging

a node. Since this scalable paging algorithm restricts the paging to the tendril where

the destination is located, the overhead incurred to page a node is greatly reduced.

However, besides reducing the overhead when paging a node, it is also important

that clients are able to be paged, i.e., the infrastructure is aware which tendril

a client resides in. In general, as long as the network remains connected, nodes

are reachable, except for a short time when the node moves from being a DC to

become TC. As will be shown, there is a trade-off between the overhead generated to

maintain the client information, and the duration when the node is unreachable. In

this section we study this trade-off analytically. Section 7.3.5 studies this trade-off

via simulations.

The TC information is maintained in three ways. First, the TCs will pe-

riodically register. However, due to the efficiency of the similarity technique, the
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periodic registration can be made to occur infrequently, and hence, has little im-

pact on the overhead. The second way in which client information is maintained is

by TCs registering when a change in the direct clients for the tendril is observed.

Recall (see flowchart of Figure 7.9) that when a TC detects a change in the active

TGW, it propagates the TGW beacon that resulted in the detection of the change

with information so that other TCs in the tendril do not register with the same

information. In theory, only a single TC is required to register with the new ten-

dril gateway information. In practice, a few TCs will register. In any case, only a

small fraction of the nodes within the tendril register when the list of active TGW

changes. Furthermore, this registration only occurs when the tendril gateways have

changed. A node will not become a tendril gateway unless it is reasonably stable.

For example, in our simulations, a direct client had to provide a stable connection

for about five minutes before becoming a TGW. Thus, nodes that are currently in

motion, will not become TGW. On the other hand, from studies of mobility [72], it

is known that office workers are at their desk for an average of 18 minutes between

trips. Thus, once a node becomes a TGW, it will stay as a TGW for an average of

13 minutes. As a result, the registration due to a change in the list of active TGWs

for a tendril is rare, and does not result in significant overhead.

A third way in which the client information is maintained is by a mobile

node detecting that it has entered a new tendril and then registering with the in-

frastructure. The registration itself results in little overhead. However, allowing the

node to quickly detect that it has entered a new tendril results in significant over-

head. Recall (refer flowchart of Figure 7.10) that a node detects that it has entered

a new tendril with two mechanisms; the TGW beacons that the node receives are

from TGWs that are not in its current list of active TGWs, and the node’s own set

of active TGWs differ from its neighboring nodes’ set of active TGWs. The node
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detects that its own set of active TGWs are different from its neighbors’ by com-

paring its active TGWs to those within the neighborhood information packets that

nodes periodically broadcast. This detection process takes some time and begins

only after the client is no longer able to communicate with any WFIN. Thus, during

the detection process, the node is not able to be paged. Thus, we closely examine

this scenario by detailing the part of the algorithm that detects that a client is no

longer a direct client and to determine which tendril is has entered. Once the node

makes this determination, it registers with the WFIN (and includes is new tendril

information) and is again reachable.

The first step in this process is when a DC detects that it is no longer

within reach of the WFIN and occurs when a MAX_WFIN_MISSED_BEACONS beacons

are missed. This takes ×MAX_WFIN_MISSED_BEACONS, where  is the

time between WFIN beacons. Once this occurs, the client node begins to search for

TCs. Specifically, it transmits its neighborhood information. Typically, the neigh-

borhood information includes the sender’s list of active TGWs along with a list of

the sender’s neighboring clients. Of course, at this point, the client is not aware of

these neighbors and has no active TGWs. Hence, two empty lists are included in

the neighborhood information broadcast.

The neighboring TCs detect that a new node is in the vicinity and increase

the rate at which that they broadcast their neighborhood information and list of

active TGWs. Specifically, these nodes will divide the time until they are scheduled

to broadcast their neighborhood information by two. Thus, the time from when

the client detects that the WFIN is no longer reachable until the time when a

particular neighbor broadcasts its neighborhood information is uniformly distributed

between 0 and 2, where  is the average time between a node’s neighborhood

information broadcasts when a new neighbor has not been detected. Applying

order statistics, the average time until  neighbors broadcast their neighborhood
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information is given by
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where ̄ is the number of neighbors. It should be noted that the number of neigh-

bors is not fixed, but a random variable. Setting ̄ to be the mean number of

neighbors results in an approximation of the average time to receive  neighborhood

information broadcasts. Figure 7.11 (a) shows this (approximate) average time until

3 such broadcasts are heard for different values of  and ̄.

The reception of neighborhood information broadcasts alone will not guar-

antee that a client has changed tendrils. For example, it is possible that a group of

nodes has changed tendrils; hence, the neighbors of the node have moved, not the

node itself. However, the entrance into a tendril is confirmed by the reception of a

TGW beacon from a TGW that is included in  neighbors’ lists of active TGWs (we

insist that this TGW beacon is received with sufficient signal strength and reports a

sufficiently long duration and high quality connection with the WFIN). The average

time for a TGW beacon to arrive is
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(7.2)

where a TGW broadcasts a TGW beacon every  sec. and where there are ̄

TGWs for this tendril. Again, since the number of TGW is not deterministic, setting

̄ to be the average number of TGWs for each tendril results in an approximation

of the average time until a TGW beacon is heard. Figure 7.11 (b) shows the value

of  for different scenarios.
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Figure 7.11: (a). Mean time to receive three neighborhood broadcasts when a new

node broadcasts its TGW history as a function of the total number

of neighbors and , the time between broadcasting neighborhood

information. (b) Mean time to receive a TGW beacon when there are

different numbers of TGWs. The x-axis is the time between TGW

beacon transmissions.

Finally, the mean time for a client node to detect that it has entered a new

tendril is

 × MAX_WFIN_MISSED_BEACONS
+max ( (  )  (  ))

(7.3)

This function is shown in Figure 7.12. The mean time to register after entering

a tendril was also found from simulations; these results are shown in Figure 7.14.

These figures are in reasonable agreement.

From (7.1), (7.2), and (7.3), it is clear that the duration that a node is

unreachable after entering into a tendril depends on the density of nodes (i.e., ̄ is

the average degree of a client that enters the tendril and ̄ is the average number of

TGWs), on the rate that beacons are sent and the rate that neighborhood broadcasts

are performed, i.e.,  ,  , . It appears reasonable that these constants

could be made adaptive. This tactic will be investigated in future efforts.
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Figure 7.12: Mean time that a node is unreachable after it changes from a direct

client to a tendril client. It is assumed that the  = 05sec.,

MAX_IN_MISSED_BEACONS= 6,  = 15 sec, and the other

parameters are as indicated.

7.3.5 Simulation results

From the analysis above, approximate parameter values can be found that

satisfy the desired trade-off between the duration of unreachability and the overhead.

Here we use simulations to perform further analysis. These simulations used the

UDelModels [56] [91] and QualNet. The UDelModels [17] are a set of simulation

tools that provide realistic mobility and propagation in urban areas. Several different

scenarios were examined, namely, a 1-building/1-WFIN scenarios, a 2-bulding/1-

WFIN scenario, a 4-building/2-WFIN scenario, and an 8-building/3-WFIN scenario.

All buildings had 10 floors and the node population was approximately 100×the
number of buildings. It is important to note that 100 nodes/building is considerably

fewer than typically occupy a 10 story building. However, as the node density

increases, efficient flooding plays an increasingly important role in the performance.

While efficient flooding is well studied [102], there has been little work devoted to

the specifics of flooding in an urban environment.
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Figure 7.13: Rates and types of packets that are sent and received. These packet

types are used to maintain the client information.

7.3.5.1 Client information maintenance

We begin by examining the types of overhead. Figure 7.13 shows the per node

overhead to maintain the client information for  = 05 sec.,  = 15

sec.,  = 20 sec. These results were generated from the two building

scenario, but provide a good approximation into the other scenarios. As expected,

little overhead results from the TC registration, but significant overhead is due to

the TGW beacons and neighborhood exchanges.

Figure 7.14 shows the relationship between several parameters and the mean

time for a node to become reachable (i.e., register) after entering into a tendril from

being a direct client. The case where  = 15 sec.,  = 05 sec., should

be compared to the analytical result shown in Figure 7.12.

The parameter values should be selected to achieve a trade-off between the

overhead and the average duration until a node registers after entering a tendril.

It is important to note that nodes move from being a direct client to being a TC

relatively infrequently (indeed, once a node becomes a TC, it must remain a TC
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Figure 7.14: Mean time for a client node to register after entering a tendril. In

these simulations, MAX_IN_MISSED_BEACONS=6 and  = 3.

The values of the other parameters are as shown. The two building

scenario was used in these simulations.

until either it has verified that it is no longer reachable form its TGW and is reach-

able from the WFIN, or the node has a strong connection with the WFIN for a

sufficiently long time). Thus, during the course of the day, a node is only un-

reachable for a small fraction of time. Hence, in order to reduce overhead, it may

be desirable to allow extended periods where the node is unreachable. Nonethe-

less, we select  = 15 sec.,  = 05 sec.,  = 20 sec., and

MAX_IN_MISSED_BEACONS= 6.

7.3.5.2 Route Search/Paging Overhead

The main objective of the above algorithms is to find clients such that the

overhead remains bounded as the size of the network increases. Figure 7.15 shows the

overhead for performing a single page/route search using the algorithm presented

above as compared to the route search technique used in AODV. In the case of
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Figure 7.15: Comparison of overhead for performing a single page using the ef-

ficient paging algorithm and route search technique used in AODV.

Each building has 10 floors and is populated with 100 nodes.

AODV, it is assumed that nodes have no prior information as to the location of the

desired node. Hence, AODV will flood the network when performing route search.

As shown in Figure 7.15, the overhead for a single route search grows linearly

with the number of buildings when AODV is used, while it remains constant when

the scalable paging described here is used. Note that in the case of one building,

AODV and the scalable paging perform similarly. This is expected since this paging

algorithm aims to flood a single building. (As mentioned above, the impact of

efficient flooding is minimal since the node density is low).
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Chapter 8

CONCLUSIONS AND FUTURE WORK

It can be reiterated that simulation is one of the main methods for evaluating

protocol performance for wireless networks. We have developed an elaborate frame-

work for realistic propagation simulation of urban mesh networks. A general frame-

work for overall simulation of the urban mesh networks, has also been explored. All

the developed models have been extended to work with preferred simulators such

as NS2 and QualNet. These models and multitude of trace files generated using

these models for different urban environments are available for download at [17].

The thesis is aimed at improving the quality of simulations for wireless mesh and

mobile ad hoc networks operating in urban environments.

8.1 Propagation simulator

Issues related to propagation simulation for urban wireless networking have

been explored. Also, the design of a propagation simulator has been discussed.

This propagation simulator is integrated with a mobility simulator discussed in [55].

This simulation package, which is available for download [17], demonstrates that it

is possible to include realistic propagation into simulation of urban wireless networks

such as the ones being deployed in several cities. As has been shown, traditional

simulators that use random way-point mobility and the 2-ray propagation model

are not suitable for urban environments. It is important to note that the simulation

strategies discussed here and implemented in the simulation tools focus on realistic

simulation, not accurate prediction. Thus, they are suitable for understanding the
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performance of urban wireless networking protocols, but not for planning specific

networks. However, as computational resources increase, we expect that more com-

plicated and accurate techniques will be integrated into the simulation packages,

and will, perhaps, allow for accurate prediction as well.

8.2 Graphical properties of urban mesh and mobile ad hoc networks

The urban environment brings many new problems and possibilities. In

Chapter 3 heterogeneity of an urban mesh graph is explored. Various graphical

properties such as degree distribution, duration in and out of largest connected

component and centrality are examined for indoor and outdoor nodes operating in

two contrasting environments. It is shown that the behavior of nodes inside and

outside is quite different. Efficient protocols for urban mesh networks will have to

cope with this disparity in the quality of communication depending on the position

of the nodes. For both inside and outside nodes, the graph properties depend on the

spatial position of the node. For example, nodes in some areas are well connected

while nodes in other areas others are not. We see that these areas of well connected

nodes are along major pedestrian thoroughfares. Thus, it seems likely that these

thoroughfares will act as high bandwidth data communication paths. For example,

they may be a natural backbone.

8.3 Variation in propagation characteristics

Chapter 4 is dedicated to examining the channel variability in a crowded en-

vironment. While the variability of the channel is often attributed to the mobility

of the receiver or transmitter, it is also possible that objects in the environment are

partly responsible for the channel variability. This work verifies that hypothesis.

It was found that the standard deviation of the received signal strength is affected

by the density of the mobile objects in the environment. A four-parameter, diffu-

sion process was developed that approximates the observed variability of the signal
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strength. To fully characterize the system, transition probabilities are investigated

and modeled. It was demonstrated that a realistic variation can be synthetically

generated using the developed diffusion model. Thus this model can be incorpo-

rated into hi fidelity simulators and test beds alike to introduce realistic variations

in channel.

8.4 Effect of interference on performance of 802.11b/g

Chapter 5 explores the effect of signal to interference ratio (SIR) on the packet

success probability. Specifically this work explored the behavior of 802.11b/g in the

interference limited regime through a large number of laboratory experiments. Two

observations were made. First, in the scenarios considered, synchronization error

plays a critical role in the performance. As a result, in many cases, lowering bit-rate

will not improve tolerance to interference. The implications that this observation

has on bit-rate selection was investigated. A second observation is that during a

collision, the probability of a bit error is independent of the frame size. This differs

from the noise limited case where the probability of bit-error grows exponentially

with the frame size.

8.5 Simulation framework

Chapter 6 presented simulation framework for urban mesh networks. Various

aspects including number of nodes to be used in the simulation have been discussed.

These techniques include methods to realistically simulate propagation and mobility.

While realistic propagation modeling is computationally expensive, the propagation

matrix needs to only be computed once for each urban map. Based on the findings

from urban planning and traffic engineering research community, realistic mobility

models can be developed. It is evident that these models are far more realistic than

the random waypoint open-space propagation models that are widely used in current

simulations. One challenge in realistic simulation is to keep the usage complexity
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low. The methods, models, and model parameters developed reduce the complexity

of use while still maintaining realistic simulation.

8.6 Insights gained from realistic simulations

The impact of using the realistic propagation simulator and the insights

gained from these simulations has been discussed in Chapter 7. Specifically the

issues relating to coverage and topology were investigated. While large-scale ur-

ban mesh networks (LUMNets) are being deployed around the world, there remain

substantial challenges related to coverage and scalability. The coverage in terms of

regions and achievable bit rates are investigated. The disparity in coverage of in-

door and outdoor nodes is evident from this study. As mentioned earlier successful

protocols will have to cope with this disparity in coverage and quality of communi-

cation. The study also investigates the coverage criteria when the mobile nodes are

allowed/not allowed to act as relays. It was found that allowing mobile nodes to act

as relays adds very less to the coverage when the infrastructure node densities are

high. On the other hand it was seen that when the infrastructure density is low,

coverage can be enhanced if mobile nodes are permitted to act as relays. In this

case, traditional mobility management techniques are not applicable. While cover-

age is one aspect that dictates the performance of a network, quality of coverage

is the one that is of more interest. By quality of coverage, we mean the achievable

bit rates. A brief investigation on the achievable bit rates was conducted for nine

different infrastructure node density scenarios. It was found that the average bit

rate that can be achieved for an infrastructure node densities of 300 m. (scenario 9

in 7.1 which is the planned density for Philadelphia as of December 2006.) is around

4 Mbps. By increasing the density of the infrastructure nodes, bit rates of 10 Mbps

can be achieved. It was found in [93] that these bit rates do not necessarily trans-

late into application performance. However further work is required to ascertain
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this fact whether good coverage and high achievable bit rates translate into network

performance.

Topology of node connectivity has a very strong influence on the kind of

protocols that can be developed. It was shown that using realistic simulations gives

rise to realistic topologies. This topology information has been used to develop a new

protocol that operates with low overhead in such scenarios. In particular, paging or

searching for a mobile node in urban mesh networks has been addressed. Flooding,

which is used in MANET routing protocols cannot be used since it does not scale to

the size of the large scale urban mesh networks being developed. This work presents

a scalable technique to page nodes in such networks. The scheme leverages the

topology that arises in urban areas. Specifically, the fact that wireless propagation

is good outdoors, but greatly restricted indoors produces a topology with highly

connected core that is composed of outdoor nodes, and weakly connected tendrils

made up of indoor nodes. The scheme presented restricts the flooding to the tendril

where the mobile node resides and thus is more energy efficient and has very low

overhead when compared to the other popular MANET routing protocols.

8.7 Future work

While the propagation simulation discussed above is significantly more real-

istic than the 2-ray and the open space models commonly used in mobile wireless

network simulation, there are several areas that require further effort. For exam-

ple, as discussed in Chapter 2 and Section 2.2.7, propagation is time-varying, and

is linked to the mobility of objects, specifically people and vehicles. Since the in-

tegrated mobility and propagation simulator include the locations of people and

vehicles, these locations can be included into the propagation calculations. How-

ever, more effort is required to model the impact of people and other mobile objects.

One approach is to incorporate stochastic models. In this case, the simulation strat-

egy would be site-specific and mixed deterministic and stochastic. See [30] for mixed
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deterministic and stochastic propagation modeling.

Modeling propagation from indoors to outdoors and visa versa is an area

of ongoing research [46]. One difficulty is that accurate propagation through non

homogeneous walls is difficult to compute. As shown in Sections 2.2.3 and 2.2.4,

propagation is greatly influenced by the material. However, these sections only con-

sidered propagation through walls made from a single material, whereas most walls

are made of several types of material. While [44] develops a technique to model

propagation through complicated walls, it is computationally complex. Further-

more, even if more computational power is available, there remains the difficulty of

determining the materials and wall structure of realistic urban buildings which adds

to complexity of simulation.

Throughout the thesis, it was assumed that transmitter and receiver antennas

are vertically polarized. Furthermore, we also assumed that they are ideal. While

it is straightforward to include the model of an ideal dipole antenna, in many cases

the antenna is not an ideal dipole and is not vertically positioned. For example, see

[47] for an example where the angle of inclination the antenna played a critical role

in connectivity. Further work is required to get realistic models of antennas.

Capacity estimation is an other area which can utilize these models. While

coverage and achievable bit rates have been addressed, further work is necessary to

estimate the capacity of urban mesh networks.

In the work involving the investigation of time varying nature of propagation

in crowded environments, it was found that the model parameters are closely related

to one another and appear to follow a deterministic relationship. Thus, the only

independent variable is the variance of the channel gain, which seems to be highly

correlated to the pedestrian density. This prompts for further investigation to de-

termine the relationship between them. A single parameter (pedestrian density)

diffusion model can be developed once the relationship between variance in signal
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strength and the pedestrian density is established.

Another important aspect of channel variation is the variation induced by

small movements of transmitter or receiver. Currently due to computational con-

straints the resolution of a position in propagation simulation is unreasonable to be

less than 0.5 m for large urban areas such as downtown Chicago (2km x 2Km). It is

necessary to investigate the variations induced by movements that are less than the

minimum resolution. These models can be incorporated into the packet simulator

in conjunction with mobility simulator which can provide much smaller resolution

in terms of node movement by correlating with the propagation characteristics at a

coarse resolution provided by the propagation simulator.

Signal to interference plus noise ratio is one of the factors that affects the

channel quality to a large extent. Due to the deployment of large and dense mesh

networks, it has been receiving a lot of attention in recent times. Our work on the

characterization of interference’s impact on the packet error probability gave a lot

insights into the way it differs from that of the impact of SNR. While this work

examined the effect of a single interferer, more work needs to be done to model the

effect of SIR on performance of wireless mesh networking protocols. Also further

work needs to be done on making the rate fall back mechanisms to cope up with

the interference.

While there can be no limit to the extent to which the quality of simulations

can be extended, this concluding section addresses some of the issues that are of

interest in the near future.
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