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This i{s Part II, Volume B, of the GPS Definition Study Final Report,
submitted by Philco-Ford in accordance with Sequence Number A002
of Exhibit A to Contract F04701-73-C-0296. The period of perform-
ance for the report submitted herein is from 28 June 1973 to 28 Feb-
ruary 1974. The following figure identifles the structure of the
Final Report and the relationship of this volume to other volumes
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{. INTRODUCTION

In this volume of the final report, the analyses and results of the
User Segment Trade Studies are shown. The studies fall into 4 main

groups, as follows:
° Data message design
e Ionospheric correction techniques
° Equipment groups
° Receiver design.

Each of these main groups is further subdivided., The principal
features of the trade studies are covered in the main body of this volume.
Additionally, a number of appendices are included here, containing the
more important of the back-up analyses which are referred to in the main

body, and which are not available in the general literature.

g

P

iiiad

el bupaden B B



P ——

P—

2.1 SCOPE

- S
[ FRECEDINO PACE

o2 —— e e

2. DATA MESSAGE DESIGN TRADE STUDY

The data meesage which is the subject of this trade study is trans-

mitted from the spacecraft and received by all users, and contains all

the information needed by a user io:. navigation. This trade study is con-

cerned with those aspects of the comparisons between alternate designs

of the data message which are significant to the user equipment. In

particular, it deals with

Data rate

Methods of transmitting ephemeris data
Methods of transmitting reference data
Handover words

Frame sync patterns

Parity

Relationship between C- and P-data messages,

2.2 FUNCTICNAL AND TECHNICAL DESIGN REQUIREMENTS

The data message requirements are as follows:

a)

b)

c)

Provide data with which the user can estimate the
spacecraft's position and velocity with errors not
exceeding 0, 3 meters and 0, 003 m/sec (one=
sigma). These errors are those caused by the

data transmission and the estimation processes,
and do not include errors in the original determina-
tion of the satellite's ephemeris by the Control
Segment,

Provide data with which the user can estimate the
satellite's oscillator phase, relative to the GPS
system time standard, with an error not exceeding
1 nsec (one-sigma). This error is the one caused
by the data transmission and the estimation pro-
cesses, and does not include the error in the origi-
nal determination of the oscillator phase by the
Control Segment.

Provide data with which the user can select the con-
stellation of satellites he wishes to use,
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d) Provide data with which the user can effect acqui-
sition of the P-code after having acquired the C-
code with little or no need for a P-code phase
search,

e) Provide the means for a C-navigator to resolve the
range ambiguities inherent in using the short C-code.

f) Provide the coefficients to be used in an ionospheric
propagation correction model. The coefficients are
computed by the Control Segment and the model is
usable by navigators.

2.3 ALTERNATIVE APPROACHES
2.3.1 Data Rate

The data bit clock may be derived coherently from the same oscil-
lator ir the spacecraft which generates the carrier frequencies and the
code clock signals, or it may be derived independently of these. The data
rate may be selected over a wide range of values, subject only to the need
to detect the data at low signal levels, resolve the range ambiguities, and

minimize the frame duration.

2.3.2 Ephemeris Data

Alternative approaches to the method of transmitting the ephemeris
data include sending a set of the orbital elements, from which the user
will find the satellite position by doing an orbit integration calculation, or
sending the coefficients of a set of polynomial expressions, in which time

is the argument.

2.3.3 Reference Data

The reference data consist of the orbital elements of all satellites
in the system (used for constellation selection), the coefficients of an
ionospheric propagation correction model, and (possibly), rekey data for
a TRANSEC device. There is also the possibility of including spacecraft
telemetry data here, but this is not of concern to the User Segment, and

will not be considered in this report.

The principal alternative methods are to include part of the refer-
ence data in each data frame (i. e., subcommutating the reference data),

or substituting, on occasion, special reference frames for normal data

frames,

¥
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2.3.4 Handover Words

There are two alternative methods for sending C-to-P handover
data; either the state of the P-code generator which will become valid
at some future specific time, is sent, or the time at which a specific
state will become valid, is sent. Additionally, there is an alternative

to sending the handover word once per frame, or more often.

2.3.5 Frame Sync Patterns

The tradeoff study in this area concerns the length of the sync
pattern. The longer the pattern, the lower the false alarm rate, but
t

this increases the missed detection rate too, as well as increasing the

frame duration.

2,3.6 Parity

There is a tradeoff between error detecting and correcting tech-
niques, and error detecting only. Further, there are the alternatives
of parity check schemes which operate on small groups of bits, or on

larger groups, up to a frame in size.

2,3.7 Relationship Between C- and PP-Data Messages

One technique is to send identical messages simultaneously on both
the C- and the P-signals. Alternatively, the messages can be identical

but offset in phase, or they may even be of different content.
2,4 EVALUATION CRITERIA

2.4.1 Data Rate_

The evaluation criteria here are twofold. The rate must be as slow
as possible, so that the maximum jamming immunity during data collection
can be achieved, but must not be so slow that the time to first fix (90 percent
confidence) for a sequential P-navigator will exceed 5 min. Secondly, the
preferred method of generating the data rate will be the one which reduces

the user equipment complexity.



2.4.2 Ephemeris Data

The preferred method will be the one which reduces user equip-~
ment complexity (and hence cost), and which gives the longest allowable
time of validity of a frame of data, subject always to satisfying the accu-

racy requirements,

2.4,3 Reference Data

Again, the evaluation criteria emphasize user equipment complexity
and cost. Additionally, the criteria look at the effect of the method on the

time to first fix,

2.4,4 Handover Words

The evaluation criteria are user equipment complexity and time to

first fix,

2.4.5 Frame Sync Patterns

The evaluation criterion is to select a method which results in accept-

able frame sync detection statistics, with a minimum of frame sync bits,

2.4, 6 Parity

The evaluation criterion is simplicity of user equipment,

2.4.7 Relationship Between C- and P-Data Messages

The evaluation criteria are simplicity in user equipment and mini-

mization of the time to first fix.
2.5 COMPARISON OF ALTERNATIVES
2.5.1 Data Rate

The question of generating the data clock coherently or noncoherently
(relative to the carrier and code signals) can be dealt with first. With co-
herent generation, both the spacecraft processor and every user's receiver
will be considerably less complex. Considering the receiver only, the
noncoherent data clock will need a narrow band, frequency tracking, bit

- synchronizer, whereas the coherent method allows use of a simpler circuit,



since the correct data frequency can be synthesized from the carrier track-
ing loop's VCO. Even more importantly, if the data clock and the C-code
clock are coherent (as they will be in the 'coherent data rate'' method), then
the range ambiguities of the C-code can be resolved by very coarse rang- .
ing on the data bit transitions. With the noncoherent method, the resolution
of range ambiguity would probably require a special signal, The one
advantage that the noncoherent data enjoys is greater freedom in sclecting

the desired data bit frequency.

The advantajes and disadvantages are summarized in Table 1. A

weighting scheme has been selected a2nd is shown in that table.

Table 1. Comparison of Coherent and Noncoherent
Data Bit Rates

Rating

Characteristic Weiﬂmt Coherent Noncoherent
Spacecraft processor com-

. 5 5 0
plexity
Receivex: bit synchronizer . 20 15 5
complexity
C-code.range ambiguity 20 20 0
resolution complexity
Freedom of design 5 0 5

Totals N 40 10

The actual frequency is subject to a tradeoff between high data rates,
which give low times-to-first fix, and low rates, which give improved jam-

ming immunity.

For the time to first fix (TTFF) dependence on data rat:, we have

the following results from Appendix 1, The most critical case is that of



a sequential receiver, used for P-navigation. As was shown in that

Appendix, the TTFF is given by

4
T = Z (b by ¥ty +tyy)
-

where tli = C-code search time
ty ° C-data frame sync wait time
t3i = time to collect navigation data
t4i = time for C— P handover

The four variates t; {i=1,2,3,4) are independently distributed.
Their numerical values depend upon the received carrier-to-noise density
ratio of the Ll-C signal. From Appendix 2, the minimum receiver power
of the signal is -165 dBw and from Appendix {, the worst case noise figure
is shown to be -199, 6 dBw/Hz. Thus, as a minimum design point, we
have, for the C/No of the LI-C signal, 34,6 dB HHz, The means and
standard deviations of the C-code search time (tli) are shown in Table 2
of Appendix 1 as a function of signal level; for 34, 6 dB Uz, they are, by

interpolation, 28.5 and 21,5 sec, respectively,

The variates tZi (i=1,2,3,4) are also independent; they are uni-

formly distributed between zero and the frame duration, T Thus,

Iz

t, - mean = Tf/Z

Tf/«lﬁ

and t2 - standard deviation

L3}
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Let the bit rate be B bits/sec, and the frame length be N, bits/
frame.

Then

Tf = NI/B

The variates t3i (i= 1,2,3,4) are fixed quantities, each equal to
NZ/B’ where N, is the number of bits from the beginning of frame sync
until the end of the normal navigation data, If reference data are to be

1 2 = Np

Fixed values are also taken for the variates tyi equal to the time

subcommutated, then N2 < N, ; otherwise, N

taken to collect the handover word (assumed to be 40 bits long) plus the

time for P-loop pull-in and settling (assumed to be 0. 3 sec). Thus,

40

t4 - E’ + 0. 3
N N
i 1 N2 40
Thus T-mean = 4{28. 5+ 5B + B + B + 0. 3}
. 1152+£(N + 2N +80)
- ) B 1 2
- 2 2|4
and T-standard deviation = ({4(21.5) + 4(N1/BV 12)

o—

( 1/ N1¥]2
= 1949+§(—B—)

The TTFF which is not exceeded on 90 percent of occasions is T90,

where

~O



T90 = Tmean + 1,28 TSD

B\l 2 I\B

(seconds)

1
2 1N
115.2+-(N + 2N +80)+1.28 1849 + (——)

T90 is shown in Figure 1 as a function of B, for representative pairs
of values of Nl and N,. The values shown for N1 (the number of bits per
frame) are 600, 900, 1200, 1500, and 1R800, these being the lengths shown
in the latest version of the System Specification. In each case, NZ has
been set at 600.

For the jamming immunity effect, we consider the LI-P signal,

The bit energy-to-noise density ratio required for coherent PSK de-
modulation with a bit error rate of 10'5 is 9. 5dB. An allowance of 1. 5 dB
is made for the demodulation loss, so the required effective carrier-to-

noise density ratio in LI-P for data collection is

(C/N_), = 10log B+ 9.5+ L5

11+ 10log B dBHz

Now, Appendix 2 shows that the L,-P signal is 3 dB below the L,-C
signal, so the minimum design point for the C/No of the Ll-P is 31. 6
dBHz, or 1445 Hz,

The relationship between the effective and jam-free carrier-to-noise

density ratios for the Ll-P signal is

C/No
(C/No)e =

1+ (J/8)(C/N_)(10.23 x 10%)"!

10
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Figure 1. TTFF Versus Bit Rate
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where J/S is the jammer-to-signal ratio, or, in other words, the jam-

ming immunity,

1445
| +[—_1445 (%
10,23 x 105 _

The jamming immunity is plotted as a function of the bit rate in

Thus, 11+ 101log B = 10 log

Figure 2.

There is a third consideration to be taken into account, and that is
the ease of using the data for C-code range ambiguities. The duration of
the C-code is 1 msec, so that its range ambiguity is the distance moved
by light in 1 msec, or 300 Km. The data bit duration is 1/B sec, so its
ambiguity distance is 300, 000/B Km. Quite evidertly, with even the
highest bit rates being considered (200 bps), this ambiguity distance (1500
Km) is easily resolvable with a priori navigation information. Thus, with
all data bit rates in the range 10 - 200 bps, all range ambiguities are
resolvable, The ease of doing this is related to the ratio of the durations,
that is to the number of C-code ambiguities in one data bit. This number
is 1000/B. Thus, without any other aid, the output phase jitter from the
data bit synchronizer must be less than B/1000 cycles, or 0. 36B degrees.
Although this is possibly achievable if B = 100 bps (maximum allowable

phase jitter is 36 degrees), it is impractical (in a low cost receiver) at

B = 10 bps.

However, as a practical matter, ambiguity resolution should not be
attempted with adjacent tone frequency ratios greater than, say, 6. Thus,
for bit rates between 10 and 30 bps, two intermediate ''tones'' are required,
and for bit rates between 30 and 160 bps, one '"tone'' is sufficient, (The
"tone'' is simulated by PCM-encoding each data bit; a 5:1 frequency ratio
is equiva‘lent to encoding with a 5-bit pulse pattern. )

The receiver complexity is considerably increased if two "tones"
_are required instead of one. Accordingly, from these considerations alone,
the date bit rate should nct be less than 30 bps.
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To summarize, the various considerations to be considered influenc-
ing the choice of the data bit rate are as follows:
a) Time-to-First Fix - To achieve TTFFs of 5 min or

less at the 90 percent confidence level, the minimum
acceptable bit rates are as shown in Table 2.

Table 2. Minimum Acceptable Bit Rates
for 5 Minutes TTFF

Frame Length Minimum Acceptable Bit Rate
(N1 bits) (bps)
600 T w29
900 38
1200 40
1500 45
1800 50

b) Ambiguity Resolution - To avoid the need of more
than one intermediate ''tone' for ambiguity resolu-
tion, the minimum acceptable bit rate is 39 bps.

c) Jamming Immunity - For the best jamming immunity,
the bit rate should be as low as possible.

d) Ease of Synthesis - The bit rate should be a sub-
multiple of the P- or C-code chipping rates (10,23
and 1. 023 MHz, respectively).

It is evident that a good case can be made for having different bit
rates in the P- and C-channels. The TTFF and ambiguity resolution con-
siderations call for a high C-data rate, whereas the jamming immunity
calls for a low P-data rate. Although two different bit rates can be easily
. handled in the receiver (since it will be working only one or the other, and

never both simultaneously), there will be increased complexity in the
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spacecraft. Thus, there is a tradeoff between spacecraft complexity and
jamming immunity which can only be resolved at the GPS system level,
and not here at the User Segment level. Accordingly, both the alternative

solutions will be drawn up.

Firstly, if both C- and P-data bit rates are to be the same, then
they should be equal to 50 bps, or more precisely,

Fc
B = 1023x720
where Fc = C-code chipping rate.

For ambiguity resolution, the 20:] ratio between the C-code epoch
rate and the data bit rate will require an intermediate ''tone, ' which can
be obtained by modulating each data bit with either a 4- or 5-bit sync

pattern,

The TTFF will be less than 5 min (90 percent confidence level) with

all the frame lengths being considered.

The C/No required for detecting the data at 50 bps is 28 dB Hz, Thus,
there is a 6. 6 dB margin for C-data detection (of which about 1 dB must be
allocated for the multiple access loss). In the P-channel, the margin will
be 3.6 dB, which may be used to withstand jamrning to a J/S level of
39. 6 dB (or a received jammer power of -12R, 4 dBw),

Secondly, if the added complexity in the spacecraft is tolerable, then
there is a decided advaniage to having different bit rates, as follows. The

C-code bit rate will be 166.7 bps, or more precisely,

15



Since there will now be only six C-code epochs in each data bit
duration, further encoding is not necessary for ambiguity resolution.
This is a significant advantage to the User Segment, and, to some extent,

also offsets the added complexity in the spacecraft,

The data ambiguity distance will be 1800 Kms, which is easily taken

care of by the C-navigator's a priori knowledge of his location.
The TTFF will be well within requirements with this bit rate,

The C/No required for detecting data at 166. 7 bps is 33,2 dB Hz,
Since we are considering only the C-channel, a further 1 dB must be
allocated for multiple access loss, hring the requirement up to 34.2
dB Hz. As was shown before, the minimum available C/No in the C-
channel will be 34,6 dB Hz,

For the P-data bit rate, we do not have to concern ourselves with
the requirements of TTFF and ambiguity resolution. Accordingly, this
rate should be very low, so that the jamming immunity for P-data col-
lection can approach, and be compatible with, the immunity for P-code
range measurement (50 dB). For this, a bit rate of the order of 10 bps
is needed. The actual rate rnust not only be easily derivable from the
P-code chipping rate, but should also be a submultiple of the C-data rate.
This latter point is important, since the spacecraft should change the
data content of P and C simultaneously, and should do this at the ends of
frames. Accordingly, the P-data bit rate will be 10. 42 bps, or more pre-

cisely

F

B - B
1023 x 10 x 6 x 16

where Fp = P-code chipping rate.

That is, the P-data bit rate will be exactly 16 times slower than the
C-data bit rate,

16
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The C/No required in the P-channel is 21.2 dB Hz, Since the mim-
mum available C/N0 in this channel will be 31,6 dB Hz, the margin of
10. 4 dB will provide a jamming immunity of J/S = 48.4 dB, or immunity

against received jammer power of -119,6 dB w,

In summary, provided that the added complexity in the spacecraft
is tolerable, the P- and C-data bit rates should be different, and equal
to 10.4 and 166. 7 bps, respectively. If they must be the same, then they
should be 50 bps. The comparison between the two solutions is sum-

marized in Table 3.

2.5,2 Ephemeris Data

Transmitting a set of orbital elements to each user is not a suit-
able technique for the ephemeris data for two reasons. Firstly, the
calculations which the user would have to carry out in order to find the
satellite's position and velocity would have to be iterative, rather than
explicitly analytic, in order to meet the stringent accuracy require-
ments. Secondly, again to meet the accuracy requirements, these itera-
tive calculations must take into account the many perturbations to the
geopotential field, which increases both the computation time and the
memory size needed. In all, if orbital elements were sent, the user
computer would have to emulate the Control Segment ephemeris com-
puter. Generally, it can be said that simple computations with orbital
elements result in very coarse satellite position data (although the validity
period of the elements is very long), and extremely complex computations
result in very accurate positions. However, what is required of the
ephemeris data in this application is that, with comparatively simple
computation by the user, very accurate satellite position and velocity

data can be derived, albeit over a short period of time.

This kind of requirement is best met by transmitting the coefficients
of an expansion formula, in which the argument is time. In effect, the
Control Segment computes a polynomial expression for each position

coordinate of the satellite (x, y, z) which is a 'best {it" to the best esti-

‘'mate of the trajectory. The coefficients of these polynomials, and the

17



Table 3. Summary Comparison of Alternative
Bit Rate Schemes

Same Bit Rate

Different Bit

Characteristics for C- and P-Data Rates
C-data rate 50 bps 166. 7 bps
P-data rate 50 bps 10. 4 bps

(= 166.7/16)

C-code range ambiguity
resolution

Data bit encoding
needed

Resolution dir-
ectly from C-data

Spacecraft complexity
factors

Only one bit rate,
needed, but data
bit encoding too

Simultaneous
transmission at

2 bit rates needed
but no data bit
encoding

User receiver complexity
factors

Need to detect bic
encoding pattern

Simpler receiver

Ease of generating data
bit rates (in both space-
craft and user equipment)

Equally simple

Time to first fix
(sequential, P-navigator,
90% confidence):

with 600 bits/frame 4, 10 min 3. 22 min
with 1800 bits/frame 4. 99 min 3. 46 min
C-data detectior. -~ worst 5.6 dB 0.4 dB
case margin
P-data detection - J/S 39. 6 dB 48.4 dB

immunity
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system time epoch for them all, constitute the ephemeris data., Each

polynomial expression can also be used for velocity determination.

There are two tradeoff factors involved here, One concerns the

order of the expressions. Generally, the higher the order the more bits

have to be transmitted, but the accuracy of determination is improved

= n

and/or the period of validity is extended. The other tradeoff concerns
the type of polynomial expression used; the alternatives include the con-
tinuous type (i.e., Taylor expansions) or the discrete, or difference

coefficient, type (such as the Gregory-Newton formula).

The effect of the order of the polynomial on accuracy and time of
validity was extensively studied, first for the 24-hour period satellite
orbits, and then, after redirection during the Study, for the 12-hour
period orbits (Appendices 3 and 4), From the latter work, we have the

numerical results reprod\iced here in Figures 3 and 4.

The zero-time epoch shown in these figures is not, necessarily,

the system time at the start of the period of validity, but rather indicates
when the time-argument in the expansion will be zero. (The time-
argument is the actual system time minus the time epoch word sent with

1. the ephemeris data.) Generally, the period of validity begins before this

zero and ends after it. Accordingly, for the purposes of this trade study,

i the results shown in Figures 3 and 4 have been redrawn with time of
validity as a parameter (in Figures 5 and 6). At the same time, the
truncation and quantization errors have been RSS-added, instead of being
shown separately, and the error has been shown in terms of its one-sigma

value, rather than its maximum value (assumed to be 3-sigma. )

The requirements are that the errors should not exceed 0. 3 meters
or 0. 003 m/sec. Clearly, the position accuracy requirement is the more

stringent, and can be met with fifth differences for as long as 38 min, or

AT

with sixth differences for 62 min. As will be shown, 378 bits are needed

E b for the fifth order difference coefficients, or 396 for the sixth order.
i
)
b
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Since it is not practical to fit these polynomial expressions to spans
of orbit data longer than about 1 hr, it can be concluded that the require-
ments are met with one of two options. Either fifth difference expressions
are used, updated every 38 min at the most, or sixth differences, up-
dated every 62 min. The first option leads to a requirement to store, in
the spacecraft, 14, 324 bits for each 24 hr of unattended operation, com-
pared with 9, 197 bits for the second option. Clearly, the second option

is the better choice and is the one here recommended.

For the tradeoff between the type of expression (polynomial or dif-
ference), we compare the number of bits needed for expressions of the
same order (and hence having the same accuracy/validi.y performance).
This comparison was studied in Reference 8, for fifth order and difference

expressions with the results shown in Table 4.

Table 4. Comparison of Ephemeris Expressions

Required Number of Bits
Fifth Order Newton-Gregory Fifth
Coefficient Polynomial Expression Difference Formula
a 31 30
o
a, 27 27
a, 18 23
a, 18 19
a, 18 16
ag 18 11
Total
(each axis) 120 [26
Total
(x,y and z) S0 378
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This advantage in the number of bits required indicates the Newton-

Gregory difference formula is preferable.

To complete the satellite ephemeris data message, we need the
zero time epoch word (the systemn time when the argument in the formula

is zero), and also data concerning the satellite oscillator.

Although system time will probably not be reset more often than
once a week, it is not necessary to design for a maximum value of the
zero time epoch word as large as this, since it will not differ from cur-
rent time by more than 1 hr. However, the least significant bit must

represent about 1 nsec., Thus, 42 bits are required.

The satellite oscillator phase and frequency will be computed using
a second degree polynomial for phase, with time as argument. Thus,
three coefficients are needed, representing the best estimate by the Con-
trol segment of the phase, frequency, and frequency rate at the zero time
epoch (see Reference 1), In summary, the optimum satellite ephemeris

message will be made up as shown in Table 5.

2.5.3 Reference Data

Only four types of reference data have been identified, namely,
orbital elements, ionospheric coefficients, rekey data, and spacecraft

telemetry,

The orbital elements are used for constellation selection. They are
discussed in detail in Appendix 5, where it is shown that 2018 bits are
needed, excluding ID and parity. These data will be valid for many months

and will be changed quite infrequently.

In fact, they will need to be changed only under the following cir-

cumstances:

a) A new satellite has been placed in service, Assuming
24 satellites, each with a 7-year lifetime”, this will

N

Note that, for this calculation, we do not have to consider infant mortality
in the satellite's expected lifetime, since satellites which fail early never
enter the operational system.

25



Table 5. Satellite Ephemeris Message

Number of Bits
Word (Incl. sign, excl. parity)
X5 30
AX 27
o
2
A )(o 23
3
Ja) Xo 19
a*x 16
o
5
87X, 11
6
A7X, 6
Total for x-axis formula 132
Total for y-axis formula 132
Total for z-axis formula 132
Zero time epoch 42
Satellite oscillator phase 31
Satellite oscillator frequency 21
Satellite oscillator frequency rate - 4
Total 494
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happen, in the operational system, every 31 months, on
an average,

b) An existing satellite has been dropped from service.
Since it is not absolutely vital that the users know of
the event immediately it happens, the elimina-
tion of this satellite's orbital elements from these
data may be delayed until the replacement satellite is
placed in service, thus not causing an increase in the
frequency of data change.

c) A satellite's orbit has drifted so far that its orbital
elements must be updated. The required positional
accuracy for constellation selection is of the order of
several thousands of feet, so this change can always
await the next placing into service of a new satellite,
and hence will not increase the change rate. (This
is an assumption; it is well beyond the scope of work
of the User Segment Study to analyze satellite orbit
drift rates.)

Thus, it can be concluded that changes to the content of the orbital
element data message will not occur more frequently than once every 3.5
months, on an average,

There are three alternative methods of injecting these data into the
user equipment, and the characteristics of each are summarized in Table
6. The first method considered is to use auxiliary support equipment,
which will be located at the factory and at repair depots. It should be
noted that this equipment will have to exist anyway, since it is also the
method of injecting the computer program into the user equipment. When-
ever data are changed (every 3. 5 months), they will have to be distributed

(physical distribution of magnetic tape) to all factories and repair depots.

The second method makes use of plug-in, read-only memories.
Such devices are currently available; the nonrecurring cost (making the
mask) is only a few thousand dollars, and the recurring cost, for a ROM

of 4K bits, is less than $50 for large quantities.

The third method makes use of the data link from the satellites for

updating (but still requires auxiliary support equipment at factories and

 repair depots). There is a variant to this alternative; these data may be
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sent quasi-continuously, subcommutated in normal data frames, or they
may be sent intermittently, and indeed, on an as-needed basis, in special

reference frames which replace normal frames.

From the standpoint of the User Segment (which is, admittedly,
more limited than the overall GPS system point of view), the third method
is the least desirable, since it offers, at significant cost and complexity,
a facility infrequently used. Of the other two methods, the replaceable
ROM is preferred, since it is anticipated that it is less costly to make
and distribute ROMs every few months than it is to remove, send to re-
pair depots, return, and replace major parts of the user equipment, at
these same intervals. However, there are other considerations which
are beyond the purview of this study, such as the possible need to change
the datc almost instantaneously if a new satellite is placed in service dur-
ing an emergency period of hostilities. Because of these unknown factors,

the ultimate decision cannot be made here,

The second type of reference data which has been identified to date
consists of the coefficients of an ionospheric propagation correction
model. This model would be quite complex (something like the Stanford
or Bent models), makes a very significant and costly demand on the Con-
trol Segment, and will need about 1184 bits to describe all the coefficients
(References 2 and 3). It is in addition to, and does not replace, the other
two methods of ionospheric correction, namely, a simple algorithm which
does not need data from the Control Segment, and the two-frequency

method.,

It has not been possible to obtain a reliable estimate of the accuracy
attainable from such a model. It is extremely unlikely that it could even
approach the accuracy of the two-frequency method (which is about 3-4 ft,
see Appendix 6), and there is reason to believe that, on a worldwide

basis, it will offer no improvement over the simple algorithm.

The third type of reference data contains the rekey for a TRANSEC

~ device, and the fourth type contains spacecraft telemetry which is not

29
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needed by users. (For the operational GPS, it would be desirable to send
to all users a single bit describing the ''go/no go'" validity of the signal
from the spacecraft, This bit could be incorporated with the spacecraft
ID word), There is some question as to the need to send rekey data over
the satellite downlink, and certainly telemetry data would not be sent on

the navigation signal in the operational system.

Thus, for the reference data in general, it is concluded that, for the
operational system, it is either undesirable or unlikely that the data should

be sent via the L-band link.

In that case, should the data be sent over this link in the develop-
ment configurations of GPS, they should be sent in such a way as to have
minimum impact on the operational signal structure., This can be achieved
by planning to send the data (if they are sent at all), on special reference
frames, and not subcomummutated in the normal data frames. Such refer-
ence frames should have the same length as the normal frames and be-

gin with the same preamble.

2.5.,4 Handover Words

We will first consider the-alternatives between sending the state at
a specific time, or the time at a specific state. The hardware required
in the spacecraft for these two methods is about the same, but in the user
receivers there is a significant difference, which is illustrated in Figure
7. In part a) of the figure, we show, in simplified functional form, the
user receiver designed to use a handover word (HOW) which gives the
state at a specific time, The ''state'’ referred to is the state of the X2

replica code generator, The "'specific time"

is one P-chip duration after
the '""enable clock pulses'" command, which itself is generated in the data
decommutator at a fixed number of data bit transitions after frame sync,
Between the time the HOW is received and this command is generated, the
X2 generator is preset to the state contained in the HOW (that is, the HOW
is read into the shift register), and the X1 generator is preset to its epoch

state (all ones)., Then, when the ""enable clock pulses' command is sent,
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the P-code clock pulses are immediately applied to the X generator,

and after a 1 bit delay (in a one-stage shift register), to the X2 gener-

ator too.

For comperison, we shown in part b) of the figure, the alternative
technique (time at a specific state). Both X1 and X2 are set to their epoch
states (the "specific state "), and the HOW contains the value of the delay
required. In all other rcspects, the techniques require the same circuitry.

But now, the constant, 1-bit delay is replaced by a variable delay.

Although it is recognized that the variable delay is more complex
than the constant 1-bit delay, they are both very simple devices. Never-
theless, if in all other respects the two techniques were alike, the better
choice wouid be the one with less hardware, and so, by a small but observ-

able margin, the first technique would be superior and be the one used.

However, the two te;:hniques are not exactly alike, because the
second technique has the potential of providing at l2ast one, and perhaps
two other capabilities to users. Both of these are derived from the mean-
ing of the so-called Z-word (the amourt of the delay), and from the fact
that the variable divider consists of a co'intdown register and a gate, and

that, after the handover has been effected, the register is not needed.

The Z-word is generated in the spacecraft and is the count of the
number of Xl-epochs since everything was initialized (which happens once
every 7 days). Thus, in the spaéecraft, it is system time, as best the
spacecraft knows it, with a quantization level of, nominally, 1.5 sec, ard
a maximum range of 7 days. It is also, in the receiver, an approximat:-
measure of GPS system time. The precision of this receiver system clock
is of the order of tens of nsec (the jitter in the reconstituted P-code clock
pulses), but it is not very accurate, since it is not corrected for spacecraft

oscillator phase error, nor, more importantly, for transit time.

In fact, the uncompensated Z-word, in the receiver, represents
GPS system time with an error of between . 05 and . 08 sec. As a fre-

_quency standard, itis somewhat more Lccurate, since the X1 code epochs
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occur at a nominal frequency of 2/3 Hz, with an error of up to +2 parts
in 106. The information required for the compensation is, of course,

available in the user computer.

Nevertheless, after handover to P, the Z countdown register can be used

as a medium accuracy system time register, clocked by Xle=code epoch pulses.

The second capability of the Z-word handover technique is for an
automatic receiver reset at the 7-day reinitialization. Just as, in the
spacecraft, when the Z-counter reaches the count of 403,200 (7 days/1. 5
sec), it commands a complete reset, so in the receiver a replica Z-
counter could command a complete reset of all the replica code generators.

In this way, there will be no interruption to navigation at the 7-day resets.

Accordingly, it is concluded that these potential additional capa-
bilities of the Z-word handover technique outweigh its slight added hard-

ware complexity, and it is the preferred technique.

The second tradeoff for handover words is more significant in its
impact. This concerns the number of HOWs in each data frame. One
technique which has been recommended is that many of these words (about
6) should be used, uniformly distributed in the frame. The advantage
claimed for this technique is that, at start-up, the time to wait for a HOW

is greatly reduced, so reducing the time-to-first fix (TTFF).

The penalty paid for this is not inconsiderable. Firstly, the num-
ber of bits per frame needed for the HOWs is increased (by 56 bits for
each HOW) which either reduces the spares holding, or even forces an
increase in the frame length. Secondly, each HOW will have to be pre-
ceded by a sync pattern, which must be distinguishable from the sync

pattern used at the beginning of each frame,.

Although it can be argued that the acvantage outweighs the disadvantage,
it must be noted that the advantage is actually illusory and a shortened
wait for HOW does not result in a shorter TTFF. This is because a com-

plete set of navigation-data must be acquired before the first fix can be

" made. They may be acquired from either the C-or the P-data stream.
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Suppose they are acquired from C. Thon, after C-code acquisition, we
must wait for main frame sync, collect the data, and then hand over to
P. Thus, only one HOW per frame is needed, and it should follow as
soon as possible after the navigation data. Alternatively, suppose the

.._data are to be acquired from P. Then, although we can expect only a

short wait between acquiring C-code and then handing over to P (with

any one of the multiple HOWs), we then have to wait for P-data main
frame sync before we can acquire the navigation data, As was rigorously
shown, algebraically, in Appendix !, the TTFF will be the same in both

cases, that is, that the advantage of multiple HOWs is nonexistent,

Moreover, if the recommendation to use different bit rates in P
and C is adopted, the use of multiple HOWs (implying, as it does, initial
data collection in P rather than in C) will definitely increase the TTFF.

Accordingly, the tradeoff results in opting for only one HOW per

frame.

2,5.5 Frame Sync Patterns

The tradeoff in the area of frame sync patterns is between long pat-
terns, which have good detection and false alarm statistics, but which
reduce channel capacity and require more detectinn circuitry, and short
patterns, which are simple to implement at the cost of their performance

statistics,

The performance of a frame sync pattern is measured by three

quantities:

P = probability of missed detection

md
= probability of not detecting the sync pattern when
it is received

pfa = probability of false alarm

= probability of apparently detecting the sync pattern
when it has not been received

pse = probability of synchronization phase error
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The performance characteristics of sync patterns have been de-
scribed by Barker (Reference 4). He showed that the probabilities of
missed detection and false alarm are dependent on the pattern length
and not on the nature of the pattern, In the referen.ed paper, Barker
analyzes the general case, and includes, as a parameter, the number

of errors permitted the recognizer,

His results are

k
P, = | -E Cx(l - &)X X
X=0

d
11}

and

k
-n n
fa 2 ZCX
X=0

length of sync pattern

where n
k = number of errors permitted the recognizer

bit error probability

™
"

The two performance parameters are shown in Figure 8 as a function
of the pattern length, n, for discrete values of k, and for the bit error pro-

bability of 107,

As can be seen from the figure, by allowing one or two errors in
the recognition process, ‘a very significant reduction in the probability of
missed detection can be achieved at comparatively little cost in increased

false alarm rate,

In the GPS application, the result of a missed frame sync detection
is that the user must wait another frame duration before acquiring his

data. Also, if he falsely detects frame sync, he will discover this one
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frame duration later, when the data parity check fails. Actually, he will
not know whether the parity check fails because of data transmission errors
or because of false sync detection, but the result is the same: a delay of
one frame duration. Thus, the effects of either missed detection or false
alarm are the same. Accordingly, the design should attempt to minimize
the greater of the two probabilities, Pmd and Pfa' The combinations of

n and k which do this are shown with large dote in Figure 8.

We must now take into account the third performance factor of frame
sync patterns, the probability of synchronization phase errors. These
are the errors in determining the correct end point of the pattern, caused
by random pulses immediately adjacent to the sync word, This type of
error is best understood by Barker's own example of a sync pattern con-
sisting entirely of ones. Since there is a 50 percent probability that the
bit which precedes the syﬁc pattern is also a one, there is a 50 percent
probability that the sync phase error will be 1 bit duration. Accordingly,
the nature of the pattern itself must be such as to reduce the probability

of this kind of error. Barker discovered such patterns, which have lengths
n = 3,7,9, 11, 21, 33, 49, 77 and 121

Three of these (n =3, 7, and 11) are '"ideal'' inasmuch as their auto-
correlation sequence terms are zero and negative, except at one point
in the center. The others are nearly ideal, since the off-center auto-

correlation sequence times are no larger than +1.

Hence, it is highly desirable to use one of the Barker sync patterns.
Using the criterion of selecting k (the number of errors permitted the
recognizer) such that the larger of pmd and Pfa is minimized, a short
list of the best possible combinations is shown in Table 7, Included in
the table is a value of the mean time between errors. This is equal to
the frame duration divided by the larger of Pmd and pfa' For the frame
duration, we have assumed the worst case, which is a 600=-bit frame,

sent at the rate of 166. 6 bps, resulting in a frame duration of 3. 6 sec.
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From this table, it is concluded that the best choice for GPS is to use
the 33-bit Barker sync pattern, and to set the threshold of the recognizer

so that it indicates sync when at least 32 bits of the pattern are matched.

Table 7. Best Combinations for Sync Patterns
P P Mean Time

n k md fa Between Errorsj
11 L1x107% | 4.9 x 107 2 hrs

-8 =5
21 2.1x10 1.0x 10 100 hrs

-8 -9 :
33 5.3 x 10 4,0 x 10 786 days
49 2 2.0x 1070 | 2.4 % 10722 o7 grs

2.5.6 Parity

The principal choice for a parity scheme is between error detecting
techniques and error correcting techniques. In general terms, error
detection is comparatively simple, adds little to the frame length, and
requires but simple hardware and/or software in the user equipment group. -
Its disadvantage is that it can but detect data errors, and results in data
rejection. Error correction, on the other hand, is a more complex method,
and, in particular, requires complex hardware/software in the receiving

equipment. . _ w

Two important characteristics of GPS are critical to this tradeoff.
Firstly, the most important selection criterion is simplicity in the user
equipment, and this heavily mitigates against error correction techniques.
Additionally, the GPS data are highly redundant, with frames being re-
peated many times. The number of repetitions will depend upon the final

. selection of bit rate, frame length and update interval, but will be at least
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20 (10.4 bps, 1800 bits/frame, 1 hr intervals), and could be as many as
1000 (166, 6 bps, 600 bits/frame, 1 hr intervals). Thus, if an error is
detected but not immediately corrected, the penalty paid is time, and

not complete loss of irreplaceable information,

Accordingly, it can be decided that, for GPS, the data need be coded

only for error detection, and not also for error correction.

This, then, leads to the next tradeoff decision: which data should
be error detection coded, and how should they be grouped. In this con-
text, grouping refers to the block of data which share common error
detection bits, and hence which must be rejected in toto if the parity check

fails., The group could be as large as the frame, or smaller.

Using the reasonable cfiterion that data need be encoded only if the
parity check decision can and should be used, it is clear that sync patterns
do not need encoding. Not so evident is the case of the handover word.
For a 2-channel, sequential receiver, there is no additional penalty paid
if an erroneous handover word is used instead of rejected. However, in
a continuous tracking receiver, the C-signal is dropped at the time of
handover, so that if the HOW was in error, the P-signal will not be
acquired, and the receiver will be forced to search for the C-signal all
over again, Additionally, of course, there are other potential uses of

the HOW which clearly require parity checking.

Hence, apart from the sync patterns, all data should be error

detection encoded with parity check bits.

As far as grouping is concerned, it must be such that, at the user's
choice, he may design his hardware/software for total frame rejection

or part-frame (erroneous group only) rejection.

This is achievable by using the simplest of all error detection
techniques, which consists of groups of (n-1) bits of data plus one parity
bit. The user may then accept or reject groups in integral multiples of

n bits. Very simple user software can then be designed to reject entire

" frames if any one of the group parity checks fail. More complex user
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software can use the same GPS signal structure, but reject only the
group (or group of groups) which fail the parity check, and then ensure

that it searches for a replacement of only that part of the frame.

The size of the group (i. e., the value of n) depends upon the desired
probability of error detection, and also on its convenience for use in
computer handling. With these simple schemes, the probability of not
detecting an error is, approximately, (ne)Z/Z, where ¢ is the bit error
rate, Typical values of this are shown in Table 8, for which ¢ = 10'5

has been assumed.

Table 8. Probability of Not Detecting an Error

Group Size Probability

8 3x 1077
12 7 x 1077
16 1 x 10-8
24 3x1078
32 5 1072
36 6 x 10-8
40 8 x 1078
48 1x 1077
56 2 x10°7
60 2 x 1077
64 2 x 10-7
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For ease in user computer handling, the group size should be
related to the computer's byte size. It is apparent that for many years
to come, mini-computers will have byte sizes of 8, 12, 16, or 24 bits.
Thus, a parity group size of 48 bits can be conveniently handled by any
of these machines. And, from Table 8, it is seen that this group size

gives an acceptably low probability (10'7) of not detecting an error.

Finally, since most of the contents of a data frame are generated
on earth and transmitted to the spacecraft for temporary storage there,
and since this uplink will also require error detection encoding, it would
be desirable that the parity bits for these data to be generated by the
Control Segment, and transmitted and stored with the data, leaving the
spacecraft processor the simpler task of preparing parity bits only for

data generated in the spacecraft,

2.5.7 Relationship Between C- and P-Data Messages

In the optimum start-up sequence, navigation data are collected,
for the first time, from the C-signal, and then the handover to P is
made (see Appendix 1), There is no particular urgency in collecting
the same data from P after handover, so there is no real advantage to
be gained from phase offsetting the P- and C-data signals. Certainly it

will be simpler in the spacecraft if they are not offset.

Most of the data aire required in both the C- and P-data messages.
The exceptions are the HOW, which is ignored in P, and the automatic
rekey message, which (if it is sent at all) must not be sent in C. Accord-
ingly, tc avoid the cost of two hardwired decommutators in C/P receivers,
the data formats should be identical in C and P, This will cause some
smzall amount of channel capacity inefficiency in P (because the useless
HOW is sent over that channel), and will require spacecraft logic to blank
out the rekey word in C, but these are considered small penalties to pay

for the major cost advantage of needing only one receiver decommutator.
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2.6 CONCLUSIONS AND RECOMMENDATIONS

In summary, this trade study leads to the following conclusions

and recommendations.

The data clock should be coherent with the carriers and the code
clocks. The C-data rate should be six times slower than the C-code
epoch rate (that is, it should be 166, 7 bps, nominally), and the P-data
rate should be 16 times slower than the C-rate (10, 4 bps, nominally).
It will not be necessary to further encode the data bits for C=code

ambiguity resolutiof. ... y

However, should it be decided that two different data rates will
excessively complicate the spacecraft, then both should be 50 bps, and

the C-data bits must be further encoded with either a 4 or 5 bit pattern.

The ephemeris data should be sent in the form of Newton-Gregory
sixth difference formulae, one each for x, y, and z. The validity period
will be 1 hr, The total navigation data message will consist of the
three sets of six coefficients for the difference formula (3 x 132 bits),
the zero time epoch word for the argument of these formulae (42 bits)
and oscillator phase, frequency, and frequency rate words (56 bits).

Thus, the navigation-data group consists of 494 bits, excluding parity.

From tre standpoint of the User Segment, reference data should
be made known to all users by the occasional distribution of plug=in
read-only memories (ROMs). However, if from the GPS system-level
point of view, it is decided that the reference data must be distributed
via the L-band link, then they should be sent in special reference frames,
which occasionally replace normal frames, and they should not be sub-

commutated in the normal frames.

For the handover word, it is recommended that the time of validity
of a specific state should be sent. Further, only one handover word per
frame is required, and it should be located immediately following the
navigation data. The optimum user strategy at start-up will be to col-

~ lect the navigation-data in C before handing over to P.

——
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It is concluded that, for GPS, the frame sync should be the 33«
bit Barker synchronization pattern, and that the threshold in the user

receiver's sync detector should allow 1 bit mismatch,

All data except the sync pattern should be parity bit encoded for
error detection (but not for error detection and correction). The group-
ing should be one parity bit for each group of 47 information bits. Data
which are generated by the Control Segment should be parity bit encoded
on the ground, and these parity bits should also be stored in the space-
craft, along with their corresponding data, The spacecraft processor

should generate parity bits only for data it itself generates,

The content of the P~ and C-data frames should be identical, except
that rekey data must be blanked out in C. Also, the start of each P frame

should coincide with the start of a C frame.
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3. IONOSPHERIC CORRECTION TECHNIQUE
TRADE STUDY

3.1 SCOPE

The scope of this trade study covers the alternative methods for a
GPS user to correct his pseudorange measurements for the effect of
the ionosphere. As far as possible, the scope has been limited to the
User Segment, but in some instances, it has been found necessary to
give consideration to the Control Segment too, and it must be recognized
that, ultimately, ionospheric compensation technique tradeoffs have to

be made at the GPS System level,

3.2 FUNCTIONAL AND TECHNICA L DESIGN REQUIREMENTS

The design requirement for ionospheric compensation is that the
GPS signal must be such that users can obtain from it the magnitude of
the correction they wich to make to their direct measurements of
pseudorange, Further, the signal should be compatible with more than
one compensation technique, so that users may select the least complex

method consistent with their accuracy requirements.
3.3 ALTERNATIVE APPROACHES
Three principal techrniques have been identified, as follows:
a. Two frequency comparisons

b. Correction algorithm with User Segment generated
coefficients

c., Correction algorithm with Control Segment generated
coefficients,

There are minor variants within these principal classifications,
especially in the last two, in which there are alternatives to the actual

algorithm employed.

It should be noted that all of these methods are directed to com-
pensating the pseudorange measurements only, and not the pseudorange

rate. This is because, at the worst, the ionospheric error changes at



the rate of only 0,0027 meters/sec (0.53 ft/min) (see Reference 5). Since
range rate measurements are made by differencing ranges over periods
considerably less than 1 second, the uncompensated ionospheric range rate

error is insignificant, and can be ignored.
3.4 EVALUATION CRITERIA

The most important evaluation critevion for ionospheric compensation
is that the technique available to a user should introduce a minimum of
cost and complexity into his equipment, compatible with his accuracy

requirements.

This criterion forces GPS to provide more than one correction
technique, since a single common method would have to be the two
frequency comparison, this being the only one which provides the high
accuracy requirement demanded by Classes A, B and C. Unfortunately,
two frequency techniques are significantly complex and costly, and so a

common method heavily penalizes medivm and low accuracy navigators.
3.5 COMPARISON OF ALTERNATIVES

3.5.1 Two Frequency Comparison

This technique consists of the transmission, by the satellite, of the
P-code modulated on carriers at two very different frequencies. Since
the ionospheric delay is inversely proportional to the square of the carrier
frequency, there will be an easily observable difference in the pseudoranges
measured at each carrier frequency, and this difference is related to the

delay at any frequency. Thus,
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where Py = true pseudorange

i

measured pseudorange, with carrier

Py
frequency f1

Pp = measured pseudorange, with carrier
frequency f2

k = a factor which depends upon the integrated
electron density along the radio path when
the measurements are taken.

There are alternative formulas containing terms with f4 and f6 in the

denominators, but the magnitude of these terms is insignificant.

In the simplest case, if we suppose that the two measurements are
made simultaneously, it can be seen that

1 {
k= (p, - py) /(f—?_ -}7)

2 1
In practice, the method is not so simply executed, partly because
the two measurements are not made simultaneously, and partly because
advantage can be taken of the short term time invariance of k. The prac-
tical method is exhaustively examined in Appendix 6, where it is shown

that a satisfactory technique is:

[ make L2 measurem ents every 10 seconds

° adjust each L, measurement to the validity time of
the closest L, measurement, using a second order polynomial
o compute the average pseudorange difference, using a moving
arc, fixed weight filter, over the last 10 differences
° compute the correction factor (k/f?) and apply it to every L1

measurement made in the next 10 seconds.

Th< only assurnptions made in this technique concern the spatial and
temporal invariance of the k-factor, that is, of the integrated electron
density. We assume that it is nearly constant over a 100 second interval,

and this is substantiated in Reference 5.
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‘This technique adds considerably to the cost and complexity of the
spacecraft, and to a lesser but still significant extent, to the user equip-
ment (but only for those users who wish to use the technique). It has no

imppact on the Control Segment.

The technique is capable of performing very accurately. First and
foremost, the error caused by the invalidity of the assumption of k-factor
invariance, is insignificant. That is to say, the model is nearly perfect.
The only significant errors are caused by the actual measurement errors

themselves. In Appendix 6, it is shown that
2
o2(R : 2 2
(Ry) _ - [c(pl) ¥ c(pz)]

where
(:(RI) = S.D. of error in the correction

w = a constant related to the ratio of carrier
frequencies

= 0,613 (nominally)

cr(pl) = S.D. of Li-P measurement error

S.D. of L,-P measurement error

a(p,) 2

number of differences used in moving arc
average

n

10 (nominally)

The measurement errors have been evaluated and are here shown
in Appendix 7, where it was shown that their standard deviation varied
from 0. 64 meters (2.1 feet) to 3.87 meters (12.7 feet), depending upon

the effective carrier-to-noise density ratio.

Using the values of minimum received P-signal power of -168 dBw
(for Li—P) and -171 dBw (for LZ-P), and of maximum 1oise density of
-199, 6 dBw/Hz (See Appendix 2), we have

P)
P)

worst case C/No - unjammed 31,6 dBHz (L

e
28.6 dBHZ'(LZ-
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Hence, without jamming, we have

o (pl) = 1,13 m.
o (pz) = 1,74 m
and
o (RI) = 0.40 m (worst case)
with jamming (in both L, and LZ)’ we have
o (pl) = 3.87 m
O’(pz) = 3.87 m
and

O’(RI) = 1,06 m

Thus, it may be seen that the two frequency technique is capable of
very high accuracy. The complexity of the technique has been explored in
detail in Appendix 8, Trade-offs are there shown between single and dual
preamplifiers, single and dual first mixers, and between different filtering/
channelizing schemes. It is concluded that a single preamplifier, combined
with dual mixers, is the preferred approach, but the input filtering scheme
will require further development., In that same Appendix, a trade-off is
made between various frequency plans for an L1/L2 receiver. At the time

the trade-off analysis was made, the L, and L, carrier frequencies were

fixed at 1575 MHz and 1240 MHz, and the P-cc2>de clock rate was 10 MHz
(so dictating the receiver's stable oscillator output frequency at 5 MHz).
With those ground rules, and with the added constraint of operating the
carrier loop VCO at either 40 MHz or 60 MHz (nominal), various frequency
plans were traded-off, with special attention given to their spurious
responses. It was found (and this is reported in Appendix 9) that for a

60 MHz VCO, the 2-frequency receiver needs triple conversion, and that
for a 40 MHz VCO, this receiver has a choice of several frequency plans

which require only double conversion,

The recent change of the P code rate from 10 MHz to 10,23 MHz
(this changing the oscillator from 5 MHz to 5.115 MHz) has little effect
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on the results of this frequency plan trade-off. However, the concurrent
change which removed the fixed constraints on the carrier frequencies
will allow even more frequency plans to be studied. Accordingly, the
conclusions of the frequency plan trade-off must be considered provisional

only at this stage in receiver development.

3.5.2 Correction Algorithm with User Segment Generated Coefficients

One expression for ionospheric error is (see Reference 6)
4
I -\ 2} -5
B v -2 2H (H 2
= 2 (1 + 2 -2 <3 (82
AR 1.8 ( +R)<f2){sm E + R +(R) }

AR = ionospheric range error, in feet

R = Earth's radius

in which

H = ionospheric scale height (typically 350-400 Km)
f = RF frequency, in GHz

I = vertical integrated electron density, in hexams

v
E = elevation angle to satellite

The major weakness in this expression is that is assumes that the
ionosphere is horizontally homogenous throughout the plane containing the
center of Earth, user location and satellite location. Nevertheless, it forms

the basis of a very simple correction technique, applicable to users with

low accuracy requirements,
Eliminating all small terms, the expression reduces to

AR « I cosec E
v

The value used for IV will depend upon the user's latitude, the local
time of day and the time of year, all of which are, of course, known with
sufficient accuracy. It is also dependent on other factors, such as the

solar activity index, which would not, normally, be available to the user.

Although it is tempting to conceive of more and more formulations
for IV in this technique, this is probably not worthwhile, since the major
error source is the assumption of the homogenous ionoshpere. Accord-
ingly, a simple expression for IV in terms of latitude, season and time of

day will probably be sufficient.
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There is, at present, insufficient data about the ionosphere on a
global basis to allow a reliable estimate of the errors associated with this
correction technique. In fact, in all probatility, the data will be obtained
in the early development phases of GPS, when a number of two-frequency
receivers become deployed around the World. However, as a rule of thumb,
we may suppose that the residual error is no greater than one-thtrd of the
magnitude of the correction itse'f. (If the residual error were greater
than this, then there would be little purpose in applying the correction in
the first place.) In Appendix 9 it is shown that the largest ionospheric
error (at 1575 MHz) is approximately 113 meters (368 feet), but there is a
paucity of statistical distributional data. However, if we assume that this
is the 3- sigma limit, and apply the rule of thumb, we can say that the
standard deviation of residual error using this technique is 13 meters
(41 feet). '

It is noteworthy that the form of this ionospheric correction algorithm
is the same as that for the tropospheric correction algorithm (see Appen-

dix 10). Thus, a further virtual simplification results from its use,

3.5.3 Correction Algorithm with Control Segment Generated Coefficients

The status of investigations into these techniques is best summarized
in Reference 7, where a model is described which requires 1184 bits
(excluding parity and ID) every 24 hours for transmission of the coefficients.
The software task to make use of this model is considerable, since a pair
of double Fourier series have to be summed. Moreover, it is not pre-
sently known how accurate the resulting correction will be. In fact,
Reference 7 makes the point that the GPS Development Phases I and II will

themselves permit the statistical accuracy of the model to be evaluated.

3.5.4 Overall Comparison of Techniques

A full quantitive trade-off of the ionospheric correction techniques
is not possible at this time, because the performance of the single frequency
modeling methods is not yet known. A more general, qualitative, compar-

ison is shown in Table 9,

51



N T R ST e e

9 Aot EACAE T 2

e

”e

¥

usmouy jou

sI9jawx ¢}

19jsW ¥ °Q

(uo13d3.1300
I93j® JI0JIJI9 [enpisod
JO0 *g*s) Ldeandoy

A3roeded yulp ejep
2Iqesn Ul UOIIONPII IWOS

Iauou

AN,.H pue «d uaamjaq
3trds aq 3snuz zomod

93ITr93es) aamod uwH
9[qelIeA® UI UOI}ONPaI

(Poy3zsw
9U3) 3SN JOU S0P YIIYM)
juswrdinbyg xasn uo jovdurgg

3oedwt axemjyos
9[qeIapPISUOD

axemjyos afduurs
- moT A124A

pPapasu Ajiriqedes
Aouanbaiy om3-y3y

(Poyjsawx ayj sasn yo1ym)
juswudinbyg ass) uo j3dpedugg

$11q 002} 103 papaau

pPopaau I3jjTwasued;

o3e103s - mor L1954 suou puodas - ysiy Axaa 2311193esS uo 3dedur
Y31y Laaa suou suou | juldwdag [0Ijuo) uo jdedurg
SJUIIDIJID0N) SJUDIDIJFO0D) POYIaN $OT3STI9)dBIRYYD)
pajexausan punoln) |pajersusn iosp Aousnboax g-om],
YITM T°PON YITM [SPON
sanbruyoasJ uoryoseiro) d1raydsouo] jo uostriedwo) [[eIdAD 6 2[qBL

52



o i e

Gt e e

3.6 CONCLUSIONS AND RECOMMEND " I'IONS

The two frequency method of irnospheric correction is a firm
requirement, since it is the only method capable of the accuracy needed

by User classes A, B and F,

For lower accuracy users, it is not yet known if the simpler method,
(a model with user-generated coefficients) will be adequately accurate
on a global basis, or whether the more complex method will be satis-
factory either. Both techniques should be investigated during Phase I

at least and possibly beyond into Phase II.

5,



« 4. EQUIPMENT GROUP DESIGN TRADE STUDY

4,1 SCOPE

Much of the equipment group tradeoff analysis is, of necessity,
highly dependent upon the specific user installation under consideration.
This is, indeed, one of the sought-for characteristics of GPS user equip-
ment, namely that fom a small number of standardized hardware and
software components, various equipment group comu.aations can be made
up, so as to match each user's specific requirements, including any
requirements he may have to make continued use of components already
in his inventory. Accordingly, the great bulk of these analyses will be
carried out in a continuing manner in the early phases of the development

program,

For this definition phase study, we concentrated on the higher level,
and more general aspects of the equipment group tradeoffs, particularly
those concerned with the selection of P or C navigation receivers, and the

need for, and type of, auxiliary navigation sensors included in the group.
4.2 FUNCTIONAL AND TECHNICAL DESIGN REQUIREMENTS

The design requirements for a complete equipment group are complex
and comprehensive, and are, at this time, best represented by the Prime
Item Development Specifications for each user class (Spec No, 's P237282
through P237287), For the purposes of the trade-study, the significant

design requirements can be summarized as shown in Table 10,
4,3 ALTERNATIVE APPROACHES

The alternative approaches important to the tradeoff study are that
the GPS receiver can be a continuous or a sequential tracker, that it can
operate on the C signal or the P signal, that it corrects for the ionosphere
by the two frequency method or not and that the equipment group may

include an inertial measurement sensor,
4,4 EVALUATION CRITERIA

The evaluation criterion is satisfaction of the basic requirements at

the lowest user cost,.
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4.5 COMPARISON OF ALTERNATIVES

4.5.1 Continuous/Sequential Tracking Receivers

There will certainly be users with some very specific requirements
which, alone, will decide the choice of a continuous or a sequential tracking
receiver. For example, a firm requirement for time-~to-first fix less than
90 seconds, say, will be paramount in forcing the selection of a continuous
tracking receiver, whereas a user with severe cost limitations will employ
a sequential tracker, regardless of any performance penalty which that

choice might incur.,

Generally, however, the requirements do not so obviously lead to
such an inflexible selection. Rather, it is the combination of all require-
ments which is the deciding factor. Particularly, it is the combination of
user dynamics, required measurement accuracy, and required jamming
immunity. This is demonstrated in Figures 9 and 10 which show how
measurement accuracy and the desired jamming immunity are highly

dependent on the choice of the receiver immunity. *

From a wide examination of the basic class requirements, the
selection of continuous or sequential tracking for Phase I equipment

groups is as shown in Table 11,

Table 11. Continuous/Sequential Comparison Chart

Better Choice for Receiver

Reguinenvent Class {Class [Class [Class | Class |Class

A B C D E F

User Dynamics Cont | Cont | Seq Seq Seq Seq
Measurement Accuracy| Cont | Cont | Seq Seq Seq Cont
Jamming Immunity Cont | Cont | Seq Cont | Cont | Cont
TTFF Cont | Cont | Seq Seq Seq Cont

)

Overall Cont | Cont | Seq Seq Seq Cont

“These figures should be used with caution, since they were derived when
a different signal structure was valid. Nevertheless, the general shape
and dependence which they illustrate are still correct.
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4,5.2 C/P Navigation

Generally, the two advantages that P-navigation offers over
C-navigation are greater jamming immunity and, in the presence of high
user dynamics, greater navigation accuracy. It is noteworthy that, for
a user in a jam-free environment and with benign dynamics (thatis, a
relatively constant velocity vector), comparable navigation accuracies
can be achieved with both P and C, since the 10:1 ratio in chip durations

can be overcome with data smoothing.

From Table 10, it is seen that all users except Class C have
stringent jamming immunity requirements, and hence will require to

P-navigate. Class C, however, can make do with C-navigation.

4.5.3 Ionospheric Correction Technique

As is shown in Section 3, accurate navigation can only be achieved
if the ionosphere is corrected by the two-frequency, Li/LZ’ technique.
From Table 10, it is seen that User Classes A, B and F require 15 meter
accuracy, which calls for L1/L2 receivers. However, User Classes C,
D and E have less stringent accuracy requirements, and if the ionospheric
modeling techniques prove to be as effective as anticipated, they can use

a single frequency, L1 receiver.

4.5.4 Auxiliary Sensors

The need for auxiliary sensors has been investigated by computer
simulations of various equipment group configurations, in different
hypothesized user dynamic scenarios. This work is fully described and
reported on in Appendix 11. From these analyses, it is seen that Classes
A, B and F will require an inertial measurement unit in their equipment
groups, but the other classes will not. At this point, the selection of the
type of IMU becomes highly conditioned by what inertial equipment is
already in the user's inventory, and the choice will be made in later

development phases.
4. 6 CONCLUSIONS AND RECOMMENDA TIONS

Based on the above tiadeoffs, the optimum equipment group com-
plements, valid at least for Phase I, can be synthesized. They are shown

here in diagrammatic form in Figures 11, 12, 13 and 14.
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5. RECEIVER DESIGN TRADE STUDY

5.1 INTRODUCTION

This section presents a design for the User Receiver to be deployed
in the Global Position System. The design is the outcome of a trade
study effort whos'e goal was the overall GPS system definition. The receiver
design effort supported the system definition so that items such as signal
structure definition, link budget, time to first navigation fix, and position
error allocations could be optimized. In this supporting role, the receiver
design.activity stressed feasibility of design concepts, minimization of life
cycle costs, and functional operation. The result of this effort is a baseline
functional .receiver design which satisfies the requirements which evolved

during the system definition,

5.2 RECEIVER FUNCTIONAL REQUIREMENTS

This section discusses the functional requirements for the user receiver
which resulted from the definition study. _equirements for the receiver
design include system requirements, cost goals, built-in test equipment

requirements, packaging and manufacturing.

5.2.1 System Requirements

The receiver must perform those functions necessary for the user to
compute his position and velocity. Furthermore, the receiver design must

be compatible with the GPS Signal Structure. The Signal St ructure assumed
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in this report is contained in Appendix II of the SAMSO document, ''System
Specification for the Global Positioning System, Phase I, Including Appendices

I and Il ," SS-GPS-101A, Code ID 07868, 29 Jantary 1974,

Receivers for each class of user must operate properly under prescribed
conditions of vehicle dynamics and jamming power, which varies from class

to class.
The functions which the receiver must perform are as follows:
1. Receive the L-band carrier signals Ll and L2 from the antenna,

2, Acquire and demodulate the C-code from each of any four
satellites,

3. Obtain bit sync and demodulate sat-ilite data from the C-code
signal,

4, Handover from the C-signal tc the P-signal.

5. Demodulate the P-code from each of any four satellites,

6. Demodulate satellite data from the P-code signal,

7. Accept GFE encryptioi devices as required to provide
secure P-code operations,

8. Coherently track the reconstructed carrier {rom either the P
or C signal from each of any four satellites,

9. Obtain pseudoral.ge measurements from each of four
satellites being tracked.

10, Obtain doppler velocity measurements from each of four
satellites being tracked.

11. Transfer satellite data and tracking measurements (pseudorange

and doppler) to the navigation computer.
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12, Provide receiver status information to the computer.

13, Provide an indication of jamming power in the user environment
to the computer,

14, Provide a measure of System Time of Day to the computer,

15. Provide a Time of Day (TOD) interrupt to the computer to

synchronize computer operations to the receiver clock,

16. Accept configuration and control instructions from the computer.

17. Provide built-in test equipment (BIT) capable of detecting
and indicating failures to the module level.
18. Provide power conditioning as necessary to operate from

user supplied power,

Some classes of user do not require the capability to track the L,
carrier for ionospheric calibrations. A single class of user (Class C)
does not require the capability to track the P signal or the L2 carrier.
Special receiver types for these classes are considered in Section 5.5 of this

report.
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5.2.2 Mechanical Requirements: (Four channel GPS Receivers)

5.2.2.1 _General

The pickaging design of the GPS receiver was based upon certain
composite physical and environmental constraints in order to minimize
the impact of equipment integration into the various users parameters,
Table 12 denotes the User Equipment classes and Missicns as applicable
thereto. Table 13 denotes the military services and equipment parameters

for the various class users.

Basically, the receivers were designed to withstand the environmental
and stress conditions as applicable to each user (see paragraph 5.2.2.,2,

Environmental Conditions).

To minimize the design risk and to achieve the aforementioned require-
ments, the design concept was based upon proven standard concepts with
variations as suitable to achieve the required configuration and performance
goals,

5.2.2,2 Environmental Conditions

The receiver sets were designed to satisfy the performance

characteristic when exposed to the environments specified herein.
5.2.2.2.1 Thermal

The user receiver sets shall withstand operating and nonoperating

temperatures within the following limits.
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Operating
User class: Deg C
A -54 to +71  (+95°C intermittent 30 min)
B -54 to +71  #95°C intermittent 30 min)
C -54 to +55  (+71°C intermittent 30 min)
D -54 to +65
E -40 to +52
F -28 to +65
Nonoperating:
User class: Deg C
A and B -62 to +95
C -62 to +85
D -62 to +75
E -62 to +71
F -62 to +75

5.2.2.2.2 Solar Radiation

Class D and E equipments shall withstand solar radiation of 0 to

360 BTU/ftZ/hr for periods of up to 4 hr/day.

5.2.2.2.3 Altitude
The equipment shall withstand operating and nonoperating altitudes/
pressures within the limit specified.

Uscr Class

A Sea level to 21, 000 m
B Sea level to 21, 000 m
C Sea level to 15,000 m
D Operating: Sea level to 3,000 m

Nonoperating: Sea level to 15,000 m

71



E Operating: Sea level tc 4,500 m
Nonoperating: Sea level to 15,000 m

F Operating: TBD
Nonoperating: Submarine pressure and to

15,000 m transnort altitude

5.2.2.2.4 Temperature/Altitude Combination

The equipment shall operate under the temperatures altitude combinations
specified.

User class:

A MIL-E-5400 P Figure 3, sheet 2, curves A and B

B MIL-E-5400 P Figure 3, sheet 2, curves A and B

C MIL-E-5400 P Figure 3, sheet 1, class 1, curves A and B
D Sea level to 3, 000 m full temperature limits

E Sea level to 4, 500 m

F Sea level pressure full temperature limits.

5.2.2.2,5 Humidity

The equipments shall withstand a relative humidity of up to 100 percent,
including conditions wherein condensation takes place on the equipment,
applicable during both operating and nonoperating conditions per MIL-E-5400,

5.2.2.2.6 Rain, Fog, Snow, and Wind

The equipments of Classes D and E shall withstand operating and
nonoperating exposure tn rain, fog, ice, snow, and wind per MIL-E-4158,

5.2.2,2.7 Salt Atmosphere

The equipments shall withstand ope rating and nonuperating exposure
to salt-sea atmosphere. Levels of exposurc and conditions are TBD for each

class of equipment.
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5.2,2.2.8 Sand and Dust

The equipments shall withstand, in both operating and nonoperating
conditions, exposure to sand and dust particles as encountered in operational

areas of the world in accordance with MIL-E-5400,

5.2.2.2.9 Explosive Conditions

The equipments shall not cause ignition of an ambient, explosive,
gaseous mixture with air when operating in such an atmosphere in

accordance with MIL-E-5400,

5.2.2.2.10 Fungus

The equipment shall withstand, in both operating and nonoperating
conditions, exposure to fungus growth as encountered in tropical
climates. In no case shall overall spraying of the equipment be necessary
to meet this requirement, Materials shall be fungus inert or treated in
accordance with MIL-STD-454, Requirement 4,
5,2.2.2.11 Vibration

When normally mounted (with vibration isolators in place, if any)
the equipment shall not suffer damage or fail to meet the specified
performance when subjected to vibration within the frequency range ard
amplitudes specified.

User Class:.

A, B MIL-E-5400, Figure 2, Curve I

C MIL-E- 3400, Figure 2, Cu.ve IV
D MIL-STD-810B, Figure 514-5, Curve W
E MIL-STD-810B, Figure 514-6, Curve AB

T

MIL-STD-167, Type I, Tables I and II
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With isolators removed, the equipments shall not suffer damage or fail
to meet the specified performance when subjected to vibration within the

frequency range and amplitude specified.

Class_:_

A,B,C, MIL-E-5400, Figure 2, Curve II

D Applicable specification TBD
E Not applicable
F MIL-STD-167B, Paragraph 5.1,3.2.4

5.2.2.2.12 Shock

Equipment. The equipment (with isolators in place, if any)
shall not suffer damage or subsequently f1il to meet the specified
performance when subjected to shock as specified.

User Class:

A,B,C MIL-E-5400, 18 shocks total, 3 each axis
each direction

Amplitude 15 g's
Duration 11 + I msec
Max. g point at 5-1/2 msec

g tolerance 10 percent 0.2 to 250 Hz filter

measurement
D MIL-STD-810B, Method 516, Procedure I (b and d)
E MIL-STD-810B, Mcthod 516, Levels and conditions
TBD
F MIL-5-901C

5.2.2.2.13 Mounting Base (crash safety)

The mounting and attaching devices shall withstand impact
shocks specified without failure (bending and distortion permitted), and

the equipment shall remain in place.
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MIL-X-5400, 12 impacts total, 2 each axis,
each direction

Amplitude 30 g's

Duration 11 msec

Tolerance: With 10 percent g value
Measured with 0.2 to 250 Hz filter

Max. value at 5-1/2 msec

MIL.STD-810R, Method 516, Procedure III (b and d)

Not applicable

MIL-S5-901C

5.2.2.2.14 Vehicle Dynamics

The equipments shall meet the specified performance when exposed

to velocities, accelerations, and jerk as described in TBD.

5.2.2.2.15 Vehicle Attitude

The host vehicle may operate in attitudes as specified for limited

periods of time.

Class

Mmoo O "o o>

Pitch Roll
(deg) (deg)
+ 30 + 90
+ 90 ol 180
+ 30 1 60
+ 60 +45
+ 30 NA
+ 45 + 45
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Azimuth
(deg)
360
360
360
360
360

360
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5.2.2.2.16 Electromagnetic Interference

Electromagnetic interference control shall be in accordance with
MIL-STD-461 and as specified in the System Engineering Management Plan,
5.2.2.2. 17 EMP

The equipment shall be designed to satisfy the EMP requirements
specified in the GPS specification SS-GPS-101.

5.2.2.2.18 Nuclear Control Requirements

The GPS equipment shall not employ any devices/materials that will
cause the equipments to be prime radiators of nuclear particles. The equip-
ment shall not be degraded by exposure to the levels of TBD.

5.2.2.2.19 Transportability

Not applicable.
5.2.3 Cost Goals

An important consideration in the design of the user receiver is
the impact of user receiver design on the total GPS program cost., Total
program cost is not necessarily minimized by minimizing receiver
cost. Therefore, life cycle modelling is used to assess the impact
of the receiver design approach on overall life cycle costs. The
cost goal considered in developing the baseline receiver design has

been to minimize total life cycle costs.
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5.2.4 Built-In Test Equipment

An important factor in the life cycle cost of the user equipment
is maintenance, repair, and logistics, The user receiver will utilize
a reasonable amount of built-in test equipment (BIT) to minimize

maintenance and reraic cost, The BIT will have the capability to:

a) Asses ;s wucther or not the receiver is working

properly without access to the satellites.
b) Indicate on a display the existence of a fault condition,
c) Isolate faults to the module level for rapid replacement

by spare modules,

The BIT will operate under computer control, It will provide

both continuous monitoring capability and diagnostic testing capability,
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5.3 DETAILED RECEIVER DESCRIPTION

This section presents a description of the baseline receiver design
which evolved from the system definition. The design meets all the
functional requirements outlined in Section 5.2 of this report. This design
is for a receiver which permits navigation by continuously tracking four
satellites. The designis intended to serve the needs of user classes

A, B, and F'. This receiver is referred to as a Type I continuous

tracking receiver, Two other types of receivers have evolved from

the system definition study. The Type II receiver serves the needs of

user classes D and E. This receiver is referred to as a Sequential

Tracking C/P receiver. The Type IIl receiver is a very low cost

model intended to serve only the needs of Class C. It is referred to as

a Sequential Tracking C receiver.

The Type I receiver is the baseline design presented in this section.
The Type II and Type III receivers are described in Section 5. 5 under ‘7135
"Alternative Design Considerations.'" Care was taken in the receiver
definition phase to maximize the commonality of modules among the three
receiver types. Therefore, the differences between receiver types are
primarily in the number of modules required, the operation, and performance

of the different receiver designs,
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5.3.1 Key Characteristics of the Baseline Receiver

The baseline receiver is a four channel, digital processing, computer
controlled, dual frequency L-Band Receiver employing phase coherent
code and carrier tracking to obtain pseudorange and doppler tracking

measurements continuously from four GPS satellites.,

Advanced design concepts based on proven experience with the INI
and INHI test programs were used to achieve the performance and Life
Cycle Cout powls of the programm . Modular construction and built-in
test equipment are esmployed to eliminate the need for scheduled maintenance,

obtain rapid failure detection and minimize the cost of repair and replacement.

The key design features incorporated into the baseline receiver

are as follows:

1. A low noise preamp to provide maximum receiver sensitivity
and jamming immunity,

2. Us~ of an optional line driving preamp at the antenna if
required to keep rf cable transmission losses below 1 dB.

3. BIT test generator incorporated in cach receiver unit.

4, Oven controlled vibration insulated crystal reference
oscillator to provide stable frequency references.
5. Common code and carrier tracking loops to provide accurate

code tracking in the presence of high user dynamics,

6. Tau Dither code tracking which minimizes the rf circuitry
requirements, and therefore receiver costs,
7. Dual bandwidth Costas carrier tracking loops for optimum

suppressed carrier acquisition and tracking,

19
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8.

9.

10,
11,

12,

13,

Matched filter detection and digital synchronization of
satellite data,
Direct memory access to the computer for rapid and efficient

transfer of measurements to the computer.

Computer control of receiver configuration and operation sequences,
Digital receiver control and processing,

Maximum use of LSI technology to reduce cost, volume, weight,

and power consumption of digital circuitry.

Maximum use of linear IC's to reduce cost, volume, weight,

and power consumption of analogue circuitry,

5.3.2 Module Definition

The circuitry for the receiver will be built on plug-in modules.

Faults in the receiver will be detected, and isolated to the bad module

using BIT. The modules can then be quickly removed and replaced.

The baseline receiver has been partitioned into functional circuit

modules using the following criteria,

Maximum commonality between receiver types.

Related functions are grouped together,

The number of interface signals between modules is minimized.
Digital logic is built exclusively on digital modules, and analogue

circuitry built on analog modules wherever practical,

With these criteria in mind, the baseline receiver has been partitioned

into modules as shown in Figure 15. As shown, there are twelve functional

module types. These modules are listed in Table 14, along with the number
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of modules required. In addition, there is an optional antenna line driving

module included with the antenna equipment. The antenna line driving

module is used only when the transmission line losses between antenna and

receiver exceed 1, dB,

The complete relationship between modules is shown more clearly
in the Type I Receiver block diagram, Drawing Number Sk-100101, which

is included in this report in Appendix 14,
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TABLE 14. Type I Receiver Module Listing

QUANTITY PER

MODULE NO. DESCRIPTION RECEIVER
1 RF pre-amp and first IF amp 1
2 Frequency Synthesizer 1
3 Reference Oscillator 1
4 BITE Test Generator 1
5 PN Demodulator and 2nd IF 4
6 Code and Carrier Tracking Loops 4
7 AGC and Code Search Detector 2
8 Tracking Measurements 1
) PN Code Generators 2
10 Bit Sync and Detection 4

11 Computer I/0 and Receiver Control 1
12 Receiver Power Supply 2
Total Modules 24
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5.3.3 Module Description

The following paragraphs describe each of the modules which

make up the baseline receiver.

5.3.3.1 RF Pre-AMP and First IF

The RF Pre-Amp and First IF Module shown in Figure 16 receive
L-band signals from either the antenna or the BIT test generator, filters
out-of-band spurious radiation in the preselector bandpass filter, and then

amplifies the signal in a low noise pre-amp. Overload protection is provided

at the module input to protect against burnout from excessive in-band rf power.

A postselector bandpass filter provides image rejection. Local oscillator
(LO) frequencies are injected into a mixer to produce a first intermediate
frequency (IF) of 55 MHz. The IF is amplified in the first IF amplifier,

and the signal is distributed to the four PN Demod and 2nd IF modules,

The design of the RF Pre-amp module provides for receiving either
the L1 or L, carrier. This is accomplished by designing the pre- and post-
selector bandpass filters as dual response filters having 30 MHz passbands
about the Ll and L& center frequencies. The pre-amp is a wide band
device employing low noise figure transistoers which passes both L1 and L2
signals. Discrimination between Ll and LZ is achieved by selecting the
appropriate injection frequency to be applied to the first mixer. The desired

carrier is thereby translated to 55 MHz, while the undesired carrier is

rejected by the bandpass characteristics of the first IF amplifier,
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The RF Pre-Amp Module essentially determines the receiver
noise figure, referenced to the input port at the receiver case. Aralysis
(Appendix 12) of the TRW pre-amp design concept indicates that the
ambient receiver noise figure will be in the range of 3.6 dB (3800K)
to 4.7 dB (576°K). The typical ambient noise figure will be 4.3 dB

(494°K).
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5.3.3.2 Reference Oscillator

The reference oscillator is a crystal oscillator whose frequency
is 5.115 MHz. This oscillator provides the timing reference for all
locally generated signals in the receiver, and is the source of a time-of-
day interrupt which is used to synchronize computer operations with the
receiver, The 5.115 MHz frequency drives the frequency synthesizer,

which produces and distributes all the locally generated reference signals.

5.3.3.3 Frequency Synthesizer

The frequency synthesizer module accepts a precision 5,115 MHz
reference frequency from the Reference Oscillator and generates a
number of local signals used for rf reference frequencies and for digital
timing. Figure 17 shows the frequency synthesizer details. A local
oscillator multiplier chain generates frequencies at 10,23 MHz, 15.345 MHz,
40.92 MHz, and the first IF injection frequency (referred to as L1 LO or

L, LO). The 40.92 MHz clock is sent to the Tracking Measurements module, A

2 4

which produces divided down versions of the clock. These signals are then
mixed as shown to produce reference frequencies at 10,23 (l-?L JMHz, and &
c :

40.92 (1 - % ) MHz, Here F
C

L is the L1 or L2 carrier frequency.

is the 10.23 MHz code clock frequency, and
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5.3.2.4 BIT Test Generator

The BIT Test Generator Module shown in Figure 18 is used to
produce & test signal at L.-band which is coupled into the receiver in the
RF Pre-Amp Module with a 30 dB directional coupler. The test signal
is used to evaluate the receiver under computer control thus locating
failures to the module level for quick repair of the receiver by module
replacement. Maximum use of computer algorithms, rather than elaborate

test hardware, is used to reliably detect arnd isolate faults.

The test signal is a replica of a typical satellite signal, generated
from reference frequencies produced by the frequency synthesizer. Test
generators produce PN codes, the Manchester code, and a pseudorandom
data word which is phase modulated on a test carrier which is multiplied
up to L-band. A selectable attenuator provides for strong signal auad

threshold level checkout of the receiver,

The BiIT module can be provided as an option to user receivers,
since the BIT Test Generator is not required to operate the receiver.
This provides flexibility in planning logistics support to minimize life

cycle costs,
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5.3.3.35 PN Demodulator and Second IF

The PN Demod and Second IF module, shown in Figure 19
accepts the amplified first IFF signal, adjusts the receiver gain with
the AGC amplifier, demodulates the selected PN code, and mixes the
demodulator output with the VCO frequency to produce the second IF
frequency. The second IF signal, which is at 15,345 MHz, is amplified by
the second IF amplifier, and sent to the Code and Carrier Tracking

Loops module,

In the baseline receiver, four satellites must be tracked simultaneously,
Satellite signals are discriminated from each other by selecting a particular
C-code, or phase of the P-code. Therefore, one module is required for

each of the satellites to be tracked.

The AGC amplifier is controlled by a control voltage received from
its AGC detector. The AGC output then goes to a PN demodulator which
utilizes a locally generated code to reconstruct the carrier of a desired
satellite and generate a code tracking error signal. The PN demodulator
employs sequential balanced mixers and a locally generated coincidence
code to provide 70 dB suppression to a CW jammer. The demodulator
output is applied to a 20 KHz c¢rystal bandpass filter which suppresses
jammer and thermal noise power by 27 dB. The filtered carrier is applied
to the second mixer and multiplied against the 40. 92 MHz VCOC output signal
from the carrier tracking loop. The mixer output is a signal at 15.345 MHz
which, when the carrier loop is locked, is phase coherent with the 15. 345 MHz
reference produced by the local frequency generator. The mixer output

is amplified by the second I[FF amplifier, and sent to the carrier tracking loop.
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5.3.3.5.1 PN Demodulator Description

The sequential balanced PN biphase demodulator is shown in
Figure 20. This unit is used *o reconstruct the carrier and data modu-
lation of the received PN signal and to gencrate a code phasing error. A
sequentially balanced modulator configuration is used to obtain approxi-
mately 70 ¢B of balance to a CW jamming signal. Tau-dither code error
detection was selected since it offers the simplest operation and minimum
hardware compared to early-minus-late or split-bit detection. The

operation of the demodulator is as follows:

The 55 MHz IF signal and a locally generated replica of the satellite

PN code are applied to the demodulator. To obtain the desired balance,

an auxiliary PN code, referred to as the Z-code, is used to biphase modulate

the signal. The Z-code is then modulo-two added to the local replica of

\i .

the satellite code, referred to as the X-code, and the composite code used

to biphase modulate the signal as shown, Since the Z-code is used twice,

3
[- SN

it has no effect on the reconstruction of the carrier, However, since two

modulators are used sequentially, the balance is twice that obtainable

PO

with one modulator,
&)
= With local code (X-code) synchronized to the received code, the
' desired signal is converted to CW in the top modulator of Figure 20, while
all other signals are converted to broadband noise. The amplitude of the
o reconstructed carrier versus code phasing is shown in Figure 21.
The X (7) code applied to the lower modulator in Figure 20
il
is the X-code dithered by + 1/2 chip. This produces a tau-dithered error
4" signal which is synchronously detected at the output of the lock detector
4
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in Figure 22. The amplitude of this detected error signal versus code
phasing is shown in Figure 21. The code tracking loop phases the

local code clock to produce a null in the error signal,

The reconstructed carrier and code signal are added (in phase) for
common amplification and detc¢ction, The code synchronous detector
\
responds only to the code error signal present at the AC coupled output

of the detector. The carrier loop responds to the sum of the reconstructed

carrier and code error signals,

The second mixer translates the reconstructed carrier from 55 MHz
to the second IF frequency of 15. 345 MHz by injecting the 40. 92 MHz signal obtaired
from the carrier tracking loop VCO. This signal is attenuated by a selectable
attenuator, and amplified by the second IF amplifier, The selectable
attenuator serves to aid in establishing the bandwidth of thie carrier tracking

loop.
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5.3.3.6 Code and Carrier Trackiuag Loops Module

The code and carrier tracking loops module, Figure 22,
contains the circuitry to phase lock a Voltage Controlled Oscillator (VCO)
to the incoming signal obtained from the second IF amplifier, and to generate
a code clock whose phase is adjusted such that a reference PN code generator

is kept running in phase with the received PN code modulation,

The tracking loop is a Costas type, since the carrier is fully suppressed
by the data modulation. A 15.345 MHz reference frequency is used to detect
the in-phase (I) and quadrature (Q) components of the received carrier.

Low pass filters follow the multipliere to establish the optimum noise
bandwidth for tracking., The filtered outputs are multiplied together to
produce an error signal which is proportional to the phase error beiween
received and reference carriers., The loop filter establishes the bandwidth
and tracking order of the loop. The filter time constants are selectable

by command. The filter also accepts an AFC control signal which prepositions
the VCO and assures rapid carrier acquisition, The loop filter output drives
the VCO, whose output is used to close the tracking loop at the second mixer,

and to provide a doppler signal to the Tracking Measurements Module.

An indication of carrier lock is obtained by passing the I- and Q-
signals through square law detectors, and subtracting the Q from the I
component. The result is a signal which oscillates about zero when the
loop is out of lock and has a d.c. bias when the loop is in lock. This signal

is filtered and compared against a reference voltage to obtain lock status.
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5.3.3.7 AGC and Code Search Detectors Module

This module, shown in Figure 23, contains two AGC detector
circuits and two code search detector circuits. Since there are two each

of these circuits, cune module can accommodate two processing channels.

The AGC detector serves to maintain a constant noise power at
its input when signal is not present, and to maintain a constant signal to

noise power when the signal is present.

The Code Search detector is a noncoherent envelope detector followed
by a threshold comparison device. When signal is absent, the output of
the detector is below the threshold level established for detection. The
AGC circuit is designed to keep the noise power constant, even in the presence
of jamming, so that the false alarm probability of the detector output is correct.
When signal is present, the output of the detector is greater than the threshold
level established for detection, The detector then produces an in-lock indication,

which stops the code search and enahles the tau dither code tracking loop.

S e g

After the PN code is acquired, and sufficient signal power is present
in the receiver, the AGC circuit maintains a cunstant signal plus noise power

at the detector input, This is necessary for the proper operation of the

carrier tracking loop.

The implementation of the AGC detector is shown in Figure 24.

=

The detector is a noncoherent detector which accepts I- and Q - input signals
from the carrier tracking loep. The signals are passed through predetection
low pass filters to establish the desired noise bandwidth, and then square law
detected. The I and Q components are then summed and post detection low

pass filtered to generate a noncoherent AGC error signal. This signal is
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added to a reference voltage and amplified to obtain the AGC control
voltage. The reference voltage is used to set the minimum AGC control
voltage in the presence of thermal noise alone. Jamming and/or signal
power operate to increase the control voltage and thereby reduce the gain

of the AGC amplifier in the IF processor.

The implementation of the noncoherent code search detector is shown
in Figure 5. The code search detector functions in_a similar manner
to the AGC detector. The differences are that a narrower predetection
filter bandwidth is used, and the signal out of the post detection low pass
filter is compared against a pre-established reference voltage., This
reference is set up so that when the reference code is not correlated with
the received code, the signal into the voltage comparator (which is
proportional to noise power) is less than the reference voltage, and the code
lock indicator is out-of-lock, When the received and reference codes are
correlated, the signal into the voltage comparator (which is now proportional to
signal plus noite power) is greater than the reference voltage, and the code
lock indicator is in-lock, Occasionally random voltage fluctuations due to
noise will cause the lock detector to indicate lock when the codes are not
correlated, This is a false alarm condition. Less frequently, the noise
voltage fluctuations will cause the lock detector to indicate an out-of-lock
condition when the codes are indeed correlated. This condition is called a

missed detection,

The lock detector is used to determine the status of the code search
during initial acquisition of a new satellite. The selection of bandwidths and

threshold reference voltage determines the false alarm and missed detection
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probabilities which affect the code acquisition time, The optim.zation
of these parameters to minimize C-code acquisition time is discussed in

Appendix 13.

5.3.3.8 Tracking Measurements Module

The Tracking Measurements Module, shown in Figure 26, obtains
measurements o. coarse velocity, fine velocity, and coarse range. It
also generates two reference clocks for use by the Frequency Synthe-
sizer module, and a receiver time-of-day (TOD) pulse which serves
as a read command, and as an interrupt to the computer.

The timing references are obtained by counting down the 40. 92
MHz reference signal generated in the frequency synthesizer to obtain
clock rates of

40,92 MHz

(L/F_)
and

40.92 MHz

512
where L/FC is the ratio of L-band carrier frequency to code clock
frequency. Sinc: there are two L-ban< frequencies, L, and LZ
which must be implemented, a computer command selects which
divide ratio is used.

A time-of-day counter, consisting of a 22 stage binary divider

clocks down the 40.92 MHz reference to produce a

40,92 MHz
512
40.
clock, and a —0——9222—1\—4—1-:11 clock pulse TOD rcad command which occurs every

0, 102 seconds,

Velocity measurements are obtained by mixing the VCO signal

from each carrier tracking loop with the locally generated F. reference

2
signal. (This is done in the code and carrier tracking loop modules.)
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The output of the mixing process is a signal whose frequency is the
sum of a bias frequency, v MHz, and the difference between
the local oscillator 15,345 MHz and the recgived carrier frequency
downconverted to 15,345 MHz, This difference frequency contains

the doppler shift frequency, and is called biased doppler.

Coarse velocity is fneasured by clocking a counter with the
biased doppler signal, and reading the state of the counter at each TOD
read command (each 0,102-second intervals). Fine velocity is mea-
sured by reading from the time of day (TOD) counter the time between
the rcad command the end of the current cycle of biased doppler.
Since the TOD counter is clocked at 40,92 MHz, the fine velocity
count has a resolution of about 25 nanoseconds.

Coarse range measurements are made by counting cycles of
each code clock in a binary counter called the Coarse Range counter.
Whenever the TOD read command occurs, the counter contents are
parallel shifted into the Coarse range buffer for readout to the computer.
Since the code clocks are slaved to the received code clock from each
satellite, the counter contents represents a measure of range., The
quantization leve: of the count is one code chip, which represents

about 100 feet for the P-Code, and 1, 000 feet for the C-Code.
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5.3.3.9 PN Code Generators Module

The PN Code Generators module, shown in Figure 27
accepts a 10,23 MHz code clock from the code and Carrier Tracking
Loops module, generates the replica C or P code, and produces a
PN Code output and a dithered PN code output which is used to
demodulate the PN code from the received satellite signal,

The module provides code search control logic for initial
acquisition of the C code, and provides a C-code epoch detector
which provides C-code epoch pulses to the Bit Sync and Detection
Module., P-Code handover logic is used to decommutate P-Code
handover information obtained from the C channel daia, and start the
P-code PN generators running in synchronism with the received
P-code. A data bit sync detector observes P-code generatur epochs
to derive bit sync for extracting P-channel data,.

The module provides an inte ace for a security ercryption
device which is supplied by the government, A bypase switch is
included to permit use of the receiver in either a secvrel or
unsecured mode.

A C/P code select switch, controlled by computer command,
determines whether the receiver is operated with the C-channel or
P-channel., In either case, the replica code is used to generate a
dithered reference, and a coincidence code (called a Z-code) is
half-added to both the PN code and the dithered code. The outputs
are used to obtain code sync, and to provide the recessary balance

for PN demodulation, as discussed in Paragraph 5, 3, 3. 5,
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5.3.3,10 Bit Synchronization and Detection Module

The Bit Sync and Detection Module, shown in Figure 28,
detects data bits in the received signal, obtains a bit sync pulse,
decodes the differentially encoded data, and provides data bits and
pit sync to the PN Code Generator module and the computer I/O
and Receiver Control module.

The data signal is obtained from the coherent amplitude
detector output of the Costas tracking loop (I-signal)., A locally
generated replica of the Manchester code square wave is multiplied
with the received data signal to remove the Manchester code. The
Manchester decoding circuitry is used if the data is extracted from
the C channel. The Manchester decoding is bypassed using
the data select switch if data is extracted from the P Code. The
data signal is then detected in an integrate-and-dump type matched filter,
The A/D converter samples the matchea filter output just prior
to dumping the filter voltage, and the digitized level is sent to
the bit sync decision logic, The magnitude of the digitized signal
is stored, and used to obtain correct bit sync, The sign bit of
the A/D converter represents the differentially encoded data bits,
The differential data dccoder consists of a two bit storage register
which compares each encoded bit with the preceding bit to determine_
whether or not a data transition occurred, This information is used.
to reconstruct the actual bhit pattern sent from the satellite.

Bit synchronization is obtained as follows. When data is
extracted from the P-Code, bit sync occurs in coincidence with
a particular state of the P-Code generator., Thus, a bit sync
detector circuit detects the receiver's P-Code generator state which
coincides with bit sync, and generates a bit sync pulse,.

When data is extracted from the C-Code, bit sync occurs in
coincidence with one of the C-Code PN generator epochs. However,
therc are 20 epochs for every bit sync occurrence, andf);?rr epochs
for every Manchester code transition. An epoch detector generates

pulses coincident with the receiver C-Code generator epochs. These
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pulses are divided by five, and the resultant pulses drive a local
Manchest=r code generator. The Manchester pulses are further
divided by four to obtain replica bit sync pulses. The bit sync

decision logic slews the divide by five counter until the digitized.
magnitude of the matched filter output is maximized. The sync
decision logic then declares an in-lock condition, and bit sync is

automatically obtained by dividing down the C-Code epoch pulses.

i ———_—

5.3.3.11 Computer I/O and Control Module

The Computer Input-Output (I/O) and Control Module shown

in Figure £9 provide the necessary logic and control circuitry

to transfer control information from the computer to the receivers,

[P

and to transfer satellite data, tracking measurements, and receiver
| status from the receiver to the computer, In addition, a single
& interrupt (the time-of-day pulse) 1. sent to the computer to syn-
chronize computer instruction sequences to the receiver reference
J' clocks.
The module also contains circuitry necessary to configure
the receiver according to the configuration commanded by the com-

puter, and to execute carrier and code pre-positioning,

A more detailed discussion of the receiver-computer interface
is presented in Section 5, 4,
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Figure 29, Computer I/O and Control Module
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5.3.3,12 Receiver Power Supply Module

The receiver power supply inodule, shown in Figure 30, accepts
primary power from the user vehicle supply bus, and converts
the input power to dc voltages adequate for operation of the analog
and digital circuitry., The module includes a primary power on-off
switch, fuse, on-off light, and elapsed running time meter. The
power supply itsclf will provide AC to DC conversion from aircraft
400 Hz power, and provide adequate filtering and voltage regulation
for proper operation of the receiver. A power-on reset flag (POR)
is set each time power comes on. The flag is turned off by the
computer, indicating recognition of a POR condition in the receiver.
This is important, since a power glitch in the receiver will introduce
timing glitches in the reference clocks which run off the reference
oscillator. When a POR occurs, the receiver will remain configured
in the state it was in prior to power interruption, It will be up to
the computer to decide if the receiver should change its configuration
in response to a power glitch,

A built-in test point (BTP) will provide voltage sensing to
insure that the power supply is providing voltages in the allowable

voltage range,

In the continuous receiver described in this baseline, two separate
plug-ins constitute the power supply module, Each one is self-contained,
and is identical to the single power supply module used in the Sequential
Tracking receiver discussed in Sectiou 5,6, The output supplies of the
two plug-in supplies are tied together in parallel to provide the power

capacity required for the continuous tracking receiver,
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5.3.4 Mechanical Design and Packaging for the Baseline
Continuous Tracking Receiver (User Classes A, B
and F

5.3.4,1 General

The design of the GPS receiver was based upon certain physical
constraints in order to minimize the impact of equipment integration
into the various user parameters,

To achieve the aforementioned requirements (i.e., MIL-E-5400
Class 2) and provide for low-cost and high volume economic efficiency,
the design concept was based upon proven standard concepts with vari-
ations as suitablz to achieve the required configuration and performance
goals. b

5,3.4.2 Mechanization

5.3.4,2.1 Receiver

The basic design is in accordance with the requirements of

MIL-C-172 for a MS-91403 case. As depicted ir Diagram SK~-100300,
Sheet No. 1 (shown in Appendix 14), the unit configuration is basically
a short ATR, having the parameters of 10, 125 wide x 7, 62 high x 12, 56 long.

The construction of the receiver consists primarily of a . 05"
aluminum chassis fabricated in a manner to achieve minimum weight
without zacrificing structural strength. A .06' panel is attached as
shown to form the front face. Gussets attached to the chassis and front
panel further strengthen the unit.

The rear or mounting interface utilizes DPA rack and panel counnectors
that accommodates power, signal, and RF connections, Connector align-
ment is achieved by the rear guide pin receptacles that interface with the
aircraft mounting guide pins. The guide pins in conjunction with the

hold-down hooks attached to the front panel serve as structural support

for the receiver.
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To achieve the maintainability goals, the plug-in modular concept
is maximized throughout the design as depicted on Sheet No, 2 of diagram
SK-100300 (see Appendix 14), The receiver is designed to contain up to
20 plug-in modules of similar external configuration, for RF/IF processing
functions and up to 10 PC cards for digital functions thet are contained in a
card cage. The grouping of functions in the most efficient manner to reduce
interconnects and the resolution of economics will determine the final
configuration, It is significant lo note that the 20 modules and 10 PC cards
also represent growth possibilities since higher density of packaging is
anticipated.

The XTAL oscillator and power supplies are also plug-in modules.
The tentative physical location of the modules are illustrated in SK-106300
All interconnect wiring and coax-connectors are located and accessible
from the bottom of the chassis,

To provide accessibility to the module back plate interconnect, the
power supply modules may be removed via a disconnect plug, or pivoted
outward to provide testing without the utilization of an adapter plug and
harness.

To provide BIT capability, fault indicators are included adjacent to
each module that isolates the fault to an SRU.

The front panel contains the following items:

a) Handle

b) Hold-down hooks

c) Fuses and holders (2)

d) Elapsed time indicators
e) Fault indicators (latch-type) isolation to LRU
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The plug-in modules illustrate the packaging concept of the ASAs and
PC boards, respectively, They are shown in Appendix 14, SK-100200,
Sheet 3 and 4.

Currently the concept is based around a common modular die-
cast housing having bartitions separating the module into four (4)
compartments, each capable of mounting a 1-1/2 x 2 ASA or PC board.
Alternatives to the size may be derived by removing the separators,
thus encompassing a PC board of 4 x 4 dimension,

RF input/output connections are accomplished via coax connectors,
plug-in type. Signal connections are made via RF fcedthroughs to a
connector. Versatility of connector-module configurations is illustrated
in SK-100200, Sheets 3 and 4, Two connector concepts are shown: 1) Individ
insulated contacts inserted into a defined hole pattern integral with the
module. 2) Conventional connector separately mounted in the module.
Guide pins are also used as polarization pins to preclude any mismatch
of modules.

Several concepts have been reviewed for interconnect of the modules
and the input/output rack and panel interface connector. The interconmnect
wiring concept illustrated in Sheet 1 of drawing SK-100300 is that of wire
wrap. It is significant to note that a high degree of maintainability efficiency
has been designed into the unit since all modules, back plate interconnect
plate, and wiring interconnect harness can be considered as independent
assemblies and comply with the plug-in concept.

interconnect options are:

1) Wire-wrap using antomatic assembly

2) Mother<board (multilayered)
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3) Flat-cable

4) Hard-wire (solder or crimped)

5) Combination.

Wire-wrap was selected as the baseline wiring method, The advantages
of wire-wrap are that it provides a programmable automatic production type
of technique with economic advantages, design flexibility, and ease of

repairability,
5.3.4,2,2 Cover

The dust cover is fabricated from , 04" aluminum having cutouts
in the back face for the rack and panel connectors and guide pins. The top
ard bottom surfaces contain a series of 1/8'" diameter punched holes for
the free convection of the internal heat to the outer ambient. Two 1/2"
wide strip of rubber (clc"sed cell) and nylon of suitable thickness are bonded
to the upper surface of the cover. These strips coincide with the grooves
on the top surfaces of the modules to physically contain the modules, and
to assure electrical continuity to their mating connectors on the back
plate under the environmental physical requirement.. Quick release
captive fasteners contain the cover to the chassis,

5.3.4,2,3 Physical Characteristics

Size 10.125x 7.625H x 12,563 L
Volume 1000 cubic inches/0.0168 M3
Weight 28.5 lbs (estimated) 13.0 Kg
Dissipation 60 watts (maximum).
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5.3.4.3 Thermal Considerations

Power dissipation in the receiver is less than 60 watts.

An array of 1/8'" diameter holes in the top and bottom surfaces of
the dust cover allows cooling air to flow through the electronics. C<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>