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1. INTRODUCTION

This Trade Study Report documents the decision rationade ustd Lo resolve configuration
design approaches. The trade studies presented are the major decisien efforts required
during this concept Definition Phase. The design of the Global Positioning System (G PS)
for Phase I required evaluation of alternatives for a variety of design problems. The trade
studies contained in this report are:

No. Title

1. Satellite Memory Loading
2. Sateliite Orbits

3. Moaitor Station Sites

Control Segment Computers
User Segment Computer
User Cost/Performance
User Ionospheric Model
User Ephemeris Model
Ephemeris Determination

. .
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The Satellite Memory Loading trade study investigates the alternatives for uploading and
storing in satellite memovry that portion of the user navigation data frame generated by the
Master Control Station (MCS). The altermatives considered dealt with the tmplementation
and ervor coatributions of the upload station design, upload message format, satellite re-
ceiver and decoder configuration, data veri.ication method, and downlink communication
chaanel to the ground.

The Satellite Orbits irade study investigates the selection of the satellite constellation and
orbits for the Phase |. The importiat parameters are GDOP's and visibility over the ex-
pected test areas.

The Monitor Station Sites trade study {nvestigates the possible locations of Upload Station
(ULS), Monitor Stations (MS) and Master Control Station for collecting processing, and
uploading pseudo~range and clock data of the satellites, The satellite visibility and view-
ing times of these sites must be compatikle with satellite navigation system updates prior
to testing over southwestern CONUS,

The Coatrol Segment Computers trade study investigates the computational equipment
vequired by the Master Control Staticn and Moattor Stations for Phase [, This «ffost 13 to
perform a preliminary evalustion and siziag of computer equipment that will satisfy the
mandatory requirements of the stations. The computers must be capable of supporting 4
coastellation of 12 satellites,
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The User Segment Computer trade study investigates the computational equipment required

by the User Segment equipments for Phase I, This effort {s to perform an initial evaluation
of potential computer equipment to determine those equipments that meet the expected mini-
muwn set of design requirements,

The User Cost/Performance trade study investigates design-to-cost criteria. of use: equip-
ment with respect to predicted design performance. The areas of importance are the re-
quirements of maximum commonality, hardware versus software implementation, digital or
analog circuitry for minimal life cycle cost.

The User lonospheric Model trade study investigutes potential algorithms for predicting the
ionospheric delay of the runging signal. The algorithms musgi be compatible with the spare
bits and time spans of the user navigation data frame.

The User Ephemeris Model trade study investigates possible mathematical models of satellite
position that will permit the users to determine the satellite location via the L-band user
navigation data. The models must not overburden the user navigation data frame and p: ovide
an ervor of less than 1 foot with respect to the MCS predicted satellite orbit.

The Ephemeris Determination trade study investigates potential methods of computing the
predicted satellite position and orbit bused on measurement made by the Monitor Stations.
The computationul complexity, accuracy and convergence properties of the algorithm are
the important evaluation parameters.

2. TRADE STUDIES RESOLVE GPS DESIGN

The Global Positioning System (GPS), Phase [, is a space-based radic navigation system
which will provide suitably equipped users system time and three-dimensional position and
velocity within designated test areas. The GPS is composed of four system segments: Space
System Segment, User System Segment, Control System Segment, and Navigaticn Technology
Segment. It is the purpose of this effort to resolve design tradeof!s within the User System
segnent and Uontrol System Segment. Because of the critical interfaces between the ground
and space segments caveful ceasideration must be taken to insure minimal impact on the
satellite design.

All of the trade studies performed can be directly related to interfaces between system seg-
ments or the individual system segment components. The Satellite Orbit trade study is a
minor exeeption since s purpose is to document the effort devoied to definiag the most
effective orbits for Jhase [ of GPS. The relationship of the trade studies to the system seg-
meats 13 showna in the functional block disgram of £igure 1. The design of the upload statioa-
satellite interface and procedure i3 selected by the Satellite Memory Loading trade study.
The resulting design will be suitable through Phase II of the GPS program since operation
with at least ewelve satellites is planaed.
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Figure 1. Relationship of Trade Studies and System Segments

The selection of configuration and orbit parameters for the initial 4 satellites is documented
in the Satellite Orbit trade study. Since only 4 satellites were considered and their orbits
were optimized for specific test areas, the results are oaly applicable to GPS Phase 1.

The analysts {or the selection of sites for the MS, ULS, and MCS are documented in the
Control Segment Site trade study. These evaluations are also considered only system geom-
etry requirements for specific test areas and therefore are applicable to GPS. Phase |.

The purpose of the Control Segment Computer trade study is to identify those computees
that will satisfy the mandatory computational requirements of the Master Control Station
and Monitor station. In terms of future phase requirements it is desired that the computer
selection be made assuming that the configuration be adequate at least unti] the latter stages
of GPS Phase Il or possibly the beginning of GPS Phase III.

The User Segment Computer and User Cost/Perforinance trade studies deal divectly with
user equipment design for Phase [ and on. Since it is an objecti e not to develop any new
computers for Phase [, the computer selection is limited to existing computers that can
satisfy the computational requirements of Phuse I. The cost/performance analyses have
much greater scope sinee the intent of the trade study was to generate user equipment con-
figurations that will develop valid design-to-cost criteria.
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The purpose of the User lonospheric and Ephemeris Model trade studies is w develop ana-
lytic models that will provide to the user from the Master Control Station, via the satellite,
accurate knowledge of the ionospheric delay and satellite ephemeris. These models must
be compatible with the tow data rate channel available with the Ll/"l,g navigation channels
and require a minimum compuiational burden upon the user equipment, It is desirable that
these models be suitable for ail Phases of the GPS prograni, Changes within the constraints

of the communication capacity of the system are possible during the test portion of Phase [
with little impact upon user software.

The Ephemeris Determination trade study provides the computational approach that yields
the detail of the interface between the Master Control Station software and the Monitor Sta-

tion pseudo-range measurements., The resulting computational approach should be adequate
for all phases of the GPS program,

3. RESULTS

This section details the selection resulting from each trade study analysis. Only; conclusions
are presented and no attempt is made to justify the determinations in this presentation, For
the rationale and corresponding analysis, that led to these conclusions, the reader is referred
to the individual trade studies following this survey.

3.1  Satellite slemory Loading

The recommended sateliite loading method is S-band uplink/L-band downlink with on-board
verification of upload messages and the AFSCF is its backup., The S-band uplcad frequency
is one of the standard SGLS frequencies with a 3 tone FSK data medulation. The L-band

downlink is the TLM words of the user navigation data {rame; they will contain the addresases
of erroncous blocks.

3. 1.1 Upload Station, Figure 2 illustrates the functioaal block diagram of the Monytor
Station/Upload Station., The recommended station consists of a 14-ft antenna, S-band TWT
transmitter, formatter, display, anteana drive, computer and modems for coramunication
with the Master Conwrol Station computer aad Monitor Station computer. This configuration
has the advantages of being moved to another mouitor staticn location or being remotely
located {vom its monitnr station with a minimum of interfuce disconpections.,

3.0.2  Satellite. A functional block disgrvam of a {easible satellite configuration for load-
ing the memory is shown in Figure 3. The funetion . - =03 R-25 and comnmand decoder
i3 W receive the access words for the GPS decoder. [t is suggested that the GPS access
commands storage be cupable of many days of unattewded operation 1o e¢ircumvent APSCY
impact on operation.
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The reception of 1 memory load is enabled by an access word that will enable the GPS de-
coder to accept data words and blocks. The digital word received by the GPS decoder should
contain memory bits, mode bits and a parity bit, In addition, each block of data will end
with a check sum word since both horizontal and vertical parity checks are required to obtain
an undetected bit error rate of 10729, Anytime an error is discovered, the erroneous block
address will be incorporated into the TLM word and provided to the SGLS TT&C format if the
loading verification is in the backup mode.

As the words are decoded by the GPE decoder, the block address is loaded into the memory
address generator and the memory is loaded word by word from the memory address corre-
sponding to the received block address. As a word is loaded into memory. it would be advis-
able to immediately re-read (echo) the word from memory and perform a parity check on the
word using the parity bit required for the user navigation data transmission. Again, a parity
error would enable transmission of the erroncous block address to the upload station. The
echo check of the memory load can be performed by cyele sharing since the incoming data has
a rate of only 1 kilobit per second.

The purpose of the mnde bits is to provide control information to the satellite that identifies
the purpese of the load and the type of word received. This type of data is considered over-
head and must be distinguishable from any memeory data. Therefore, separate bits are rec-
ommended to provide these modes. Three bits should be sufficient to provide these modes.

3.1.3  Massage Format. The message format refers to the size and structure of the up-
load message and downlink data. The upload message will consist of blocks both for the
initial trunsmission and subsequent retransmissions. During retransmissions oaly, blocks
found in error will be uploaded again.

Given that the portion of the user navigatica (rame stored in the sateilite is composed of 4
bit bytes, the mintmum word size feasible for uploading s 12 bits. These 12 bits include
¥ bitg for memory, 3 bits {or modes and 1 bit of parity. For an uplink BER of 107, the
maxtmum blovk size of 373 words {3 imposed to meet the undetecied bit ervor rate of 10
The recommended word tormal s shown in Fipure 4. The recommended block size 15 302
twelve-bit words, The 502 woreds will provide for 500 cight-bit words for the memovy. This
results in the thaasmission of exactly 23 blocks for a total memory load of 100,000 bitz,
Slizhtly over 6 seeonds are required to transtait each block. therefore a TLM word will
always be available {or erroncous block addresses and ns zdditiveal swellite storage 13
required. The tesulting message format for uploading is shown in Flgure 5.

(1)
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J. 1.4

Performance Parameters, The significant performance parameters ol the recom-

mended uploading approach are:

Uplink Frequency
Dowulirk Fiuguency
Uplink: BER
Downlink PER
Word Size

Block Size

Undetected Bit Error
Rate in Memory

Error Detection
Qverhead

Message Flexibility

J~Band —~ Standard SGLS

L-Rond. Ll' L?.' TLM data words
10’5

10°

12 Bits

502 Words

10-15

Word parity and block check sum

2024 bits per 4000 bits of memory data

One or more blocks can be sequentially loaded

Modes At leasgt cight separate satollite command words
are available,

gi Access Via GPS decoder using stored bit patterns

E 3 3.2 Satellite Orbits

‘f ‘{' The purpose of the satellite orbit selection trade study is to optimize the duration of test area
- coverage by all fous satellites GDOP factor over the test area, and pre-visibility for monitor
E: and upload stations for tracking, clock evaluation, and satellite memory uploading prior to
testing, The rosults of computer evaluation indicates that the 2/2/0 Aerospace Final Constel-
lation provides the brst compromise botween the requirements of GDOP, teat area co-vigibility

and pre-visibility., The characteristics of the orbital parameters of this censtellation are:
Loagitnde of the Asyument of Orbit Ovbital
- Satetlite Ascending Perigee nclination Period
-t Numbaey Node (deg) (dey) (deg) (1ain)
! kD 330 83,9 Tis, Q843
2 2340 5 83. 0 T1s%, 0342
3 120 v 63.¢ T15. 03832
4 120 T0 63.90 Tis, 0342




The performance of this satellite constollation in terms of Holloman, Yuma, and Vaadenberg
test site coverage and GDOP and the period of time all satellites are visible prior to the
Hollowan visibility are:

PERFORMANCE
Test Area Coverage Time GDOP Raage
Hollomaa 2 Hours 32 Minutes 4.2t 7.2
Yuma 2 Hours 11 Minutes 4.2t0 9.1
Vandenberg 2 Hours 4 Minutes 4.2t 10,8

PRE-VISIBILITY

Pre-visibility Time

Location (ali four sateilites)
Vandenberg, Ca. 20 Minutes
Wahiawa, Hawalii 1 Hour 20 Minutes
Eimendorf, Alaska ! Hour 45 Minutes
3.3 Monitor Statiou Sites

The acceptability of site locations for Moaitor Stations and the Upload Station must be deter~
mined with respect to a defined satellite orbit and specified test area. The satellite orbits
used for the evaluation is the 2,2/0 Aerospace Final Constellation which was the orbit selec-
tion of Trade Study No. 2. The test areas assumed {or this effort vere the Holloman and
Yuma Test Ranges., By locating the Monitor and Upload Statioas where satellite tracking
and clock monitoring cun be performed and fresh user navigation data can be uploaded into
the satellite meomory just prior to satellite visibility over the test arca,

The recommended control segment configuration based upon the satellite viewiny time and
tracking geometry amalysis {8 given in Table 1. Origioaly. the fourth Monitor Station site
was located at Prospect Harbor, Maine. [t i3 f2lt that it should be velocated to provide
more effective satellite monitoring prior to eatering the test area. Considerationy which
are not vistbhie to this coatractor will deive tho finyd selection by the JPO., Thouse voasidery -
ticas include the future plans for the ytilization of existing network sites, availability of
existing butldings to house the Control Segmeat equipmenty sad, finally, the willingress of
host comnatands to share facilities for the GP3 Program.

1o




Tahle 1. Control Segment Configuration

Function Location/Type

Monitor Sites 1. Wahiawa, Hawaii
2. Vandenberg AFB, California
3. Elmendorf AFB, Alaska
4, TBD

Master Site Vandenberg AFB, California

Upload Station Vandenberg AFB, California
Command Date — AFSCF

Telemetry ATSCF

Off-line Computations NWL

Data Communications Commercial Dial-up:

3.4  Control Segment Computers

The purpose of this trade study was to identify potential suppliers and types of candidate
computers for the Master Control Station and Monitor Station. At this juncture, a final
selection of computers is impossible without a formal submission of vendor proposals that
guarantee their hardware, software and service capabilities, Therefore, all types of com-
puters that satisfy the mandatory requirements oi the Master Control Staticn and Monitor
Stations are identified., These candidate computers and their manufacturers (Table 2) are
limited to manufacturers capable of supplying both the Master Control Station and Monitor
Station Computers. If possible, candidate computers should be selected from the same
family thereby, simplifying suppert and maintenance requiremeants,

Table 2. Candidate Computers

Manufacturer MCS Candidate MS Candidate
Data General Corporation 840 Nova 2
Digital Equipment Corporation 11/45 11/40
Hewlett-Iackard Co. 3000 2100
Modular Computer System v 3
Virian Associates V13 Vi3 or 620

11
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The quesiion not resolved is whether or not it is feasible to employ the User Segment com-
puter for the Monitor Station, Analysis is continuing to resolve Uus question, Computers
that appeuar feasible to satisfy both User Segment and Monitor Staticn requirements are: the
Data General, ROLM Rugged Nova 1602R; Digital Equipment, 11/20/R; Hewlett-Packard
2100; and Varian Associates R620. The HP 2100 is not ruggedized but undergoes mcre
stringent testing and has been successfully used in more airborne, and maritime applications
than any other standard version of minicomputer,

3.5  User Segient Computer

The purpose of this trade study was to survey the multitude of computer candidates and
determine those machines capable of satisfying the mandatory requirements of a User Seg-
ment Computer. From the analysis, it was determined that a very small number of candi-
dates can satisfy the mandatory requirements ¢° higher order language capability, floating
point double precision hardware, and proven reliability. At this time the preliminary evalua-
tion indicates thut the ROLM rugged Nova-1502R is the superior selection, However, there
are other computers that merit serious consideration: General Electric CP32A, Univac
MPC-16, Honeywell 516, and Rockwell D216.

This analysis is continting in terms of desirable features such as ability to interfuce with
auxiliary sensors and the ability to perform the computaiional and control functions of a
moritor station. This analysis will continue “hrough the ~v: tuaticn of formal proposals from
capable vendors.

3.6 User Cost/Performance

The purpose of this trade studv is to identify specific desiga techniques that have significant
impact upon the cost and peviormance of User Segment eqiipment. The primary emphasis

on the user equipment design is to develop a minimum cost set of user systems that wiil
provide adequate operational capability for a specified military mission. Table 3 summarizes
candidate design techniques, raage of cost deltas, and performance range.

In all cases, the cost/performance evaluations are not finalized. It is expected that these and
other design techniques will be continually quantified throug’ out the Phase | testing program
a8 the performance of GPS is verified.

3
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Table 3, Cost/Performance Range

Candidate

o

Cost Delta Range

Performance Range

Oscillator Stability for Direct $53 - $190 10 - 100 times longer operation

Acquisition

Standard Oscillator Frequencies $200/unit Logistics and maintenance only

Error Correcting Codes $300/unit 2-3dB Lower Threshold

IMU Calibration and Modeling $100/unit 2dB AJ increase

IMU Dynamic Aiding $300/unit Lower Acquisition & reacqui- ]
sition time - values TBD

Dual Ionospheric Frequency $68 0/unit Residual error less than 10 ft,

Measurement

Plated wire memory hardening TBD Nuclear threat protection

Kepler Alert Program $60/unit Improved best GDOP selection

aids direct acquisition by {actor
of six.

Analog vs. Digital Circuits

Iinplementations known
cost - TBD

TBD

Hardware vs. Software imple-
mentations

Software Cost increase
$200/unit - hardware
cost savings- TBD

Software has 0.5 to 1 dB sensi-
tivity loss

13




3.7 User lonospheric Model

Most o General Dynamies work and that of earlier SAMSO contractors has addressed the
developawat of i dynamie jonosphere model — one that depends on time and certain meag-
ured solar indices, We have recently undertaken investigation of static models ~ j.e.,
simple models which are simply stored in the User Computer and are not updated, General
Dynamics intends to further explore this type model and wiil update the “cad9 study input to
inciude results at a later date.

The recommended dynamic ionospheric model for determination of atmospheric delay by the
nser i€ a series representation of the line-of-sight signal delay. This method is referred
to as the Satsllite Transmit Delay model. It provides a polar coordinate model of the signal
propagation delay in terms of range, azimuth, and coelevation angle from a known sub-
satellite point. This approach saves considerable user computation complexity because the
signal delay is obtained directly from the model without an intermediate step of computing
the total electroan content of the atmosphere along the ray path of the signal,

The series model of jonospheric line-of-sight delay is obtained by the Master Control Station
computer. Tre computations performed arve;

L. An enwpirical goid of lonospheric vertical electron density and height is generated
from th2 Bent Model. The grid pattern is a set of evenly spaced locations in con-
centric circles centerad at the subsatellite point, out to the termination of the
satellite’s field of view,

3.  Using the vertical electron density aud ionospheric height at each grid point, the
line-of ~sight delay to the satsilite is computed for each grid point at some time, t.

3. The line-of-sight at each grid point i then least squares fit with a function that is
power series in coelevation angle and trigonametric functions of azimuth angle.

4. The resuliing coefficients of the series arve quadratic functions of time and it is
these coefficients that are tranamitted to the uses.

The mode! parameters, transmissiva requirements, user slorage, and performance are:

Number of Cocfficients 24

Resolution of Coefficients 3 bits

Model Duration i hour

Data T-.asmiszion . 127 bits per satellite per data frame
User Storage 504 bits

RSS Error 23% to 337 ol total atmosphervic delay
Ros Evror (feet) 19 feot average aloag liae-of -gight

14
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The mode! duration can be increased ay desived, however, the penally paid is increased
error. It should be noted that evaluations of these modeling techniques is continuing and
that the above results are the best to date,

An alternate approach to the dynamic ionosphere model involves a cross grid of magnetic
latitude and longitude (i.e., a one-dimi nsional dependence on latitude combined with a
multiplying factor which depends on longitude and other independent variables; solar activity.
year, month, day.) We are still investigating this approach.

We are also investigating two static models: 1) A simple tabulation of total electron content
versus magnetic latitude and longitude versus local time of day; and 2) A simple tabulation
of totul electron content versus only local time of day. The determination of the best status
model and evaluation of residual statistics is continuing.

3.8 User Ephomeris Model

The recommended ephemeris model for determiration of the satellitc position by the user
is the Keplerian orbit computation. A set of 13 parameters is reduired to solve for the
satellite position in an inertial frame of reference using the classical two bedy configuration
for Newtonian mechanics., Of the 13 parameters, 9 are fixed, 3 are variable and the last is
time or mean anomaly.

By using the inertial coordinate irame of reference, it will be necessary to describe the
deviation of the satellite from a perfect Kepler ellipse. With a 12-hour orbit, these devia-
tions are very small in magnitude and will change very slowly. Therefove, it should be
possible to describe these variabie coefficients tn a functional format with very few coeffi-
cients of small magnitude and adequate accuracy over a long time span. The 3 variable
parameters for satellites at an orbilal height of 11,000 nautical miles and where the effect
of gravity anomalies and their rate of change is small, will be represented with less chan
51 bits to provide for a reselution of 0.1 meters,

The use of an inertial coordinite system to describe the satellite position in Space as i
function of time is recommendad. Although the user must cenvert to easrth fixed voordinates
to compute 4 fix, alert calculations for predetermining approximate satellite position prioy
to aequisition are easily performed. Also, as stated above, the variable parameters ave
better behaved.

Although the Repler method vequires mode user comptations than other methads. the added
complexity will be very small whea compared to the averall codt of even the least expensive
GPS uder equipment. For low Cast equipment, a microcomputer will be empieved to perfora
the position fix caleulations. The use of Kepler orbu parameters will taquire 2 modest in-
crease in the size of this microprocessor memory. The additional memory congidered sells
today for less thaa $10 in 100 lot quantities. The zdditional cumpatation time of less thaa one
second per positioa fiX seems negligible {or the low cost user sinee a fix update rate of every
G o 10 secoads appears more than adoquate.

13




The physical parameters, performance and requirements of the Keplerian approach are:

Satellite reference frame Inertial

User Program Storage 1,352 bits

Computation time 333 msec (Intel 8080)

Bits treasmitted 416 bits, maximum

Data frame longevity Up to 4 hours

RMS Position error 1.0 ft. from MCS predicted orbit
RMS velocity error Less than 0,05 ft/sac

It should be noted that Phase I is an ideal time to evaluate and refine both Keplerian orbit
and polvromial representations of satellite position. Excellent models of gravity anomalies
and force {ields will be available. Also, modifications to US and MCS software can be easily
performed with 2 minimum of logistical impact because of the few number of user equip-
ments, The user impact assessment of the Keplerian orbit is a very recent result. There-
fore, the System Specifications were prepared assuming a user ephemeris model using a
power series polynomial representation of each coordinate of satellite position.

16




TRADE STUDY NO. 1

SATELLITE MEMORY LOADING
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1. INTRODUCTION

The configuration of the GPS requires that the satellite provide to the user the system data
required to compute his position. This data consists of satellite ephemeris, system time
and ionospheric correction data. Since the satellite is in subsynchronous orbit, the data
must be loaded into the satellite memory for future distribution to the us~r. The purpose of
this trade study is to resolve the methods for uploading of this data and verifying its accuracy
after reception by the satellite,

Conceptually, the satellite inemory loading requires an uploading station for communicating
with the satellite, compatible receiving equipment in the satellite, a downlink from the
satellite to permit data transfer back to the uploading :tatior, a method of verifying correct
reception of data by the satellite, efficient message formatting for both the up and downlink,
and a communication channel between the uploading station and the master station computer
where the user navigation data is generated. The message iormat, uploading station and
satellite must also be compatible with the AFSCF network that will be used as backup.

Although the present upload station specifications are for GPS Phase I, it s important that
the requirements of GPS Phases II and III be considered. Conceptually, the upload require-
ments for GPS Phases IT and III will remain unchanged. The major differences are the capa-
bility to support the additional satellites of later Phases and the physical design requirements
necessary for possible relocation of the upload station because of future operational
objectives.

2. REQUIREMENTS
2,1 Functional

The upload station {s a collection of automatic dota processing, radio frequency and data
communication equipment which with a set of data bases and algorithms serve to relay navi-
gation subsystem messages from the Mcster Control Station (MCS) to the space vehicles and
vehicles and verify proper receipt of the messages by the space vehicles. Source: SS-GPS-
101A, para. 3.7.3.3.

2.2  Design

a. The upload station shall generate a radio frequency environment that is compatible
with the space vohicle SGLS), The upload link and verification technique shall
provide an undetected bit error rate of 1015, Source: SS-GPS-101A, para,
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b. Data communication between the upload station and the Master Control Station will
be performed at the minimum rate needed to support twelve closely spaced satel-
lites; the use of conditioned lines will be avoided if possible. Source: SS-GPS-
101A, para, 3.2.1,2.3,2.

-

c. The upload station will sutomatically attempt to reload all segments of any space
vehicle navigation subsystem memory in which a load error has bieen discovered
through analysis of the L-band or S-band message from the space vehicle. The
number of additional attempts required shall be controlled by software or manual
intervention, Source: SS-GPS-~101A, para. 3.2,1.2.3.3.

2.3 Ground Rules

»

a4, The maximum message Size required by the satellite memory is 100 K bits {n
length. Computational analysis assumes an overhead factor of 25%.

b. The satellite memory Is partitioned {n 3 manner such that a partial uploadiag or
loading of a particular block of data into memory is | _.aible.

c. The frequency of the uplink is S-band and will be one or more of the SGLS standard
frequencies.

d. A SGLS receiver, secure address device and message decoder will be available in
the satellite to receive and decode messages.

6. The backup mode in case of failure or unavailability of the uploading station is the
AFSCY.

f. An uplink data rate of 1 Kbps is used throughout. The medulation techaique for the
upliak data s FSK using 3 tones to represent the symbols of "one”, "zere" and
"space”.

g. A TT and C data rate of 1 Kbps is used througheut. The modulatioa is biphase
PSK-PCM compatible with the AFSCF. The bit ervor rate of this link is 167,

h. The user navigation duta message contains a 16 bit block of data that is seat every
6 seconds. This data block is dedicated to the uploadiag verification procedure.

2.4 Evaluation Criteria

The following evaluation criteria will be employed to select the preferred uploading protocol.

o differential satellite cost
o differential upload station cest

e rcan loading time Including one retrunsmissioa

1-2
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e probability of a bit error in memory

e word and block size for probability of an undetected bit error of 1Q"15

e message size flexibility
3. CANDIDATES .

There are two basic methods for loading the satellite and verifying the countents of the
memory after loading. They are checking the data in the satellite for errors and transmit-
ting the data after it (s stored in memory back to the uploading station for ground verifica~
tion. Six candidate configurations are potential methods for performing these type of loading
and verification. These methods are identified and explained in Table 3.1-1. The first two
methods utilize error detection coding to determine transmission errors at the satellite.
The remaining methods - 3, 4, 5 and 6, retransmit the contents of the satellite memory
back to the ground for a comparative verification with the transmitted message. Methods

4, 5 and 6 will not be considered further since retransmission over the L-band navigation
channel would disrupt the user navigation mode. Metbods 1 and 2 are basically tdentical
except the information retransmitted to the g.ound i sent on I-band user navigation data
and S-band SGLS TT&C. respectively. Since the vse of the AFSCFT is a required backup
mode, if method 1 is sciected, the satellite must have the capability for using either L-band
or S-band. The only difference is that the uploading station would require access to an
SGLS TT&C receiver and data demodulator to recetve data for methed 2. A conceptual dia~
gram.of methods 1, 2, and.3 are shown in Figure 3.1-1.

Table 3.1-1. Satellite Loading Methods

Where
Method | Up-Link | Verified Format Down-Link

#1 S-Band Satellite | TLM Rits in NAV Data | L~-Baad
€2 S-Band Satellite | TT& C S-Band
#3 S-Buud Ground Bit-By-Bit S5-Baad
4 S-Baad Ground Bit-By-Bit, Replaces - Band

NAV Data Message L-Band Feed on XMTR Dish
#5 S-=Band Grouad Bit-By-Bit, in L,

uudraiyre to P-Code =
#d S-Band Ground Sit-By-Hit, Use L, L,

-

as Comun Link




8poYIdIN uojidp uoyjess peoidn gqo

helavingwod
SW 4o 3InTua . ALY I3y

s

1-1°g 0an3p 4

536 38
NOILVLS OY¥03idO -$9n
NOLIVLS MOLINOW -§W
CUEGER) _ “
\ ,/\\.\. -
anroXNs  No #3A1303u N e
NOUVII41Y3A 119 -A8-118 | anvg-s 5N 2 %ﬂ\ S § aoniau
GHVE-S Hva-s
'»l - v.o
D HIYIA S
WS
NOILWD14143A ¥3MI93 S
qAVOR -NO  311TILYS : LR T o N o s 2 gOoHa I
awvg -§ N’
S A4
aweg-s
RN
SN
| AvS
~. A SR
oy
NCILY D131 3A " |
O3¥CQ -NC  31117131VS 570 o Sy 5 OOMLTm
)
SNOLLAO T7v 04 OITACES ALITIBVAVS aNve-s o azzmw,\w,
(dPMN8 4363v ) -_awve-s N RETIIN
V5% // avs

Ve s

y RPN !, . o
e T D e Lt T g N

I3

4




YT ST o T R L B T T e S T T T B e T -

A functional block diagram of the GPS saotellite for methods 1 and 2, are shown in Figure
3.1-2. The S-band command receiver receives the upload message. After appropriate
access procedures have been satisfled, the digital bit stream {s decoded by the command
decoder. This decoder can be either the SGLS command decoder or a new GPS message
decoder. Outputs from the decoder are parity and check sum verification, the data bits for
memory, block address for memory loading, and modes to determine the operation of the
memory loading. If an error is detected upon reception or after memory loading, the
erroneous block is identified and its address is read into storage for transmission to the
ground. The use of either L~band or S-band for transmission to the ground identifies
method 1 or method 2.

The functional block diagram of the satellite for the ground verification approach used in
method 3 is shown in Figure 3.1-3. Conceptually, the method 3 satellite configuration is
similar to that of methods 1 and 2. The only difference being that the error detection cir-
cuitry is eliminated. After reception of a memory increment (can be a block or total
memory load) the memory read logic is enabled and the entire memory increment {s dumped.
Thisg data {s formaited and transmitted back to the upload station via the SGLS TT&C link for
comparison with the original memory load. If an error is found, the block received ln error
will be retransmitted to the satellite and verified again on the ground.

The functional block diagram of upload station for method 1 is given in Figure 3.1-4. The
data to be uploaded is received by the station from MCS. Upon command the computer,
shown to be the monitor computer but can be separate, generates the data blocks, their
parity and appropriate mode bits. The resulting message is then formatted into SGLS com-
patible three level signalling and transmitted to the satellite. Depending upon satellite con-
figuration selected, an encryptor may be required prior to FSK modulation and transmission.
If parity errors are found by the satellite the corresponding block address will be placed in
the TLM word of the user navigation duta. During the uploading process these erroneous
blocks will be identified by the monitor station L-bund veceive™ and the necessury retrans-
mission will be performed.

For methods 2 and 3, the functional block dingram is shown in Figure 3.1-3. In method 2,
the operation of the uploud station is identical to that of method 1 except that the erroncous
bloek agdresses are received by the S-bund, SGIS, TT&C receiver located at the uplead
station. For method 3, the entire message luncrement is received by the TT& C receiver.
Upon demaodulition the message increment iz compared to the data previeusly trunsmitted
that is resideat in the uplead station storage. If an error is found the erroncous block is
vetrunsmitted to the satellite and the verification procedure is vepeated.

4. ANALYSES

The analysis of the meiheuds for loading the satellite require an understandiag of the tater-
relation between the particular desiga features and the evaluation eriteria. FPour areas have
been [dentified ag subdivisions of the tetal upleading requivement. These sreas are satel-
lite, coatrol segnient, transuiission liak and message protocel. Figure 4-1 illusteates these

1-4
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figure 3. 1-3. GPS Satellite Method 3 C round Verification

areas and the major topics of consideration within these areas. The errors indicate the
flow of the analysis presented ia the following sections.

‘The analysis will begin with the sutellite and and with messags protocol. The results of
these analyses are summarized (o the comparisen matrix preseated in the next sectiea.
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CONTROL SEGMENT
o TRANSMITTER POWER
© ANTENNA SIZE
® STORAGE
® COMM LINKS
2 SOFTWARE

TRANSMISSION LINK
e BIT ERROR RATES
o UPLOAG ERROR PROS.
» ® PROB. OF UNDETECTED ERROR
& LOADING TIME
e BLOCK SIZE
¢ WORD SIZE

MESSAGE PROTOCOL
® SATELUITE ACCESS
® ERROR DETECTION
@ MESSAGE OVERREAD
e FORMAT

SATELLITE
® SGLS VS GPS DECODER
o MEMORY ADORESSING
o L-BAND VS 5-BAND BACK LINK
e ERRQOR DEVECTION CIRCUITRY

Figure 4-1, Trade-off Concepts
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4.1 Comparison Matrix

The comparison matrix compares the analytical and cost results determined for the various
evaluation criteria for the three candidate methods, The three candidate methods have been
expanded to include different bit error rates and two uiploading approaches for methods 1
ard 2. The two uploading approaches are breaking the total message into blocks and trans-
mitting the total message as a single block.

The significant results of the comparison matrix given in Table 4.1-1 are: Method 3 will
not provide undetected bit error rates in memory of less than 10~19; total message
approaches for methods £ and 3 are satisfactory only for a uplink BER of 10~7 and Method 1
is the least expensive, this is because SGLS receive capability is not requirzd at the upload
station. ’

Methods 1 and 2 using 2 message block format are the most efficient uploading approaches.
For a BER of 10~° or less and block size of less than 700 -8 bit words or 390 -16 bit words,
the average transmission times are 173 and 153 seconds for Methods 1 and 2, respectively.
Because of the lower cost, Method 1 is selected as the preferred approach. The remainder
of Section 4 provides the analysis for the determination of the evaluation criteria. In Sec-
tion 5, the details of the selected method are presented.

4.2 Satellite

The s:tellite components are functionally similar for methods 1, 2, and 3. The four basic
compoaents of concern in this analysis are:

e Access and Decoding
¢ Error Detection
¢ Memory Addressing

o Downlink Communication channel

4.2.1 Access and Decoding. The satellite is required to provide protection against
spoofing and determine the purpose of the words recelved. Figure 4.2.1-1 illustrates four

1-11
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possible methods of providing access protection and word decoding of the incoming bit
stream. Approach A utilizes the existing SGLS decryptor and command decoder to receive
the uploading data. This approach requires that all upload data be encrypted with a format
compatible with the R-23 device. In approach B, the R-23 device (s enabled by appropriate
commands, this permits the transmission of a message that enables a bypass circuit around
the R~23. Therefore, the remaining portion of the message is in the clear and is decoded
by the SGIS command decoder. The output of the command decoder is either secure vehicle
commards for satellite health, attitude and control or the clear GPS message that is to be
stored in the satellite memory. Both A and B approaches have the disadvantage of requiring
that secure vehicie commands and the GPS message be decoded by the same command
decoder. The durl functions of the decoder results in increasing the possibility of catas-
trophic error in the secure vehicle commands caused by bit errors in the upload message
unless suitable interlocks are used.

Approaches C and D circumvents erroneous secure vehicle commands by the use of separate
GPS decoder for the navigation functions, C and D differ only inthe implementation of the
access protection. In approach C, the SGLS command decoder provides an enable to thc
GPS decoder after the satellite is properly entered via the R-23 and SGLS command decoder.
This requires that the upload station contain a K-23 encryptor and that the R-23 and SGLS

be accessed just prior to every load and after the memory loading is complete the circuitry
must be returned to its normal state. Approach D eliminates the need to continually access
the secure system by providing periodic update/stored access procedure for the GPS
decoder., The keys (iccess words) will be transmitted from the AFSCT to the satellite well
in advance of the uploading of the navigation message. These keys will be stored and changed
ag desired.

The message overhead required to use these four approaches is an important consideration
since the number of overhead bits is directly related to the time to upload the navigation

data into the satellite. Method A, because of the security requirements of the R-23, requires
at least 64 bits to transmit 16 bits of navigation data. This amount of overhead is clearly
excessive since a single transmission would require 32 minutes per satellite to upload the

100 K bits of satellite memors; data®. All other approuches are equivalent {n terms of mes-
suge overhead requirements.

In terms of design, the approach D appears the most attractive because the interfiuce with
the secure functions of vehicle commands {s minimized,

L 4

Private coaversation with C. Hoff, Aerospace Corp. , January 29, 1974,
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~ Table 4.2.1-1 summarizes the cost deltas for the approaches A, B, C and D with respeot
to uplink methods 1, 2, and 3. These costs are for the four (4) satellite configuration of
Phase 1.

4.2.2 Error Detection. The use of error detection in the satellite is required to check
for errors received in the word decoded by the vehicle decoder and to verify the data loaded
into memory. For methods 1 and 2, both types of error detection are required. However,
for method 3 the only error detection required is the verification of the mode portion of
GPS decoder word. The error detection types that are feasible in this application are a
parity check bit for each word and a check sum word for each block of words., To obtain
the requirement of 10719 for the probability of an undetected bit error in memory, analysis
indicates that both check sum and word parity are required for methods 1 and 2.

The possible implementations for performing error detection must consider the decoder
and memory interface. Error detection can be performed as:

e a parity check for a word (memory data and mode bits) by the GPS decoder
e 3a check sum algorithm while storing a data block into memory

e an echo parity check immediately after loading a word into memory

e a parity check of the words of a memory increment after storage

e a check sum comparison of a block (or memory increment) after storage.

For Method 3, the only error detection required is a parity check of the mode bits to ensure
correction identification of block address words and memory bits.

The operation of methods 1 and 2 can be best implemented to perform a parity check >f a

received word in the command decoder; a check sum computation for each block can be
performed while the block is being loaded into memory; and performing an echo check on

Table 4.2.1-1, GPS Satellite Cost Impacts

ULS Satellite Configuration
Method A B C D
1 34K 4K 300K 320K
2 4K 34K 282K 316K
3 250K 270K
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the memory loading for each word by cycle sharing. The echo check can be performed by
loading a word into memory then {mmediately reading it out and checking the parity of the
word by using the inherent parity bit incorporated for user error detection. This is much
easier to implement than dedicated parity check and should be more than adequate to verify
the data through the hardwired interface between the GPS decoder and memory. The echo .
parity check will also detect bad memory cells. Thid configuration deletes the requirement
of storing the check sum parity bits when verifying the memory in a dedicated manner.

4.2,3 Memory Addressing, Memory addressing refers to the method ol determining
the locations in memory that a block of data is to be loaded. The standard method for
determining the starting point of a memory load {s to precede the bits to be loaded with a
word that identifies the memory address of the first word of the block. This word is called
the block address.

If an error is detected in a message, there are two approaches for retransmitting the data
from the upload station to the satellite. The two approaches are: 1) only the erroneous
blocks are retransmitted and 2) the total message is retransmitted if there is an error in
any block. Obviously the latter approach is only reasonable if the block size ig large, i.e.,
a high percentage of the total message. The final selection depeuds upon the available
transmission link bit error rate (BER) and will be determined in the Section 4.4 on Trans-
mission Links.

4,2.4 Downlink Channel. In all methods considered, the satellite must have a means of
communicating with the upload station. Since the AFSCF is a required backup mode, one

of these communication links must be the SGLS TT&C channel. This is the link used in
methods 2 and 3. For method 1, the user navigation data present on L, and L, has available
the TLM bits for communication. Note that method 1 must also have the SGLS TT&C to be
compatible with the backup mode.

The use of L-Band and S-Band in method 1 has the advantage of better reliubility since
there arc two links to the control segment. The use of the SGLS TT&C of method 2 has

the advantage of slightly simpler circuitry in the satellite. These results will be considered
when the selection is made.

4.3  Control Segment

The control segment portion of the upleading station consists of the transmitter, anteana,
data storage, cowmputer, software to perform the uplead function, and the power budget jor
the link to obtain a particular BER. Also, iancluded in this section will be the cost deltus
between methods 1, 2, and 3.

4.3.1  Uplink Power Budget. This section provides the analysis to deternmine the offective
radiated power relative to an {sotropic antenna, EIRP, necessary at the upluad station W
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obtefn BERs of 10 5, 10  and 10 7. The SGLS satellite receiver {s designed for 3 BER
versuy received power as shown in Table ¢.3,1-1.* .

Assuming an omni-directional antenna on the satellite, a one (1) dB diplexer loss, a one (1)
dB RF loss, and 9.5 dB polarization loss, the required signal strength at the antenna input
is -124dBW, -125dBW, and -126dBW for bit error rates of 1077, 1078, and 1075, respec-
tively. Using this result, it {s possible to compute the required transmitter power for a
k- B given upleoding station antenna. The following illustrates that cc.mputation:

Path Loss ' 185, 5dB
|- 3 Signal Margin 6.0dB
'f"}‘ Assignable Path Loss 191. 548
= Less Required Available
. N Satellite Antenna Power -124,0dBW (BER=10"7)
'y Ground EIRP 67. 5dBW
= 3 Upload Station Antenna Gain
t @ (14" dish including losses) -31.5dB
Transmitter Power (BER=10"7; 36.0dBW (4 K watts)
Transmitter Power (BER=10"0) 35.0dBW (3.15 K watts)
Transmitter Power (BER=10"9) 34.0dBW (2.5 K walts)

Table 4.3.1-1. SGLS Receiver Performance

Signal Level (dBW)
Acceptable
BER Theoretical Measured specification
-3
10 -130.5 -129.3 -128.5
- ¢ -6 .
3 2 10 - - =120.5
3 -1
1w - - -130.5

; A = The nose floor of the veceiver is nherently capable of
3 supporting BER below 1077,

*These results were oltained from Motosola Cotp. vy private correspoedence aad relate
to their nutcoherent SULS veceiver design.
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equivalent rasults for the AFSCF indicate that for a 1 K watt transmitter and 14' antenna
there is no margin for a BER of 1077, If the 14’ antenna {s replaced with a 46' antenna
then the additional margin for a BER of 1077 is greater than 10dB.

4.3.2 Transmitting System. The transmitting system for the upload station consisis of
the transmitter, antenna, radome, and an additional SGLS receiver and associated hardware
required for methods 2 and 3. * The block diagram of the transmitter is shown in Figure
4.3.2-1. This configuration can be either TWT or Klystron. It is recommended that the
TWT be used since its bandwidth is sufficient to cover the range of frequencies possible

for the SGLS uplink transmission without retuning. Figure 4,3.2-2 illustrates the cost

for the ALE, antenna, radome and transmitter as a function of the antenna diameter. It
can be seen that for a 14 foot antenna the estimated TWT transmitting gystem cost is
$610,000. This cost is directly applicable to the method 1 candidate configuration. For
methods 2 and 3, a SGLS TT&C receiver and an S-band diplexer would be required at the
upload statton. The estimated cost for these devices are $36,000 and 39,000, respectively.

+.3.3  Computer and Software, The function of the computer i{s to control the uploading
process, recelve data from the master control facility, and store the satellite memory

*These results were extracted from DRB DI000527E5 and the presentation made to
SAMSO January <38, 1974,
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Figure 4.3.2~2. Upload Transmitter System Trade-offs

load during the loading process. There are three approsches in the sclection of computer
capability for the uplodd station.* They are:

e A single computer and software package perform monitor and upload statien
functions simultaneously.

e A single computer and software package that cax ealy perform either the monitor
station or uploading functions.

* A separate computer and soltware package dedicated to the uploading function,

Figures 4.3.3-1, -3, and -3 illustrute the configuration and cost of the various computer
approaches. The separute compuler appears advantageous because of the requirements of
iranspe rtability of the uplead atation, and possible interfare problems with other moaitoy
statioa computers, aad the potential need foe near simultuncous leadiay snd satellite cloek
eviluation by the monitor station. Thig result {8 the same for all eandidate unloading
methads. The euly cest differential between the theee caudidite methods vesults [vow 2
minef 80 rease in soltware conmplexity for meothad 3 because of the file searching asd comy-
parison techalquead requived fog ground wverification. This additions! cost increment i3
eatimated to he 32,000,
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4.4 Transmission Links

The transmission links include analyses for the S-band uplink, L-bund downlink, and
S-band dewnlink, The particular combination required Jdepends upon the uploading method,
As stated above, methods | and 2 are tdeatical except for the use of L-bund or S-band jor
the downlink. Method 3 also utilizes S-buad for the dowalink,

4.4.1  Satellite Verilication., Methods | and 2 employ ervor detection bils in the uplink
data stream for Jafd verilication in the satellite. dince the verification is performed in

the satellite, the downlink inforr ation caeasists of 3 request to perform i petransmisiion.
Tae uplink spproaches {or the maessage strueture and ipcorposating ervor detection Bits are:

3. Blocks of N wopds
(3} parcity for each woed
(2) check sum word {or each hloek

(3) iterative code (Parity 2ad check sum) for each bluek




b. Total message in one block
(1) parity for each word
(@) check sum word for entire message

(3) iterative code for entire message
Computations within this section will assume a memory load size of 100 X bits and an
estimated overhezd to the memory load of 25%.

The most iraportant evaluation criteria is the word length and block size required to obtain
the desired probability of a undetected bit error in memory. ¥or word parity or check
sum words, the probability of an undetected bit error in memory is given by

B B
P = 1- Z k (1-P)B"kpk ) 1)
ue - - e e
k=0, odd
where B = bits per word for parity or words per check
sum bit
Pe = {ransmission link BER

The probability of an undetected error in the total memory for parity or check sum error
detection is

100K
P = 1-q-p ) LOOK +H)/N] @
me ue
where = overhead factor (25% = .25)
N = number of bits per block

—
—
il

designates the greatest integer function
Equation (2) can be approximated by

P
me

il

1 ~(1- [;001((1+ﬁ)/N] Pue) @)

(10011 +H)/N] P
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_5 -6 -
Equation (3) is plotted in Figure 4.4.1-1 for bit error rates, P,, of 10 , 10 ~ and 10 7.

It can be seen that for P, = 107 and B = 4, the value of . 2x1079 this corresponds to
a Py, of approximately 6x10"1% which is not adequate to satisfy the design requirement of
of Py, = 10715, The same result is also true for approach A. Therefore, parity bits and
check sum words when used alone are not surficient to obtain a probability of a undetected
bit error in memory of less than 10719, ’

For approach B, the case of a combination parity and check sum, (iterated code) error
detection must be investigated. To do this, a theorem is required from Peterson,* This
theorem states that "for a binary symmetric channel, if one code has a probability of error
f1(P) and another fo(P), their product is capable of decoding with a probability of error no

greater than f2 [fl(P)] ." This means that if a channel has a BER = Pe and a parity check

*Peterson, W, W., Error Correcting Codes, MIT Press, 1961, page 82
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yields an undetected bit error probability P, 4

={, (P ) then the addition of check sum error
detection will yield an undetected bit error probability of Pu 02 S tz (Pu el)' Therefore the

the undetected bit error probability of the combination of parity and check sum can be
bounded.

The above result can be used with (1) to obtain the bound on the probability of an undetected
bit error in a block that has been encoded with both parity and check sum. The result is

K < K>
' . K-j o
P < 1- Z 1-P 4
ue ‘ ARV ue) Pue )
j=0,cdd
where Pue = probability of an undetected bit error due to parity

K= the number of words per block

If the total message consists of one block, then K is the number_of words in the total message.
Results obtained indicate that for bits per word of 8, 16 and 32 and Py = 10'7, a value of

P{Ae s 10719 g possible for transmissions of a block equal to the total message.

Equation (¢) can also be used directly for block sizes less than the message length. Fig-
ures 4.4.1-2 through -10 give the upper bound for the probability of an undetected bit error
in memory versus number of words per block for word lengths of 8, 16, and 32 and trans-
mission link BER of 107°, 10’6, and 1677, The results of these graphs can be summarized
in the Table 4.4.1-1 for satisfying the undetected bit error rate. This gives the limits for
the number of words per block and number of bits per block to obtain the undetected bit
error rate of 10713,

For approaches A and B there are two evaluation criteria yet to be analyzed. They are the
mean loading time and probability of a correct load after a given number of attempts. In
both approaches, the time required for the initial loading attempt, T, is fixed. The value
of T, is given by

T = M (1+H) (5)
o R
where M = number of bits to be stored in memory
H = overhead factor
R = data rate of upload link
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Table 4.4.1-1, Maximum Allowable Worde Per Block

Maximum Words Per Messagse Rlock
ii;: Tronsmission Link BER
Word 107° 107° 1077
8 16 =700 ~16000
16 - 390 =~ 8000
32 - 100 = 4000

To consider the total load time the method of down linking the ¢uoronecus blocks ov message
to the upload station must be considered. There are two viable approaches for methods
1and 2. They are:

(t) notify the upload station of erroncous block address

(ii) request request retransmissiovn of total message

Approaches (i) would use the TLM word or the S-band TT&C link to send the address of
the erroneous block to the upload station. Approach (if) will use the same 'ink to send a
bit pattern requesting retransmission of the total message. In both cases, since the bit
error rate is lmited, considerable care must be taken to {asure that the message is re-
ceived correctly and errors are detected. [n the case of a detected ervor that prevents
correct determination of the ervoneous block address, little remins to do but restart the
loading of the satellite. There are design wethods to circumvent this problem. An effec~
tive method i3 given in Section 5.

The mean wransmission time for intital upload, downlink transmission and ene retransmission
ran now be determined. The ejuation is

T = TorTd + 7T (6
1 i
where Td , @ average dowalink trausmissien titne after initial upload
Tz = gverage transmission fop {irst eetransmission
The value of Td | 13 givea by
Td, ~ (6% Dxprobability that a bleck is in error i the iaitial uplead) sec

assuming vae TLM wurd poguived por block address snd P eguals the aunber of bl.¢k»
pev wedsage. The valie of T versus aumber of wods per bloek for vavieus bit error
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rates and bits per word is presented in Figure 4.4, 1-11 for retransmission of blocks,

Jsing equations (5) and () the average trarsmission tirae including one retransmission for
approacaes (i) and (4) for methods 1 and 2 can be detormined. These resuits are given in
Table 4.4.1-2. It is easily seen that retransmitting only erroneous blocks is much more
efficient than total message retransmiasiod, '

The probability of a correct lead after a given number of transmission attempts is equivalent
to the probability of a bit error after a given number of transmission attempts. Because of
tiie undetected ervor requirement, the number of _tfgnsmission attempts must be suificient
to result in 2 hit error probability of less than 10 ™7, Jhe important result {s the number
of transmission attempts since the total load time can then be estimated.

For approach (i), tho pruLability of an error in a block is given by

21 . (1-p KB M
P, =1-(-P)

where Pe is the transmission link BER,
K is the number of words per block, and

B {s the number of bits per word.

MESUAGE Silx = 200K RITS

b SVERHEAD < 9% .
SINML FAUTY ZACH WORO
'
% NO CHECH SUM RLRIT ¢

S0 LETEANSMTSSION Yud §EC
*
¥
-
14
%
x
>4
[+
LY i

o gen - md A~
tap s -2 x“\/
el I
) {
W d {
,‘, M
N T
; % & l
P : N )
N s N s
? - ity St
¢ uR (e
i KUMAEH S5 3Ny "t BLEdR

Figure 4.3.1+11. Average Retranswissioen Time
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Table 4.4.1-2. Average Transmission Time

Average Transmission Time Including One
Retransmission (SEC)*
Uplink Bit Error Rate
- - -7
10 > 10 6 10
Method 1
{) Block 142 132 131.5
(i) Message 256 256 255
. L
Method 2 i
(i} Block , 137 137 137
{ii) Message 251 251 250.5

*Assumes 8 bits/word, 500 words/block and total upload message of
125, 000 bits

The probability that a block has at least one error after n transmissions is given by
n-1
i
P =1- z -P )P
. (1-P )P (®)
i=o

The probability that 2 message hus at least one error is

[100K (1+H)/N]

Pm = (1—-Pn) (9)
The probability of a memory bii being in error becomes
P = ——-—1———-— P 10
b 100K {1+H) m (10)

"quation (7) is plotted in Figure 4.4.1-12 for bit 2rror rates of 10" and 10‘6 and hits per
word of 8, 16, and 32. For the case of 8 bit words and 500 words per block, the values of
Py, for various bit error rates and number of transmissions are shown in Table 4.4.1-3. It
is seen from the results of this analysis that a probability of a bit error in memory of less
than 10710 is attainable for all uplink BER's. On the average, the number of transmissicns
required are 9, 5 and 4 for bit error raies of 1073, 108 and 1077 respectively.
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*Presentation made to SAMSO, January 28, 1974 and DRB D9000527B.

1000

For approach (ii), the results have been previously reported. * These results are summarized
in Table 4.4, 1~4, Ouly after 5 transmissions and an uplink BER of 10™' can thy 10713 unde-
tected bit errvor rate be reasonably assured, The time vequired to perform 5 transmissions,
in this case, is approximately 650 seconds for both methods 1 and 2.
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Table 4.4.1-3. Bit Error Rate in Memory Versus Number of Transmissions

Number Probability of Bit Error in Memory

of Uplink BER

Trarsmissions 10-5 10-6 10—7
1 4.7x10° 6.7x10 7.0x 10"
2 2.4x10° 2.4 %107 2.4x 107
3 8.6 x 107 8.6x 10712 8.5x10
4 3.0 x 1070 3.0x 10 % 3.0x10 8
5 Lox1o ! Lox10° 10718
6 3.7x10° 3.7x10° 10718
7 L.3x10 4 1074 10718
8 tix10 107 1078
9 Lsx10 7 107t 10718
Table 4.+.1-4. Probability of a Bit Error for Total Message Reioading

Nunber Probability of Bit Ervor in Memory

of Uplink BER

Transmissions 10-5 10'6 10—7
1 5.6x10°° $x107 sx10”
2 3.2x107° gx 107 sx10 0
3 24x1078 sx10” gx 1 2
4 L3x1e™ 3% 1070 sx10
5 sx 107 gx 107t sx 1070
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4.4,.2 Ground Verification (Method 3). The concept of ground verification requires that
the SGLS TT&C downlink be required to transmit to the ground the information loaded in the
satellite memory. Fora TT&C link of 1 Kbps with a bit error rate of 10 ° it was found
that the overall loading performance was limited by the backlink, Because of this inherent
limitation, the probability of an undetected bit error within the satellite memory does not
approach the requirement of 10—15, In fact, an undetected bit error probability of approxi-
mately 1079 is the theoretical limitation. Because of this result, Method 3 is eliminated
from further analysis,

4.5 Message Protocol

Message protocol refers to the sequence of events required to load a message, the message
overhead, the form of the uplink word, block size, and in information in the downlink data.
The sequence of events required to load a message are access to the satellite memory,
determine block address, verify data (Methods 1 and 2), load memory, request erroneous
blocks retransmitted (Methods 1 and 2), downlink memory load for ground verification
{Method 3), and retransmit erroncous block to the satellite.

The message overhead are those bits required for selectine satellite modes, ervor detection
bits, block addresses, and synchronization bits. The ferm of the uplink word is the relation
of memory load data, evror detection bits and satellite mode bits. A typical word structure
is shown in Figure 4.5-1. The block size is directly related to the overall message format.
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Figure 4.3-1. Typieal Word Structure
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Message format provides the definition of the total message sent to the satellite including
access, sync, and data words. The concept of message format is shown in Figure 4.5-2.

The downlink information obviously depends upon the method used. For Method 1, the TLM
words will be used to transmit to the upload station the address of erroneous blocks. For
Method 2, the SGLS TT&C link will perform the same function and requires an appropriate
message format. For Method 3, the SGLS TT&C link is again used. The downlink message
consists of the memory load and an appropriate message format.

5. SELECTION

Candidate Method 1 {s selected as the most promising uploading system because of minimum
cost and minimum required uplink BER (see Section 4. 1). An overview showing the relation
between the upload station and the other elements of the GPS is given in Figure 5-1, The
upload station has interfaces with the satellite constellation, monitor station and master con-
trol station. The satellite interface is the S-band uplink. The monitor station interface is
the rec.-ipt from the mouitor station L-band receiver the TLM words transmitted via the

Ll/ L, user navigation data. The master control station interface is to receive the control
data, upload data, and antenna pointing data from the master station computer.

ACCESS
3YNC
[ ACDRESS @fmeeme BLOEK ADORESS
MERIDRY - MEMORY ENABLE
L0AaD
MOBE
L ?;2$V
TORMORE | i i
8L0CKS o N

L —

END Cr MESSAGE

Figure ¢. 5-2. Measape Format Joncep
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5.1  Upload Station

Figure 5.1-1 illustrates the functional block diagram of the Monitor Station/Upload Station.,
The upload station consists of a 14-foot antenna, S-band TWT transmitter, formatter, dis-
play, antenna drive, computer and modems for communication with the Master Control
Station computer and Monitor Station computer. This configuration has the advantages of
being moved to another Monitor Stdtion location or being remotely located from its Monitor
Station with a minimum cf interface disconnections.

N2 Satellite

A functional block diagram of a feasible satellite configuration for loading the memory is
shown in Figure 5,2-1. The function of the SGLS R-23 and command decoder is to receive
the access words for the GPS decoder. It is suggested that the GPS access commands
storage be capable of many days of unattended operation to circumvent AFSCF impact on
GPS operation,

The reception of a memory load is enabled by an access word that will enable the GPS de-
coder to accept data words and blocks. The digital word received by the GPS decoder should
contain memory bits, mode bits and a parity bit. In addition, each block of data will end
with a checksum word since both horizontal and vertical parity checks are required to obtain
an undetected bit error rate of 10712, Anytime an error is discovered, the erroneous block

..address will.be incorperated into.the TLM .word .and provided to the SGLS TT&C if the load-
ing and verification is in the backup mode.

As the words are decoded by the GPS decoder, the block address is loaded into the memory
address generator and the memory is loaded word by word from the memory address corre-
sponding to the block address. As a word is loaded into memory, it would be advisable to
immediately re-read {echo) the word from memory and perform a parity check on the word
using the parity bit required for the user navigation data transmission. Again, a parity
error would enable transmission of the erroneous block address to the upload statien, The
echo check of the memory load can be performed by cycle sharing since the incoming data
has a rate of only one (1) kilobit per second.

The purpose of the mode bits is to provide control information to the satellite that {dentifies
the purpose of the load and the type of word received. This type of data is considered over-
head and must be distinguishuble from any memory data. Therefore, separate bits are
recommended to provide these modes. Three (3) bits should be sufficient to provide these
moxles.
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5.3  Message Format

The message format refers to the size and structure of the upload message and downlink
data. The upload message will consist of blocks both for the initial transmission and subse-
quent retransmissions. During retransmissions only, blocks found in error will be uploaded
again, .

Given that the portion of the user navigation frame stored in the satellite is composed of §
bit bytes, the minimum word size feasible for uploading is 12 bits. These 12 bits include

8 bits for memory. 3 hits for modes and 1 bit of parity. For an uplink BER of 1076, the .
maximum block size of 375 words is imposed to meet the undetected bit ervor rate of 10749,
The recommended word form:t is shown in Figure 5.3-1.

To determine the number of words per block, consider the case of an error in the TLM word
in the downlink, I an error occurs, it is easy to deiermine that it has occurred by error
detection. However, the determination of the correct block address is difficult without the
use of an error corvecting code; such encoding would not be cost effective for this task.
Consider the result if the uplink transmission time of a bloci is 6 or more seconds in length.
First, storage of erroncous block addresses would not be required prior to transmission.
Second, each TLM word could easily be associated with the last block sent to the satellite.
Other requirements are that an integer number of blocks be required to load the 100K bit
satellite memory, the number of possible block addresses be less than the eight hits of
usable data in an uplink word, and the maximum block address binary number fit into the
TLM word., The number of words per block can be determined as follows. Since Jlie uplink
has a data rate of LK bits/sec, 6000 bits can be transmitted in a 6-second intevval. If there
ave 12 bits per word; 500 words can be sent per 6-second interval. A bleek must be sturted
with the block address word and end with the checksum word. Therefore, if a block contained
502 words each of 12 bits, each block would contain 4, 000 bhits for storage in memory and a
total memory load would require 25 blocks exactly. The 25 blocks require 3 bits which is
less thun the 3 bits available for the block address in the first word of the uploaded block.
The rvesulting message format for uploading is shown in Figure 5.3-2,

b : ——— 17 8113 -
i |
¢
A
MEMDRY 248 MOBES N
¥
v
: i K
bere - - 30118 e s - ] e |

Figure 5.3-1. Upluad Word Structure ix 12 Bits
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SATELLITE ACCESS
CAN ALSO 08 =—wf  SATELLITE CONVADL ( LONGIVIYY OF FRAMES
AT TME END WOK0S LENGTH UP FRAMES
BECINMING OF o]
#1RST BLGCK #LOCK ADORESS u ,
FIRST ¥EMORY WORD Dn .
€
o« i
T
¥
1 L1
- T o T
0 H wgmony wono
GNECK SUMWORO e PARITY QN PARITY
START OF NEXT §LOCK
F= L=~
=1
!
END OF LAST 8LOCK
ree ENL OF MBS5AGE

Figure 3.3-2. Racommended Message Format

The remaining portion of the satellite loading procedure is the form of the TLM word., Ut

ig recommended that the 16 bits of the TLM word be made up of a bloek address repeated
three (3) thues und possibly a parity bit, This will permiz some ervor correction and aliow
the upload station to compare its last block transmitted information with the ervoneous bleck
address received via the TLM word. Since the TLM word will coatain an errazzous bloek
addresy then the satellite does not detect an errvor and a null surmber will be required,
Either all zeros ov all ones word iz recommended. [n addition, a unique TLM word

should be provided to indicate that the satellile meniory has been correctly aceessed and

the loading function is underway.
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1. INTRODUCTION
1.1 Purpose

The purpose ef the satellite orbit selection i to optimize the duration of test area coverage
and provide the best possible GDOP for the user. It is not unusual o trade these paramoters.
In fact, the Aerospace final 2/2/0 constellation does sacrifice the GDOP over Holloman test
area to increcse the four-satellite co-visibility by approximaiely one-half hour.

1.2 Orbit Concept

For the best possible GDOP, a Y-shaped configuration of the satellites over the test are. is
dosirable. Since all the satellites are moving, the GDOP parameter is affected by the changing
geometry of the sutellite constellation. The optimization of the GDOP dictates the spacing of
the orbital plares and the location of the satellites within them. The orbital infection of the
satellito is such that at least once a day the co-visibility and GDOP parameters are obtained
over a given test arex. This requirement ig accompanied by obtaining orbital infermation

via Monitor Stations controlled and supported by a Master Station equipped with computanon
faciiities {or the refinement and generation of the satellite ephemerides. This study has
eonsidered the stations of various existing networks and the results are presented herein.

1.3 Impact of Phases

The above voncept applies basically to the Phase [ ef thg (PS Program for the performance
evaluation of the system. Nevertheless, the hasic scacept of optimum GDOP foy the user and
the location ol the Monitor Stations, the Master Station and the satellite update station will

be closely vrelateg 1n laker phnzes of the system.

The GPS phases to {oliow will fnvolve a greater nuwubey of sateliites wp to 23).  The

major hinpact 13 expected to oceur i the satellite spaciag, or phasing and sumber of asutellites
withia the basic three orhital plines studied 1o Phase [ This study will delincate the baaic
functional requirestents pertinent to the satelliles’ orbital coastellation, and the basic naviga-
Licu accuracy sbjvetives of <he system and the use:.
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2. REQUIREMENTS
2.1 Functional Requirements .

The initial deployment of the Satellite Segment cunsists of four satellites in subsynchronous
orbit providing simultaneovs visibility to system users over a large geographic area including
moat of COMUS for a period of 1.5 to 3 hours per day. Source: Annex 1, Paragraph 3.},

16 Qetober 1973,

2.2 Design kequirements
The basic orbital parameters and requirements of the satellite depioyment are:

A. GCoometric quality to satisfy basic navigation accuracy chjectives.
B. Circular Orbit (subsynchronous).

C. Orbit Peviod, =12 hours.

D. Orbit Inclination, 60 to 63 degrees.

E. Up to three osbitzl planes (at least two).

. Orbital siane spacing 120 degree (inertial).

G. A towal of four satellites.

H. An Ovbital altitude of 10,5006 NMI.

Source: Annex I, Paragraph 3.2, 165 Octobeyr 1973,

In a geocentric equatorial system of coordinates, the cireulur puths of the satellites ave located
in three orbital planes spaced at 220 Jdegrees and inclined 63.4 degrees with respect to the
equatorial plane a3 shown in Figure 2.2-1. The vrigin of the systemn lies at the center of the
Barth; the plane of the equator {5 used as refevence plane along which is measured the longi-
tude of the saleilite orbit ascendivg node, N. The longitude of the satellite position, P, is
Measured arling lrom the vernal equinog, T, and the Greesnwich mevidian plane colncidence,
castwvard (vight aseeasion, o) or westward (siderenl bour angle, sHA). The latitude ol the
satellite, betle: known as declination, 3, is mensured from the equatorial plane w the Novth

a¢ South direction. The sutetlite position P, in it2 orbital plane, ciin aiso be ideatified Ly ifs
right ascension angle » and its true anomaly angle, TA.




- . EQUATOR
SHA

LEGEND: £ EQUATORIAL PLANE
T = VERNAL EQUINOX ALIGNMENT (TYPICAL)
G = GREENWICHMERIDIAN ALIGNMENT (TYPICAL)
0 = EARTHSPHEROID CENTER
i = SATELLITE QRBIT INCLINATION
By = SATELLITE ORBITAL PLANES
a = RIGHTASCENSION OF P (SATELLITE)
SHA = SIDEREAL HOWIT ANGLEOF P
r = POSITION VECTOR QF P
§ = DECLINATIONOFP
TA = TRUEANOMALY ANGLE

TE043

Figure 2.2 ~1, Satellite Orbital Plane Representation



2,3 Ground Rules

The computer simulations for the orbital optimization of the satellite constellation were performed
by the Convair Aerospace Division. The conste’lations, the satellite position, the geometric
dilution of precision (GDOP), and the coverage data were provided by this team for performing
coverage analyses, selectirg the ground station sites, and assisting in the optimization of the

user error determination,

2.4 Bvaluation Criteria

The criteria for the evaluation of the optimum constellation and sites was based on the following
parameters:

(1) GDOP over the test areas.
(2) Co-visibility (#-satellite) time over test areas.

(3) Pre-visibility of the four-satellite before entering the test area
for latest ephemerides update.

The resulting data for the evaluation is presented in the appendices of this trade study. The

data cousists of several types including earth traces, GDOP plots, and contact opportunity
charts.

A preliminary coverage analysis shows the existence of long visibility periods, nevertheless
the GDOP opportunity window poses & constraint that is reflected in the time available to the
Monitor Stations to gather satellite position data, transmit the data to the Master Station,
process the data at the Master Station, prepare the sateilitc update message, transmit it via
landlines to the SCF, and verify the satellite loading. GDOP and visibility permisting, it is
highly desirable to have a recent satellite updating when coming over the test area.

3. CANDIDATES

Of the three possible constellations, 3/1/0, 2/2/0, and 2/1/1, only date for the 3/1/0 and
2/2/0 constellatinns will be compared for the final evaluation, The 2/1/1 was abandoned in
the early phases of the analyses because of very poor GDOP, nevertheless, GDOY data of this
configuration is presented in Appendix E for comparative purpeses.

Two 2/2/0 counstellations were analyzed. These two constellations will be identified as Aerospace
"preliminary' and 'final" constellations. The major difference being the satellite's phasing




in their orbital planes. These two constellations were suggested by Aerospace and tead to
emphasize the coverage over Yuma (the 2/2/0 preliminary) and the coverage over Holloman
(the 2/2/0 final). The General Dynamics Convair generated 2/2/0 constellation data s
presented in Appendix B for comparison purposes ocunly. ,All available constellations were
considered in the coverage and GDOP tradeoff.

Dt S B e i b i Ll e,

The characteristics of the orbital parameters of final constellations used in this study are
listed below., The paramzters are the satellite number (SAT. MO.), the longitude of the

ascending node (LAN), the argument of perigee (AOP), orbit inclination (INCL), and orbital
period in minutes,

1. Constellation 3/1/0

SAT NO. LAN(Dcg) AOP(Deg) INCL(Deg) PERIOD (Min.)
1 230 240 63.4 720
2 330 270 63.4 720
3 350 169 63.4 72¢
4 230 325 63.4 720
2. Constellation 2/2/0 Aerespace Preliminary
SAT NO. LAN Dem AOP(Deg) INCL(Deg) PERIOD (Ain,)
1 0 84.33 63.4 718. 0342
2 0 103.33 63.4 718. 0342
3 240 50.00 63.4 718.0342
4 240 160.00 83.4 718.0342
3. Constellation 272, 0 Aerospace Final
SAT NO. LAN(Deg) AQPiDeg) INCL(Dey) PERIOD(Min.)
1 240 330 63.0 Ti8.0342
2 240 5 63.0 T18.0342
3 120 0 63.0 T1s. 0342
4 120 70 63.0 Ti8.0342




4,  Constellation 2/2/0 General Dynamics

SAT NO. LAN(Deg) AOP(Deg) INCL(Deg) PERIOD (Min.)
1 230 240 63.4 720
2 230 280 63.4 720
3 350 165 63.¢ 720
4 350 235 63.4 720

a. Consteliation 2,'1/1 General Dynamics

SAT NO. LAN(Deg) AOP(Deg) INCL(Deg) PERIOD (Min.)
1 230 362.5 63.4 720
2 230 317.5 63.4 720
3 350 270.0 63.4 720
4 110 15.0 63.4 720

The argument of perigee (\OP) parameter is often laterchanged with the true anomaly (T'A)
nsarameter. Both are used to indicate the orbital position of the satellite in their own plane
al the time t = 0. The longitude ol the ascending nede parameter is also referred to the time
t = 0 reference.

4. ANALYSES
4.1 Comparison Matrix

Table 4.1~1 summarizes the coverage duration and GDOP varviation over the Holloman, Yuma
and Vaudenbery stations. . Mugu or San Clemente [sland station data was used for the
Vandenbery station whenever not available. The data pevtineat te othe: stations is availabie
in the vespective appendices of this study.

The data presented in Table 4.1 -1 iliustrates the very high GDOP obtained from the 2,°1/1
sateliite contiguration theveby eliminating i from further consideration. ‘The Generval
Dynamies 2. 2,0 and Aerospace Preliminary 2/2,/0 constellation compare fuvorably. The
General Dynamics result has higher co-visibility at Holloman, 2 hours and 43 minutes com-
pared to 2 hours and 5 minutes, while the Aerospace Preliminary 2/2,0 has lower GDOP,
3.8t 5.0 compared tu d.5 to 9.3,

A comparivon between the General Dynamics 37170 and the Acvospace Final 2/2/9 constella~-
‘fons shows that in terms of GDOP apd test sutle visibility, the former provides higher perfor-
wance. Howevep {rom the pre~visibility considerations shown {a Tuble 4.1-2, the Aovospace
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Final 2/2/0 constellation provides the necessary tracking, clock evaluation and uploading
period prior to testing, Table 4.1-2 also shows how long four satellite constellations are
visible by the candidate monitor, master and upload stations prior to visibility over the test
areas. In addition to an adequate pre-visibility period, it is required that the pre-visibility
and co-visibility periods overlap over the test area,

The pre-visibility for the 3/1/0 constellation turns out to be very poor as compared to the
2/2/0 constellations. The Aerospace final 2/2/0 shows that a total of nine stations have
pre-visibility for a total of 8 hours as compared to the 7 stations and 5-1/3 hours of the 2/2/0
Aerospace preliminary and zero stations and zero time for the 3/1/0 constellation. It is
concluded that the 2/2/0 Aerospace Final constellation appears to provide a good compromise
among the basic parameters presented above, usually the pre-visibility, coverage and GDOP,

4.2 Analysis Support Data and Topics

The above analysis refiects data deleguated into the appendices of this study. The data was
generated by a satellite communicution opportunity computer program with the assistance of
interactive graphics techniques for the optimization of the constellations. All station rise
and set times are based on a satellite elevation angle of 5 degrees and on typical tracking
station obscurities. The data gontained in the appendices was divided as {ollows:

Appeandix Title

A 3/1/0 General Dynamics Constellation Data
B 2/2/0 General Dynamics Constellation Data
C 2/2/0 Aerospace Preliminary Constellation Data
D 2/2/0 Aervospace Final Constellation Data
E 2/1/1 General Dynamics Constellation Data
5. SELECTION

Phase | is certainly a test for the evaluation of the performance ot the GPS functional require-
ments and gavigation aceuriacy objectives. However, it is clear that the duration ot tests

over a given lest area 18 of primary importance in this pacticular phase. The Aerospace 2,20
final constellation sppeurs to provide 3 good compromise between the »elatively low GDOP

(4.2 1o 7.2) and the test duration (2 hours, 32 minutes) parameters sapported by a test avey
pre-visibilily array of at loast nine aad thivteen stations for the 4 and 3 satellite co-visibtlity
gases, vespectively.
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APPENDIX D

Aerospace Final

2/2/0 CONSTELLATION DATA

Figure
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D-3 Satellite Covisibility Earth Traces (Yuma) .......... .
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D-§ Visibility Time Contours (¢ Satellites) ., ... ..o ettt venonnne
D-7 Visibility Time Contours (3 Satellites) ., ........ et et eee e
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APPENDIX E

General Dynamics

2/1/1 CONSTELLATION DATA

GDOP for Holloman AFB ., ... ..o v.s ce e e
GDOP for Vandenberg AI'D . ..o v v 0 v i v i e v e e
GDOPforConus Center ., ..o i v vvvvovensonssos
GDOPforCapeRennedy . oo cvvveevenvenneces
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SITE SELECTION

1. INTRODUCTION
1.1 Purpose

The purpose of this trade stuay is to identify acceptable combinations of siies in existing DOD
networks, for the location of GPS Control Segment functions for the Phase I Developiaent, Tost
and Evaluation program.

1.2 Coacepi

The Control Segment functions are grouped in a Master Control Staticn (MCS), four Moaitor
Stations (MS) and an Uplcad Station (ULS).

The monitor stations obtain pseudo range data from the PN code transmitted hy the satellite's
pavigation subsystem, time-~tags the data, accomplishes preliniinary processing, and relays
the data to the Master Station.

The MCS is the prime computational facility of the system. This station processes the MS
data to determine the swtellite's measured ephemeris and computes usey navigatios daw to be
loaded into the satellite.

The ULS receiveas the user navigation data {rom the MCS and transmits the navigation messaage
to the satellites.

it s tmportant to acte that the aceeptability of site logations for Moailor Statioas and the Uplead
Statice must be evaluated with respect ta: (1) & defined satellite zoustsilitios and (J) spevitied
USer equipmeni inat aud/op use location.

.3 Site SolecUan [mpact en Future Phises

[ 2]

Subsequent phazes of the profram miay be betiee served by velogating some Cuntim! Segment
functions. For exarsple, salelitte sleck seeuracy will be o systery agcuriey censtesiat fue eme
tinte iato the futpee. The workd-wide etfect of this erver souree og the User (1hese e Cone
siderations fup diverse test lecaticas o $hase § aad for Phases U snd ) will b= ssgaificsatly
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reduced by monitoring and updating the satellite clock and/or clock error polynomial just prior
to sateilite visibility at the User site. Arn Upload Station location that will provide this capa-
bility may not be required for Phase [ but is a probable requirement for Phases [I and III.
Additional Monitor and Upload elements may also be required for the Phase II and Phase [II
Coatrol Sagment to compensate for the satellite clock accuracy limitatious.

2, REQUIREMENTS
2.1 Functional Requirements

The Monitor Station is the primary means cof collecting the space vehicle tracking information
necessary for determining the orbit parameters of each space vehicle. Source: SS-GPS-101A
(/29/74), Paragraph 3.7.3.2.

‘The Meonitor Stations will be located to provide measurement geometry for accurate ephemeris
and calibration of space vehicle time prior to testing over southwestern CONUS for Plase [.
Source: Air Force memo, Technical Direction to the Definition Coniractors, 5 February 1974,
from William L. Stateham.

2.2 Desigu Requirements

The GPS error budget allocates a one sigma error of 12 feet for the Space Vehicle Ephenteris
determination.  Source: S$-GPS-101A (1/29/74), Paragraph 3.2.1, Table L.

2.3 Grousnd Rules

3.3.1 Satellite Constellaticny and Test Sites. [n perfortning this analysis, it was
necessary to define the satellite constellation gonitguration 1 order to deteninine the adequacy
of viewing rimes ane tracking gecmetry. On the basis of maximizing the time duyation of
favorable User CDOP’'s at the Holloman Test Range and 3t the Yuma Test Range, a cunstalla-
tlon was defined (see Trade Study Ne. 2). This copatellation ts used in the simulationy for
cvaiuating candidate sites.

2.3.2 Viewing Consirsinly, The monitor aetwork geowmetry analysis determined sitg

visibility times, using a J dogree minimuna elevation angle viewing eriteria "mask", foy
caindidaia sites, on the selected satellite coastellution, I cuxes whole Kuowp obatiuction
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4 eonstrained viewing to higher than § degree elevatior angles, the higher angies were used as
the con:.truint.

System simulations investigating parameter sensitivities fadicated that the satallite ¢loek
errors dominated ine ephemeris error for clock updating intervals of more thar 24 hours.
Tracking data for satellite ephemeris determination need not be obtained just prior to visi-
bility ot the constellation over the test area; however, determining satellite clock errors and

1 updating that aspect of the User navigation data was essential to achieving best system perfor-
mance over the test site.

2.3.3 Upload Station (Navigntion Data and Satellite Commands), The requirement exists
for SGLS compatibility for User navigation data uploading and satellite housekeeping functious
and telemetry data. This capabiiity is available from all AFSCF remote tracking sites and

the Aerospace Applications Group network (after incorporation of modifications now under con-
tract). The navigation data and satellite commands can be considered separate functions and
performed at separate sites as is done in Alternate IV (See Section 3 for definition of alternates).

Until significant satellite clock performance advances are made, it iy recoemmended that capa-
bility for updating the operational phase satellite clocks rwice each day should be considered a
growth requirement of the Upload Statien. This requiremeut may also be satisfied by providing
ap Upload Station that is eastly relocatable for subsequent phases.

The present day utilization of the existing networks favors the Aerospace Applications Group
network. This net can accomimnodate the growth of the GPS system through all three phases
with legacy in software, operational procedures and trained personnel. The sites are also
judged to be less vuluerable than most AFSCF sites, which is 2 consideration for the Phase [l
GPS. Alternate {V includes a GPS dedicated Upload Station for navigatioa data loading into the
satellite and utilizoes AFSCT for the satellite command function.

2.3.4 Data Communications. Data communications te and {rom monitor sites and the
Master Station and the uplink facility were considered in evaluating candidate sites. The data
nwssages are easily transmitted over standard voice grade telephoge lines with reasonable
} short duration messiges on the oxder of five minutes for one hour of tracking. One site con-
sidered at Sumoa would use an FAA data link on an as-available basis W relay data to Hawaii.

For tha comparsative evaluation of alternalives, a mizimuwn sumber of links aad minitnum
length of links was considered most desivable fram a spstem rediability /vulnerability poiat of
view. The cost of voice grade dedicated leased lines 13 estimated at §2, 000/ link/moath. The
minfanm sumbe e of Haks apd minimum conunurtcations sost are achieved by co-logating one
raontior »ite, the Master Sistica and the uplink {actlity. Liak reliability is also judged to be

: enhaneed by locating Qil sites withis CONUS.
¢
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2.3.5 Master Site. This computational facility has no critical location requirement.

This is the control site for the GPS and for minimizing data communrication 1.nks, should be
co-located with the Upload Station and/or with a Monitor Station.

2.3.6 Compuiation-Off-line. Periodic processing of duta will be accomplished off <line
to provide a reference trajectory and for refinement of models and values employed in the
on-line state vector computation. These programs may be escecuted on any of several existing
computer facilities at Aerospace Corporation, the contractor's plant, NWL, APL and cthers.

2.3.7 Telemetry. SGLS compatibility is required and is available through the AFSCF
or AAG network; thercfore, corsideratioa of these requirements is the same as the Upload
Station discussion.

Telemetry data from the satellites would be preprocessed and converted into engineering units
by the existing networks and relayed to the GPS Control Segment Master Station for further
analysis.

2,.3.8 Growth Potential. Growth potential from the Phase I program to the Phase I pro-
gram was assessed for the networks evaluated. For example, it may be reasonable to assume
that the AFSCT may handle the Phase I upload requirement of daily lcading four satellites ot
specified time-of-day, but it {s less reasonable to assumeo that the AFSCF can handle loading
of 24 or more satellites on a daily basis in addition to the support required by other programs.
The growth potential is not amenable to being quantized but is of cunsiderable {mportance in
evaluating alternatives.

2.4 Evaluation Criteria
The evaluation criteris employed to sctect the preforred sites are as follows:

Mounitor Station: Satellite Viewing Time/Tracking
Geometry Adequacy

Maoaitor Station- Data Communications - Existing Network
Shared or Comsnhevaial Servico Available

Master Site: Operational nrerface Complexity
Mastey Site: Number aod Longth of Dota Ligks
Upload Station (Nav Data): Availabiiity

33




DOD Site Possession
Vulnerability
SGLS Compatibility

Upload Opportuaity

3. CANDIDATES

Five existing networks, selected individual sites, and selected combinations of network stations
are analyzec for applicability to GPS. ‘Ih¢ networks inc.iude:

(1) Air Force Satellite Control Facilily (AFSCF)
(2) Naval Astronautics Group (NAG)

{3) 4000th Aerospace Applications Group (AAG)
(4 TRANET

(9 Navigation Technology Satellite (NT8)

The sites comprising these networks are identified in Appendix 1.

From these candidate networks, four zlternate site configurations were defined 2nd evaluated
by computer simulations for tracking visibility and geometry adsquacy. The deflnition of the
alternste gonfigurations follows:

Alternate I
Meanitor Sitas: FAIR
LIZA
Vundenberg or Pt. Mugu
Cape Kennedy ares

Mastar Site: BeELT
Uplinl Faectlity: FAIR (Nav, Data & satellie Comaunds)
TIM: FPaAK

Q8 - Line Computations: NWL




"iy

Alternate Il
Moaitor Sites:

Master Site:

Uplink:

TLM:
Off~Line Computations:

Alternate III
Monitor Sites:

Masteyr Site:

Uplink:

TLM:
Qif- Line Corputations:

Alternate IV
Monitos Sites:

Ataster Site:
Upliak Faclity:

L.

NN N e AT ST S AT T AT N ST TR s v

- . ey S P R . R PV

Wahiawa, Hawaii

Pt. Mugu, California
Rosemont, Minnesota
Prospect Harbor, Maine
Pt. Mugu, California

Vandenberg, Kodiak, or FAIR (Nav.
Data & Satellite Cominands)

AFSCF or AAG
NWL

Bawaii

Guam
Vaadenberg
Samoa

AFSTC, Sunnyvale, California

Kodiak or Vandenberg (Nav. Data &
Satellite Coreraands)

AFSTC, Sunnyvale, Califoruia

NWI.
Hawait
Vandenherg

Eimeadarf AFH, Alaska
Prospey. Harber, Maire

Vandenbeyz

GPS ~ Vaoadeubary (Nav. Daty)

AFSTC (Satelite Cummands)




Off-Line Comjutations: NWL

In addition, generalized viewing opportunity computations were performed for all candidate
sites on the "optimized" salellite constellations.

4. ANALYSIS

A significant result of this analysis is the verification by simulation of the geometric adequacy
of all four candidate Control Segment confivurations. This conclusion is valid for the satellite
constellation defined by Trade Study No. 2 (aad shown in Appendix II) and for User equipwment
tests in Southwestern CONUS,

Due to the nature of this trade study topic, the analysis is not in complete accord with the
prescribed format for trade studies, however all elements of the format are included.

4.1 Comparison Matrix

The compariscn matrix that follows ranks on a relative basis only the discernible variations
between the acceptable configurations. Criteria met by all configurations and not included

in the matrix are: Present DOD sile possession, vulnerability, SGLS compatibility, and upload
opportunity.

Alternates
FUNCTION CRITERIA 1 i1 111 v

(AAG) (NAG) (AFSCF) (JPO)

Meaitor Site: Location:
Satellite Viewing Time/

Tracking Geometry Adequaey 2 2 1 2
Data Communications:
Share Existing Network or
Commercial Service Available 2 3 4 1
Master Site: Operational Interiace Complexity 3 3 1
Number & length of Data Links 1l 2 3 2
Upload Statien: Availsgbility 2 3 3 1
(Nav. Data)
Relative Raaking Point Totals: 9 13 14 1
Grder of Proference: 2 3 < 1
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4.2 Viewing Opportunities and Tracking Geometry

The results of computations performed to determine satellite viewing opportunities is suminarized
in Appendix II. The results of simulations performed to verify the geometric adequacy of the
four alternate configurations are presented in Appendix [II.

4.3 Other Data Sources®*
For information other than viewing opportunities and tracking geometry, the primary sources

for deriving the relative rankings are:

(1) Visits to the networks' "%

(2) Extensive experience with the AFSCF network by our subcontractor
Mellonics Divisicn of Litton (3:4,9)

Alternatives I, II and [II were defined by the contractor. The Alternative [V configuration was
defined and evaluated as a result of JPO correspondence(s' n.

The information in this Trade Study supersedes the preliminary analysis presented in the first
issue of D2sign Requirements Bulletin D90005295.

*References:

(1) Trip Report: Visit to 4000th Aerospace Applications Group, Nov. 13 through 15, 1973,
by J.E. Coxey, H. Newman and R. DiPalma.

{2) Trip Report: Visit to NAG facility, December 13, 1973, by J.E. Caxey, H. Newman
and R. DiPalma.

(3 DI000532B  Monitor/Master Data Iuterface Analvsis
(4) D900053ZB Master/SCF [aterface Aaalysis

¢5) DY00V536B  SCF/Satellite Interface Analysis

(6) AF letter dated 25 December 1973, with attachments, to attention of F.E. Huggin frea
Lt.Col. R.H. Jessen, Subject: GP3 Coatrel Segment Alternatives.

(n AP letter dated 5 February 1974: Technical Direction to the Delinition Contractors:
sigaed by Willtam L. Statehasa.
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3. SELECTION

Based upon the criteria and relative ranking point totals in paragraph 4.1, Alternative IV is
the preferred Control Segment configuration, The only exception to the configuration defined
is that the Monitor Station located at Prospect Harbor, Maine, should be relocated to be more
effective,

Preferred Alternate IV configuration:
Monitor Sites: (1) Wahiawa, Hawaii

(2) Vandenberg AFB, California
(3) Elmendorf AFB, Alaska

(4) TBD

Master Site: " Vandenberg AFB, Califoruia

Upload Station: Nav. Data - Dedicated GPS ULS at Vandenberg AFB
Command Data - AFSCF

Telemstry: AFSCF

Off-line Computations: NWL

Data Communications: Commercial Dial-up

The objective of this trade study has been satisfied and completed by the identification of

four technically acceptable Control Segment configuratiors. Considerations which are not
visible to this contractor will darive the final selection by the 4 PC. Those coasideyations include
the future plans for the utilization of existing network sites, availability of existing huildings

to housge the Control Segment equipments and, finally, the willingness of host commands to
share facilities for the GPS Program.

For two test locations in Southwestern CONUS and for two possible ocean test sites, the
viewing opportunities for monitoring and upload functicas, for all candidate sites, ave
shown in Appendix [.

User GRDOP's and world-wide viewing opportunities f{or both thiee and four satellites ave an
outgrowth of the constallation optimization analysis and are presented in Trade Study No. 2.
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AFSCF:

NAG:

AAG:

TRANET:

NETWOPK SITE LOCATIONS

Satellite Test Center (STC)
Remote Tracking Sites (VTC)

Sunnyvale, California
Vandenberg AFB, California

NHS New Hampshire
HTS Hawail

KTS Kodiak

108 Indian Ocean

GTS Guam

OL-5 (Classified Location)

Pt. Mugu, California
Wahiawa, Hawalii
Laguna Peak, California
Rosemont, Minnesota
Prospect Harbor, Maine

BELT
LIZA
FAIR

Station

008
613
014
016
018
020
021
032

023
103
105
117
192
197
350
351

Classified Location
Classified Location
Classified Location

Location

Sao Jose dos Campos, Brazil

Misawa AB, Japan

Elmendorf AFB, Alaska

Barton Stacey, England (British eperated)

Thule AFB, Greeanland

Mahe, Seychelles Islands, Indian Ocean

Brussels, Belgium (Belgian operated)

NAVCOMMSTAPHIL, San Miqual, Republic of the
Phillipines

PWC, NAVSTA, Guam

L.as Cruces, New Mexico

Pretoria, South Afvica

Smithfield, Austyalia (Australiza operated)

Tafuna, American Samoa

Austin, Texas (University of Texas/ARL vperated)

Shemya AS, Alaska

NAF Sigenclia, Sicily

Mould Bay, Price Patrick {sland, Canzda
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Blossom Point, Md (Command only)

Guam (Pacific Ocean)

Seychelles (Indian Ocean)

Samoa (Pacific Ocean)

Richmond, Florida

Chesapeake Bay, Md. (about 20 miles S.E. o Washington, D.C.)
Hawail (possibly command links also)
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SITE VIEWING OPPORTUNITIES
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APPENDIX I

SIMULATION RESULTS
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SIMULATION RESULTS

The relative effectiveness of four alternative tracking stotion networks was evaluated using ihe

1 GPE simulation computer programs. This program sirtlates the real-world dynanyies and
generates pseuderange nieasurements which are utilized to update &4 Kalmaa filier that provides
a current best estimate of satellite positions, velogities, clock offset and cloek drifts., The
covariance matrix of the sclution vector is the statistical estimate of the accuracy of the Kalman
fiiter solution. The chazts shown {n the following figures are plots depicting the relative
aocuracy of the forr alternative tracking station networks for cach of the four satellites in the
constelluiion. The data plots show the square root of the trace of the predicted covariance
matrix (just prior to update jor measurements) as a function of time for euach satellite:

2 2 o\ 2 , o
BRSSP = (axi+ Ty, czi/ i=1,28% 3,64

Wwhere { is the satellite identification.
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1. INTRODUCTION
1,1 Purpose

This document identifies the rationale and evaluation criteria for choosing appropriate
candidate computer systems for the computational, communications, and control require-
ments of the GPS Control System Segment.

1.2  Overview of Selection Concepts

A diagram showing the various computer systems and the interconnecting telecommunication
lines for the Control System Segment network is shown in Figure 1.2-1. All computers
within this network will be evaluated and selected from the standpoint of integrated hardware/
software systems.

The performance of a computer is dependent unon both the quality of the systems software
and hardware. From the standpoint of the applications programmer, the hardware and
sofiware provide a set of services which are inseparable and indistinguishable components

of the system. Software maintenance and systems support ave required just as hardware
maintenance and support are required. Emphasis on evaluating the total hardware/software/
support services capabilities of the competing vendors will be a basic objective inn Control
System Segment ~omputer system selection.

1.3 Impact of Phases II and IIf on Computer Selection

As stated in SS-GPS~101A, the computer systems selected for Phase I must be expandable

to the point of accommedating the requirements of the Phase II 12 satellite constellation.

The nighly developmental and experimental nature of Phase I also makes the ability to
increase internal speeds, central and mass memory and telecommunication handling capacity
an absolute necessity. This growth potential wiil be a highly weighted factor in the selection
of computer systems. Growth potential will be more inclusive than having the ability to

add on additional or faster devices for improving hardware characteristics. It means that
software systems must be available to exploit these features while remaining as adaptable

as possible to GPS applications programs.

Phase HI will have security, reliability and loading requirerents above the capabilities of
the initial phases. These, together with the expected advances in computer technology
during this peried, will undoubtedly result in major, if not total, computer systems replace-
ment. The influence of Phase Il requirements on initial computor system selection should
not be understated, however. The computer systems, and particularly the MCS system,
selected for Phase [ should have all the major attributes and capabilities required hy the
later phases. This subject is discussed further in the Selection Criweria section of this
report.
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2. REQUIREMENTS
2.1  MCS Computer Functional Requirement

The computational equipment at the MCS shall be sized in speed and memory capacity to
support the operation of GPS Phase I software. The equipment will be selected to ac-
commodate expansion to support the operation cf twelve closely-space satellites. Responsiva-
ness as indicated by operational time lines for 12 satellites shall be considered in detormin-
ing the needed computer throughput rate. Source: S5S-GPS-1014, para. 3.2.1.2.2.1.

The MCS functional requirements may be catagorized as separate computational, communica-
tions and control/display functions. Each of the catagories is discussed in the following
sections.

2.1.1 Computational Functions

The MCS computer must have the speed, centrol memory ang mass storage capacity as well
as the extended precision capability to perform the following GPS computational tasks:*

Satellite Ephemeris Upgrade
Satellite Load Data Preparation
Satellite Polynominal Generation
System Clock Update

Tracking Data Processing
Meteorological Data Processing

2.1.2 Communications Handling Functions

The MCS computer system will handle the routing of all data throughout the Control System
Segment network with the exception of tha telemetry verification messages from the Monitor
Station to the co-located Upload Station. The following data transfers and capabilities will
be required: **

o MS to MCS, SV range, environmental and status duata
e MCS to Upload Station data set transmission

® Detailed information on the MCS computational requivements may dbe found ia
DRB DO000s648.

e 1ataited information on MCS computer communications may be found in DREB DA0005E2E.

4-3
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MCS to AFSCF upload data set transmission

MCS to MS, scheduling and initialization data
AFSCF to MCS, SV health and status data

Auto dial-up and answer back capability for all lines
Capability to initiate dead-start procedures at MS's

2.1.3  Control and Display Requirements

All Coiirol System Segment command and control functions will be Initiated at the MCS
either under the automatic control of the MCS computer system or by the system operator
through interaction with the MCS computer system. Displays of system control, status.
performance and scheduling information will be provided to the system operator for analysis
or informztion purposes. System control and display functions will be implemented at the
MCS on cornmercially available CRT or hard-copy peripheral devices. Operator control
will be through keyboard messages to the system.

2,2 MS Computer Functional Requirements

The monitor station hardware and software for GP’S Phase I shall be upward compatible
from a configuration that will support four sateilites to a configuration that will support a
constellation of twelve satellites. Source: SS-GPS-101A, para. 3.2.1.2.1.1.

The majer functional requirements of the MS computers are as foilows:

A) Controlling reccivar sequencing of space vehicle (SV) monitoring
B) Collecting SV tracking information for determining orbiting parameters of each SV
CO) Determining ionospheric propagation delay corrections

D) Supportirg data communications batween the MCS and MS
2.3 MCS Computer Design Requirements

The master station computer shall provide the data processing eavironment needed to host
the software; display of system eontrol, status, performance snd scheduling, dovelopment

of new computer programs; and generating hard copy of status, pewormance, and scheduling
information. Source: SU-GPS-10iA, paga. 3.7.3.1.1.

The MCS Computeyr System must have sophisticated ecapabilities to perfurm the Cantrel
System Segment functicns described in the preceding sections. These requirements delineate

a system which should have the following general attributes asd capabilities:

A} A multi-programming real-time system designed for 2 emnge of spplications whare
a number of processes must be moaitored concurreatly.

4-4
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B) Provide simple coupling to on-line processes through a variety of real-time
interfaces.

C) Provide dynamic allocation of system resources for optimum real-time response.

D) Provide large-scale data mangement capability through an extensive set of file
} processing techniques.

¢ E) Provide an assembler and high-level language compiler.

F) Provide for straight-forward application program development through on-line
editing and debugging techniques.

2.4 MS Computer Design Requirements

The MS computer shall provide the data processing enviroament needed to host the software
for accomplishing the tasks listed in Paragraph 3.7.3.2.2 of SS~-GPS-101A.

Tn addition, the MS computer systems will be designed to operate with a minimum of manual
intervention. The hardware/firmware design will include the capability of receiving trans-
' missions from the MSC which will initiate dead-start, loading, testing and execution pro-

i cedures under the control of the MSC computer or operation. MS software and hardware
will have the further mandatory requirements described in Sectiun ¢ of this report.

i

; As stated above, saoftware systems and computer hardware must be considered as insepara-
i ble components of a computer system. The design vequirements for the MS computer will

1 include software. central processor. peripheral equipment and services required to perform
the Phase I MS computer tasks. A detailed description of mandatory requirements and
desirable features s given in Section 4 of this report.
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" 3. GROUND RULES AND REQUIRED INFORMATION

It Is roasonable to assume that the Uploading Station and AFSCF Magnetic Tape Terminal
will be supported by equipment common or compatible with the MCS computer system,

{ However, the question of whether or not the User Segment, US, and MS common functional
requirements shouid be implemented on the sanmia or compatible computer system is not
resolved. Assuming that the US computer is not a compatible member of the same family
2s the MCS computer, then one of the following approaches must ba selected:

A) US/MS commonality outweighs the commonality of the MCS/MS implementations
and the selection of the MS computer will be determined primarily by the selection
of the US computer.

B) Common or compatible systems throughout the Contro! System Segment outweighs
US/MS commonality and requires separate implementatioa of US functions on the
MS cemputers.

Other ground rules are:

A) The method of computer selection will be evaluation of bids from vendors respond-

i ing to RFPs.

I B) RFPs will staie specificatious of the tasks to bo performed, rather than specific

. means of doing the taska

\ C) Certain requirements will be considored mandatory: each mandatory requirement

myst be satisfied or the vendor will bg eliminated from further consideration.

To develop specifications for the varieus tasks to be per{nrned in the computer systems
the following (nformation must be provided:
A) Sequenve and maximum time allowable for completion of each compuational task.
B) Preciston required for the arithmetic onerations of ench computational task.

Q) Types, quality, ami quantity of all hardeopy doguments and display messages te be
presented.

D) The sequenca, volume, froguency of transmiigsion and kind of informatics o be
transaitted through all points of the Cuatrol System Segment actwork.

B I R

E) Hew seon the warivus kinds of information must areive to be useful. What intervals
the informaticn i3 to be transmitted dad when. How much delay is permissable
and the genalty for delavs.

How the tesal system is geoing to grow and the vaie of gprowth from the iaitial installa-
tion ia Phage I o therough laler phasey of the GPS pragram,

v e e e g ey b
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Most of this information will be available from the MCS and MS computer hardware specifi-
cations in sufficlent detail to be incorporated in the RFP for potential veadors.

4. EVALUATION CRITERIA

Por purposes of evaluating vendors, the GPS Coatrol System Segment computer specifica-
tions are divided into mandatory requirements and desirable features. All mandatory re-
quirements must be satisfied or the vendor is eliminated from further consideration. The
desirable or diseriminatory features form the bagis for selecting the winning proposal.
‘The degree of the vendors' ability to satisfy the desirable features will be the principle
means of evaluating the proposals.

4.1 Systems Scitware Mandatory Requirements

The capabilities cutlined in Secticn 7 and in SS-GPS~101 A require that the MCS computer
be sunplied with an operating system capable of supporting a number of complex saftware
functions. The applicability. soundness and maintainability of this must be insured hy
makiang the following mandatory requirements:

A) The systems software supplied by the manufacturer will have bees in use at
installations of at least 18 geparate organizations ior a period of at leaist one year
prior to its {nitial installation for program development.

B) The manufacturer must be sapable of supplying a resident systerns analyst trained
and experienced with the supplied software in applications haviag requirements
similar to the GPS Control System Segment.

C) Compilete detailed documentation on the systems software as well aa source listings,
flow~charts and source decks raust be available from the vendor.

D) USAS FORTRAN IV comgiler and symbolic assembler must be supplied uuder the
real-time operating sysiem.

4.2 Systems Software Desirable Features

Some of the following features cwsld be considared requircments for implementing MCS computer
applicstions. They are defined a3 desivable features in order to wvaluate their implenientatios

under each veaders systems software. These fealures and a short definition of each (ollows:

A) Disk Cperating Systera. A disk-baged system uses random aceess peripherals 28
an extensios of Cxecutive maby mewory, and as the prineipal data interchange
wediuta.,  This capability i3 requinnsd at the MCS and Uploading Stution computers
only.
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B)

D)

G)

i)

)]

Systom Generation. The procass by which a collection of system services are
tailored to meet the local physical constraints and performance requirements

of the end-user. If MCS and MS use members of a compatible family, the MS
system generation will be done on the MCS ccmputer.

Task Overlay Structure. A segmented task in which the segment currently being
executed may overlay the memory occupied by a previously executed segment
belonging to thz same task.

Multiprograrnming. The process of multiplexing two or more resident tasks
competing for resources in a single processor.

Multi-Tasking. Multi-tasking is the multiprogramming of two or more tasks
having a common applications objective. Such tasks need to communicate among
themselves and symchronize their activities.

Shareabie Librories. A shareable library consists of subroutines that are coded
such that they may be Interrupted. asnchronuusly; servica another requrest,
either for tho current or a different *ask; then resume later at the point of
interruption.

Foreground/Background. A foreground/background system is one in which core is
partitioned into two separate regions, one {or executing real-time tasks and one
for execution of low priority, pre-em *+Ne tasks not involved in system cperation.

Power Failure Restart. Power faily tart is the ability of a system to smooth
out intermittent short-term pewer fuv.uations with no apparent loss of service,
without losing data, all the while maiataining logical consistency *:ithin the system
itself and the application tasks.

Prierity Scheduling. Prioritr scheduling ts the method by which system resources
are distributed to active tasks, bused seolely on the task's priovity. With many
units executing in parallel, the systvin must schedule more than just the CPU. As
a result, scheduling sxs be viowod as a S-step process:

1) Providing tusks with the resoureves they request

3) Selecting roquests to be issued to shared resources (memory pool. snd public
disks, for example)

3) Selacting tasks for control of *he CPY

Error Remarting. A centinlized crror reporiing facility i3 2 system servics de-
sigeed specitically for reporting error conditions via 3 standaed interface, available
to all tasks in the system.

Device independonce. A sygiem which provides the npeceysary sorvices to make it
possible lor tasks te proeess the same tipe of data on different device types withogt
roquiring a peogram change sugpoits device indepondence.

T s . . S U TR SR B S S TR 5
e - . A N DTS R DA I T T G AN U




{ 1} Contingency Exits. Subroutines automatically entered as the result of an unantici-

i pated synchronous condition, or as the result of an agynchronous condition
(anticlpated or unanticipated) are contingency exit routines, and the conditions

i which triggered their entry are contingency exit conditions.

Synchrunous exit conditions are those which, I they occur, are the reault of a
specific instruction encounteriag an unasticipated event, and if the code sequence
up to and including the instruction were repeated under identical conditions, the
same unanticipated event would occur. An example is floating point underflow.

-~ By comrast, asynchronous conditions are not associated with a specific instruction
axecution and the point of exit for the condition in the code is unpredictable. An
1/0 termination is an example of an asynchronous condition.

M) Common File System, A File System {s the collection of system services which
] permits a user to view his I/0 as a transaction between his program and a name,
protected coliection of records.

N) Systein Operator Control. A system which assuines the presence of a human
operator and centralizes the functions of initiation run-time conirel and shutdown
through a uniquely identifiable dovice (ot devices) under the direct, exclusive control
of the human operator provides cperator console system control.

O) Datch Job Stream Operation. Single-stream batch is the facility whereby the system
processes a single job, descriked by a job control language and eatered into the
to-be-processed queve, requiring no operator interveation except stream initiation.
Such a facility coasists of:

1) Job Control Language
2)  Job Scheduler
3) Reader/Writer

P) Ofhers may be added.
4.3 Central Progessor - Mandatory ReQuirements

A) The central memory must initiaily be equivalent to 64K words of 16-bit mematy
with fieid expandability to at least 128K for the MCS computer and field expanda-
Bdity to at least 32K for all other computers in the Conirol System Segment.

B/ The eentral processor internal speads must be eapable of at least a 50% increase

over the initial configuration by fleld instulled options such as fastar memory
modules or 3 second CPU sharlig central memory.

-9




C) The field installed memory expansion and internal speed improvoment components
must be fully supported by, or transparent to, all suppiied systems software,

D) All the models of central processors used in all Control System Segment stations
must have been Installed in at least five other separate user installations for a
period of at least six months prior to its {nstallation for GPS program development.

E) CPU's must allow for mass storage expandability by the addition of units to at least
100% above initial configuration.

4.4 Central Processor-Desirable Features

A) Integer multiply/divide hardware as options if n»t supplied as standard equipment.

B) Single precision and extended floating point hardware with a 64-bit floating point
operand precision either as options or as standard equipin.ent.

C) Both program-controlled and high-speed (DMA) data trapsfer between memory and
peripharals.
4.5  Peripheral Equipment-Mandatory Requirements

A) All peripheral devices and interfaces must be fully supported under the supplied

, systems software and be designed to be directly compatible with the central procesgor
hardware.

i B) All peripheral device controllers and interfaces must be supplied by the manufacturer
of the device or the manufacturer of the central processor.

lj# . 28 C) All peripheral devices must be standard, commercially avallable equipment and
- must have been installed in a! Jeast 10 installations fou 2f ledst one year prior to
installation of the GPS developmen: configutation.

5 4.6  Peripheral Equipment-Desirible Features

i ‘ A) Central processory mapufacturer is capable of supplying all peripherals, controtlors
and interfaces.

B) Disk drives with removable disks having at least 1 millioa 16-bit word capaeity per
disk with a transfer rate no less thaa ) million bits per seqund.

i C) Industry standard magnetic tape drives capable ¢f produsing compatible 7-track,
200, 500 and 500 bits per inch recording density.

D) [line nrinter with print speed of at least 300 lines por minute of 1327 columa Lines.

E) Card reader with read spead ¢f af jeast 390 full 50 calumns punched canrds per
minute,
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F) CRT display with ability to display at least 20 lines of at least 72 alphanumeric
charactors per line, per screon page.

G) Teletypewriter, Model 33 ASR. or similar printer should be supplied with central
procossor for system operators and hardware maiatenance service.

4.7 Services and Support-Mandatory Requirements

A) Maintenance service must be supplied sy the service organization either by MCS
resident service personnel or within u perind TBD.

B} Complets documentation of all software/hardware and interfacing will be available.
C) Applications and system software consulting by manufacturers' systems specialists
must be :vailable.
4.3 Services and Support-Desirable Featurss

A)  All maintenance of all computer equipment supplied by cne service organization.
B) Programming tzaining supplied by manufacturer.

C) Spare parts and back-up configurations within 100 miles distance from MCS and
f regponse to services culls made within 2 hours. MS response time to service
¢ calls must be made within 2¢ hours,

o
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5. COMPUTER MANUFACTURES CANDIDATES

The following manufacturers either meet, or are likely to meet by installation date, all
the preceeding mandatory requirements. This list Is limited to manufacturers capable

of supplying all computers employed {n the GPS Control System Segment network. This
limitation is imposed by the assumption that program development for all other computers
will be accomplished cn the MCS computer system. If US computer selectisn determines
MS computer selection, it is still desirable to have compatible equipment a¢ the MCS,
Uploading Station, and the AFSC? Terminal.

Two obvious omissions from the cnadidate manufacturers above are Interdata Inc. and
System Engineering Laboratories. The Interdata 7/32 does uot meet the mandatory require-
ment of having its operating system in use for one year prior to installation. The SEL 80
geries appear to be excellent machines but Are overpowered and overpriced fo - Phage I of

GPS Control System Segment application. Moreover, SEL provides no compatible machines
suitable for the MS or Uploading Stations.

6. ANALYSIS

The comparison matrix shown in Table 6-1 gives some of the hardwars and software
charucteristics of the MCS computer candidatos. Compatible computers in the same family
would be chosen for the MS computers. For fustance, U the Data General 849 were selected
as tho MCS computar, the Data General Nova 2 would be selected us the MS computer. ZFach
of the MS computer candidates are capable of performing the MS tasks and compatibility with

Table 5-1. Candidate Computers

Manufacturer MCS Candidate | M8 Candldate | Peossible US Cundidate
Data General Cormp. 840 Nova 2 o Relm Rugged N’ovaé
L tal Equipment Corp. 1145 1140 11/20R
Hewlett-Packard 3000 2100 2100
Modular Computer System v i N/A
Varian Assgefates V13 Vi3 or 820 R620

SNOTE: The H-P 2100 is not ruggadized but undergoes more siringzent tosting and has
been suceesstully used in more airvhorne and maritime appiications thin aay
of the other standavd vorsions of miaicornputass.

-1
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Table 6~1. MCS Computer Comparison Matrix

Data Gen'l Dee H/p Mod Comp Varian

Characteristics 40 11/45 3000 v Vi3
Central Processor
Number of [legisters | 6 16 Stack 240 18
Add Time, sec/word| .80 .75-1.30 | 1.05 .80 (32B) 1.32
Hdw. Extonded Pro- | 84 Bits 6w Hits 48Bits* 64 Dits 64 Bits
cisfon
Hdw. Byte Manfpula~ | Stnd. Stnd. Stnd. Stnd. Siod,
tion
Real-Time Clock Cot. Opt. Stnd. Opt. Sind.
Pwr. Fallure Opt. Stad. Stad. Stnd, Stnd.
Protect
MCS Suftability Good Good *Marginal Good Clood
Central Memory
Cycle Time, sec .80 .85 .50 .64 , 66
Max., Cipacity, 131K 124K GSR* 262K UB2K
Words
Parity Checking No Stnd. Stud. Stnd. 10t.
Storage Protect Stnd. Qot. Stnd. Stnd. . Opt.
MCS Suitability Good Good *Narginal Good Good
Peripheral Equip.
Mag. Tape, T Track, | Yes Yes Not Stnd. ¢ Yes Yes
200 BP1
Interchangesble Disk | Yes Yes Yes Yes Yes
Card Reader, LPM 235 /40¢ 300 400/1200 300/1000 300/1000
Line Printer 245+ 300/1204 | 300/1200 300/1260 2351200
MES Suleability *Pair Good *Fajr Good eod
YQ Goutrol
1/0 Word $ice, Bty | 36 16 14 16 )6
DMA Chaanel stod. Strdd, $tnd. Opt. Stad.
Max. Xfer Rate. 1.28M L.18M 1.40M 1.58M 1.6aM
Weords
lorgrrupt Lovels 16 Variable | 283 8.16 §-4
MO8 Suitability Gioad Good { Good Coad Good
Systemy Softwage '
Real-Time (. RDOE REX=112 | T8O AMAX S Vortex®
System

y Portraa [V ASCH Yos Yea Yeu Yes Yes
St
Sagyo Asgerables No Yes Yeu Yen No
MOS8 Sultshiliny Good Fxeel. Geod Chacwd *Sale
Preflesisipy Ruskisg | 2 H 5 3 <
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the MSC system would outweigh any advantages other MS computer candidates might have.
The foregoing assumes that US computer selection wiil not necessarily determine the
gselection »f MS computers. The ideal situation weuld be that optimum computer systems
for MCS, MS and US could all be chosen from the samu manufacturer's compatible line.

The MCS computer complex will ba supplied with a full line of peripheral equipment for
gatisfying all MCS operational requirements as well as for program development for the
MCS, Uploading Station and AFCF Terminal. The MS computer program development
will also be accomplished on this systom if compatible MS computers are chosen.

e e ——— - o —— A

The preliminary ranking in the Comparison Matrix does not take into consideration some
vital factors which will weigh heavily in the analysis and evaluation of the various manufac-
turers before final selections are made. Some of these are as follows:

A) PFinancial status and stability of the vendor
B) Ability to provide the support functions outlined in Sections 4.7 and 4.8
C) Reliability of hardware and software
Weighted scoring and eost-value analysis techniques are being developed for evaluating

competent vendors' bids on the Control System Segment computer systems. These will

weigh all factors from the {mportance they play in the developmental and operational success
of the program.

s et o e+ er—— 1 o ——— s — o o = it = o

7. SELECTION

Computer system selection will be based or. thorough analysis and evaluation of all hardware,
softwace system and service capabilities of the vendors who ineet all mandatory require-
ments for the GPS Control System Segment. RFP's will be issued to all competent vendors
with a deadline of no more than four weeks for reply. The [inal selection should be made
within two months of this deadline. It is assumed that preliminary tests such as the runaing
of representative benchmarks or kernels will have been made.
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1. INTRODUCTIGN

Selection of the computer for the GPS User Segment involves a survey of a number of exist-
] ing computer candidates which may be viable contenders to meet the requirements determined
; or defined to fulfill the user processor function. This selection is a trade study In that the
result is constrained to be cost effective in terms of total procurement dollars for the hard-
ware and development dollars for the software. An additional constraint of low technical
risk is also a factor in that the computer hardware and software should be reliable during
tests and readily modified to meet the changing denands of the development program.

The eventual emphasis of the GPS program will be on the development and delivery of lov
cost user equipment which meets the varied operational requirements of each user clags,
and which also exhibits low cost of ownership, hence, Is easily maintained and extremely
reliable. The forerunner of this concept will be the Class C computer prototype which
represents a unique set of requirements and trades since it will be 2 model design-to-cost
effort different from the general scope of the other equipment development. The future

. Class C design and selection is excluded from this trade study for this reason. It should
be noted that the trade study is also concerned with computers which are truly presently

" available and is not intended to be valid beyond the Phase I time frame, and is certainly
not concerned with the potential computer options expected to be available during Phase I
or Phase III due to expanding technological developments.

2. REQUIREMENTS
2.1  Functional Requirements

The user equipment computer functional requirements consist of two major areas: 1) soft-
ware and 2) hardware and [/O. The software has been divided into eight task udreas:

1. Executive Control

2. Software Initialization

3. Space Vehicle Selection
.  Measurement Processing
. Navigation

4
5
6. Display
7. Self-Test
8

. Navigation Aids

All of the tasks are deseribed in paragraph 3.7.2.3 of §S-GPS-101A doted 29 January 1974,

ﬂ'qjﬂ




The remainder of the functional requirements are:
1. The receiver accepts navigation signals and processes them to provide digital
data from which the computer will calculate position and velocity.
2. The computer outputs digital data {o the receiver for code changing.
3. Information is able to flow from the computer to the receiver,
4. The computer can accept data from the receiver and auxiliary sensors.
5. The computer {s able to provide inputs to other navigation devices.

6. The user computer is reprogrammable and permits expansion in an economical
manner.

7. Processor capability consistent with a double precision add time on the order of
h microseconds.

These requirements are basically the general functional characteristics delineated in the
Annex 1 attachment to the RFP as presented in paragraphs 6.5 and 6.6,

2,2  Derived Design Requirements

' The hasic computer design requirements derived from study of the system development and

technical performance concepts are summarized at the highest level by the general system
requirement which is:

a. Computer shall be consistent with a low cost user equipment concept.

b. Computer will provide the developmental Phase [ user equipment with high condi-
tional availability during the validation test programs.

¢. Flexibility should be deliberately maintained to provide for madifications during
the development testing.

A study of system computer functions by potential usar classes ard by vperating mode con-
figurations has been performed (DRB DY000398B "User Equipment Computer Programs”.)
This effort established the basic memoty storage and execution time requirements for the
computer. It should be noted that execution time i3 determined by the size of the estimation
filter employed and the estimarion ypdate rate in conjunction with the basie machine speed

which is a hardware restriction. Memory requirements by mode apre sumimnargized in
Table 2.2-1.

Thruput estimates {or the computer progrimg were derived on tha hasis of 2 12 state Kaiman
filtor whese update rate is once aach 5 seconds. Maximum requirved haseline throughput was
estimated at 220-150 KOPS (K operstions per secoad) with the assumptionof 31.0t0 2.0
microsecond mavhine cycle time with 3 contemporary Instruction specd set. Buseline

N
}
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Table 2.2-1., Baseline Memory Sizing

e

; Memory Allocation ‘}
: Mode 16 Bit Words
Continuous
IMU Alded
Class A, B, F 15,800
Continuous
AMDR Aided
Class A, B 11,500
Sequential
Class C, D, E 8, 800
design requirements dictated a computer which would have the following charactoristics

1 shown in 7Table 2.2-2,
2.3 Ground Rules
With the large number of candidate systems which ara encounteres in the current computer

technology (approximately 170 military or quasi-military computar designs were initially
surveyed). A sci of ad hoe ground rules was used to initally es-ablisy a manageable sorting

Table 2.2-2. Baseline Computer Charectoristics
P

Memory Capacity 4K, 8K, 16K

Cyele Time 1.0 Microsecond

Stored Program General Purpese

Organization Parallel 16 Bit Processor

Data Word 16/32 Bit

Arithmetic Binary, PFixed Point, Floating

Instructions 16/32

laput/Output 16 Bit Parallel 1 BMA

Interiupts Extemal apd Interazl

Executisen 2.0 Microsecoud Add 10-20 Microsecond
Multinly




of dosign information. (The Initial constraints are documented in DRB 90093978 "User
Equipment Computer Selection”.) These fnitial constraints were used to astablish the
following set of grouad rules:

e 16-bit x 16K, memory for airborme alded applirations
e Avionic computer design with viable MIL-SPEC operation

e Previous or imminent military avionic application o insure availability and
produciuiiity

¢ Demonstrated or vistble potential for IMU integraticn
o Sufficient thruput for high fllter rate
e Floating point hardware

Changes to these ground rules is continually possible because the basic design requirements
really must be responsive to the technical objectives of the program and to the operational
constraints defined for the system. Peedback and changes as a function of preliminary do-
sign constraints and varying softwarc requirement tend to alter the computer design require-
ments with time.

o Evaluation Criteria

Using the design requirements dicussed above the selection process still requires a set of
given evaluation criteria to make comparisons between the potential candidate computers.
The selected criteria employed at present for the design trades ave:

1. Higher Ovrder Language

Much of the time and money spent for any new computer related program ig in the
area of programming costs. Employment of a higher order lunguage offers the
potential for reducing excessive software programming delays and nrovides better
visibility of ths computer program and functions. Many candidate languages exist
such as PORTRAN, CM3, JOVIAL, BASIC, and ALGOL plus many others. The
use of a higher order lunguage, HOL, requires that software packages must ke
developed for the computer and & compiler ov interpreter must also be employed.

2. Hardware Multiply /Divide
This criteria is 3 vestriction on performance of the computer hardware. In addi-
tion to tha hardware multiply, an add time of 3 peeconds was also ineluded to hundle
the real time conivol and eonputations anticipated tn the program.

3. Floating Point Hurdware
Generully the cost of {loating point havdware ean bo justified by the reduction in
software progravamisyg ditficultics.
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4. Eavironmentzl Qualification
Two basic forms of qualified computer hardware designs are presently employed.
In the military hardware, the computers are tested to applicable MIL SPEC such
ag MIL-E~5400, MIL-E-~16400, or MIL-E-$158 for airbome, shipborne or ground
based equipments. The commercial hardware utilizes a "ruggedized” category of
1imited testing which s in excess of benign laboratory conditions.

5. Reliability (Predicted or Demonstrated)
Data on roliability of the cquipment would establish {ts capability for being avaiia-
ble duringz extended testing conditions which will be encountered during the develop-
ment program,

6. Cost

"~ For the present aexercise only costs associated with the basic computer and a
"standard" I/0 capability is indicated based on budgeting estimates for 10 to 20
units. Expanded cost comparisons basad on full complements of peripherals will
be accomplished later.

3. CANDIDATE COMPUTERS

The compilation of viable comnputers has been grouped into two distinct categories which
are the military computers and the comniercial minicomputers. The military computer
candidates are given in Table 3-1.

Commereial minicomputer eandidates were alsco considered but since the list of machines is
50 extensive only the computers listed {a Table 3-2 were initially selected basad on having
a FORTRAN capability as a qualifying requirement.

“w»
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Table 3-1. Listing of Military Candidates

Marnufacturer Meodel Number
| Singer Kearfott | SKC 2000
International Business Machina 4P1-CP2
Intornational Business Machine 4P1-TC2
International Business Machine 4p1-Apl
Uaivac i8304
Undvic 1832
Univae MPC-16
Univac ANJUYK-20
Control Data Corp. 469
Control Data Corp. ALFAL
General Electric CP32A
Magnavox MAXAL
Lear Siegler 1852
Rolm ROVA-1802
E Teledyne TDY 43
: Rockwell International . . D216

5-6




Table 3-2. Established Minicomputer Candidates

Manufacturer

Model Number

Computer Automation
CDhC
Dats General

DCC

DEC

Digital Scientific
Elsctronic Associates
FMR

General Automation
General Electric
GTE
lewlett-Packard
Honeywell

Interdata

Lockheed

Modular Computer Systems
Qmnitec

Raytheon

ROLM Corp.

System Bez. Lab

Tl

VARIAN
Westinzhouse

Xervux IRty Systems

Alpha 16, Naked mini 16
X700, 8C-1708

Nova 800, 820, 1200, 1210, 1220, Supor,

Super SC
D-116 isame as Nova)

PDF 1% ~ 03, -05, -10, ~15, ~20, -

MET L

PACER

6145

8PC-16, 1830

3010/2

Tempo 1, 11

21004, 3000

316, 316, 700

70, 80

MAC 16, MAC Jr., SUE-1110
MODCOMP-1, -11, -111

BIT 483

T03, 704, TOG

Rugged Nova 1601, ~1402
-71, =12

604, 980

8204, £100, L, £-100, RE, 73
2508

CFleA

39,

~45

s
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4. ANALYSIS

Material Investigated and derived from rthe trade analyses and studies Is summarized in this
section by comparing the candidates against the evaluation criteria, Additional supportive
data and trade study factors which will influence the final selection are ilso presented.

4.1  Evaluation Comparison

Cemparison of the military and commerefal minicomputer candidates is provided in separate
comparison arrays. The military (Table 4. 1-1) ard commercial (Table 4. 1-2) computers
sve separately listed bul ure evaluated against the same criteda.

The coramercial minicomputar list is selectively reduced as one applies the various evalua-
tion criteria. This attrition {s indizated in Table 4.1~2, The {mposition of a ruggedized

or partially operationally qualified commercial version lead to only two potential candidates,
the Honeywell 516 and the l.ugzed Nova-16021k. Furtber evaluation in terms of reliability
and cost of these candidates is still being presently pursaad.

4.2  Supportive Data

In addition to the specific design requirements and evaiuation criteria presented, there are
a large number of sugges.ed parameters whick influence computer selection. A brief
summary of these vegernt factr - is given in the follow ug paragraphs. These factors are
grouped [nto areas of hardwe nsiderations, software considerations, and techno-
political considerations.

4.2.1 Hardware Considerations

¢.2.1.1 Word Length

Word Lercth Advantazes
8 Coi +.ble with byte /0
12 ivicinle by 2, 3, 4, 6, 8, and 12
16 Most popular, low cost, software available
24 Two word floating point accurate enough for
pavigation, Ks!lman filter
32 Most powerful in computation

4.2.1.2  Memory Parity

Memory Parity Advantizres
Yes wopreases reliubility of system
Ne Lowesr cost
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Comments:

:. Core Memory rarely has parity errors hence the requirement is rot mandatory,
2. Military environment requires parity.

3. Solid state memories being unproven should have parity.

4.2,1,.3 Programmable Ervironment in CPU

Programmiable Environment Advantages
Accumulators/Index Registers 1. Older concept (more experience available)

2, Easier to program and debug on an tn-
experienced level.

3. Less time and storage required generally
to switch environment in an interrupt
driven, multiprogramming situation.

Registor File 1. Execution of loops and subroutines
generally faster.
2. High level language compilers are easier
to write and understand,
3. Any register can be used as accumulator
or index register.

Comment: HOL on an inexperienced level hide any differences {rom the programmer.

4.2.1.4 Hardware Stack

Hardware Stack Advantages
Yes 1. Subroutine reentrance autormatic.
2. Interrupt handling and nesting qutomatie.
3. Hardware maintenance of system queues

automatic.

4. Compiler translation almost at yvuy time.
No 1. Less confusing for programmer.
4.2.1.0  Intersupt System Advantages
Methods 1. Automatie device identification (low
Vectored (encoded) seftware overhead) .
3. Environmen: switching accomplished

faster.
3. More reliable.
4.  In conjunction with stack architeeture,
operates will within a operating system.
Diserete (uncoded) 1. Greater flexibility for cnusual applicatioas.




4.2.1.6 1/0 Bus Definition

Methodsa Advantages
Commua in GPS

Low second sourcing cost,
High legacy.

Low production cost.
Hardware commonality
Lower initial cost.

.

o G DY e
.

Different from CPU to CPU

*

Comment: It mighi oe highly desirable to define each 1/0 Bus for standard 1/0 devices.

4.2.1.7 Directly Addressable Words

Size Advantages
256 or 1024 (page size) 1. Instruction including address fits in one

memory word, hence every memory
word can be {nterpreted as an {nstruction.
2, Small programs moere compact.

All of Menmory 1. Much greater flexibility for progzrammer.

2. Possibility of running out of directly

addrossable mamory does not exist.

3. BOL compilers greatly simplified.

4. Linking loader groatly simplified and
more reliable. (No indireet references
needed.)

Large programs more compact.
Programs easier to debug and understand.

[« IR~
.

Comment: Best of all: Allows local (256 or 1024) addressing fer program transfer instruce
tions and all of memory addressing for memory data referencing instructions.

$.2.1.5 Rardware Flouting Point

Hardware Floating Point Advantages
Yen 1. Speeds up compuwiations (important in
geal or neav-real time envirenments)

No 1. less MHardware, hence greater reliability.

Comment: As with any systamn that has set been speetlied completely, s danger exists of exe
ceeding the capability of the MS computer. Should at least have loating point
Bardwarve 35 21 opfiocn that ean be added later. FORTRAN compiler should gens
erate codé to drive the optioaal floating polat havdware.




4.2.1.9 Hardware Byte Manipulation

Hardware Byte Manipulation

Yes

Advantages

Allows addressing down to an 8-bit
level.

Simplifies and speeds up certain "list"
handling operatioiis.

Simplifies compilers, assemblers,
human inessage handlers.

Simplifies byte oriented I/0 operation.

Allows larger addressable (word)
memory.

Shortens Instruction list of a CPU, hence
easier to learn.

One less confusion factor in debugging.

Comment: Hardware byte manipulation tends to be more important in data storage/retrieval,
business data processing than in real-time control-type systems.

4.2,1.10  Mlcroprogrammble vs Hardwired
Method
Microprogrammable 1.
2'
3.
4.
5.
Hardwired 1.

~13

Advantacas

Certain algorithms can be performed
considerably faster on a "micro'-level.
(Important for real-time).

CPU hardware is simpler more reliable,
easier to service.

Greater potential of future LSI construc-
tion; hence lower cest, greater software
noarecouring recovery.

Less expensive.

Older agchitectures cun be profitably
emulated on & machine instiuction level.

Eazier to operate undet opersting system
environment.

Certaln iastructions can he faster duo to
specialized hardware.




4.2.2  Syston. Software Considerations

4.2.2.1 Family of CPUs Availability

Type Advantazes

Commercial 1. Low cost ground station s $150K.
a. System Micro-LSI in user equipment 31,000
b. Micro-LSI potentially.

Ruggedized 1. Can be flown and shipboard tested with-

out groat expense.
Military 1. Can be used in tactical environment.

Comment: Best of all, Need a family that is software compatible across all above cate-
gories. Unfortunately that restricts the selection.

4.2,2.2  Multi-processor Configuration Availability

Approach Advantages

Yes 1. Needed when single CPU runs out of
computing power.

No

Comment: This capability {s ~aluable in an unspecified {uture growth R/D program such as
master control station. Unfortunately ti:ere are few CPUs that support this
capability with hardware and software, hence this might be too restrictive.

4.2.3 Techuo-Political Considerations
4.2.3.1  Multi-source Availability

Ontions ‘Advartages

Yes i. Improves manufactyring competition.
2. Eases logisties.

No

Qoumment: Oaly PDP-11 and NOVA have a second sourre manuficturer. Henve requiremient
is restrictive,

5-14




4.2.3.2  Virtual Memory

Alternatives Advantges
Yes 1. No need to worry about running out of

memory while writing program.
2. Automatic overiaying and swapping of
core for free.

No 1. Lless hardware, less operating system
software, hence more-reliable easier-
to~debug systom.

Comment: Nice to have especially in MS equipment; however not many manufacturors
support it yet.

4.2.3.3 Real Time Operating (RTO) System

Alternatives Advantages
Yes 1. Speedy creation of organized real-time

computer systems.

2. Allows background/foreground operation,
hence allows use while aperating on line
(controlling in real time) if spare CPU
time {s available.

3. Improves efficiency of resource alloca-
tions.

No 1. lower cost procurement.

Comment: RTO disc based, is a must in MS developmental mede equipment,
Abbreviated versions will also exist in user equipment (Miero). FPORTRAN,
FORTRAN loader, run time library should ceoperate with RTOs.

5. SELECTION

Final seletion of the user computer candidates has not been completed. One conclusion that
say he drawa from the anlysis at this peint however is that a very small number of finul
sandidates will result from the imposition of a higher order language capability, floating

point double precvision haxiware, low cost, and proven relinbility. Al this timme the ene
cutstanding eandidate iy the ROLM Rugged-Nova 1002R. Qther critical selection pavameters
are beiog investizated at this time for this candidate such as its ability to inteeface with the
guxiliary sensorvs and the capability to provide the moaitor stition function 25 1 user equipment.




- s

ROLM Rugged-Nova 1602R
General Electric CP32A
Univac MP(C-16

' Honeywell 516

i Rockwell D216

1‘ In terms of potential candidates the following machines have been Identified:
;

w— e e eme
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1, INTRODUCTION

The purpose of this trade study is to identify specific design techniques that have a significant
effect upon the cost and performance of User Segment equipments. It is apparent that all
techniques will not be equally applicable to all user classes. This is because of power con-
straints, form factor, user scenario, and type of environment,

The primary emphasis on the user equipment design is to develop a minimum cost set of user
systems that will provide adequate operational capability for a specified military mission.
The particular technicai performance objectives and requirements are a direct result of the
particular mission and obviously may conflict with a lowest cost user equipment objective.
The trade between cost and performance then becomes, in reality, a shopping list that
identifies what improved performance costs.

Primary restriction and emphasis for this analysis Is on the projected Phase III or operational
portion of the GPS program and secondary trade issues rel:vant to Phase [ or Phase II are not
discussed, The Impact of design-to-cost restrictions is not considered as a constraint on the
analysis siace such an issue would tend to distort the alternatives pursued by the study.

Particular design and performance requirements can be categorized for the trade study as
follows:

Technical Requirements

Direct P signal acquisition

High Anti-Jam margin

Maintain lock and tracking for high dynamics
Minimize search and acquisition time
Position aceuracy of 10 feet

Velocity accuracy of 0.2 {eet/sec

Establish Satellite alert

Eavironmental Requireme s

Maintain performunve in temperatule sartation

Maintain performnance by hardness design
Several other requirement factors which will influence cost but sre not specifically addressed
io this vepout are:

Packaging

Reliability

Maintensnce concepts

Acguinition option
2. REQUIREMENTS
1 Fugctional Requivements
Basic user cquipraent requitements for perfermancs are Jforived from paragraphs 3 and § 58
Atnex 1 af the REP for the study. Both fusctional and detaii uder segment performssce i4
Aeficed i the preliminavy User Segment specilicatioa SS-US-101 submitted oa January 25,
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2.2 Design Requiremenis

Numerous system design studies involving detall requirements imposed on the User Segment
have been documented in a series of Design Review Bulletins (DRB' s). Rather than attempt
a detail performance summary, the following DRB's are referenced as the source file for
the User Segment performance studies.

i DB0005828 UE EMC Requirements
D9090583B UE Hardness Criteria
D80005858 UE Error Budget
D30005868 UE Reliability/Maintainability
D3000587B UE Equipment Commonality
i D9000588B Digital vs. Analog Implementation
! D930005898 Software vs. Hardware Implementation
DY00059118 Continuous P-Signal Receiver Performance
D90005928 Sequential P-Signal Receiver Performance
! D9000593B Clear Code Receiver Performance
' D9000594B Integration with AMDRU/IMU
: D9000595B UE Antenna Description
. DY0005968 UE Displays
" D9000597B UE Computer Selection
DY0005398 B User Computer Programs
DY000599B UE Physical Eavironment
2.3 Evaluation Criceria

Fundamental criteria for this trade study is the cost of a candidate implementation technique
contrasted with the performance requirement delta which is implied by the candidate. Cost
figures are 1974 dollars and are given under the stated assumptions of 3, 000 unit jevel
quandties waere appropriate. Applications with smaller visualized quantities are stated as
necessary.

3. CANDIDATE TECHNIQUES
Several specific candidate techniques have been established which indicate significant cost

and performance differventials. The present candidates are not fo be considered exhaustive of
final since othet relevant candidates will be evaluated.

3.1 Ozcillator Stability and Design vs. Direct Acquisitioa

User equipments which demand operatioaal expability to directly sequive the P sigaal will be
driven fo oscillator quality 2nd design ceafigurations which are obuined by additional expense,
A large amourt of fusctional characlerization of the candidate quality, design, packagiag sad
resulting pecformance i3 detailed tn DRYE DI0V0399AB, vzctllator Stability Study. The
oscillator stability versus ceat and performance afe covered ia Table 3,11,

3.2 Qseillator Staandards

Maintefance and pepair of user equiptent wil. requite test equipinent whieh geresate high
guality timing reforences, Selection of 3 staadard 3, or 10 Mhz clock will be compatible

6-2
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with oxisting test equipment, A non-standard oscillator (5,1125) will imply additional cost
in tost equipment modification or synthesis, The GPS signal structure requives the use of
a non-standard oscillator, Note that the study indicates that vo fundamental cost {actors
are identified with procurement of a non-standard oscillutor provided sufficient quantities
are procured, Table 3.2-1 shows the potential impact of non-standard oscillators.

3.3 Error Correcting Codes

Encoding data words for error correction requires the use of altemate recelver demodulation
techniques. This requires acditional receiver hardware and costs as shown in Table 3.3-1.

<.4 Higher Anti-Jam Margins

Higher Anti~-Jamming margins may be obtained through the use of an accurate inertial system
calibration and aiding concept. This imposes restrictions on the form of the filtes algorithm,
computer size and computer through-put. Additional IMU model verification testing and
validation is also implied or basic tmproved tMU accuracy i3 demanded. Tabie 3.4-1 shows
the cost impacts for improved anti-jam margins.

3.5 IMU Dynamic Alding

Ircorporation of sn IMU in the design concept to provide user equipment initialization, acqui-
sition search, and reacquisition under dynamic conditions is a technlique i some utility. The
technique requires additional \nterfacing and computational penalty in the processor function
ol the design. Table 3.5-1 shows the cost versus improvements,

3.6 Dual lonospheric Measurement

Propogation vagaries associated with the icnosphere can be measured in real-time by use of
duai frequency processing of the group delay encountered at the L and L carvier frequencies,
Dual frequency implementation requires redundant receiver circull implementatien, Table
3.6-1 shows the impact of dual frequency tinplementation,

3.7 Computer Memovry Haydening with Plated Wire

Provisioa for hardening may be Ipeluded for stored memory terms which cstablish the com-
putation baze for the processor. Complete memory hardening of both fixed and volatile storage
ig not coasidered but pather a capability fo resume opesation fellow! s s sucleutr event. The
costs for memory handening are ahowa ¢ Table 3.7-1.

3.8 Repler Alest Program for Satellites

Identification of the visible SV' 2 fog the user based upea a stored program for ostablishiag the
optitaun et is defined uxing a4 Repler odit mechanization, The costs associaked wilh this
implemeatation are shows in Tatle 3 5.1,

A Analag va. Qigital Derign of Receiver

Detsiled iavestigation of patential fusctivas of the reeeiver which mav boe 3ilocated botwuen e
yse of analeg ar digita: Rasdsare i3 given ia DRE DJ0003838 | Foteatial digital iepleseatation
enviztoted for the Joceiver dodign i3 detailed in e DRB . Tabwe 3.9-1 add-esses thix trade
study .
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3.10 Hardwure vs. Software Design

Certain functions of the receiver lend themselves to software implementation within the processe
The inclusion of functions for code search, coarse and fine frequencyv estimation, carrier and
code loop tracking demand a portion of the processor memory and timing capability. A detailed
discussion of the techniques is given in DRB D90005898, The cost trade-ofls are shown in
Table 3.10-1,

4. SELECTIONS

Many of the cost versus performance study trades remain to be finalized in the design effort
and pricing exercise. One of the prime outputs revealed by numerous study trade elements is
that incorporation of functions into and by the processor provides an economical way of
increasing system performance be it for alert modes, expanded IMU calibration, or transfer
of complete receciver capabilities, This axiom will only hold true insofar as the predicted
computer technology cost declin:s actually do occur in the 1980 time frame projected for GPS.
To a great extent, the final selection of any performance growth which carries with it an
inherent cost increase must be made by the operational user or potential customer who applies
his own unique set of weighting factors to the performance differentials.
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1.  INTRODUCTION

There are two general approaches that appear feasible for correcting ranze measurements
made on signals transmitted from satellites to user equipments for the delay introduced
ty the lonosphere. Oue approach, "madeling”, is to develop @ mathematical model of the
ionosphere from past data then use this to predict the correction to be applied to measured
data, The second appruach, called the two frequency method, takes advar.aze of the fact
that the lonosphevic delay varies with frequency in a known manner so thi. it measured
difference {n time of arvival of signals simuitaneously transmitted provide a means of de-
@rviining the delay introduced by the lonosphere,

The purose of this trade study is evaluato maodeling approaches to determ ne iheir offeciive-
ness for the GPS. The preferred selection must e compatible with at* © . e phases of the

GPS program. In Phasc I no speeific portion of the user navigation < .+ frame s allocated

to lenospheric meodeling data. It is expected that the model coefficients or parameters will

bo transmitted in the spare bits of the yser navigation gata frame.

2. REQUIREMENTS
2.1 Functional Requirements

User equipment must perform correetions for lonespheric sigual delay by medeling.
Juurce: 33-GP3~101A, para. 3.7.2.1.

2.2  Design Reguirements

No spectiic design requirement {or fonospheric medeling is given by the System Specificz-
tioa far the GRS Phase {.

2.3 Greund Rules

The ground nles for this trade study include:

o The reference medel of the lurosphere used to generate the data for modeling i3
the Beat lorospheric Modal®

s Data trangmission capability to the user i 3ssumed to be wpraximately 308 bits
every 30 secoads

4 X alestion Sriterda

The evaluation criteria for the various ionosuhiorie madols are:

e Poreccut RMS ervor for a 23 hout pertod

¢ Piazl Report ef SAMSO Coatrzet No. P70 -73-Cw0207.
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o The number of bits transmitted by each satellite to the user

¢ User equipment storage requirements

3. CANDIDATES

Emphasis has been piaced on candidate methods thiy allow min'mum transmission of lono~
st.heric data to the satellite, little or no processing of data in tre satellite, minimum trans-
migssion of data from the satellite to the user. The two aspects of the lonospheric data
representation that have to be considered ave the allowances for time und space variations
of the data and user location.

The iorospherie modeling techniques investigated for the GP3 are:

A)

B)

Dy

Grid Inteipolation — A werld wide map of data points consisting of ionospheric
helght and electron content. The data points are separated 10 degrees (1100 km)
and the user smploys linear {ntorpolotion between nearly points to determine the
tonospheric delay along the signal paths.

Series Evaluation — A worid wide map of verticul greup delay and lonospheric

height, The maps are made up of four Fourier series representations consisting
of a syparate vertical group delay series and lonospheric height series for the
northem and sovthern hemizphere.

Gradient Appreach — & would wide map of lQuoapherie data poinis spaced at 13.5
de:an'ees (1300 kmj). Euach data point consists of vertical group delay, direction of
group delay gradient, magnttude of group delay pradieat ard ionospheric height.
The total electrea conient pear aLy data peint is computed b using the fixed values
and gradionts.

Cross-Line Technique - There were two transmigsion approaches investigated fouv
this technique: the world wide madel and 30 degrea sector maps. The waorld wide
model uses vertical group delay and {onospheria height at & degree spacing aleng

a cross line on the earth. This eross line is dofined by A magaetie futitude line
and a magnetie langitude line. The lonospheric toty] electron content at any peint
on earth is ebtalned by aking proportional ratios of sultable latitude and longitude
data points. The 30 degtee sector map technique I8 equivalent except a cross line
of dita points of 7.3 dexree spacing ave wonersats © for ¢ach sector. A method still
under Investization and not reposted herein s the use of geographie longitude and
latitude data points for jector maps.

Satellite Transmit Delay — This methed utilizes 2 Fouriev gertes meodel for the

area of voverage for & partfcular sateilile. The Pouvier servies represents the

lise of sight delay from @ satellite 2t a partioniar time. The seriey 3 a function

of the co~elevation angle and 3n azimuth angle measured from a knowh 2ubsatellite
puaint. This method pessits the vier lo determine the propagatien delay aleng aay
sizaal pay ta the sacellite directly, thereby oliminating coraputations of tatal ¢lectron
content and the cwdesent function.
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IV Static Cross-Line Technique ~ This techaique {3 similar to D) above except the cross
line data vilues sre averago s of the cleetron coatent and height of the ionosphere,
The simple tabulation ig with respect to local time of day for a specific grid of mag-
netic latitude and longitudes, This simple static model can be carried in the user's
cuipmont and could be applied without modification worldwide to all times, scasons,
and sections of the golar cycle, The analysis ¢f this approach is not completed
however; initial results for evaluations within the same month indicate RMS errors
on the order of 55 to 60%. Because of the preliminary nature of this analysis,
further discussion of this technique is not presented in this document. As results
are available, they will be reported accordingly.




G) Universal User Model = This technique utilizes a [ixed, user-based sot of datis
for determining ionospheric delav. The model consists of a lixed set of zenith
ionospheric delays averaged over all contributing independent variables exeept
local timo of day, i.c., earth location, solar activity, and day-to-day variations
are normalized to a mean value. The local time of day values would nominally
be one hour and time adjustment would be performed by linear {uterpoiation. An
emperical analysis of this approach is not completed and further discussica of this
approach is not presented in this document. However, the technique must be con-
sidered viable pending the outcome of the analysis because of its great simplicity,

3.1  Time Adjustment

The first method that was investigated accounts for the time variation hy retrarsmeitting
new data of group delay over short intervals of 1/2 heur without applying any corrections
for the intermediate time discrepancies. The results are listed in Appendix D, showing
that the errovs due to the time offset are quire small, less than 4 of the basic prediction
at most locations, oxcept in a wide longitude band around cunrise where the ionospheric
gradients chango very capldly with time resulting in a RMS error of 33%. The frequency

transmission requirement in addition ic the Inaccuracies climinates this method from further
consideration.

The second method uses the group delay data at a fixed time and rotates it at a rate of 15 de-
grees in magnetic longitude per hour for continmous time 2djustioont over anywhere from 1

to 24 hours. Thig is the most flexibie and aceurate solution to the problem, resulting in
errors of less than 10% around sunrise for £ 1/2 Lour adjustment by rotation, and R3S errvors
of arcund 30% of the basic prediction for a continuous 0 to + 12 hour rotational adjustment

by which a full 2¢ hour period would be covered. As explained in Appencix H, it is expected
that through additional work, this method can still be reiined yielding an overall RMS ervor

of 23% and reducing the current maximura Individual ervor of 50% to muybe 40% of the maxi-
masw prediction for continous time adjustments snd yielding an overail RMS ervar of 10%

for = | houy time adjustinents.

3.2 Space Adjustment

Pout methuds of represeating the space distyibution of lonospheric data have been undew
investivation, all of them using the Bant Model and recoding the obtiined lonosvherie data
for minlirum storage ano trarsmisyion time requirements. Methed | perecates a geid
puttern af tonespheric data, and uses linear interpelation in space {or all intermediate
polats. Maethod 2 deternmines g set of evefficients that define the series representation W
the ionaspheric duta, and the series s evaluated far each daty point. Method 3 genetatey
& wide spreud grid potat pattern of lonospheric data and matching lonoipheric gradients
whieh are used to determine the datz for all intermediate points.  Meathad 4 expaada data
values wlong 3 single marnetic lutitude~loagitude cross Hue to covar the whole world, The
seeurseies achioved by these metheds are deseribad in devail in the iadividuadl reports Huted
in Apperdices D, E, P, dad G respectively.
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3.3  Mecthod 1 - Grid Interpolation

Tonospheric data points cover the world at 10 degree (1100 km) spacing, resulting in 2 totul
of 421 points. The data requirements for cach point are: 4 bits for vertical group delay
leaving an error of £2.6 nsec, and J bits for the height of the fonosphere teaving 418 km
inaceuracy. The combined 7 bits per point result in a total of 2947 bits of data covering
the world.

The transmission to the satcllite consists of two types of data: Once per day a corrcction
factor of 7 bits allowing numbers beiween 0 and 127 is transmitted for the purpose of updating
the 10 day world map of group delay. Every 10 days new prediction values of vertical group
delay and height are transmitted for the worldwide grid. This data consists of 2047 bits.

The processing by the user involves lincar interpolation for the space adjustment, coordi-
niate rotation at a rate of 15 dezrees in magnetic longitude per hour for time adjustment,
ard updating with the daily correction factor. The user can see the ionosphere within a

21 degree radius of his site, resulting in a 42 degree geographic latitude coverage, and he
can continuously adjust for time by rototing the magnetic latitude, longitude system, re-
quiring continucus magnetic longitude coverage. 3inece tho mognetic equator varies about
+11.5 devrees from the geographis equator, the user has to store all the data within a 65
d.rree latitude band around the globe centered at the latitude of hia site. An ohierver on
the pole has te store 197 bits of data, and for an equatorial observer tha storage require-

reant {5 2t jte muximam of 1583 bits of data,

The accuracy "asts to this approach are described in Appendix 2. The RIS errors due to
the epioe adjustment uione are abont 10% in the equatorial zone and still lower outside. The
maximum individual percent errvors are of about the same size as the RMS percent error.

if it is desired to iiaprevs the aceuracy of this method leaving less thea 5% errvor in the equa~
torial! zone, the paint pattern of woeld coverage could be densiied by spacing it at 3 degreea
between = 30 degrees latitude and at 19 degrees outside. This would result in 1035 points

or 7243 bits of date. To retuin the higher aceuracy the number of bits for vertical group
delay might have to he ingreased from 4 to 5 peduc:ng the erveor due to the duta coding o
£1.26 nsec and raising the total nember of bits even move ‘o 8280,

3.3 tethod 2 - Saries Fvaluation

fonospheric woeld v aps are represented by 2 3515 of coefficients, one for the aorthern and
one fur the southern heuusphere with 10 coefficients exck. Thers will huve to be a coefficiont
st for the vertical group delay as well as far the height o) the nosphere, The ceeflicients
[ar vertical growp delay take up 7 bits of duta each allowing aumbers between 0 and 127 and
tire eoclfscionts for ho'ght use 6 bits allowing numbers batween 0 and 3. This results ina
totd data vequiremant of 1040 bits for world coverige.



7ho trangmission to the sateilite consists of two iypes of data: Onecc per day a 7 bit correc~
tion [actor is transmitted to update the world map, Every 10 days new eneflicient sets
deseribing the worldwide predicted values of vertical group delay and height are transmitted.
This data consists of 1040 bits at 4 cate of 10 bits per second.

The processing by the user includes series evaluation involving trigonometric {unctions

for space adjustment, coordinate rotation at a rate of 15 degrees in magnetic lengitude per
hour for time adjustment, and updating with the daily correction factor. A user ivcated
roughlv 30 degroes north oc south of the magnetic equator will only need to stere one co-
cificient set of 520 bits, but users located closer to the equator have a storage requirement
of the total 1040 bits for both setg. Thare is a possibility, howcever, to make this double
storage unnecessary, If the coefficients were chosen to represcut the fongspheric variations
for an area 20 dogrees larger than each kemisphere.

The accuracy tests to this approach are described in Appendix E., The RMS errers: due to
the space adjusiment alone are between 14 and 24% of the basic predictions for different
combinations of cocfficients. However, the maximum individual ¢rrors are extremely large '
in some cases 73% and higher. This indicates thot by minimizing the residuals between

the inedel predictions and the coefficients astimaies, the ionospheric conditions are well
approximated over most of the area, but result in 2 very bad fit at one relatively small
Incation. Suck maximum ervovs can not be tolerated, but it should be possible through meore
work in this area to come up with the best choice of cvefficients that produce XMS orrors
hetwoon 14 and 247 g ovan sunallor and bring down the moxuiinmum perecnt cryor to valucs
smailer than twice the RMS percent errar. It might also be possible to represent the
fonnspheric variations by only 20 well chosen coefficients in euch the northern and southern
nemisphere. Tiis would result in oaly 520 bits of data.

The most satisfactory approach would he for each satellite to transmit the coefficients
which would enable 4 wser to compute the ungular delay time alony the line of sight to the
satellite which would include jonospheric and tropospherie vefraction. By changing the
equations used in the tests shown in Appendix E, it would probably be possible to cover each
satellite's vesibility area with 28 x 8 bit eoefticlents for the angular delay time. By these
meuns a user could reecive the tropospheric aand lonospheric dalay times along the line of
slzit (0 the satellite within the haif frame of nopmal transmissions. The input to the uy =8
package would be the 285 coefficients, azimuth, and alevation. Tha only major problem would
be the pasitional rotation of the satellite over the fonosphare,; a satellite could not economi-
el store efficieats for time porieds greates than 2 hours hiroughout the day (2645 bits),
The dura would, thevefore, be in arvorby 2 1 hour of the satellite’s path moveinent theough
the tesospaere (=3300 ki) which could provide very lame errurs near the squater where

the ronospherie changes are greatest. Peachuaps 2dded cesifictents could account for this
satellite movament ¢ffect an lonvspheste delay, of the overall area covered by the satellite
could be made very muech laggper easbling the user to move his ¢ifective pasitioa in both
tisne and space.
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3.5 - Methed 3 - Gradient Approach

Ionospheric data points and matehing gradients cover the world at 13,5 degrec (1500 km)
spceing,  The data requirement for each point are: 4 bits for vertieal group delay leaving
an ervor of £2.6 nsec, 4 bits for the direction of the group delay gradient leaving an
uncertainty of £ 12 degrees, J bits for the amount of the group delay gradient leaving an
error of = 7%, and 3 bits for the height of the ionosphere leaving an error of £ 18 km. The
combined 14 hits per point r¢sult in a total of 3178 bits of data covering the world.

The transmission to the satellite consists of a 7 bit correction factor once per day for the
purpose of updating the 10 day world map. LEvery 10 days new predictions for vertical
group delay, gradient and height are transmitted consisting of 3178 bits.

The pracessing by the user involves the gradient evaluation for the spuce adjustment, co-
ordinate rotation at a rate of 15 degrees in magnetic longitude per hour for time adjustment,
and updating with the daily correction factor. The user can sec the {onosphere withiy a

21 degree radius of his site, and a tolerance of * 11.5 degrees in latitude is allowed for the
rotation of the magnetic latitude, longitude system required for the time adjustment. Thus
the user has to store the data within a 65 degree latitude bang avound the globe centered al
the latitude of his site. An obscrver on the pole has to store 212 bits, and 2 aser at the
equator has to stove the largest amount of data consisting of 1797 bits.

The decuraey besls o this approach are desceribed in Appendix ¥, The KMS erver due to
the spice adjustment alonre is about 12% of the prediction in the equatorial zone, and the
maximum individual percent error is about 47%. The higher errors anly cecur at a few
locations where the gradient does not represent the ionospheric variation very well.
Throuzh careful evaluation, better gradient estimates could be found and the overall RMS
ervor could be reduced to 109 in the equatorial zone, and the maximum errer cculd be
reduced to values smaller than twice the RMS error.

3.6  Method 4 « Cross-Line Technique

lonespheric daty points at 5 degree (350 ki) spaeing alonr one magnetic latitude line, the
nagaetic equator, and along one mugnetic longitude line tkhat passes through the densest seetion
of the eyuatoridl anomaly ars assumed to e representing tne typical ionosprerie variation

for the whele world., The data o ° “ments for each point are: 4 bits for vertical group
deluy leaving an ervor of 2.6 ugee, and  bits for the height of the ioncsphere leaving

13 ket fnnceuraey. The cowmbined T bits perv point fesult ia 3 total of 770 bits of data.

The teuasmigsion to the satetiite conslsts f A 7 bit correction fictor once per diy for the

purpose of updating the 10 doy world map. Bvery 10 days aew predictions for vestical
group delay and height aoe teunsminied consisting of 770 bits.
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The processing by the user involves forming of propottion:.l ratios for the space adjustment,
coo~dinate rotation at a rate of 15 degrees magnetic longituge per hour for time adjustiment,

and updating with the daily correction fiactor. The storage requirement for the user is 770
bits of data.

The accuracy tests to this approacl are described in Appendix G, The RMS errors due

to the snace adjustmont alone are between 33% and 75% for the different cases, and the
masimum individual percent arrors are between 33% and 100%. The high IMS and maxitium
errors only resulted in the case in which the effect from the dipole magnetic cquator used
instead of the true magnetic equator causcd distartions in the group delay contour lines at
hizh density aveas. It appears that through more investigations, the simple technique could
be somewhat refined that it would yield RMS errors between 20 to 35% and maximum errors
of about the same percentago or only slightly higher.

A variation on this technique using a 7° spacing could probably provide a very satisfactory
approach, sece Pigure 3.6-1. We understand that as one satellite frame is being read by a
user's equipment, another satellite is being located. A suggested approach to transmitting
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Figure 3.06-1. Grid Hattera




ionospheric group :delay could, thercfore, be as follows. If a satellite was over position 2,
it would sequentially transmit lonospheric group delay and height fov zones 1, 2, and 4, ete.
tven thouzh sakellites may be transmitting three diffevent zones, they would be seqaentially
eadid so that If there is a common zone, it would be transmitted by both satellites at the
samc time, If these zoneg are each 30° in longltude width, & user would need no more

than 3 zones to obtain his ionospheric information; neiar the equator he may need ounly

two zoues which he could obtain from satellites transmitting zones for the northem

or southern hemisphere. This is because of a 21 ° equacovial overlap providing a

30° x 42° duplicated zone for each cquatorial longitude belt (north or south), The

user could obtain information for each zone ina 1/2 minute frame and because of the
sequential coding, obtain all his fonospheric information after tuning in to no morve than
three satellites within a normeal 99 second listening period.

Problems occur when a user is in the polar regiun and his 'vigsible' ionosphere would
réach over many or all of the northern hemisphere zones. This problem can be over-
come by transmitting a grid of points for the magnetic pole area about 50° magnetic
latitude. In this zone where ionospheric gradients are reasonably symmetrical a 20°
grid provides good accuracy for interpolation. To cover a polar zone above 50°
latitude 19 coefficients are needed or 133 bits of information. The uscr who has to
obtain tonespheric information from four (1) satellites ~an thercfare reccive sequentlally
the polar zone plus the three 30° cruss-line zones. One zone heing transmitted
during one satcllite frame with a suaximum of 133 bits plus 5 hits time reference

= 134 bits maximum per frame. The satellite stovage would be 2 polay zone at

2 times of the day plus 12 cross-line zones at 3 daily times per zone plus time and
space reference bits malking 4759 bits for a 24 hour peviod. Additional investigations
ave still ongoing for this method.




3.7  Method 5 — Satellite Transmit Delay

The satellite transmit delay methed described in DRB 900005728 by 1. Navoy consists of
geacrating an emperical grid of the fonospheric delay for each satellite's field of view using
the reterence Bent jonospheric model, The resulting delay grid is then represented by a
functional in time and user location. The process of generating the delay correction is
shown in the flow diagram of Figure 3.7-1. The grid pattern and definition of terms is
given in Figure 3,7-2.

First, an empirical grid of ionospheric "delay" is generated about the subsatellite position
at some time, t. The grid pattern i3 a series of evenly spaced locitions in concentric eir-
cles out to the satellite’s field of view and about the subsatellite position, Above each grid
point is caleulated the vertical group delay (GD) and height of the f,1'2 layer (H m) e Satellite
time and position as well as the Bent Global lonospheric Delay Model serve as inputs to the
computer program which generates the group delay and height data for each grid point. The
grid locations are defined by earth centrul angle and azimuth from the subsatellite point., A
sampie of the grid density is as {ollows:

N

Concentric Ring Earth Centrai No. of Grid Azimuth
Sub Satellite Pt. Augle Pts. per Ring (=360° /N)
dubsatellite point o ' -

1 7.5° 4 90°

2 17.5° 10 36°

3 27.5° 16 22.35°

4 371.%8° 21 i7.14°

5 47.5° 26 13, 85°

6 37.5° 30 12

108 Laogations

‘Phe vertical group delay data are cenverted to line-of -sight (LOS) delay and the grid loca-
tions ave rvefereeced to elevation angles and szimuths of rotentinl users, based oa the fos-
lowing relationships:

_ Vert. GD

3 Dalay =
LOS Delay Cos b
R «H
. Gw*l [ m sia g
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CoE =2 -E

A user s rvi A sat,
2 z

where 8 'd +Z;also f=CE -Aa; a is
selected and 7 is caleulated where
two sides (R, + g, Ry *+ 11, and
the included angle (a) are known,

A three-dimensional, polar plot of the fonospheric grid {8 CoE vs A, vs LOS Delay; a sketch
ol a cutaway portion is shown below:

LOS DELAY

~ Az N
SUBSATELLITE POINT
TEQ4

Jigure 3.7-3. LOS Delay with Respect to Subsatellite Point,

This empivical tonospherie grid can bat represeated mathematieslly in terms of power seyvies
of Cok and multiple angle trigonomateic functions of the astmuth sagle, such that

n . m
s Cok x coas (A ) = K sin (iA
LOS Delay < K, Z (CoBy (K, Z (), €03 GA) ~ K 3in (4, )
=t sl
Sample caleulations indicate that a = 1 and m < 3 are dremed adequute for the mathematical
vepreseatation, thus reduciag the above equation to

3
S
. < i 3 K - L L A - - - ey s 3 ;\ = K
[.OS Delay ts._] Lae.(!\m Z (l\ul co3 (i :) K
i1

sia (i Az)
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1.0S delay (in nanosccods) may be rewritten in terms of AR, rtange correction (in feet), as
follows: )

3
A=A+ COE (A +Z (R cos (1A ) +S sin (iA)
i=1
since AR in it = Velocity of Light X LOS Delay in 2ec
=, 98208 X LOS Delay in nanv-sec.

The eight cocfficients :\0, A, Rl' R, Rﬂ,. Sl' S_, and 8, veflect the changes due to
titne and sateilite position; cuch one expressed as 4 quadratic function of time was found
to be adequate, so that

9
A = + ‘ “
o aoo amAt + aozAt
A At 2
= - +: 3
oL Zoto " o113t 3128t

B
Rysrgrmdtroht

537 %0 " 3,

2

lm + 3 2&“

to which a least squave best {it process is applied. The coetficiems ave evaluated for &
peviad of time, assume one houy, and are stored on disk. The process is repeated until
all the ceetficient data for a 24-hour span aive obtatned. These data ure valid for 10 davs
before requiring a Bent model update. In order to increase the aceuracy of the duta and
retlect the daily solur radiation condition vequirves the insertion of the daily selar flux
expressed as a multiplication facter.

The data uplinked to the satellite arve comprized of 23 3ets of 24 ceefiicients (a3syming each
set 13 good for one hour). The eative duta set takes 2320 bits (24 x 23 x 5 bits per value)

and i3 valid for a 10-day neriod befove wequiving a Bent modeling apdate, T increass
weurmey requires 3 daily update of the spagific day's solay fluy count which can be expreased
ta T L#s. The aceuracy of predictiag the rasge corpection i3 ¢stimated to be:

RMS = T, due tc Bent modeling
RMS = T8, due to above wechague aud assumitions

ey <101t
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4. ANALYSIS

4.l Comparison Matrix

Table 4, 1-1 summarizes the requirements and accuracies for the methods using minimum
transmission, storage, and processing. One of the methods deseribed is ilfustrated with
two dillevent approaches making 6 lonospheric data representations,

During 2! hours the satellite orbits the earth twice. but truces out one "two-cycle” truck on
the surface of the carth. The world coverage requirements are shown for 4 of the cases
whercius the other two cases show the storage requirements for the sectors beneath the
satellite during a 24 hour period. ‘The data can remain unchanged, apavt from one 7 bit
update number, for a peried of 7-10 days when new maps should be transmitted to the
satellite. '

The naximum storage a user requires is listed along with the number of bits he must receive
from each of four saicllites if data from them was sequenticlly coded. [t is assumed that
when a user is receiving data from one satellite, the equipment is locating a second satellite.
It is also assumed that a normal frame or "listening period” per satellite is 30 secrnds nnd
thut approximately 200 fonospheric bits can be transmitted ir this 30 second period. With
sequential coding of satellite fermation a user can vaceive 300 bits of jonvspherie infor-
ination from 4 satetlites in the normal "listening period. " Should he auss one frame due to
loss of lock, he may huve to romain on 1 satellite for au extea period W regaio his last
wnformation,

The errors shown are tn percentages as this measure remains reasenably coustant irve-
spective of jonospherie dela: magnitude. The magnitude of these ervors for diffevent sites
are shown i Figure 4.1-1 where the vesults are {sv diurnal ancus! residials. The daytime
moathly vesiduals are approximately twice as targe as thwge during leeal afternoon and
secdzsional exeursions te tea *imes these values will occur. Appendix A deseribes these
datly errors in move detatl and Figues 4.1-2 shows how the percontiges rewns a reasoaably
coitutant,

The basic erros o the model has been shown ta be 13300 (SAMSO TR 72-239). [urthes
errors in the methods deserieed are due to Hme aod space iaterpowntion. Time interpelatica
15 lipne when the satellife map covers a 24 hour period due to geegraphic and geomsgnatic
effect2 and has been shown in Appendix i to be 237%. whoreas the ervur for =1 hour inter~
poration 13 ealy 1., Spacial mereolation i3 discussed sepavately (o mach metiad in the
respective Appeadices, The final columea of Table 4. [+ summarizes te overall R¥S of the
liwee preceding columns relating to medel, time, and spatisl erroprs. The error fgures
given for the 4 worldwide ¢a3@3 invivde improvements that san be expecied to be made ia
e and space interpalation. The rermaiding two meliads th and O djanas to be the gaes
o<t suilable © be used in the propased advigation satellite system,
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.2 Derivation of Results

The analysis for the results given in the preceding comparison matrix is given in Appendices
A through H.

2, SELECTION

Before a particular recommendation of ionospheric techniques to be used in the: navigational
satellite system can be muade we must consider a number of items that affect the simplicity
of the vverall system. Both the satellite and user storvage should be Keptto o minimum; the
satellile sfored data can only be updated once per day: the satellite to user trarsmission
time should be Kept to a minimum; the final resuits should be as accurate as possibie and
the users reduction should be simple, It is understood that approximately 200 bits per half
minute frame can be used for ionospheric data transmission and if the intormation can all
be obtained in this peried of time, the user wiil rut need aay extra tune in ocder to obtain
his ionospheric data. We also belicve that wheu a user is rveceiving data from ihe first
satellite, his equipment is already searching for the secoid satetlite thereoy removing any
"lock on'' delay time. The user requires data from four satellites to obtain his final posi-
tion and therefore the ionospheric information could be sequentially coded iato four parts,
with ali satellites in a particular sector of the globe transmitting the same sectors at the
same time. The only major problem with such a technique would be that 2 user who lost
lock during 2 frame may have to wait two minutes to obtain his lost jonospheric data frame,

A major factor in ionospheric errors in the simple approach is the time factor causiag
relative jonospheric rotation. If a satellite stores a complete world map of the ionosphers,
the wap must he rotated in time up to £ 12 hours which gives over 23'% ervor. A better
system is for the stored data to be divided into segments that are much nearer to the time
required, This reduces the 257 time error to 10%. In view of all these factors, two tech-
nigues are recommended, one of which {s still under investigation by General Dynumics and
may mrove satisfactory. In addition to these dynamic models, the tvo statle versions of
fonosplieric modeling discussed in Section 3 are alse visble candidates,

5.1 Crosg-line Tochnigue tor 30° Longitude Segments

This concept ts still under {avestigation, but preliminary vesults presented here ndicawe the
methed s 3 modification 15 a viable candidate,

Duviig & 24 hour peried a satellite's path on the earth's suttsies will be two eyeley a3 in
Figure 5-1. [t has been shown (Figure la, Appendix () that the =urth’s ienosphere shows
ceaxidurable Symmetry to the earth's magnetje {ield 2ad thervfore Lnplies that Jor simplic-
ity we should assume the satellite i3 moviag in 1 magnelic not 1 geegeaphie eavirosment.
Figure 5=1, therefare, renceseats 2 magnetio projection wheve o oastellize ovhit can be » 120
Lutittade b evvor svor o geographie tilustiaton. If we dre to divide the globe up iste sege
ments ir grder to reduce the tme ervas whicnr 1§ buger acvar the equator and in orde? to
reduce the user's sterage nuquiremonts, we will have o problem ovier e poles.  ia this
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regzion 2 user may need to receive all the eacth's segments of information to provide his

total coverage. It is therefore necessary to transmit a separate polar eap zene to eliminate

the nced for a large storage of infovination.

A user requives approximately a » 16° eavth central angle zone to cover his visibic jonos-
phere to a 3* cut-off angle. He, thevrefove, would veguire three coasecutive 30° zones to

cover Lis {ield of view if he {s at 30° magnetic latitude. At hizher latitudes the polapg zone
would be sufficient although 2 combingiies of 3 & 36° segmants and a polay zone may be

neceszury. Let us assume the user i3 in segment 3. The satellite whose puath is displayed

on the diagram would sequestially traasmit daty (1/2 minute o approximately 140 bits) for

the pelar zone, and zeaes 7, 5, and 9. Al satellites {a this se¢tor of the earth would tyans-

mit the same zoues at the same tima. For example:

TIME AND ZONES TRANSMITTED

30 sec 30 se¢ 90 sec 120 see 130 see 130 sa¢
Sateliste A N. Pole T 5 3 N, Pele T 5
Satellite B N. Pole 1 3 9 ; N. Pele i) 5
sutedlite C 3. Pole 7 5 8 | 8. Fule i 3
— , , N




For the time error due to the earth's rotation to be limiterd to 107 it is necessary for the
zones away from the pole to be sccurate to £ 1 bour and then the user to rotate his position
with respecet to time within this zone, Decause the satellite takes 2 hours to ¢ross a partic-
ular zone and because it is transmitting a zone for 6 hours, it {8 necessary tor the satellite
storuyge to contain data for each zone at J different times, cach 2 hours advanced frem the
othev. The total satellite storage is therefore 12 zones x 3 for 24 hours plus 2 pelar zones
x 2. The polar zone can be in ervor by £ ¢ hours as the ivnespheric gradients are less
severe., An overlap of 21° is provided at the equator in each direction so that 3 user may
obtain his information from either a southern or a northern hemisphere satellite.

Let us now consider the way the information in each sector is teo be transmitted. It is shown
in Appendix G that a 30° zone can be very well represented by a cross-line technique. Each
of these zones will thorefore be transmitted in a way descriled in Figure 5-2,

A T spaeing of group delav will describe the magnetic equator and a seven degree spacing
of rativs will describe the latitude offcct from -21* to 49° magnetic latitude, Above 50°
latitude the polar zone will dominate. Fifteen (15) coefficients will adequately describe
cach zone, although a reference longitude and a reference time will be needed. The mfer-
ence longitude could be a nuinber between 1 and 12 which describes on which multiple of
30° the {aitial loagitude line lies. The time refevence should be accurate to 3 minutes and
be related to the time the satellite is at the center of 2 zone., The number of bits per zone
Is made up of 4 bits for the group deiav and 3 for the heizlit per coetflicient. The longitude
veference needs 4 bits and the time vcelevence 5 hits, One zone is therefors made up ol
{15x7) +4 + 3 bits = 114 bits.

The polar zone can satis{actorily be made up of a2 20° grid as shown in Figure 3-3.
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Pigure 5-2. 30* Zoae
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Pigure 5-3. Polar Zcne

The coefficients can be fixed in longitude with 30° longitude steps at 50° latitude and 60°
lonzitmde steps at 70° latitude. The 19 cocfficients will aced only a timne reference of 6 bits
making a tetal of 139 bits, Linear interpolation will be performed in the polar zones.

Iy summary we cau list the important features:

User storage 3 cquxtorial 30° zones plus 1 polar zene = 431 bits.
Satellite Transmnission Appreximately 140 bits per 30 second user navigation data frame.
Technlque accuracy Results show thisg approach to hiave s following RMS ervors:

a) Model error 15-30%

b) Time ervor 16%

¢) Space ervor 14%

d) QVERALL RSS ERROR 23-35%

3.2 Satellite Transmit Delay — Sevies Approach

With thizs approach, the series reprosentation of the polar plet of line of sight delay will
provide ceverage of the satellite's ficld of view for a one hour interval, Emperical results
wadicate that 24 coefficieats, each of 3 bit resolution s required to adequately vepresent the
destred accuracy lor a one hour period. Because of the minimum satellite transmission,
simpley user processing and the servies longivity of oane (1) hour this method i5 the vecom-
mended approach when using a dynamic model,




Simpler user processing {s obtaired because of the type of model used, The sevies repre-
sentation s for the delay between any user location and the satellite. Thus saves considerable
computation over other approaches that model the lonosphere's electron deasity and height,
The reason is that ionosphere model require addition steps of computing total electron con-
tent along the ray path of the signal.
In summary, the important features are:

User Storage

127 bits from cach of four salellites for a total of 508 bits,

Satellite Transmission

127 bits per 30 second user navigation data frame, with a data change every hour.

Technique Accuracy

Results show this approach co have the following RMS crrors:

Model Error 15 - 30%
Time Error 0%
Space Frror 14%
Overall RSS Ervorr 23 - 35%
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APPENDIX A

The size of ionosphoric errors that can be expected after application of a
rood ionospheric model

The size of ionospheric group delay errors at 1600 MHz remaining
alter application of several ionoapheric models has been discussed in a
numbaer of SAMSO reports., Cn average it is assumed that over the
continental United States a residual RMS group delay (measured-predicted)
for high solar activity varies between 2.6 and 3,3 nano-seconds using a
good ionosphaeric model. For a point nearer the magnetic equator, howaver,
such as Honoluly, this value can be as high as 6.8 to 9. 0 nano-saconds,

The purpose of thisshort report is to point out the real information on group

delay that is hidden by these deceptive figures.

Let us look initially at the ionospheric characteristics above Hawaii
during 1968 when the solar activity was at its height during the last solar
cycle, During the month of January and November large values of total
ionospheric content existed, Figures | and 2 show Lhe mininiwi, thean,
and maximum values recorded during these months where the total electron
content has been converted to group delay at 1600 MHz. It is immediately
obvious that even with the best ionospheric model, without daily update,
the predicted value can be 27 nano-seconds in error. [t is highly unlikely
that an ionospheric model will produce the same value as the mean and s0
the likely errors may be well in excess of 30 nano-seconds at vertical

incidence,

Studying these two mmonths in more detail brings us to Figures J ard <.
These figures show during one hour in the local afternsan for January and
November, the actual value of vertical group delay on a day by day basis,
Also displa d are the corresponding predictions and updated valued using
fe Dent lonosphe ric Mudel, [t is obvious that the predictions are very low,

but we will show later that this i3 rolated to a critical lreQuency very mucah
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higher than predicted, Using daily updates of critical {requency one hour
old at Maui, the predicted values are significantly corrclated to the actual
values., Updating with Faraday data from Stanford provides very little

improvement in November, but a asignificant amount in January,

These two figures indicate that vartical group delay times of 70 nano-
seconds or more were measured, Converting this value to the delay at
5% elevation we must expect line of sita delays of 210 nano-seconds. One
may ask the question, what would the maximum value be during a solar
cycle where the activity was much higher as was the case during the
previous cycle? With ionospheric 'no-update' predictions during these
months, it is still possille to have a residual error (measured-predicted)
of 40 nano-seconds at vertical incidencé (see November 24 at 0 hours UT).
At 5° elevation, therefore, the residual error after application of 2 mean
tonospheric model will be 120 nano-seconds, With update from a nearby

station, this residual was reduced from +0 nano-seconds to 2 nano-secoands,

Figures 5 and 6 show the corresponding predicted and measured {, F2
value and we immediately see the measured value is considerably higher
than the predicted value at all times except the last week of January.

During that week when the predictions for {,F2 weare reasonably accurate,
Figure 3 shows us that the predictions of group delay were also accurats,
The values of 10.7 cmr. solar flux are also displayed in Figures S and 6,

but on this occasion it ssems to bear little corrslation to the magnitude

of £, F2. In fact, Tigure 7 illustratesthe residual group delay at Q hours UT
versus the daily value of sular flux, This demonstrates that absolutely

no correlation exists between solar flux and the residual group delay.

Qne mwuat bear in mind, however, the inaccuracies of the Faraday
cotation measuremants used to carnputs the measdured zroup delay,
particularly during periods of disturbed conditions. D.H. Smith (JOR Feb 1970
tadicated a 50% change in the mezan divraal Faraday factor at Aricebeo existed

during an experimeatal period in January 1909 which would be directly



proportional to the total content and hence group delay. More commonly

a diurnal vaiiation of ¢ 4% exists in the Faraday factor, but using the

Bent [onospheric Medel and a magnetic field model, an average scasonal
variation of 9% has been shown to exist at a specific time over Hawalii

in 1969, These variations were not included in the basic reduction »f the

data and we must, therefore, assume that they have been fed into the reduction
of the group delays shown here, Atlantic Science Corporation are at present
working for the National Acronautics and Space Administration (NASA) on

a contract to model such a factor on a worldwide basis thereby providing

a more accurate reducticn of Faraday rotation data.

In summary, Figure 8 shows the RMS residual group delay after
application of the Bent [onospheric Model for Hawaii in 1968, Values in
excess of 20 nano-deconds are evident in Novembher and January without
update, These values drop significantly with a local update, The figure
also shows the basic no-update value for August to be low indicating
considerable seatonal variation of group delay. As an indication that the
results are not a function of the Bent [onospneric Model, the results irom
a Stanford Model are shown in Figure 9 for January 1968, This model
was built by totally different techniques and still showed the same large
diurnal variation in the RMS residual, Figvre 10 shows the improvement
that can be obtained by iunosphe ric modeling with and without * pdate under

the worst coaditions.

The continental United States has a much more slable lonosphere a3
it iy some distance {rom the magnetic aquator. f[a this region the maxirmwun
moathly BMS residual after spplying a good ionaspheric medel will be
about 6-T nano-3econds during local afternooa. The actual dady vesidual,

however, may rise to < times this value,

A-3
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Hawaii Group Delay for 1968
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APPENDIX B

The feasibility of nsing twn frequency groud delay measurements to

climinate the ionospharic retavrdation of sivnals from satellite to rround

Radio signals from artificial earth satellites propagated through
the earth's ionosphere are subjectaed to group delays., These effects cause
uncertainties in the determination of distance between transmitter and
receiver; the uncertainties being a function of the frequency of transmission

and the electron densities in the ionosphere.

For a single transmission frequency where only group delay is being
measured, it i3 necessary to model the ionospheric electron content in
order to account for time delay within the ionosphere. Modeling the
ion>sphere which has many uncertainties, can still lead to errors which are
unacceptable, It is possible to monitor both group delay and phaze dalay
to account for ionospheric problems or, more accurately, it is possible to
monitor the source with two frequencies if these frequencies are well

separated and are aigh enough.
An explanation of the two {requency appraach is given below;

The eletromagnetic path of a radio wave is defined by Fermat's
principle as that particular path, of all possible paths the ray might follow,
that results in the minimum group path length, The quantity is oblained

by ialegrating the refractive index along the group path

I

Lit) sy n(x. . 8) s
where g represents the group path. The linuts on the iategral are understood
*c be time dependent,

The electromagnetic path length of the geometric or straight line
path i3 obtained by integrating the refractive index aluag the geomatrie

path

G(e) I iz, I.9) ds

whaepe § rep-eients the straight line path.
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The group path length can be expressed
L(t) = G(t)+ '—J9 n{r, I', 0)ds - L n{r, I',0) ds ]

or L(t)=G(t)+ AL where AL is the corraction for bending (1)
An expression for the square of the refractive index of the icnosphere
was derived by Sir E. V, Appleton in the 1920's and is given as (Appleton, 1932)

3y

n’ = 1~x/{1 ﬁ—)—_[;(-f-—ﬁ,

where

= (N& )/(¢nPe,mf?)
Y.=Ycosa
Yy =Y sina
Y s (WH, )/ (2rmf)

This equation includes the effects of the earth's magnetic field, but

neglects the effects of the collision between particles.

Assuming the quasilongitudinal approximation (Budden, 1961), the

Appleton-Hartree equations becomes

) for phase index of refraction and

Ry =1-X (-
ad ='/n] . u.:{(L

l}_'

1
Y,_; ) for group index of refraction

For £> 40 MHz, and ¥, <1, the tenms /(L + Y\) can be anproximated

by & aeries expansion, 30 that the square of the refractive index bacomnes
2 . » 3
By 2l e X s XY+ XY

=1, an equation for the refractive index is obtained from cquation

For of
{2) by the binomtal expansion and is given a3

> a -‘3
r§=!.+":}:‘-: ——»-'-x}' igé—?—z—k-:ﬂ * ...

H - -

(3)




Substituting the physical constants for X and Y, equation {3) becomes

o?
ny(nl,8)= l+m Nz, I,0) ¢+ "I(%["i;?“"‘ N(r, L, G)H(r [,8)cosa
+ W‘ N%r, T,8)+ 2‘2‘_:;; N(r, [,0)H° (¢, I',8) cos® o

1
+ terms of the order of--f-bz- and higher, (4)

In MKS units this may be re-written a3
n, (v, [,8)=1 +f‘=— N(r,T,68) % -} N(r, £,8)H(r, [,8) cosa+

- N%(r, 7,8)+ -~-N(r.-,e)H”(r,r 8) cos™ 4 ....

where A = 40,365, B = 1.4200% 105, C = 8 1465 1 10°, D = 4.9952 1 16

Substituting equation 4 into equation | and letting
Lolt) = j.. ds
L.(t)= Aj N(r, [, 8)da
?
“
Lﬂ(t)ziBJ. N(r, [,8)H(r, L,0) cosads

and

“
. . f a
Ly(t) s Cj N°(r,T,0)ds + D, N(r,[,0)H(r,[,9 cos’ads

I (o
i J y (v,00)ds - J n’(r, Q@)d,]
L ]
the expression for the elactroxnagnetic path lengsh becomes

Lit) = Lo(t) +§ ( !“" /L, it)
sw: {5)




n
now let us define Lo =] ds
.

) O =J. N(z, [,8) ds
ia =J.. N(z, I',0)H(r, [,8) cos 2 ds
Ly =ji N%(r, [,0) ds
L, = J!'. N(r, L, OHYr, [, 9 cos®a ds

Lo is the geometric straight line path in the absence of the ionosphere.

The remaining terms represent the ionospheric contribution to the

group propagation path as followa:

L, is the first order term neglecting magnetic ficld
L, is the {irst order term correcting for magnetic field effects
L, is the second order ionospheric term

L, i3 the second order term with magnetic field

Therefore,
A C D
Gl elo+ B Iat Flot T le s Ly®oens (6)

but Ly the mean value theorem

3

L, =J. N(r,[,8)(r, [,3)cosads = MJ N(r, I, 8)xds = ML,
L}

i* P

Ly =J, N(r, [, 851%r, [, 3)cos’a ds = M'J‘N(r. £,8ds = M'L,

where M's M?
and a3 shown in Appendix A
. o
Lo =] N%(r,r,0)da ~ 2N, | N(r. [,8)ds = 2N,1
L] &

3 where N, = maximum e¢lectron denzity alang the path
N of integration :
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Substituting in Equation 6

. A B C D
Git) = Ly tE s PMIL 43 2N, L, P ML

. 20,365 .. 3.5179110°M 40,36+ 1.2375:10"&4\
a3 Ly ¢ v L,(zi f + o) N, + ) J

In order to investigate the maximum and minimum effect of the higher
order termas, we will assume the axtreme values of M, N, and M' to be
as follows;
M=40 ampere-turns (corresponds to Hv .5 gauss)
maximum N.s53 10 electrons/m® (corresponds to fy F2:20 MI{z)

M'= M? = 1600 (ampere-turns )

M = 40 amnpere-turns (corrvesponds to H=.5 gauss)

minimum N,= l110*%clectrons/m> (corresponds to {,F2=3 MHz)

M's M = 1690 (ampere-turns

Thervefore

G(t) = Lo TN i ¥ 3 ¥ £

b+

/ 2 . - () [N "
19, 3RS (K L4072 4 10¥ 1ot. 450 x 1O .38 2 134 \

Now from (L)

L(t) = G(t) + Al where AL is the bendinyg correction

tharefore
v
L(:) ® LQ ?(40;3"65 Nr ) 3(!))? &L. PR (7‘

The maximum and miaimwa values of § for vasious {requencies

are listed ia Table }

[Wf‘.cre Big) e L o JotUT2010% 143 4364 10*2

L. " g‘




TABLE 1: Ionospheric propagation zorrection to group path length

B va, £
Maximum Values

f(MIiz) 50 100 140 200 3oo 600 900 L1200 1660

8. 1,053 11,006 [1.003 | . 998 | .998} .999| .999 | .999| 999

3, 1110 [1.034{1,020 |1. 612 |1,007 | 1.003) 1.002 1,001 {1,001

Minirmum Values

f((MHz) 50 100 140 200 300 600 300 1200 | 1600

B. =974 , 986 <990 | L9931 .995| .998 } .998 <9991 .599

84. 1.03171,015 } 1,010 {1.007 |1.005 | 1.002 {1. 002 l1.001 1.00}

Note: B+ correspond to the + sign in the expression for 8.
The + sign stands for different propagation modes (ordinary
or extraordinary) depending on wave polarization,

In Equation 7 AL i3 a function of elevation angle, maximizing toward

the horizon

L =8+ 8y ¢ 4y *hy + A0 ¢ ..

- ‘t

[
where 4, = | ds - | ds
4

3 N
0,365 (° . 10,365
A& = = - (‘fsNéS - J.st) = L,: ‘AQN'
2 .?‘)! 06 " LX) +
& =8 T ; 1 (l, NH cos ¢ ds - Jr Niicos e us)
¢ [

1,42 lad N
=: -&-——-:sa——....

r Nds - Jr Nds) 3y
vg .

8. 1851107 (

. P 814654 105 L
L = F:,.i'ds -J.:\' é-) N z)‘.

B!
-




8, 1465 10°
8 8 R 2y,

L 4.99524 108/ ¢
_—-—_?;..____.

4. 9952 ¢ 1010
A ([ ]

4, 99521 0t°
A, 5"""1::'-5-'—— M' N,d,
40. 365N, 1, 42v10% .6 3
hence AL =), + ‘_}a*'—'ly*' 93 _«g—"iq‘ =~ MN,; 8¢ ¢ L‘%M N3 A
4,0952:1000
+_____g___:______ M N,

For maximmum effect we will 4ssume

N, = 318*2%e/md
M = 40 ampere turns

M'= 1600 (amp turns )°

. . . 161 45681007 227241008 6677, 1070
thererore, oLsAc\l + = v + r; K ;" \

40.3645 .
Now Lit)= Ly, +'9-F.€)""§l‘5(f)*6o + doy ()

where ¥ (f) = 101'.~

SLaL Qe 227 231000 G6TTRLORY
TS TR

and Y(f) represents the frequency dependence of the bending corrvection,

e
L] A

The maxiroum and minitnum values of y versus f{ can be obtained {rom

, 10, 365N
Tahle ! as  ¥0f) = 8§ —33;35’-'3" 3(f)

40, 346% .
therefore, L{t) 3 Ly Ao+ - Bif) [N?“'N-l (2)

R
FSOLI T ICE.




Whare Lg =f ds = straight Jine distance between observer and satellite
L]

f
Lo = Jy ds - j ds = difference betweeon refracted path and straight
line distaace

(the degree of bending depends on the
ionosipheric conditions, frequency, and
¢levation angle)

£(f) = correction factor to group path due t» high order terms
in expansion of Appleton-Hartree equation for index of
refraction :

(It depends on maximum electron density along the straight
line path, magnetic {ield, and fraquency of iransmissionj

3,5179*10* M 40,364 N, + 1,237510° M?

and Kf) =1+ ¢ + 3
1.4072x10% 163, 4363103
=l: =y * i

Y(f) = frequency dependent correction factor for the bending
carrection to a straight line group path

(It depends on maximum electron deasity along
sgraighl line paur, miagaetic {ieid, aud {fugueucy)
161, 456x10*2  227.2210'8 BLITMR S
o) i ia + —c—-z‘;—u—-

and \(f) =

8o muit be determined by ray tracing; it depends on {requency aad
ionospheric conditions
(An order of magnitude effact for a thick tonosphere at 140 MHz
and at 5° elavation ang'e is 4¢°50m
8~ 0as EL ~90” and
Qg = 0as {omw )
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Glossary

geometric path length (straight line)
e arth's magnetic fleld intensity
minimum group path length

electron concentration

electron concentration

total electron content

maximum electron content

velocity of light .

electronic charge

wave fruquency

electronic mass

refractive index of ioncsphers
phase index of refraction

group index of refraction

radial distance to differential element

angle between carth's magnetic field
vector and ray path

hending correction

dielectric constant of {ree space
geacentric latituds

permngability of free 3pace

geocentric longitude



APPENDIX C

Transmission Times for lonospheric Predictions

To dctarmine the transmission time for the ionospheric predictions,
consider first what the maximum accepiable error for the desired data
type is; for either vertical electron content or group delay and the height
at the maximum electron density or for the angular electron content or
group delay for which no height informaticn is required, Using Table 1
the number of bits are determined required for the ionospheric data of

specified accuracy at each location.

From Table 2 the carth centralangle corresponding to the lowest
elevation angle to the satellite can be extracted. If each satellite transmits
the ionospheric data for its own region, the second column vields the desired
central angle, In this mode angular group delay is preferabis as data type.
If not all satellites transmit their own data, the user has to get enough
data from just one satellite to cover the whele region visible {rom his sight,
For the lowest elevation of the highest elevation satellite transmitting
ionospheric data, columng 3 and 4 give the corrcspeonding contral angles
for users cutting off at 5 and 2 degrees of elevation. For this case it is
advantageous to choose the ionuspheric data s vertical group delay and

height.

Having determined the number of bits regquired for each point and the
central angle from the satellite to which data i3 needed, Tables 3a-{ give
the transmission titnes for a choice of the point densiti¢s of 3, 7, and {9
degrees central angle. Columnas 3-5 list the total transmissian timae,
Colurnns 7-9 give transmission times {or an sltevnate approach where the
user with low accuracy requirernents can pick up a less dense pradiciion
pattern during the first past of the transnulssion paried, and columns 11-13
give the additional timed for users with high accuracy roqu tremeats to

fill in the romalaing daka during the second part <f the srapsmissios iatarval,

»
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ELEV= ELEVATIAN &aNSLE FRUS USER T6 SATFILITE (DE3)
CALF Tt EARTH CENTIAL ANGLE SETWEEN SATELLITE av™ JSZA T(IED)
A3 = EARTH CENTRAL ANGLE 3ETwe¥' SATELLITE A\ VST JISTANT
xar.Paxwr VISTELE FRIM JSER AT 5 JEG ELFV.CUTAFS (9£G)
A2 3 SAFE AS A5 BUT USING A 2 DEGREE ELEVATIIN CUTEET

___ELEV__ALT a5 A2 E_EV _ALF A5 A2
A9 8 17+3 1949 sae 39+8 S6,3 5308 ]
88, 17 1Re2 20+) 43 407 S7.2 9.7
87, 245 13.0 21946 bZe u1e6 S8.1 Q-6
dbe  Jebh 1909 2244 bie 425 5940 615
85¢ 442 2097 23+3 40e {43l 5999 A2k
8% Sel 218 2401 " " 39e 44s3 608 633
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Gle 2443 81«3 2343 16e 40+7 82e2 847
ECe 257 4242 4407 15¢ §Ae6 83+t 8567
RIS e e RS NVE 1ve a7+6& a4e1 346
58 27¢% 439 4boey t3e 43%& 8%.)1 824
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95 F0el 24+¢8 5941 10e 715 23.0 9289
56 09 ¥k 6T q- ?22+3 889 P18
G5V WV ITRENETT Ev I 899 98
Y&y eV 9.2 Hle7 ?e Tacik BRG Tlea
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Table 3¢,

seeve TASMISSION TIMES FOR 7 NEGREE GRID veves

Az EAR T CENTRAL ANSLE (NER) MEASLIED FI0¥ CUR-SATFL_ITE POINY
e DT UARAS FOR ANITH 1SUASPHERIZ YATA IS T Pz TSANSYITIED
#ATS TSNS ST 'éiﬁ?s IV TSEGRTD ZEVERING TUEEREUSOTIELOW THE
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492 F92 FILLING IN MISSING GRIC CICLES <89 SEZAND PASS
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APDPENIIN D

Accuracies in lonuspheric Predictions Obtained [ram Grid Pattern [nterpolation

A number of test cases were set up to determine the average and the
maximum crrors encounter.d when interpolating predictions at the points
ot & grid pattern around a central iocation to obtain the values at the
intermediaste positions, The date was chosen as August 1968 for high
solar activity near the peak of the sunspot cycle, The central locations
were chogen as A, B, and C a3 shown {n Figure | so that the three test
areas covered different regions of the ionesphere capturing the rapid
changes of the equatorial anomaly for testing maxirmum position errors,
and the sunrise effucct for testing maximum time errors and enclosing a
less disturbed area in the mid latitudes for average position and time srrors,
The areas are defined by a circle of 21" in earth central angle around the
location A, B, and C. The predictions were camputed for three conditions
at points evenly spaced at 5, 7, and 10 degree intervals of central angle

and azimuth,

These predictions were interpslated to points which were offset in

central angle and azimeoeth from the original grid pattern by u, "f‘ and "

the size of the grid interval. The "/a grid size offset, as shown in Figure 2,
results in maximum arrors due to position, the ¥, offset in average ervors,
while no ofiset eliminates position errors. Another contribution to errors
commes from tim: discrepancies. Assuming that the ionospherie data is
valid for a time '/, transmission iaterval ahead of the actval transmission
time, and choosing a transsussion waterval af | hour, the maxiraumsm esrors

are duc to time discrzpaacies of ¥/, hour and average errors due to '/, hour,

Thus, sthe predicticns ware interpolaked ia pesition ard no adjustments
for the time discrepancies were allowed., The resultiag valyes were compared
compared with the suiurate predictions obtaiaed from the Bent Madel for
the proper timoe and locasions. Table la. shows the comparison for predictions

of vartical group delay at 1o00 MHz, Table la. for the height of the maximumn

clectron doasity. The tables list for cach condition thae range of the predicticas

L&
o




C o i)

ovar the grid pattern by giving miaimum, maximum, and mean values,
The errors of each point are defined as the deviation of thu interpolited
value from the prediction computed directly for that point and time,

Listed are the RMS values of the errors for the arcas avound A, B, and

C, the percentage of the RMS error to the muean prediction, the largest
absolute cerror incurred at any one point, and the corresponding percentage
of error to prediction at that point. It is seen that in all cases the errors

due to time exceed the errors due to position,

Tables lb. and 2b, show the ccmparison of the same predicted data
with values that were interpolated in position and adjusted for the time
discrepancy by shifting the original grid pattern at a rate of 15 degrees
per hour in langitude. The time errors so dominant in the previous case
dropped way below the pesition errors, To approximately match position
and time errors another test was performed assuming a transmission
interval of 4 hours with maximum time discrepancies of 2 hours, Again,
the predictions at the grid points were internolated in position and adjusted
for the tiae discrepansy by 2 longitude shift of the ¢rid along the magnetic
latitude line for the central pec The results are shown in Tables lc. and

2¢.

The results in Tables | and 2 list as errors the deviation of the inter-
polated values from the predictions, However, the predictioas do not pro-
perly represcat the ionospheric variations, and to obtain the total srrors
expected from the interpolation technigue, the errors in Tables laad 2
bave to be combined with the deviations of the predicted from the observed
data. Acouracy data for the predictions was available {rem compar.send of
the Beat medel results with Faraday ratation measurements definiay the
actual group delay. To show average ervers during a period near the peak
of the sunspot cycle, the 19.3 yearly RMS values ever all Aours were
chosen a5 prediction errors st locaticas A and C, and over two houss at
sunrise at logation C. To present some maximum passible errors, the

moathly RMS values for ane hour were takeld as prediction errors, sclecliag

D-2




the month and hour with the largest errors during 1968, Since the accuracy
data was not avaiiable for the exact locations A, 3, and C and the corres-
ponding grid point, the data from necar stations with similar type ionospheric

variations was chosen, The combined prediction and interpolation RMS

errors are listed in Table 3,
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Series Representation of lonospheric Predictions

The problem under investigation is how to usc all the information
available from the Bent lonospheric Model and come up with a smaller
set of information represcnting the ionospheric predictions to sufficient
accuracy., The first approach investigated earlier utilized a grid pattern
of predictions covering an area around a central location and linear inter-
polation between the grid points, The denser the grid pattern, the higher

was the accuracy achieved.

‘The approach taken here is to express the ionospheric predictions at
a fixed time over a selected area around a central location by a series
representation, The series expressing the prediction p is developed in terms
of power saries in the earth central angle a from the central location to any
peoint of the selected area, and in terms of multiple angle trigonometric

functions of the azimuth A.

a3 3
P = _>_‘ 4 Z (a,; cOsjA + by | sinjA)

{30 iz=a

The highest power ina is n and the largest rmultiper of A is m. The total
number of coefficients a, ; and by, is 1 = (n+1) (2ms+!), since by, always

having a zero multiplier can be eliminated.

The coefficients are to be determined from lonospheric predictions
and correspor ding central angle and azimuth angle data {or points covering

the selected urea, The equation system to be solved for the ceefficients is,

P = XC,

where P is the imnatrix of ionospheric predictions,

C is the matrix of coefiicients, aand

X i3 he observation matrix.




The observation matrix contains in cach row the functions in crntral angle
and azimuth by which the coeificients of the series are multiplied, and the
information from each point is placed in a separate row, The k*® row ig

d&!fined by‘(xu xla ¢ s e x“ ) =

(1 cos A, sin A, cos2 A, sin2 A,.. cos m A, sinm A,
G, O o8 A, aysinA,  qcos2 A, Q,5ind A, ..Q,cos A, Gsinm A,

> g3 244 7 in2 3 .0s s
Gy GeCo8 Ay  Cysin A, gcosi Ay afsm.. Mg reQgcos M A, Gsinm A
. . . L4 . . .

. * - L4 . * *

* . - . * . .

ag ofcos A, gfsinA, dfcos2 A, agsin2 A ..alcos m A, &sinm A,)

If the number of predictions is equal to the number of coefficients, an
exact solution can be formed, To take advantage of the series approximation
approach though, the number of predictions should be quite a bit larger
than the number of coeificients yielding an overdetermined equation system
that is to be solved using a linear regression technique. The small amount
of resulting cocificients are then formed from a large data base of predictions,
and thus represent the predictions over the whole of the selected area better,
As a solution technique, the least square adjustment was used, minimizing
the sum of the squared deviations from the fit. Solving for the cuellicients

yields the matrix equation,
IR Y -1 =T s
C=(X'X) X'P.

A number of tests wers performed in which coefficients for several
combinations of m and n were determined from szlected grid patterns of
predictions. A rnatching set of predictions for the same patterns were then
computed by the serics approximation utilizing the coefficients to demonstrate
the aceuracy of the mwethod, Predictions for patterns oifsct {rom the original
geid patterns weore decermined by the series approach for an accuracy cumparis

son with the iaterpolation techaique mentioned 2bove.




The date for the tests was chosen as August 1968 for high solar activity
near the peak of the sunspot cycle, The central locations were chosen as
A and D as showr in Figure | so that the two test areas covered the most
varied regions in the ionosphere by capturing the effects of the equatorial
anomaly and the sunrise. The areasz are defined by a circle of 60 degrees
in earth central wngle around the location Aand B enclosing large ionospheric
variations from -60to + 60 degrees in iatitude. The predictions and corre-
sponding central and azimmuth angles for the coefficiant determination weare
generated at 118 points evenly spaced at 10 degree intervals of central angle

and azimuth to cover ti'e areas,

Four sets of coeffictents were determined for ecach of the areas around
A and B. [athe first two sets equal impaortance was placed un the variation
in central angle and azimuth, setting m=3 and nal for the 28 coeflicient case
and m=s¥, n=¢ for the 45 coefficient case, A higher azimuth multiplier was
allowed in the ¥4 coeflicient case with mi=5, n=3, and a higher power of the
central angle was included in the 4¢ coelfficient case with m=3, n=3,
[onospheric pradictions were then corputed utilizing the coefficients in the
series approach, and the results are presssted in contour maps for compari-
son with the original predictions. The 113 point pattern is overlayed by the
contour lines of the ionospheric predictions of vertical greup delay at 1000 MHx
in units of naneseconds, Figures 2a and 3a reprosent the original predictions
in the areas around A and B respectively; Figures 2d-¢ show the contour maps
arouad A and F'igures 3b-3 around B obtained {rom tha cifferent coeificient
sets. The results from all cases cf the coefficient methoa visibly appreach
the general pattern of the original predictions. Howsver, the rsesults {rom
the coefiicient approach do not extend to the highest values of the ariginal
predictiond, aad they tead to approximate obloag cantour lines by mare
circular anea. The improvemcent in the estimates resultiag iram the tacesase
in the aumbes of coctfiticnts {rom 28 to 43 can be clearly noted., The higher
powe s of the ceatral aagle does not sceny to unprove the 18, bul the larger

multiplicr of the azimuth angle causesd a bettar mateh of the obloay contour lines.

E-3




The condition of the sunrise around location B is botter matched by
the series technique than the condition of the equatorial anomaly around A.
To clarify the regions just around A and E. the center of Figures 2¢ and Je
were enlarged to show the detailed contour maps from 0 to 20 degrees in
central angle. Figure 5, the enlargement for location E, does not show
much change from Figure 3c; but Figure 4, the map around .K, shows a
great amount of variation not visible in Figure 2¢. The coefficients apparently
fit very hadly right around A and valuas Zrom 2 ta 24 appear where the original
predictions raaged from 12 to 18, [Looking iurther into this case might yield

a modified approach that eliminatss this particular probdlem.

dy utilizing the coefficients in the series approach as well as by inter-
polating between the original values at the 118 points, ionospheric predictiona
were computed for 117 points offset from the original grid pattern by 3, 2.5,
and 0 degrees in central angle as well as in azimuth, The 5 degree position
offset in the 10 degree grid results in maximum errors, the 2.5 degree offset
in average errors, while no otiset gives the best possible results, Tables la
and ¢ show the comparison tor predictions of vertical group deiay at (600 MiHz
and Tables 2aand b for the height of the maximum electron density. The
inte rpolation method requires use of 118 numbers while the series method only
uses 28 numbers in the first case and 45, 42 and 44 numbers in the following
cases. The tables list for each coadition the raage of the prediction over
the 117 point grid pattern by giving minirmum, rmaximum and mean values.
The srrors at aach point are defined az the deviation of the interpsolated value
or of the coetfficient obtained value {rom the prediction computed directly
{or that point using the Bent Model. Listed arze the RMS vslues of the arrors
for the areas around A and B, the percentage of the RMS crror to the mean
prediction, the largest absolute ervor incurred at aay one point, aand the
corresponding percentage of erroe to prediction at that goint,

For location A the esefficient method vialded the lowast RMS errors
in vertical group delay for the casde nx+d, mad, and for location B for the

combination as), musd with nuore vaziation in azismsuth thana ia centiral asgle.




The RMS percent errory for the different cases of the coefficient method
are botween 99 and 225 larger than those obtained from the interpolation
method and while the maxumum crror {or any one case is up to 4.3 times

as large as the RMS value [or the interpolation miethod, it is up to 0.5
times as large as the RMS for the coefficient techrique. This indicates that
overall the coetficient mathod might yield acceptable #rrors, but yet the
values at a few individual points might still have unreasonably large errors,
Comige #ison of Figure 4 and Figure 23 shows such a problem area of bad
estimates right arcund lecation A. Further investigations of the choice of
coefficients and of grid variatior with laitude and longitude rather than

central angle and azimuth are desired to find the best conditions for the

coeificient me-nhud,

The problem of the choice of coefficients was carried oue step further,
To estimate the importance of each goefficient irn the series approach, the
correlation coefficienta were computed betwyen all pasaible combinations
of columns fcr the observation matrix X, If x. and y, are the elements
of two diiferent - mns in X, aud k i3 the number of rows in X, thea

the working equ.it.on for the correlation coe{licient r {or these two columns

i £ Loy
"':2‘ “v Y ‘}Jx';:lff:
ey 17 g
r = - o
R B ay ¢ & ¥
My el ] N [T,
) Xl Xy ) yo- Y:)
l —d S j ‘
194 tad tul T

Evaluating the case with 45 coefiivients, m=3d, nxd, the cesultiag cabsetation
sgetficients between any two columniy clearly .aepa?atrd into Twd £ roups;
where the [irst grous showed no corralation with .00 = v = .07 ynd the
second group shuwed a migh degree of correlation with [ ¥Z % re 9%,
Loeking at the iadividial termsz in the ouservation malrix, it way found

thal al. vuntriLutions @' where Sighly correlated with T, and all coutrivutions




a'cos j A and a'sin j A where highly correlated with cos JAand sin j A
respectively, Since the correlations were smaller than 1, but closc to I
the corresponding cocificients add some, but little,to the estimate of the
ionospheric predictions, Elumnicating all correlated cocfficients the series

was modified to be,

e
P = a0 + 3,00 +Z (3ggco8 j A + by, sin j A).
=1

The test case of 45 coelfici~nts reduced to 10 coefficients with mi=4, n=l,
The cosfficients were determined based on the same dais 22 all other test
cases and the estimates obtained from the modified series approach using
the new coefficients were compared with che original predictions. The
results are listed in Tables lb and 2b, The errors for the 10 coefficient
cases are aot too much larger than those for the 45 coefficient cases;
however, it is seen that the 35 aliminated coefficients contribute soma

amount to the .aprovements of the estimates.

To refine the series aporoach of estiriating ionospheric predictions
turther investigation in several areas is p2cessary. The proper density of
points used for the computation of the ceeflicients should be detzrmined
to allow as r.uch acecuracy as poasible, but to avoid unnecessary detail
that cannot be absorbzd irto the ceelfivients. Diffarent grid coordinates
for the poiat patteres should be checked out: a latitude-longitude grid could
replace the central angle-azimuth eoid. Modidied series and various
combinstions of terms should e further  valuated to cume up with only a
lew coalficianta <l the bect combination that yield small avarall errors

ae.d also reduce the maximum girors,
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Central Location K (0% 210°) - equatorial anomaly cffe(;t
Date - 15 Aug 1968, Universal Time: 6 hours

Latitude (deg, )

60.

0 270
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(G

50 170 190 0 - 230 2

figure 2a.  Contour Map of Group Delay at 1600 MHz Obtaired
£

¥ lonasph 1rie Prediction Program
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Central Location A (0°,210°%) - equatorial anomaly effect

Date - 15 Aug 1968, Universal Time: 6 hours

Latitude (deg.)

650+ '0

401

20 A

-69

0 176 190 210 230 250 270
Longitude (deg. )

-—
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tgure Ibo

'\l

Cantour Map of Group Delay at 1600 Mia Obrained from Coelfficient
Methad Using 22 Caeificicnts with the Highest Power of the Central
a3le 33 and he Largest Multiplies of the Azimuth Angle msd
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Central Location A (9%, 210%) - cquatorial anomaly effect

Date - 15 Aug 1968, Universal Time; 6 hours

Latitude {deg, )

60+

-

~u 09

150 170 150 : Co2s0 250 270
Longitude (deg. )
wgure Je.Cantour Magp of Croup Delay at 1600 Mz Obtaiacd from Ceefficiant
Method Using 43 Coefilciants with the Highest Power of the Ceatyal
Angle nsd and the Largest Multiplier of the Azimuth Angle mst,
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Central Location A (0% 219%) - equatorial anomaly effect

Date - 15 Aug 1968, Universal Time: 6 hours

Latitude (deg, )

6 Of

B

-
4
!
4

150 170 130 210 230 250

270

Longitude (deg.)

. L ero o o P (Rt
wgure 2d. Contour Map of Group Delay at 1570 .\!Li.‘-a Obtained Sram :,eef.u.wnl
Methoad Using 4 Coelfficiraey with the Mighest Powesr of the Centzal
Aagle a=J and the Lacgest Multiplier of the Azimueth Angle mzd,
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Central Location A (0°,210°) - equatorial anomaly effect

Date - 15 Aug 1968, Universal Time: 6 hours

Latitude (deg. )

601

<40 1

20 4

&
i - =Y -

136 {70 190 ’ 210 439 59 279

Longitude (deg. )
Figure Se, Caontous Map of Group Delay at 1600 Miss Obtained Irom Cosfficients
Methad Using 40 Caelfictonts with the Mighest Pawey aof the Centsal
Angle ax) and the Largest Muluglier of the Aziwtuth Angls ma3,
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Central Location B (0%, 0°%) - sunrise effect

Date - 15 Aug 1968, Universal Time; 6 hours

Latitude (deg. )

60-’

204

0«»

& . i

300 320 340 0 20 30 60
Loagitude (deg. )
Figure Ja.  Contouy Map of Greup Delay af 1606 MHz Obtainad
fram loanspheric Peadictiva Program




Central Location B (0°,0%) - sunrise effect

Date - 15 Aug 1968, Universal Time:- 6 hours
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<0 80
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T . T

300 320 N0 Q 2

v

(=

Figsrs Ih Coantour Map of Group Delay at 1000 ME=2 Obtained from Coafficient
Method Using 28 Coeflictents with the Nighest Power of (he Central
Aagle n3d and the Largest Multiplier of the Azimuth Angle mz}
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Central Location B (0°,0°%) - sunrise cffect

Date - 15 Aug 1968, Universal Time; 6 hours

Latitude (deg. )

60T

40<L

204

‘2019

-+0y

<60+

o~ 2

500 320 330 0 20 %0 50
Lorgitude {deg.)

‘ure Je. Contour Map of Group Delay at 1600 ME2 Obtained from Coetficient

Method Using 4% Coefficients with the Highest Dower of the Central

Aasgle nzd and the Largest Multislicr of the Azimuth Aagle masd
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Latitude (deg, )

Central Location B (0°,0°) - sunrise effect

Date « 15 Aug 1'968, Universal Time: 6 hours

l | X — o
300 320 330 0 20 <0 60
Loagitude (deg.)

Figure 34,

Contour Map of Groun Delay at 1600 Mtz Obtained from Coeflicient
wiwthod Uaing +4 Coeflicients with the Highest Pawer of the Ceanal
Angle asd and the Largest Multiplicr of the Azimeth Aagle ma§,
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Central Location B (0*,0°) - sunrise effect

Date - 15 Aug 1968, Universal Time: 6 lours
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6 Od
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-3 s

.50 ]L _
300 320 340 0 RY 40 80
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Figure Je. Contour Map af Group Delay at 1600 M2 Qbtained from Coeofficient
Method Using 32 Costiicieats with the Highest Pewer of the Central
L)

Angle n3% and the Largest Multiplier of the Azimeth Aaglc med,

EIT




Central Location A (0°,210°%) - equatorial anomaly effect

Date - 15 Aug 1968, Universal Time: 6 nours

Latitude (deg,)

204
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190 260 e 220 319
L )

Figure 4. Ealarsgement of Tws Ceatral Cireles af Figure Ic
Showing the Contour Mzp of Group Uelay
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Latitude (deg. )

Central Location B (0°%, 0°) - sunrisc effect

Date - 15 Aug 1968, Universal Time: 6 hours
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Enlargement of Two Central Cirtles of Figure 3¢
Showing the Contour Map of Group Delay

E-19

Longitude (deg.)

wgpe-




SR § 3°0¢ 2Z°6 6°%T  St1'1| 6°L #°'s2 0°'T] ouoyM
Lt 0Ll ¥6°¢ 0%yl 50°U| 8°L 2°¢z o0°1] 2y
Lit 691 £1°F ‘25t 91U | ¥°L 5°%¥2 0°1 Ko -1
L1 9°61 05 '€ L0t tz't! e1t 1°0g 61}l ouoN
L1t S6¥ 18°L T'¥T #9°1| 9°11 L0t 9°1] aoay
e Lg6 1z 21 0°81 ¥1°2] 6°11 170g L°1 xeyy v y ¥ 5%
L1 6°22 28°S £°91  62°1| 5°L #°sz 0°1} @uoN
L1t 681 8¢ ¥ 291 9z°1| 8L 2°gz 0°1] 39Av
L1t 602 s €01 2€°t| 3L s°'¥z 0'% xminy f+ .
. L1t 0°61 25°S 1°LT ¥6°1| ¥°11 1°0¢ 6°1| suoN o
A +°2¥ 69°9 L't . 907zl st Ltne 9tif  awav "
A vorL 69°6 8°81 sz'z| b1 1'0f LY xew v g £ 82 E
PHYyIvTY VIS1550D
Lt 0 °0 00 ‘0 0°0 ooc| 6°t {+°52 0°-1] wuoN
Lt 6°L 28°1 ¥°s 2v0| 9L z'gz o°1] avav
L £°01 ov 2 £°L 9s‘u| 9°2 &°'¥2 0°1 e g
L1t 0°0 00 °0 0°0 00°¢| %1t 1'g¢ 3°1f suceN -
L1t £°st 16°2 L°9 8L°C 9°'11 °'0€ 9°T 19AY
L1 6°L ¥y '€ 2°6 01 °1 6'f1 1°08 L'l 2o v - - , -
- Epot 103 voj3E|0d 29397
§31104 "SQV "XeW JOU “sqQV "XeW 9 11BISAQD SIWY | UeRIN HE ulpif d04i1% ﬁ“oﬂduod 3 AL 29Mrd [£392101)°00 D)
"oN [{3ua1013390D 10 paIjejodaajul-paIwIpaid)Iorxyg q01321poad uciiisod isoldawey (3903111 ] jo avquiny
9218 p1a8 gy M\m 30 juswade(dsip Jutod ©3 Onp SI0119 OU,; STRIGAR/WNUWIIXPWI~UOTIIBO] ' OUOU -DLL1] 1, ‘et1012°7

.m 300339 seraung zaanyded ‘o = apultuoy *,q = opniise] - ¢
Areruioue [errojenba ayj jo 3zejyo svanideos ‘eD1Z = PpnNBUny ‘. .n = SpnNIV] - W lgUOTIEID”]
223355 01 OIS PI2O

POYIAIN JUIIDTIID0) 10 uotjejodadu] plIn Wod] pouteiG (Spuos 350UeU) ZI{ 0091 I® Ar{a#( ONOdD) (T11407 Ul KoFan sy

te

i

p———y
>

B 8

IS




» FEEENRAR LA

L L°12 25°S b6l £5°1 6L ¥'sz 01 2uopN
L1l 1°18 s8°L §°02 09°1 g8°L 'tz 0°1 198y
11 €201 65 °8 9°22 rA | 9°'L &°¥2 0°1 xe|W m
L1 € v 90 ‘21 9°62 16°2 yItv 1cg 5°1 SUoN
L1t . 2°0L 90 "11 7°92 S0°¢ 9°11l L'0g 9°1 I9AY
L1 6°901 28 "¢l 9°'82 1¥°¢ 6°¥t 108 71 X2 v .4 1 01
uﬂvmhvm anuhﬂwuhvm‘& nmﬂ#ﬁﬁ potjay uﬁouﬂmmnﬁﬁvu
L1l 6 °91 82V 8°0t 68 ° 6°L v'ez 0°1 QUON
, Lt 6°1s 20°s 921 86 ° gL 2°'tz o0°1 LR 4
Lt 8°901 9% "L g8'91 82°t | 9°2 s°'rz 0°1 xew | 4 =
L1l L°ve 8% ¢ 801" ¢€2°1 P11 1708 &1 PUON '
L1t ¥ '801 $8 €1 €81 g1z | 9711 L'0g 9°U | 3°rv t
211 9°681 ¥0. %2 1°1¢ 1L°¢€ 6°11 1°0¢ L°'1 xe Y 5 L1 L4
211 881 1 4 ¥°81 s¥ 1 6°L P'g2 0°1 SULON
L11 2°'92 ¥9°¢ yLY se 1l 8°L 2°'¢2 0°1 20aY
L1l 981 sSSP 9°Ll pe 'l 9°L %2 0°1 xepy 4
L1t 9°02 . 08°5 0°LY 36 °1 ¥°11 1°0¢ §°1 duoN
L1 6°22 9L°9 8 ‘91 96 "1 9°'1t L'0¢ 9°1 1oAY
L1l t£el. L1°6 ¥ 81 61°2 6°11 1'0¢ L'V x2N v 11 5 (43
52:3..% TR Bl
s3utod "6QV XN JO% sQV XeN % (1BI9A0 SWH | UBSIN XTW uipy{ 301413 juoniwdol Vv BIAIND A IB 19M0{| $11451315§90D
*oN | (u93d133909 10 pajejodisyul-pIPdIpaxdlroray uoi3d>tpazd uciiysod ‘ 1903av-y§ 33o4di] jo avquuan |
2218 p1ad3 ¢/ m\m 30 jJuawaseideip 'jod 03 sup 810119 o/ ofrasAar/WNUIXRUI-UO]IIE0] ‘PUOU-DUN ], t3302273

399339 9sjaung saanjdes ‘ g = opnijduoy ‘,0 = HpnIYITe] - Qg

. -

Arewousw ;ej303enba a3 jo 3o9yye svanydes ‘012 = opnitduoy ‘,0 =3 IpMINT] - V namo_unuod

—

.. $52132p 01 9718 P12D
FOYI9IN JUSIO1JJ900) X0 UOI3E[0dI95u] PpID W] pou;en O (Epuorasousy) Z2HIN 0091 3¢ ATiod dnoaD (e31339 4 U] &5e1035Y

CIREIT TN A




}
L 88 6°¥E 6°2 6°8 s0€ 96§ 09z7| suon
IAg! S "6 08¢ 82 575 £0€ 1o¥ €92 o8y
L 2%t 0 °6¢ 1°¢ 276 106 L6g 092 X2y q
L1t 9°6 6°6¢ L°2 8°8 Tee sly €62 SUON
Lt £°8 0°%¢€ §°2 Z°8 £€e  11% €62 194V
11 €°9 1°62 €2 6°L SE€  0F  ¥62 xen V4 » ¥y 5%
i1 6°6 1°6¢ 0°¢ £°6 s0¢ oh¢ 097 duoN
L11 z°ot 0°1¥% 8°2 9°8 £€0€ 0¥ 092 3aAY
L 9°01 6°1¥ L2 0’8 108  LkY 092 e a
: Lt 1711 Z2°9% v'e ot e 351y €62 BUON
L1t 86 Z°0¥ 2°¢ L°01 £es  1iF €62 138y o
L £°8 8'2¢ 1°¢ €°01 S¢E 0¥ ¥62 XBIN v £ £ 92 24
; ispot3ay 14VIDLPI0D
211 0°0 0°0 0°0 0°0 s0€ 96€ 09z| FuoN
\_ L1t 1°¢ g el 8°0 £°2 €Ge  10¥ 092 138y
L1t 8°¢ 1°61 6°0 92 10e 26¢ 092 xeR a
L1t 0°0 0°0 0°0 0°0 €€ S1y €62 duoN
L 2°2 8°8 80 82 g€ 11y £62 1Ay
L1t L2 L°01 1°1 Y GEE 0¥ ¥62 X2 )4 - - - !
PoLIaYd toidrlonl dit]
s3u10d *sqQV ‘XeW Jo¥, 'sqQV ‘Xel 9% ({e13A0 ST ueoly XeJN Ut} 20137 {uciiedot]] VW Sdnni D 1940 (3311013153900
*ON {(3u2321J390 X0 pIje(odiajul-paIpPaId)IorrT uolipozd uo33sod sodaw] | 3woydipy | jO adsguuny
az1s p1ad o/ m \m. jo juswraderdsip juyod o3 onp sI10119 ou/adeidAe/IUNUIIXTILL -UOIIfs0d ‘duou-Iun ], ‘ga0axa]

302530 @eriuneg sainided ‘0 = opnjtduoy ‘,0 = IpnIfIT] - H

¢ Aiewouwe jeirojenbo ayj Jo 392539 saanjded ‘_giz = 2pnitduoy ‘. 0 = IpnINIT| - V isuonird0]

g802130p o1 9215 Pi1D

. tele Al M2ID1jFa0 ) 36 uonviodiaijul pran rmoay poury ( 11) Ateun(l g0y o1 amusgxey Jo aeptieagg ar L LAY
w T njnerl,

M




B

Ay i

|
A 2°¢1 0°2S 1°5 S Gt 50§  96€ 092 suoN A
L1V 0°%l 7°9% t£°s 6 sl ¢€0¢ 10¥ 009¢ 19AY ’
211 PR R £°%S 1°s £°g1 10¢ L6E 092 X2 |
IR s°01 LSV 1 4 S H1 15 GI¥ €62 duol -
Lt ) 7°6 6Lt A4 0¥yl c¢es 11y €62 I2AY
L1 6°¥vi 5°99 i 8 4 A Sge 0¥ %62 e A ] 1 01
BI110QUPRIIPOTY I v.o,._zi,“ WaIDIPO0D
L1l 8°S L°22 8°1 P°g Soe 96 ¢ 092 suopN
L1t 6°s 9°¢2 L 2°s toe  10¥ 092 Ia8Y
211 £°9 6 °‘+2 81 £°s Iog 16¢ 09¢ Xy mm B
L11 9°9 9°L2 6°1 £°9 1gg  Siy  £62 suoN 4
LI €°s L°12 8°1 1°9 t¢E 11y €62 13AY
L1 I 4 081 8°1 5°g Gge  2W0¥  ¥hY xeyy kA S t L 4
L11 L°12 1°09 1°L L12 50¢  96¢ 097¢ SUOHN
L1t £°61 9°85 2°9 8°81 £t0t 10¥ 057 roay
L1l ¥at 8°%S S°'S ¥ 91 10g L6E 092 xE P 9
211 6°61 L'28 0°9 0°02 1¢¢ Siy t0? DUON
Lt 8 91 6°39 £°S L Ll gge  11p €67 RN
Lt 9°si 1729 L'y L°sT Sg€ 0¥ F4T xepg Y Y 5 2%
831104 *sqQV *XejN JOT, *sqQV ‘XeW % 1i2192A0 SWWYU uew "XKeyw “uiW| IvIa] {uaiyedo0]jy QAN D 19mD] aa:emuﬂﬂeonﬁ.
*ON X3jud12}j3909 120 vcuﬁoab‘.uﬁu-vouogoumfoanm uoridipozg uctiteod 1saTae-1] g8yl jo aoqunNg:
9zts p1x8 g/ w \.m Jo yuawadeidetp jujod 03 Shp BI0219 ou/edvidAT/UMUWIIXTULI-UN}IIN0] ‘Juou -], tgaoa2y

309339 @sjauns gaanyded ‘ g = opnijduoy ‘.0 = opnije] -

A{euzoue anwuo».gwu a3 Jo 32j39 naanided ‘ 12 = Ipn3jduoy ‘0 = OpnIiIE] - VYV suOlIEd07]

8322390 p1 9218 P12D

POYIRIN JUIIDTI;90D 20 ucijziodiojul pian woa} vucwmu_wo (w) Arsus@ uoajdard wnunxely jo 3yT1ag uy doranday

S

‘7 el

(o)
>




Kl
il

iy

-
3 12

P ”
(i e 7 SRR

APPENDIX

Accuracies in Group Delay Predictions Obtained by Usce of the Gradient
Method

The purpose of this study is to evaluate the accuracy of the gradient
method for predicting group delay, Using a center point value of group
delay along with the corresponding gradient magnitude and direction,
values of group delay at any point within a (1500 km)? block around the
center are estimated. Since the gradient expresses the change in group
delay around the center, this method allows estimates to be made over

a relatively large arca based on data at the center point aloae,

To form the data base for this test a world map of contours of equal
group delay for different magnetic latitudes and longitudes was plotted
(Figure 1). This plot was done using the Bent [onospheric Model to estimate
the group delays occurring on 21 March 1970 at 0 hours universal time.
Based on this map, 33 blocks containing (1500 kmf each were constructed,
The test blocks were chosen so that areas of most interest and variability
would be included. Twenty four blocks were centered around the equator
so that the accuracy of this method could be studied ia the presence of the

equatorial anomaly, and nine blocks were centered around a latitude of

-20.25 degrees.

The gradient method for calculating group delay for a grid of points
can be summarized as follows: Input data consist of the group delay at the
ceata; of the grid, the gradient value of the contours of group delay at
the center, and the azimuth defining the direction of this gradieat. Using
the magnetic latitudes and longitudes at the center point as well as at the
point for which an estimate of group delay is to Ve made, the ceatral carth
angle and the azimuth between the center poiat of the grid and any specified
other poiaf are computed. The straight line dirsesre “rom the center point
to the point {or which the group delay ia to be calculated i3 computed by the
{ormula

. =
d & 2R sia 5=,

where R, i3 the radius of the carth and ais the central carth aagle between

F-l




the center point of the grid to the point for which the group delay is to be

calculated,

Figure 2 illustrates the geometry of the test blocks, For this test

a 5 x 5 grid of points is used,

The distance p between the center point and the projection of the da‘a

point onto the gradient vector is calculated by

p = ld. cos (Azg-AZ,)l ,

where AZ, is the azimuth of the gradient vector and AZ,; is the azimuth

to the point for which the group delay is to be calculat:d,

The group delay at any given point may be calculated from the group

delay at the center and the correction factor
4 = paCrad,
where Grad is the value of the gradient at the center point.

A value of group delay tor each of the 235 poiats of the grid 1s then

calculated using
GD, = GD, + 4,

where GD, is the group delay for cach point and GD, is the group delay

at the center point.

Table | is a summary of the results of this study. Data given for
each block include the magnetic latitude and loagitude for the ceater
point, the mean of the predictions estimated by the Beat Model for the
23 points in the block, and the maximum predicted group delay for the bleck,
Alse tncluded i3 a sumummary of the er 'ors which are the differences between
the values of group dalay obtained by the gradient mcthod and the basic
pradictions. A roat-mean-iquare of these differences is listed for each
block as well as the maximum absolute difference. Values {or the above
statistics are also computed over all blocks and these values are listed

at the bottom of the table,




The overill RMS ervor in the gradient method is listed in Table 1
as 2,6 nanoseconds whirh is about 12% of the mcan prediction computed as
21.5 nsec, For 79% of the individual blocks, however, the RMS etrors
are belcw this averall RMS value, and for only a few blocks the overall
RMS error is greatly exceceded. Upon examination it is noted that blocks
5,8,and L3 have very large maximum absolute errors as well as large
RMS values, Referring to Figure 1 it may be seen that the configuration
of the contours of group delay for these blocks makes it very difficult to
compute one estimata of the gradient that can be used to satisfactorily
estimate group delay for all the poiats in the block., By paying special
attention to such blocks, estimates of the gradients coula be found that
will result in more accurate pradictions of group delay and hence a reduction
in the individual residual RMS. It is possible that these individual residuals
may be significantly reduced thereby reducing the overall residual to

around 2, 0 nanoseconds,
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APPENDIX G

Accuracies of the L.atitude- Longitude Croas Line Tochnique

A simple technique requiring very little data was tested for producing
world wide ionospheric predictions, The basic data consists of values
of group declay along one megnetic latitude line, the magnetic equator,
and along one magnetic longitude liae that passes shrough the mosat dense
section of the equatorial anomaly, The values aleng the two cross lines

are chosen at 5 deg e spacing, which adds up to a total of 107 numbers

of ¢ to 6 bits depending on the accuracy desired for each world map at

a fixed time,

To generate world wide data from these values of group delay it
is assumed that the ratios of the value at any given magnetic latitude
to the value at the equator are the same along every magnetic longitude
line. Speciiically, these ratios are equal to the ratios formed for the
magnetic longitude line for which data at 5 degree spacing is available.
The condition around sunrise, however, does not follow this pattern; here
the values of grounn delay are about the same at all latitudes along the
same magnetic longitude line. Thus in this simpie ¢ross line tochaique,
the values all along the magnetic loagitude ling just beture sunrise are
assumed to be the same as the equatorial value. To allow for a smunth
transition between this and the proportionate ratio method, the results
from both techniques are sombined using linear weighting proportignal
to the resipactive distances for 7% degre=a in magactic loagitude to both

sides of the equal value loagitude line.

In all three test cases the mageretic loagitude line through the equatasial
anormaly and the one just before sunrise weve fixed at the sams distances
irom the ¢dges of the plots that are rotated ia loagitude so that the time
depeadent pattera appears inthe same places, The 4 hour uaiversal tiae
mag of yroud delay far exampli shows the magasiic loagitude line thraugh
the equatorial anonialy at 203 degrecy and the vne jusl before zuasise at
100 degoves. Figure la. shows the map with the dasic group delay pre-
dietions far the Bent Model., The magactic laditude and loagitude lines
that define the dala base (98 the crows lise techaique are drawa ia acd

G-1
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the X defiaes the location of the equal value longitude line. The contour
map resulting from the cross line technique is presented in Figure 1b,

and the deviations in the predictions obtained by this technique {rom the
Bent Model values are plotted in Figure lc. Figures la-c, are for

4 hours universal time on 21 March 1470, Figures 2a-c. and 3a-c, are

for 20 hours on 21 March 197J and 21 June 1970 respectively. Table 1
gives a statistical summary of the results; it lists for each test case and
for various magnetic latitude regions the mean and maximum values of the
Bent Model predictions and the RMS and maximum absolute errors in

the cross line tecnnique, The given errors include only the deviation from

the ba.ic prediction,

In Cases | aad 3 this simple model estimates on the average 67 and 58%
of the basic prediction and the maximum errors are 1/3 and 1/2 of the
maximum prediction, reflecting approximately the same perceatage as the
averags figures for each case. In Case 2, however, only 25% of the basic
preciction is .stimated and the maximum error is of the same size as the
maximum prediciica. Upon closer examinatioa of Figures 2a-c,, it can
be seen that the largest errors occur around 80 degrees magnetic loagituda.
The approxirmate symmetry axis of the contours does not completely follow
the magnetic equator, and this causes the high equatorial group delay of
30 nsec at 50 degrees loagitude, while at -35 degrees where the longitude
line passes through the most dense portion of the squatorial agemaly, the
equatorial group delay is only 24 nsec, The distortion ia the coatour pattern
i3 caused by the fact that the axes of the map are the simple dipole magnetic
latitude 2nd loagitude. The true magnetic equator would follow clo2- > aloag
the actual line of symmetry; thus if an axiz of magnatic dip was used around
the equator instzad of the dipole magneatic latitude, a smaller equatorzal
group delay would result at §0 degrees longitude and the large errors ia
Case 2 would be sharply reduced, Aaother way to improve the results
would be to intreduce a few oxtra data values aloag a losyitude line through
this dense portion, at roughly 130 degrees wast of the mos? dense part of

the egyuatorial anemaly.




It appears that through more investigations this simple technique

could be somewhat refined that it would yield on the avarage between 65

and 80% of the basic predictions for any {ixed time, Time errors due
to time discrepancies, interpolation between different sets, or rotation
of the maps at a rate of 15 degrees in longitude per hour, as well as the

errors ia the basic prediction itself, subtract from this accuracy figure,

To reduce the position errors even further another approach was
considered that allows cross lines to be used for each of a number of
sections of the world, rather than selecting one set of cross lines for the
whole world, The sections are 30° in longitude and 70° in latitude,
reaching south from 50° north when the sateilite is above the northern
hemisphere, and north from 50° southwhen the satellite is south of:the
equator, With a number of satellites transmitting such data segments all
around the world and additional datz transmission for the polar caps,
complete world coverage can be achieved, Each user can pickup 3
consecutive data segnients and data for one polar cap from 4 difierent
satellites to cuvar his area of visibility., The data for the polar caps can
be expressed in .\ - [:xm of a circular grid pattern, the data for all the
other segranents can be expressed by the data values along twe cross lines,
one being the magnetic equatar, the other the magnetic loagitude along the left

hand side of the block.

Since the worldwide group delay pattern shows much symmetry in the
magnetic latitude-longitude sysiem and the success of the cross linse
technique as well as the time rotation i3 depeadent oa this symmetry,
the data blocks are acwually defined in the magnetic system 25 showa in
Figure 4, and the satellite orbit beipg defined in the geographi: system
will be somewhat offset from the plotted trace. The teats periormed give
the expeucad sizo of the ervors in position. The results {ar blocks bath
30° and 60° wide in !ongitude are summarized for 21 March {970 in
Tables 2a-f and for 21 Jume 1970 ia Tables Ja-f. Listed are the blotk

tdgatification, the RMS and asaximum errors alaang with the meaa and

G-3
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maximum predictions for the individual blocks, and for each hour error
and predicticn information is summarized for the whole world between
+50° magnetic latitude, The overall RMS errov in group delay for the
30° blocks is 18% of the mean prediction, and for the 60° blocks this
number has already increased to 26%. Examining the individual blocks
often shows that tor a particular hour there are 2 blocks at the same
longitude north and south for which the RMS errors are considerably
larger than for the remaining blocks, These large errors are caused

by the distorticn due to the inaccurate magnetic equator, as can be scen
between 30 and 60° in longitude on Figure 4 and Table 2a,

By introducing
some adjustment for the distortion it is expected that the maximum
possible errors are reduced and that an overall RMS error of 14% of the
mean prediction can be achieved, which is apparent from crrors of 14,

15, and 13% obtained from the data at ¢, 8, and 12 hours universal time
when the effect of the distortion is relatively small,
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sinitted along Satellite Orbit

Figure 4, Sections of Warld Map Tran
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TABLE 220 SPMPARISEN OF GROUP DELAY GITAINED BY CROSS LINE
TECHNIQUE Wi™H MEDEL PRECICTIONS BN 21/ 3/70

——

gLACK LATITUDE L8M3ITUCE pREDICTIEN ERRBF
Ut Size 8LeCx 5TARY 318P MEAN  MAX RMS  MAX

30 NGRTH G 2% 18¢36 31014 3056 11017
30 NBRTH 39 sS 18402 32461 1be34 3952
30 NaRTH 5¢ 85 15e1% 28484 2912 5953
30 NGRTH 3Q 113 9423 21456 130 4977
Kb NBRTH 120 145 4477 846} 072 1e64
30 NGgFRTH . 190 176 7+47 14411 o4l 4033

3Q NARTH 180 2ac¢s 18¢S3 3Ce87 192 425
30 NaRTH 20 235 27¢3C 35463 4e08 10415
30 NBRTH 243 265 3091 4he3C 2975 7487
30 NgRTH 270 298 320149 4he33 1077 Seth
30 NGRTH 3C0__ 325 29429 424C6 2080 6042
30 NGRYH 330 3585 1672 35¢53 2015 0eE3

30 SAUTH ¢ a5 1745 314146 3020 13ei?
30 SaUTH 3¢ 55 13.aa ggmsi 19066 39252
) 319 SguTh 60 a5 Aeeb 26482 14465 G931
30 SgUTH 90 1145 6-38 1614 1030 477
30 SEUTH 120 145 4201 8481Q v78 1478
3G S3UTH 159 175 7001 14411 T71 T 2vay

30 SAUTH 180 2¢s 18s1C 3Ce27 033 4425
30 SAUTH 2lo P35 25466 35,63 3466 10015
3Q SeuTH LT Y] 2389 B 30 2.853° 787

3 SauTH 279 295 2977 25433 1+7% 5Seib
- 3 SQUTH 360 325 2oe7C 42eCH 2089 7020
3¢ S8UTH 335 7355 2082 3553 2008 B849%

30 SVERALL STATISTICS 13422 444323 474 3952

(33O aQ OOOODOOOOOQOOOOOOOOOOOOO

€q NARTH g S8 13¢18 33661 11459 42488

£ NgRTH 60 115 11-69 29e3s 2033 829
0 &g NOHRTH i2¢9 1?5 Beid thell  1e24 S0
Q0 é9 NGRTH 13 23 23412 35443 4241 194CS
VD) NORTH 240 295 31+352 44433 3.35  Je34
Y NaKRYH ~ sSCQ 349 23090 42eCa  cr27  Deb
Q3 &Q SQUTH g 43 15636 32¢61 13428 42083
g__&o SBUTH 60115 7.2Y 26e823 221 Sedo

T 60T sauTH 129 s ’%:SI“TI?T;“‘”E;aE“”Eeé%
¢ €0 SQUTH 189 215 21488 3F.e? 3e86 1905
Q €0____SBUTH 299 _2%8 . 23e13 84433 367  TeW

—

&0 SauTH 3C0 358 23¢38 &2 .ca TT2eed 7edp

060 BYERALL SYATISYICS 13422 #8433 5+81 32:83
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TABLE 2ts CHOMPARIGEN OF GROUP DELAY 0BTAINZD BY CROSS LINE
—.TECENIQUE WiTH MADEL PRECICTIONS ON 21/ 3/7C

. as sae  mmm———— ctm—
dmmacm b wam e eas -

BLBCK LATITUDE LONGITUCE PREDICTION ERRFOR .
LT_SIze BLACK STAST_S18P MEAN — MAX RMS  Max .
4 30 NORTH ¢ as 14e46 27404 2410 8412
b 20 NERTH 390 €8 9¢47 184CH 3+60_Se7¢
4 30 NORTH Y EE SelC 9¢7% 1eC0 2418
4 30 NGRTH 20 115 6048 13465 230 8975
by 20 NARTH 120 145 16298 28479  1+S50_ 558
A TTI0 T NBRTH 450 195 25764 4CeZ2  he7l 12165
% 3¢ NGRTH 180 2¢S 29¢34 47450 2G5 2482
5 30 NBRTH 210 235 3072 45.19 2497 932
¢ 30 NORTH 24q 265 27457 3956 1181 A4ty
b 30 NBRTH 270 295 2177 3786 233 8.76
4 39 NBRTH 3CQ__3e5 17076 32467 Le5h  Hebo
530 NGRTH 3307 38% 1he3d1 27088 245 Tebs
4 39 SQUTH 0 &5 13428 27.C4% 2015 8442
30 SQUTH 30 E5 724 13+C6 3064 9070 _
Y 30 SguUTH 6g 85 Fe57 9474 «87° 3eQ2
30 SQUTH 90 1185 6033 13465 1966 685

30 SQUTH 120 _ 145 18445 25473 1062 5153
K] SUTH 150 175 25037 4CeE2  heQl 12165
30 SQUTH 139 2¢° 29¢31 47+%Q 79 2450
SQUTH 219 235 29496 4519 3Jel4  TFe32
30 SOUTH 240 265 27908 39456  1eS1 4906
3o SaUTH 270 235 2123% 37.26  2+3% 8a76
30 SQUTH 3CQ 325 16e7S 32447 1078 He6%

N —————— ¢ ———— —— —

30 SEUTH 330 355 13e3C 27923 2983 7e64

L T UG

L R S S B N S
[A)
o

4 30 BVERALL STATISTICS 1808 47.5¢ 2-50 1265
b €0 NQRTH g 85 11496 27ecd 6073 2154
4 £ NORTH 63 115 Se?7 13465 1956 6463

TR T T NGRTN T T T g Ty 7S TR s T ece 22T 6ed2 195427
4 €0 NAFTH 189 235 30933 47450 2+53 10018
4 69 NGRTH 2% 29§ 24172 39456 2463 9438
VTR0 O NGRYHTTTAC0 T 385 16403738567 T 2v32 Te2?
4 éo SOUTH a4 85 10926 274C% 7431 21056
4 __¢a SGUTH 60 115 5428 13465 2449 7eQ2
LA 1o SBUTH ™ 120 1757 ated1i 22 T Ges6 (3942
4 €9 SauTH 180 235 29488 &7,¢ 2.59 10416
4 60 38UTH 260 395 Phedl 39455 233 Se52 _

TR TRAUTH T TTICE T ISE T TIGNaTT 3267 2R3 727
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TABLE 2ce COMPARISON OF GROUP DELAY OATAINED BY CRUSS LINE
TECHAIQUE wITH MaDEL PRECICTIBNS 8N 21/ 3/70

ERROR

BLOCK LATITUDE LBAGITUDE PREDICTION
LY Slze  BLBCK START 570P MEAN  MAY RMS  MAX
8 30 NGRTH ¢ &5 4eS6 7432 7% 153
8350 NoRTH 30 SS 7672 35.4Q_ 2084 943
. T NoRTH 60 85 17085 26460 69 1478
£ 8 30 NORTH 90 115 24099 34482 3434 $12904H
W 3 30 NORTH 120 145 30¢73 46436 5415 16184
£ g 30 NgRTH 150 175 3{e08 dHecd  de64% 13034
. 3 3 30 NgRTH 1380 @2cs 28¢39 49475 4437 397
S 38 30 NARTH 210 235 20467 36457 1478 6443
2 3 30 NGRTH 2%0 2aS§ 16¢81 29473 1451 5057
DT 8 3¢ NgR 1 « 279 29% 15097 31¢C8 122 4094
2y 8 3¢ NeRT.. 300 325 12+82 26423 2:¢28 6430
: 8 3¢ NETH 330 3¢3 7e6% 16407 1417 2478
i3 8 30 S8LTH 0 25 be76 7432 291 2453
y. . 8 30 SQUTH 2 S5 791 15,10  3+67 839
4 38 30 SQUTH 60 &5 17991 26460 8h 1454
3 8 30 SguTH 90 118 23923 33475  2+67 12904
N 3 g 30 SeuTH 120 145 233C 46486 5480 1684
‘ 3 & 30 SQUTH 150 175 30+24 43¢23 3008 13034
3 8 30 SQUTH 180 2C5 28e51 4575 443 9185
: g8 30 SguUTH 210 23S 20059 36457 1.5 6143
a 30 sgulnm PENEEEE] uu-o 22era LiSh . S:87
5 8 3 SQUTH 270 295 1556 31+€3 1069 4094
: 8 3¢ SgUTH 3cQ_ 328 11-79 26023 2014 6430
3 8 30 SUTH 339 355 7982 {6+C7 1446 3160
o _..8 30 _OVERALL STATISTICS _ 33+05 49+75 2179 16484 _
S 8 &g NQRTH g S5 5014 15410 2645 11487
- 3 a8 60 NARTH 60 115 21eBC 34482 2450 10126
. 3 "8 &Q NaR?ﬁ"""i?b"l?S“'"3579T“E§?2§ T e3¢ 17095
. 3 3 &0 NERTH 139 235 252 49475 3293 2497
3 8 60 NORTH dsg 295 16-‘9 31eC8 2453 7289
T8 € NORTH 3¢ 335 1oved ¢ Shec3d 239 é33p
3 8 &9 SQUTH a4 S5 Bedh 1SetQ 2489 1187
s 3 éq SAUTH 60 118 20¢6C 3375 179 10426
: .- FTAQ T USeUTHTT1eg 7S T ayesy TRaecd 7 e22 71798
F N 38 &g SQUTH 180 235 20085 49¢75  3:99 9485
e 3 6c _ sButH _ 2sQ 29§ 1655 3148 2270 7¢30
SRS 3 éQ T SgUTH ™ 30 353 Jeb6C zbec3  ava2 6430
e 3 360 OVERALL STATISYICS  18e05 49e75  3¢83 17495 .
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TABLE 2d, COMPARISON OF GRAUP DELAY BB8TAINED 2v CRBSS LINE
e _.JECKNIQUE_WITH MADEL PRECICTIENS ON 21/ 3/7C _—
BLBCK LATITUDE LENGITUCE PREDICTIGN ERRBR
_ L7 S12e_ BLeCk SJART s1€P MEAN  MAX RMS  Max_
12 30 NGRTH 0 zs 19¢61 3CeSH4  1e0c6 4287
_ 1230 NBRTH Jo____<€5 23¢68 39,21 3.13 13:50
12 30 NBRTH 6Q 8% 32403 42434 1076 Hess
2 30 NGRTH 90 115 31664 44472 6033 19467
12__30 NBRTH 120 155 23e46 40483  2+5C__716b
12 30 NGRTH 150 178 22¢72 40eCS 1S3 6093
12 30 NBRTH 130 2¢s 1735 36485 1078 3065
1230 MBRTH 210 235 1482 31437 1eS51 9525
12 30 NBRTH 240 26% 12416 27471 1924 3650
12 30 NgRTYH 27Q 295 7494 16413 75 173
12 30 NBRTH 3c0 225 5e96 9462 *83 _ 223
12 30 NARTH 33¢ 3%5% 761 13.3Q 1«58 6109
12 3¢ SOUTH 0 1 18432 30494 089 4157
2 _30____SBurH 30 55 25096 38412 3+18 1359
12 30 S8UTH 60 85 27423 42eC5 2910 4477
12 30 SBUTH 90 1% 26497 84472 6203 13467
12 30 _ SeurH 120 _ 145 25487 4Ce89  2e29 7064
12 30 SQUTH 18¢ 173 21903 4CeC8 2003 6493
12 230 SQUTH 180 2¢s 18401 34485 72 2435
12 3¢ SOUTH 210 235 15.5C 31+37 _ 172 Se35 .
1230 SauTH 24Q 265 13¢08 27.7% 1¢10 3e50
12 30 SaUTH 27¢ 295 8409 16413 SC 1473
12 30 SguTH 3C0 _ 3ES beO4 94€2 o48 14y
T2 20 S8UTHT 330 35S €969 13+50 291 34438
1230 QVERALL_STATISTICS 18129 4472 243 19467
12 €0 NRTH 0o &% 24014 38421 2091 19415
___12__€0 _ _NaRTH 60 115 3183 645725933 19114 N
T3 e T UNGRTM T T 1207 7175 2559 wceEs T 390 3.3-"7
12 RQ NORTH 139 235 15408 36485 2eal S:55
12 60___NARTM 2s0 295 ic-OS 27+71 __ 148 350
TTT1T e TN@RTH . 3800 3¢5 59183713780 1+57 S5+33
12 60 SBUTH 0 =5 2=-a3 38412 2453 149415
1260 S8UTH 80 119 27411 45472 serhdh 1061t
““"18“"60““””33&?9"““i20““17§T“"233ES'KCTES“""E.93"13-7? -
12 80 SQUTH 180 238 1676 38435 183 SeagQ
1269 SOUTH 240 _ 299 10+88 27,78 1420 _3s50 .
TT127 &0 SauTH 300 385 561 13050 133 Ses3 o
12 &0 OVERALL STATISTICS 13089 #4072 2436 (2e114 e
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TAILE 2¢ CUMPARIGSEN OF GRaUP DELAY UBTAIRED 8Y CROSS LINE

T S W —— e

- T\ S ——— o AN e W S AR T e

T R R s TeNA @ TR e @

T - TR w e

1833 46276

—— P T m——
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_ TECHNTQUE_WITH 180EL FRECICTIENS ON 21/ 3/7C
ELACK LATITUDE LBNGITUCE PREDICTIGN ERRBR
Ut SlZg BLBCK START STOP MEAN MAX RMS MAX
16 30 NERTH 0 25 32435 42452 3432 772
16 30 NARTH 3g 55 35002 4676 10050 26938
‘6 30 NBRTYH D) a5 3039 44ec8 {v3C 940
16 30 NBRTH 90 115 23017 36643  He24 14s28
16 30 NQRTH 120 143 16099 29433 2474 7480
16 30 NgRTH 150 175 14991 29e24 1960 7+09
16 30 NBRTM 18 2c¢S 12089 27019 1936 438
16 30 NgRYH 210 235 8eC7 1601b 276 1485
16 30 NBRTH a%Q 265 5¢97" Sek3 1006 2096
16 30 NBRTH 270 23s% H¢77 16.99 2417 7¢34
16 30 NBRTH 3C0 325 19099 3C»97  1ec3 2962
16 30 NGRTH 33¢ 359 26+8) 364(8 {v76 5102
16 30 SQUTH 0 &s 29¢82 42428 2441 6432
16 30 SgUTH 39 S8 28237 _46476__ 10270 26488
15 30 SgUTH Yo 85 24529 44023 «98 2108
16 30 SgUTH 90 115 19401 36e43 49013 14428
16 3Q SEUTH 120 1453 15-71 2939 2+88 7+8¢
1o 30 SguUTH {30 175 16e00 29426 1469 79C9 -
16 30 SaUTH 180 2¢5 12-9c 27419 1e47 4033
tA_ 30 SaltH 210 2358 Re70 1616 1enl 2408
AT 30T BgLTA 2307 265 Ge27 Sehd Y-
1& 30 SQUTH 270 235 701C 16459 226 5155
16 30 SauUTH 3C0 325 1702 3097 1102 __3r1y
{5738 SguUTR 3307355 257037364037 2e57 5476
_. 16 3n _ BVERALL STYATISTICS  18.38 46+476 3470 2688 .
16 60 NaR TH g &S5 33:e19 46076 237 31047
15 €9 N3RTH 60 118 26488 44428 379 1602} ,
TN 60 NGRTH 120 7 yS T T18vI3TE9V 3G 394 Qe T T
16 €9 NQRTH 1830 235 1Ce28 27419  1¢a6 4433
__ 16 €0 NaRTH 2350 298 6¢87 16499 2420 6078 __
15760 T TTNERTH T TTTTIEQ T 395 g3440 36eCE 1049 Se2s -
15 €0 SQUTH g s%8 23¢F% 465078 Yebs JLe47?
__16__€9  SGUTH 6C 115 21665 40,25  3+26 1624 L
TTUe T Tag T T saLTH T 1207 178 15.08 c;.“s TTT3e42 1Qves
16 &0 S8UTH 13g 233 1088 27413 1489 4432
L 16 6Q____SauTtM™ 24g 29* 6919 16422 1253 6473 )
T16T &0 T TSauTA 3G@7T 355 21463 3o.hs 365 1064 -
16 60 BVERALL SYAVISTICS 381 3147
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TABLE 2f, COMPARISON OF GROBUP DELAY O8BTAINED BY CRESS LINg
— TECHNIGUE WITH MBOEL PRECICTIGNS SN 21/ 3/7C_
BLACK LATITUGE LONGITUCE PREDICTISN ERRER
UT S1Zg  BLACk START_S10P MEAN MA X RME MAX
20 3¢ NBRTH g 28 28468 4Ce€3 2043 937
20__ 30 NBRTH 30 S5 26404 4Ce17 7032 19484
20 30 NBRTH &g 83 18¢86 F8:E3 2431 6Eeby
20 30 NERTH 90 115 1749 33456 6022 1914
£Q 30 NaRTH 120 145 11997 24497  2e66 9e3p
23 30 NBRTH 150 175 7475 16466 180 20903
20 3¢ NGRTH 180 2¢s 4¢84 8453 1el2 300
__ 230 _3o0 NBRTH 210 235 Bebb 15446 2473 3452
20 30 NBRTH 240 245 19463 28483 099 3440
20 30 N8R TH 270 295 27039 39453 4481 1354
20 30 NaRYH 32300 225 32¢38 4bech 2436 51}“
20 30 NGRTH 33g 335 3172 44484 3073 {09
-+ 20 30 SBUTH 0 2% 27452 4Ce63 3403 Fe37
2l 30 SQUTH 39 5% 19+43 4Ce17 8420 1984
20 30 SBUTH 6¢ 85 13025 34e65 2431 Y39
20 30 SQUTH 97 11% 13¢4C 33456 6010 19014
g0 3g SGUTH 12¢ 445 1127 24687 241t 9130
20 30 SgUTH 156 175 Jeo8 16466 83 2108
20 30 S8UTH 180 2¢s 4¢3C 853 87 159
2430 SauTt! 213738 7203 15444 1498 Se39
rdo JICT SauTH 240 265 18+0% z3¢53 1923 halh o
20 3 SBUTH e’7¢ 295 2881 39.¢83 373 13932
20 30 SQuTH JCQ_ 3zs 27+8E 42452 1482 4458
2Q 30 SautH 339 355 28485 44e84 2118 692
20 30  QVERALL STATISTICS 1813 44434 3984 19484
ao ég N8RTH 0 g5 2636 4Ce83 9423 31080
_€a NQRTH 69 418 18418 304€5 Sei1 190y
cO Y NERTH 180 1758 G986 264487 3eq?7 Se¥3
20 €0 NQRTH 18¢ 235 bbb 15258 2204 6-08
=-C S0 NERTH 240 2935 E3l5' 39-38 5005 11 g
TéQ NARTH 3GCQ 353 32705 89035 2e7y 7488
ao 60 SQUTH 0 83 2397 443 11.62 3189
20 690 S8UTH g 115 13433 34468 5482 190y
e0 60  SaUuTk 120" 179 GVE TEAVITT 2483 9473
2¢ 60 SUTH 1dg 235 5!?5 15446 1¢19 608
__&co_ éO sﬁU?H ﬁ“o ?Sﬁ 5104 -9090 4095 77311
LY 760 SBUTH 3007 3557 T 28033 essds  2e01 “°95
2060 QVERALL STYATISYICS 13+¢18 44084 5ea0 31230 —
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9 TABLE 320 CUOMPARISON UF GuoOUP DELAY BHTAINED BY CRCEGS LINF
. _._JEChNIGUE_WITH MYDEL_PRECICTIONS UN 21/ 6/7C

B i e - - _—

8LOCK LATITUOE LAMNGITUCE PREDICTIEN ERRLR

__UT Slze_ BLBCK START STOP MEAN  MAX RMS _ MAX
0 30 NORTH 0 2% 1197 {423 1011 3eép
Q__ 3¢ NBRTH 30 88 931 14?9 el  9eCo
0 30 NBRTH 60 85 7097 12e£5 1025 364
0 30 NBRTH 9¢ 115 6e52 {Celb 1¢62 4:iC3
Q__30 NGRYH 120 145 5032 He32 186 1495
0 30 NORTH 150" 17% 760 12449 6985 17929
¢ 230 NERTH 180 2¢S 12¢44 21458 1065 3Je7%
c_3 NgRTH 210 235 15456 26eC9  1:57 G431
0 30 NGRT™ g40 245 20026 2327 2446 7950
o 30 NORTMH 270 29s 1987 23477 1941 5095
o__30 NGRTH 3CQ__ 325 19+64 32e76 1085 47k
0 30 NaRTH 330 35% 19337 25496 2991 S8}
0 30 S8UTH Q 25 6¢3C 13470 e96 38
0__ 30 SEUTH 30 85 4e63 15¢(C9 3:08 906
g 30 SQUTH &0 as Je83 {2465 068 227
0 30 SQUTH 90 115 281 BekS 1eQ1 359
030 SaUTH 120 145 2¢22  7.C0C ¢37 1017
0 3 SBUTH 150" 175 4eB7712949 2937 11950
g 3Q SgLTH 180 2¢9 1194 21.88 1+58 374
0__30 SEUTH 210‘_g§ﬁ 1597 28469 1¢38 Se3g
g 30 3GLTH CeQ  2eén 17eee 20.Cs  arof  7eSp
g 20 SBUTH 270 298 {1670 28077 1434 He95
¢ 30 SguTH 3C0 325 1625 32475 1086 8e7g
0 3Q SQUTH 33¢ 3¢S 10vi7 25456 1469 350
g 3¢ QVERALL STATISTICS 11402 32476 2¢31 1729
Qg &0 NORTH 0 €3 10:6% 15423 Se1? 12496
Q€0 NGR TH 6 118 7229 12465 2421 Se7k
g €¢ NGRTH 12q  4¢75S o096 12,89  4¢36 1628 -
Q &0 NGRTH 189 2ass 16e0C 2609 2410 905
S, 80 NERTH 240 2935 20006 29+27__ 3e0q 3925
0 éo NBRTH 300355 17301732074 2es) 988
¢ &0 SEUTH o} 558 Ge78 144C9 4453 12996
g &9 SQUTH 69 118 3¢33 12:65 106 9436
07 €g SEUTH T T {ag 7S T SaEE 18Ry 2wl 12029
0 &Q SEUTH 189 238 1378 264C9 156 QS
¢ _to SGUTH 240 295 17026 2927 1097 7273
8 &g SAUTH T TECO 385 13VE81 38476 2+¢3° 9470
g 60  BVERALL STATISTICS 11902 32e7a 299 16428

A re w———— © ER % - R~ w W w8 1T MM ¢ e .

e
|



TASLE 3bs CHMPARISHN UF GRAUP DELAY BBTAINED MY CRASS LINE
TECHNIGUE WlTH MuDEL PRECICTIENS BN 21, 6/7C

—— At - . . e Rdms am s es ey aam waie — e o — . A - - B e Y Sy v —

BlaCk LATITULDE LONGITUCE PREDICTIGN ERROR
UT S1Zg BLICK START ST6P MEAMN MAX RMS MAX -
4 30 NSRTH g 25 834 11043  1esl 336
4 30 NBRTH 30 S5 6006 11412 1906 2+14
T NBRTH 60 85 5e3C 8e43  1eCH 2934
4 30 NGRTH 90 115 725 12eb4¢C 6047 1874
4 30 NgRTH 120 145 10017 2229 1+47 50C9
3730 NGRTH 1507 175 17+0C 25%33 1-f5*'323s
% 30 NGRTH 180 2¢S 17407 23415 121 2016
4 320 NGRTH 219 23S 17495 3CeS0 1927 o )
4 30 NERTH 290 265 18488 3Gea7  1¢10 39C3
b 30 NERTH 270 23s% 1582 23,2C 1449 5415
4 30 NoRTH 3C0 325 11287 19,51 *846 2437
530 NORTH 3307 395 9463 16eC9 1465 366
4 30 SaUTH Q 25 be43 9JeS5 036 127
4 30 SQUTH 30___ 55 2063 6.58 279 __1e92
4 T30 SaUTH LR 1905 3+84 032 1414
4 30 SgUTH 9g 115 4429 12440 1069 S+81¢
4 3¢ S8UTH 120 148 11493 22429 142 S99
_‘_'5'—3'0 SaUTH 1S0 T 1785 16v¥4 230337 1-¢d T2v32 T
Y 3¢ SBUTH 180  2¢s 17488 25415 1:13 3016
_____4‘_0____30 _S8uTH €l0 2«- 1/0"3 3Ce2C__ 1036 44
8 TTEQT T SsHUTH T Tévg T 2es LGe37 30687 eBC Eeafy T T
% 3¢ S§UTH 27q 29s 1296 22458 133 54315
4 30 SauTH 3CQ 3zS 8§35 19491 58 237
47307 SaUTH T 3307385 T T T SeITTTIEGE9 T w89 T332 T T T
U9 30 _BVERALL STATISTICS 1115 3Ce87  1+78 13:764 =
4 69 NORTH 0 €5 723C 1143 156 405
‘:) 60 NERTH 60 115 Se?7 1205C 4209 17 51
7T T U TNBRIN T 1eg Y75 T T1545T 254337 288 Tey? T TTTUTTTC
4 &g NGRTH 1dg 238 17981 3CeSC 29040 Feb0
4 6o NORTH _E%g 295 17435 0-37 1 + 34 6}‘53‘
57TEQ T ONBRYHM T 300 TS 10075 19a8 1 Lead 3096 T T -
& &Q SBUTH 0 55 3583 9:95 1263 313
s 60 SOUTH €0 115 2492 1244C 165 829
§TEQTTTSAUTHT T I 178 T 1eel9 28633 3033 ez T T T
5 &0 SHUTH 180 235 17464 3C+5Q 2035 JesQ
b 60 SBUTH 240 298 10221 3Ce87 2023 633
TG 66 T USBUTH T 300 TTI8YT 79187 19e58 T 1ellT 3000
4 60 BVERALL STATISTICS 11019 3Ce87  2e30 1751 L

T - —— . —— . — T~ — " —

- trmm TR 4 W MR e WEmE Y weemiw — e - m———

-———— BTV e w aw T . sy wme e -—— — ovm— | Y v C e TRCWER Y CorTwe W

ST R



TABLE 3c,

cnmim -

CUMPARISON UF GROUP DELAY OHTAINED MY CRASS LINF

. o — o S——— - ¢ - s

TECHNIGUE WITH MODEL FRECICTIENS ON 21/ 6/7C_

S eme e et ——— S —

BLACK LATITUDE LONGITUCE PRECICTIBN ERRYR
UT SIZE BLACK STARY STOP  MEAN  MAX  RMS  MaX
8 30 NBRTH 0 25 4e37 7478 1048 375
8 30 NARTH 39 55 693 10¢83 5937 1733
5 30 NBRTH 60 ag 1389 26464 Je39 859
8 3¢ NGRTH 3¢ 118 17091 28454 2¢21 7088
8 30 NBRTH 120 145 20el4% 31418 3492 12984
4730  NBRYH 150 175 19¢78 33¢17 avid bebQ
8 30 NGRTH 180 2¢5 17018 32448 1973 6632
8 30 NBRTH 210 2398 14494 21425 167 2e28
3 30 NERTH 24Q 2653 117G 16456 127 3045
8 30 NGRTH 270 295 9499 15435 242 1:57
§__30 NGRYH 300 325 7442 124C6 065 Be73
8 30 NGRTH 330 355 5e28 7043 *30 1v9b
8 39 SeUTH Q és 2931 538 v 36 385
8 30 SQUTH 3¢ Ss beld 10683  1¢30 559
a 30 SQUTH éqQ 83 11037 2664 32 394t
8 30 SgUTH 30 115 15e¢7Z 28¢S4  2+C3 7488
8 3¢ SQUTH 120 145 1762 31618 367 1208}
8 30 SQUTH 180" 178 18989 3317 1916 46y
& 3¢ SauTH 180 2¢sS 1724 32446 2¢02 6032
8 30 __ Saurd 10 235 _ 1227 21425 _ 1442 345 e
a8 39 SeiiTH g4Q 26% 8e2h 1heS4 079 345
8 3¢ SgUTH 27¢ 29S §e7C 15435 40 157
8 39 SQUTH 3cg 328 4eB8Z 12eC5 064 274
87 30 SOUTH ™ 3307355 3v3C 79I eah feaz
8 30 _OYERALL STATISTICS 11+3% 33017 2007 1733
8 érg NGRTH ¢ S5 Se?5 15083 2ec2 7030
8 eQ NgRTH___ 8 115 15088 284S6 5990 1056
TTTTATEQT T UNGRTH T T 120 175 199948733017 530 1ty
8 69 NGRTM 18Q 235 *5-81 3248 2037 8499
8__6¢ NGRTH 240295 10985 16486 1273 de34
8T TEQT  NARTN T d00 T 355 69337 12.Ch - I-TY XY
8 ¢&a S8UTH a S5 Je22 1€ 83 'S0 6934
§ 60 SaUTH eg 115 130548 33.“4 R S ’hd»w_ e
T8 eq T salTthH T 120 1§q: TTTU3ed6 33007 Be28 180y T T
3 €9 SauUTH 180 2395 tae?8 22466 308 5239
8 60 bGU’H ___2&sa ﬁS; 7-63 !60 6 6 A48
TTT8TTeQ T S8UTHT 3cg ssS @b 12008 2027t
8 60 OVERALL STATISTICS  11e3% 33417 310 15013 - ———

——

*

- v N W e YR W W wWar

TR T W wmaw W

PR

AN wan T nmt

- R WO ¥ WEERCERNASER T O

e VMRS Www T W Y




e m m——

r— e

TABLE 3d, CUMPARISON BF GROUP DELAY B83TAINED BY CRUSS LINg
_TEChNIQUE wITH “30EL PRECICTIENS 6N 21/ 6/7C_

tmm aimmen e

ERRER

— Ay ves e s ammmA — ¢ e o

’

8L8CK LATITUDE LONGITUCE PRED[CTIBN
Uy SIZg  8LACK START S1AP MEAN  MAX  RMS  MAX
12 30 NGRTH 0 2% 12+0C 24451 423 12069
12 3¢ NIRTH 3g _ sS 18039 3Ce52 2415 6405
12350 NOKTH 60 &5 20v438 29476 133 6901
12 30 NBRTH 90 115 21933 33.84 4¢23 1Beb7
12 30 NBRTH 120 145 19¢77 34454 2920 6915
i¢ 30 "NRTH 1507 175 195958 28°EY T {57 6vg7
12 30 NOBRTM 180 2¢5 14+95 18,15 {eil 2930 ,
12 30 NBRTH 210 23S 9454 13:57 41 1439
12 30 NORTH 240 2658 Be19 1Ce=7 256  15%
12 39 NORTH 270 295 601C 8184 «78 2419
12 30 NGRTH 3CQ 32¢ 4e3C €449 60 1473
12 30 NERTH 330 3895 5495 8e57 {e25 317k <
12 30 SBUTH 0 23 8496 24.4F1 1078 7418
12 30 SQUTH 3g S5 15419 3CeS3 2642 6eCH
12 30 SaGYN eg 89 16+8C 2976 4L 2427 =
12 30 SQUTH 90 115 1595 33481 3476 18467
12 30 SOUTH 120 145 15¢93 34454 1988 6915
127 30 SQUTHT 180717587 12+61 2829 1ee8 6407 -
12 30 SaUTH 180 2¢s Ge23 18416 e64 1499
12 30 SQUTH _ Z1Q 235 6¢89 13487 e52 1489
1 20 SHYUTH evy  ¢65 Gev3 loec7 LT yrgn T T T
12 3 SAUTH 279 295 4406 Belo «33 75
12 30 SBUTH 3co 375 2¢27 4156 28 *79
12 30 SQUTH ™~ "33Qg T355 29I9C  8¢h3 T egh Tgeey T TTTTTTTTTTIT
12 _30__ _GVERALL STATISTICS 1102 39496 186 1867 = _
12 &g NORTH 0 es 1802C 3CeS3 10041 21435
12 &g NQRTH €g 1158 20+8S 33421 435 2114
TTL2TTEQ TTTUNGRYM T L2 LS T T T 7488 T3NS T 2975 8e9Q 0 T T T
12 &g NGRTH 184g 23¢ 1075 12418 130 29+3%¢
12 6éq NGRTH 24g 298 715 1Ce327 e9C_ 2154
TN ETTEG T T UNGRYH T T 300 T TIES T weIS T aeS7 T e8d @e2s T T T
12 €0 SauTH 0 55 12408 30493 Se7Q 17+0%
12 &g SQUTH ég 115 16438 33.81 313 21010
T ETTEG TTTTSAUTH T 120 TS T 14987 I4VI8 T30 a9 T T T
12 &g SQuUTH 18 238 7498 18416 o278 2407
12 éq SQUTH g%Q 2ss 2e77 10037 21 1le9%
TS e TTTTSAUTH T TTICC TS T 2 e85 dea3 T e63 7 19T
_ 12 $Q _ BVERALL STATISYICS 11422 34,93 3.sS 236

AT T e e v wt WARCT @I %

TR T R e CEacenes b

R N . «m v S wm e




e e mmotass mmee.

--

“y Emas -

Cmm— s .. E ma ek

R T

TABLE 3¢, CUMPARISEN UF GROUP DELAY Y4TAINED MY CRUSS
L_.TECFNIZUE WITH MADEL PRECICTIONS ON 21/ 6/7C__

BLOCK LATITUOE LIMGITUCE FRECICTLIEN F£RUYR
LT SIZE  BLECK _ START S1AP  “EAN  MAX __AMS | MAX
16 30 NBRTH Q 25 2024 3Ceh 1458 Ses
__16_ 30 NGSTH 3g___ 55 22254 32417 442 Se86
6 30 NAR TH 60 o5 21061 3246 1061 7466
16 30 NARTH 90 1% 1796 3IC45H 2e49 8ety
16 30 _ NBRTH 120 148 1147 13430 1e24 3052
18 30 NBRTH 7150 1787 98T 13e75 7 35 2eaq
16 20 NGRTH 180 2¢c 3+58 11.C3 73 176
1é__30 NERTH alg 235 £e26  94CH *51 162
T167 30 NERTH 240 265 5eQC 7463 136 24C3
16 30 NGRTH 270 23% 70351 1189 3478 12406
1430 NGR TH 3c0 335 13046 27442 3428 6472
TT18T 307 NERTH T 33077358 16499 3Ce81 287 T be47
16 30 S8UTH 0 2s 1532 3Ce24 161 5eé3
_16 30 SBUTH 30 85 16014 32417 _ 3433 __9+86
16 30 S8uTtH &0 as 14906 3138 208 528
16 30 SGUTH 30 115 10929 27+71 2+40 8016
16 3¢ SOUTH 120 145 7+4C 18430  1ech 3052
157 30 SaUTH 1507175 £e01 14475 «5Y 2429
10 30 SAuTH 180 2¢S 5¢67 114C3 57 1476
1639 seLrH 21¢c__23sg u~06 9:C4_ 29 76
iv 35 gauTh TEg T oiE a.nE = &3 ek 1-0?
16 30 SHUTH alo 29= 397 11422 1e1C 4425
16 30 S8LTH 3co 32 10+6C 27443 1+8C _Se1b
"'f?“"sd"'”Saurn"“33d"§55' TeskzTIcedl T2e22 6017
16 30 _BVERALL STATISTICS 1138 32491  2C8 12406
16 &g NGRTH 0 g5 21639 32417  H5e1T 1675
t6  éQ NBRTH €0 11S 1958 32431 3Jecd 12016
TLETTEQT TNERYH . 13¢ 179 1009 13438 135 374
16 €Q NGRTH td¢ 238 7e32 11+C3 1+¢9 2932
16 &) N@ATH Z4Q  29% 6925 11469 1473 8.01
TTIETTeg TTTNGRTH T TTI00 T 3ES T U5 a3 TicE L eecs 9037
16 €69 SgLTM Q g5 1573 32417 Se8] 1875
16 €9 SQUTH 60 11§ 1248 31433 383 12014
TR TTTTSENTHTTTTLIEG T T S T TR WIS T 8V 3G
16 é9 SaUTH 183 239 4e36 11¢C3 75 1728
__16 &g SBUTH a4 395 336 11433 LeCH .39
TTU6 T8gTSoUTMTTITI0E 385 T t2e51T3Ce T 30097 9037
16 _ €0 BVERALL 3TATSTICS 11938 32e51  3ec3 16075

3
0

imman = e merna e

LINe

S c—— v — —o—

e v S e - ———— —————

W TR e — e e e

et ta = e e s

T m——— S — %o > —

T TN —————————— S ———r——

TTRey7 JeTe T T YT T

T W a—— — v———

T WS Y S W W= P Y IR

G-26

vt W SEReeGATECE W TR



TR T T

.- —— s a4 s - e e e L L L e —

TAGLE 3f, CHUMPARISON UF GUQUP DELAY CRTAINED WY CROSS LiNg
TECENIQUE WITH MCEL PRECICTIANS ON 21/ 6/7C

LI R Ly - P R O R e Coae— - . - -

BLOCK LAYITUDE LOMGITUDE PRECICTIEN ERROR
LT SIZg  BLECK START §t10FP MEAN  MAX AMS__ MAX o
20 3¢ NEGRTY 0 3] 19¢42 27494 1¢36 4979
20 34 NGRTH 30 85 16+7C 28.98 4943 13913
20 30 NORTH 60 85 13914 21485 {e12 2499
cc  2Q NGRTH 93 115 1076 17422 2030 8416
__2c_30 NORTH 120 145 802 13418 079 lekbs
20 30 NGRTH 150 175 6ved Jek2 60 2929
20 30 N8R TH 180 2¢5 Ge52 8eld 38 213
2n__30 N3RTH 210235 7483 11937 3913 8959
2 2 N9RTH 29Q 265 12405 23466 211 453y
23 30 NBRTH 27Q 29% 17059 284¢CH 235 301“
20 30 NGRTH 3CO ch Cs13 29.23 _1+04 4400
20 3Q NGRTH 3397 3ss 19.91 29.53  1+83 9e32
2¢ 30 SAUTH 0 2s 1381 27454 10896 B4y
__2%_30 SQUTH 30 S5 9979 28438 4:26 13913
20 30 SEUTH 66 8% he73 21435 290 2ebh
2l 30 SQUTH 20 115 Sebi 17432 2ei3 deib
20 30 SaUTH 12Q 145 be%6 13418 57 131
TR T30 T T SBUTH T T ISy T TS T T 376 7Wa2 T 61 292y
20 30 SQUTH 13¢ 2¢s 274 7.0} 2% 13
22 30 SauTH glg 235 beS7 1077 1+42 S045
TTeCT ag SHUTPH 290 2en” {1ee3 c3eco 1ecd w13}

20 20 sSeuTH 270 23% 15eQ2 23+Ch 1¢Q7 3e1h
__E0 30 SautTH 3C0 325 1§-72_§9l53____:ﬁ§__1115
eC 3¢ SAUTH 3307 3857 1538 294533 1678 Se3p

20 3C__OVERALL STATISTICS 1121 29¢53 _1+89 13+13

- ——— - - — -

2¢ €g NORTH Q@ s§ 13eC6 28+93  Se48 16032

ac €9 NGRTH 60 118 11998 24635 191 60924
TTéQ MGRYH {dg 178 01Z {3137 «92 T3eyy . T T

cC éQ NGRTH 130 235 5468 1!e3 te58 Bes§

aq‘ &C NERTM a%Q 299 15«82 ca.c+ 2480 Sed7

T84 NBRTH 3007 385 @3.0% 29.837 Ze19 352

Em éQ seurs Q S§ 2180 28458 6423 1632

_Za_éo SBUTH 80 115 8e07 21485 1457 6e3a
" é(} SUTH fEQ '75 wl‘l 1,3.1.] 77759? Ty \1 ‘ -

ca &0 SgUTH 180 235 3eb8 1077 a1l 5055

L.8C _€¢ __S8urYH 240 299 13e16 22405 1083  4chd
TTE0 TTEQTTUSAUTH T T30 3857 160UST254EI 1639 Se17

3G 6Q @ViIRaLL STATISTICS 1021 29433 2435 1632

W TIVE remert et T e S W T - o — - —

.
)

TR CIMmry mraee W ww Y @ T WA - TEY e X wme TR mpe———rels TR W <

- EETEAINEE x = -——

A W vemw  S— ———— an- W e ) wm oy m



APPENDIX H

Contour Maps of Group Delay and Height and Frror Contours due to

Rotation of the Maps for Continuous Time Adjustment

Contours of group delay and height at the maximum electron density
are plotted on a world wide magnetic latitude and longitude grid. To
allow the similaritics of the patterns {or maps at differeat universal
times to be casily examined, the magnetic longitude scale is shifted
eastward at a rate of 15 degrees per hour out of the 12 hour plot
for which the inagnetic longitude scale runs from 0 to 360 degrees,

In this manner the effects of sunrise and the equatorial anomaly appear ia
the same portioa relative to the edges of the graphs independent of the

universal timea,

Figures la-f. show the world maps of vertical group delay on

21l March 1970 for 0, 4, §, 12, 16, and 20 hours of universal time; for

the same times Figures Za-f. give the group declay contours on 21 June 1970
and Figures 4a-{. give the contours for the height of the maximum electroa
density on 21 Mazrch 1970, The zraphs tor the various hours on a {ixed

date look quite similar except for a distortion of the nattern right around
the equator that continuousalsr shifts eastward with increasing time. This
distortion is caused by the fact that the simple dipole magnetic latitude

and longitude define the zxe s which give oaly an approximation ta the true
magnetic equatHr, Use of the magnaetic dip as an axis acound the equatar

would reduce the irregularities ia the patterns for different times,

Sincethe maps for different times ou a fixed date are quite sumilar,
the storage requirement ¢an be siganificantiy reduced if only one map
at a fixed time i3 used and this map i3 rotated coatinuously over 24 hours
at a rate of 13 degrees ia magaetic longitude per hour ta account for
the diuraal time vartatioa. To eatirnate the sxpectad aceuracy 10ss due
to such a tisne adjustmgnt, Figure J was drawa. The givea ceatour map
of the dilferences in group delay between the ¥ hour miv) aad e § hour
map retated by o0 degrees to adjust for the time shuft 3dows the diztribution

of the errors in space. Tabies I, 2, and § preseat a summary of errord

b~




in group delay and height due to time adjustments by rotativ ; the various
world maps over 4, 8, and 3 maximum offsct of 12 hours. RMS errors
and maximum absolute errors are listed for selected magnetic latitude
regions and corrmsponding mean and maximum values of the Bent Model
predictions are given for comparison., The statistics are based on 2376
data values in each map at 5 degree magnetic latitude and longitude

increments .

The discrepancies between the values recomputed for the proper
time and the numbers obtained from a fixed time map by coordinate
rotation for time correction, increase omy slightly from a ¢ hourtooan
8 hour and 12 hour time adjustiient, For March 1970 the RMS error in
group delay is 28, 9% of the mean prediction ior the ¢ hour rotation, 32.2%
for the 8 hour and 32, 4% for the !2 hour adjustment. Overall an RMS error
of 30. 1% exists with a maximum possible error of 46, 5% of the maximum
prediction. The results for Juas 1970 look quite similar; the RMS errors
in group delay are 27. 3%, 34.5%, and 37. 0% of the mean prediction for
‘djustments in time over 4, 8, and 12 hours respectively., The overall
RIS error i3 32, 1% and the maximum error is 52, 5%, For ionospheric
height data on Magch 197C the RMS errors are 5.3%, 6.6%, and 6. %%
of the mean prediction for time adjustments over 4, 3, and 12 hours,
The overall RMS error ior the height data iz 6. 1% with a maximum possible

ervor of 22.4% of the maximum nrediction.

The use of the dipole magaetic latitade instead cof the magactic dip
as coovdimate causes soms distortion around the equator in the pattern
of these maps, which « tura resqilts ia larger ersors in the rotation
method for time adjustinent. [t therefore can be expscred that th . RMS
sprors of roughly 30% for group dalay aad 6% fos the height data can be
still reduced, if the coordinstes were moadified o the distortion way

Corrected for in 3ome other way. .

B2




To reduce the time errors cven further another approach was considered
that allows different sections of the world man to be precomputed for '
different universal times, This method is described toward the end of
Appendix G on the cross-line technique, The moving satellite would transmit
cach se¢ction of the world map at the predetermined median time for 2 huury
atlowiag time discrepancies of only ¢+1 hour., Coordirate rotation {or the time

correction is then reduced to adjust for only +1 hour,

The tests performed to check cut the accuracy of this method are
summarized in Table 4, The hourly maps for the tests were chosen from
4 to 3 honrs to keep the distortion due to the inaccurate magnetic equator
(0 a minimurn; thus the nwmbers actually reflect the errors to be expected
after the distortion has been corrected {or in some manner, The methaod
of coordinate rotation to adjust for | hour of time discrerancy yields a
RMS5 error in group delay of only 1.37 nsec which is 10% of the mean

prediction, But, this value increases rapidly to 2.45 nsec or (7% for 2

2 honr time adinstment,
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1. INTRODUCTION

The GPS Ephemeris Word is used tc establish the position, and possiobly the velocity of the
individual space vehicles (SV) at specific time points or as a continuous function of time.
This cphemeris word must be generated or stored in the SV and the data word must be proc-
essed by the User Segment equipment, For the user cquipment, the primary concern with
the ephemeris word format is that the computational aspect of genc.oating the SV state vector
(position and velocity) does not place a cost or accuracy burden on the user processor func-
tion. It should be noted that the basic accuracy of the users navigation data for the GPS is
governed by the user's knowledge of the SV state vector in that the system {s never capable
of providing navigation to any accuracy greater than the user's knowledge of the SV state
vector. This analysis is concerned with the viable mechanization candidates from the user
equipment viewpoint. Examination of the ephemeris mechanization has been basically moti-
vated by the change in design concepts for the new satellite altitude (11, 000 nautical miles)
and by the fact that the satellite configuration is no longer a synchronous orbit.

2. REQUIREMENTS
2.1  Functional Requirement

General functional requirements for the ephemeris word are derived from paragraph
3.7.2.3 Software Initialization or the System Segment Speetfication SS-GPS-101A which stip-
ulates that the "current position and velocity of all active satellites" shall be determined by
the user processor. A reiated functional capability is also identified in 3.7.3.3.3 SV Selec-
tion which requires that the satellites will be selected to provide the set which yields the
best GDOP and the minimuin (ropespheric error. The requirement also states that the
processor data base will be maintained for the SV stute vector to establish the anticipated
doppler shift and navigation code state. Consideration of the two requirements means thau
the processor shall have 1 means of determining the SV state vector {rom either prior
stored data or from data received via the SV ephemeris data word.

3.2 Design Requiremants

Study of the system design has produced several design requirements which ave derived
from present ground rules or design eoncents. The first design requirement considered is
the accuraey ef the ephemeris meehanization utilized by the uSer processor. The system
segment error hudget defines SV ephemeris ercor o 5 to 12 feet for which the eabemeris
madel error alleeation is taken as 1 foot. Note that these algorithm evrors are the deviation
bitween the ephemeris algorithm and the SV's true trajectory, given that the true trajectory
is completely known and defined. The velecity error budget is stipulated to be a value of
0.01 {t/sec. The systemn specificution also {aeludes a basie waveform definitioa which o3«
tablishes au ephemeris data format location within the datd frame. Fundameatally, Appen-
d x I of SS«CS-101A states ia Paragraph 20.3.2. 5, Data Bloek 2. that an epheicris word
3 1l be pravided within this data bloek, The actuil extent of the ephomeris would be subject
to the caacepts which are defined ta the study.
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2.3 Evaluation Criteria

Evaluation of the ephemeris mechanization and the resultant ephemeris word data format is
secn to be a function of the following criteria:

a) Processor memory requirements

. et —— " — -

b) Precessor computation complexity

¢) Number of data word bits required

l d) Accuracy of the sclected mechanization

e) Perishability of the sclected mechanization

Consideration of several pertinent factors which influence the mechanizations and heace
must be considered in the analysis using the above evaluation criteria are the following:

1} Discreto versus functional position definition
2) Selection of reference coordinate frames as .nertial or earth-fixed basis systems.

3) Data span intervals and data overlap concepts

—— e —— - — o

4) Resolution and potential accuraey limitations

Proper cheice and selection of these factors must be made to determine the impact of the
design oa the User Segment, the Control Segment and th: Space Vehicle Segment.
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i 3. CANDIDATE MECHANIZATIONS

One of the first basic mechanization considerations which may be developed employs the
i concept of utilizing either discrete or functional formulations of the satollite position and
velocity. These two approaches are described in detail in the following specific discussioas,

: 3.1  Discrete Representation

(& - : 1t Is possible for the SV to anncunce ite position at regulav intervals, e.g.. once
3 per sccond, once every 6 seconds, ete. To achieve 2 resolution of 0.1 meter, 29 bits
. o _ ! plus sign would be required for each of three cartesian coordinates, for a total of 87 bi‘s

3 _‘ ;~ | per position. In addition, the user must verify proper reception oy some form of error de-

£ 3 tection and correction, ¢.g., majority vote of redundant data or the use of crror correcting

= i codes. Thus, the user must receive from 100 to 261 bits per position, and it would be pos-

3 sible to define the SV position at least every 2 to 6 seconds under the assumption of a 50 bits
: per second data rate. !

By having the SV announce its pesition at discrete time points, theve will be no computatica-
al burden to the user equipnient of converting from a functional form to the discrete posi-
tions required for a pogition fix. On the other hand, the usetr equipment would be forced to
demodulate ephemeris data from each of three or four 5V's simultanecusly and coatinucusly,
rather than sequentiully demodulating data from each SV in turn,

. The hinpact on the SV of having to transmit discrete positions wr rem to be 1 very large
E memory requirement. However, this does not have te be the ca woeeifieally, the Sv
memory may be a programmed processor or CPU. All input and output to the memory ‘
- would be via the CPU. In this way. the Ground Control Segment can ioad the SV computer
: memory with algorithms representing SV position as a function of time. Included in the paw 5

x- : data would be the computer program to derive discrete positions fram the algerithms and te
c i transmit them in the format expected by the user equipment,

gyt e

3.2 Fuactional Representuiion

s

Instead of transmitting discrete poasitions the SV can pravide position as a fuaction af time. ;
There are three general methods for functional ephemerts representation: interpolation "
polynomials. Keplevian inertial orbit elemeats, and aumerical integration techaigues,

Representatioa of satellite position and velocity by ecither 2 Tovior sevies expapsion in time
or by 1 palynosnial fit such as 2 Lageangidn are two variatior: of the first method of interpo~
lation poiynomials. The position for 4 ath degree Tuylor series sxpansion is given a3

N
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where

T(7) = the Kth range derivative
t = system time

T = time {nterval defined between zero and time cqual t,

Keplerian orbit coefileients may be employed which establish the satellite {n an inertial
fram. of reference as defined by the classical two body problem of Newtonian mechanics, A
set of 13 parameters which are defined in detail in Section 4 is employed.

Numerical integration of the central force fleld equations may be employed to generate ve-
locity and subsequent position but this me . requires both Initialization data on each satel-
lite, a recursive formulation of the necessary terms of the ceatral force field equation and
the need to transmit the central force field acceleration vector in time as a dota polynomial.
Numerical integraticn calculations would be required in the user equipment. Serious con-
sideration was not ziven to this technique in the analysis.

To contrast the functional representations with the discrete consider the following example.
The cartesian coordinates could be defined by three polynomials with time as the independent
var{able, One estimate* indicates that no more than eight coefficients would be required to
cover a data span of 24 minutes. In this ease, there would be 24 totul coefficients pius the
time reference tg. Assuming 29 bits per coefficient, 723 bits maximum would be required
to cover 24 minutes. Also assume that half the duta bits are used for the ephemeris and that
the user must receive three co.nplete ephemeris words for validation through majority vote.
By this caleulation, 3 x 725/23 bps, we find ibat the user will receive 24 mianutes of ovbitai
qata in 87 secoads. The polynomial expansion takes the form:

Flt) = (((((((:—‘-..z) t*AS) t+:\5) t*A_s) z+A3) t+A2) t+A1) :*AO

Thus, 21 multiplicacions and 23 additions ave nceded for each three dimeasional SV positioa
to be computad.

3.3 ceordingte Frame Delinitions -

T besle coordinate {rame selections are vonsidered for the formulation of the ephemeris
data: the earth tixed coordinite system and the inertial peferenco eoordinate system.

3.3.1 hurth Fixed Coordiniate System — The user will be navigating with respedt to an
eatth fixed coordinate vystem such as [atitude and loagitude, northing and easting, ote. The

*Reference 11 Robinson, J. V., "Optimum [nterpolatisn Iaterval aad Ordes in Sateliite
Ephemerides, " NWL Technical Report TR-2372, April, 1970,

-
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position of the SV emitter must be definec in nn earth fixed coordinate system in order that
range measurements to the beacon can be converted to a user position fix. The advantage of
providing ephemeris data in earth fixed coordinates is obvious, since it is the coordinate
systoem ultimately required by the navigator

3.3.2  Inertial Reference System - The SV orbit is in an inertial plane which remains
relatively fixed while the earth constantly rotates. An inertial coordinate system is, there-
fore, better suited to dascribing the SV position in space as a function of time. Although,
the user would have tv convert from the inertial frame to earth fixed coordinates before
comiputing a position fix, there are three prirnary advantages to using the inertial frame:

1) Alert Calculations — A aumber of applications will require that future positions of
each SV be computed. For example, a submarine rising to take a positicn fix with
mini.ium exposure time. Accurate alerts also will be required for direct acquisi-
tion of the P signal and for evaluating which of the available SV signuls should be
tracked to minimize GDOP. Clearly, alert calculations are straightforwurd when 2
set of inertial (Kepler) orbit parameters are available; without them alert calcula-
tions are very difficult.

2) Minimize Data Transmission and Storage: Because the SV moves {1 an inertial
frame, (ts position can be described by a small number of "Kepler Parameters”
plus a set of slowly varying, small magnitude, displacement terms deflning the
SV's deviation from the Kepler orbit. As a result, data storage and transmission
time ¢ conserved. These savings may be impertant in extending the message va-
lidity duration before another up-load is required, in permitting greater redundancy
in the received message, and in providing message coom for other satellite Kepler
orbit alert parameters.

3) Duration of Orbit Deseription — Figure 3.3.2-1 indicates that it would not be desiy-
able to define more than about 30 minutes of the SV orbit with three polynomials of
eight coeificients each. Perhaps this span can be increased by interpolating
through non-uniformly spaced orbital positions (Chebychev sampling) so that a span
of one hour may be 1chieved. Thus, 25 coefficients would be required with suitable
redunduncy every hour. By contrast, the same number of inertial parameters
would likely define more than four hours of orbit, and subsequent data requirements
would he minimal.

Use of inertial coordinates will have little impuct on the sophisticated user be.ause of his
extensive computing espacity. However, the requirement for ceavertiag from inertial coor-
dinates to earth fixed coordinates eould be 1 substantial burden to the unsophisticated user.
Qection 4 containg an eviluatioa of this tmpact as 3 fraction of the basic position {ix ealeula-
tion,
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Figure 3.3.2-1. Maximum Interpolation Error for 11,900 ami Orbit versus Interpolated
Interval for Polynomials with 6 or 8 Coefficients

3.4  Data Spans and Overlap

Functional representations proviie a capability for defining the satellite orbit for an extend-
ed interval of time in contrast to the discrete representation.

A e S imen o L s e o

Figure 3.3.3-1 showe that there {5 a limit to the time spar. over which an orbit can be de-
scribed by a single set of tunctisnal parameters. Reference 1* examines ervors of fitting
an orbit span by interpolating ‘breugh evenly spaced points to preduce polynemials describ-
. ing earth fixed cartesian coovdinates. [t is well known that & polynomial interpolation
through evenly spaced points has minimum error aear the centeal points and increasing er-
E- 3 ror toward the extrame points. The Naval Weapons Laboratory takes maximum advantage of
! this property by using "central intevpolation”, i.e., by using the polynomial te describe po-
1 sition oaly with'n the central iafsrvai. The maximum epror from this process is plotted in
- i Figure 3.3.2-1 25 a fuaction of aumber of coefficients and leagth of the central spaa for an
11, 000 ami orbit. ¥For a maximum errey of one {oot, it would appear that eight co¢fficients
are required and a maximuin span of about 30 minutes may be possible.

. ot ) s o

o v o

E_ *Reference 1 Robinsen, J. V., "Outimum laterpolation Interval and Ovrdoer ia Satellite
3 Ephemerides, " NWL Techaical Repovt TR-2372, April, 1970,
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A functional orbit representation must be provided with overlap, This {s because a finite
time interval is required to acquire and verify a new set of orbit parameters, cven agssume
ing simultaneous and continuous demodulation of the message from every SV. In addition,
most user equipment will multiplex one or two tracker/demodulator circuits from one signal
to the next in order to minimize equipment cost, The rasult is that most users will demodu-
late the message only part of the time. Therefore, the functional description of the orbit
obtained at one sample time must remain valid at least unti! the user equipment has the op-
portunity to sample the message again, It would be very unfortunate if all orb{! parameters
became "invalid" simultaneously. If central interpolation with either garth {ixed or variable
portions of the inertial coorvdinates is employed for the orbital parameters, the functional
parameters will continue to be valid and acecurate for a considerable period of time after the
central interval has been passed and before a new set of coefficients are received. This
helpful fact exists because the interpolation polynomial has zero error (within roundoff),
when passing through one of the intorpolated points.

For 2 shost time beyond the central {nterval the errovr will continue to be acceptably small
simply because the polvinomial approximation is near a point of zere error. This character-
istic probably is sufficient te provide the necessary overlap from one functional definition to
the next.

4. MECHANIZATION COMPARISONS

Using the criteria defured for the evuluation in section 2.3 the following distinet comperisons
are detailed.

4.1 Discrete Versus Functional Representation

The comparison result matrix for the two distinct forms of ephemeris representation may be
summarized by the data (n Table 4.1-1, Note thut accuracy is not ingluded in this compari-
son since {aitial accuracy and resolution can be ussumed to b2 equal.

4.1.1 Punctional Mechunization Comparison — The use of either a pelynomial or a Kepler
orbital ephameris against the evaluation criteria is given in Table 4.1.1-1. The specific
polynomial {5 estimated to be an 8th order to satisfy the accuracy requirements. Accuraey
of 2 Kepler set of coeificients with variable parameters at medium satellite altitudes needs
to be researched further but is within the range indicated below.

Estimation of the data word bits for the polynomial versus the Kepler orbit i3 based on the
following derivations. Aa Everctts polynomial (or basieally any other) will smpley words
for three diiensiony of position ot velocity of

3 (n*l) = words

a ¢ degree of the polynomial




Table 4.1-1. Representation Comparison
: Trade Criteria
! RAM Data Bits
! Trade Memory Computation Required ,
| Item Requirement Complexity (Per Satellite) Perishability
:
! Discrete Minimsl to None 100-200 for 2~6 Seconds
! None each state
|
| Functional Up to 200 16 Moderate 500 to 1000 20 Miautes
j bit words per calculatioa to 4 Hours
t satellite
i
!
Table 4.1.1-1, Functional Comparison
' Trade Criteria
! RAM
v Memoty
: Requirement Data Bits
\ Trade (Storage & Camputation Required
! Item Execution) Complexity (Per Satelllte) | Accuracy Perishability
| Polynoratal | Fifty 16-Bit Moderate 1000 bits for | 1 foot 20-30 Min-
§ words per No ceaver- each state < ).0"3 utes
i sateilite sian required ft/sec
{

\ ‘ Kepler One-Hundred | Most exten- 500 Biis (1 foot) Up to 4 Hes
ﬂ Orhit. ¢ 16-bit words | sive but pro- Unknown Even longer
RO ! per satellite | vides inher- but within | with reduced

f- o : ent alert 0.05 it/ aceuracy

' data sec

- 3

Assumieg that 2 33 bit word resolution is employed the resultant bit totals are:

3 (a*l) {(32) = aumber of bits

‘ For n = ¢ us indicated by Refureacs | the polynemial technique will require a maxirnum 363

bits of data words. Since all coefficients do not requite 32 bits, the nuntber of bits traps-

- itied 1S less thaa the maximum. (o contrast the Kepler orbit method ts based oa the utili-
zation of 13 basic parameters and hence the data bits for the saine assumed resalution will
yield

S §-8
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) 13 (32) = 416 bits of data word

; Note that a velocity data parameter is not contemplated since the velocivy term can be de-
.- 2 3 rived from the positional variations.
!

The assumption of a full set of 13 parameters which includes the variable parameters (s a

' maximum design concept which may be reduced in scope. By using the inertial coordinate
‘ i framo to describe the orbit, it will be necessary only to describe the deviation of the satel-
lite from a perfect Kepler ellipse. With a 12-hour orbit, these deviations will be very
small in magnitude and will chunge very slowly. Therefore, it should be possible to de-
seribe these variable parameters in a functicnal format with very few coeffictents, having
small magnitude, and maintzining accuracy over a very long orbit span. The independent
variable may be time, or it may be mean anomaly. A study to resolve these questions is
indicated.

] 4.2  Supportive Analysis

TlLe following information represents additional data relevant to obtaining a definitive selec-
tion or corroborating facts relevant to the candidates,

the method of obtaining the functional orbit representation. These comments will be limited

. to the process of interpolation to obtain a polynomial approximotion of the "true'’ function.
E . There wre many interpolation methods, e.g., various Lagrange interpolation formulas,
§ Aitken's method, Taylor expansion, several Newton difference formulas, Everett's
! Formula (with and without throwback), Bessel's formula, Thiele's formula, ete. In addi-
% tion, it is possible to interpolate with a combination of orthogonal pelynomials, e.g.,
} Chebychev polynomials. Regardless of the technique, and regardless of how the results may
|
!
}
/

t
!
i

’ \ - | 4.2.1  Selection of Specific Polynomials — A comment or two may he in order concerning
. T t
: i
3

be masked to sppear different, "given the n+l sample poiats, the corresponding a'th degree
polynomial pussing through these points is uniquely (within roundoif errors) determined, re-
gardiess of how it is constructed or the particular notation used.” In other words, "The
same sample points must lead to the same polynomial”.®* The method of interpolation
should be chesen at the convenience of the Ground Coantrol Segmenz. The polynomial seen

: by the user cquipment will be the same regurdless of the method of derivation.

X The use of Chebychev polynomials has been suggested as a method of interpolating orbits. *®
i It ¢an be shown that the resulting polynomial veduces to a standard power series when n+l
sample points are used to obtain an ath degree polynomial. However, the theory of Cheby-
chev polynomia.s does offer a methed of minimizing the maximum fit evrvor over a loag

sNumerical Metheds for Scieatists and Eagineers, Hamming, R. W, MeGraw Hill, 1962,
*eRefereace 2: Corle, A, J., "The Use of Chebychev Polyaomials for Satellite Ephem-
erides, " COMSAT Technical Review, Vol. 3, Ne. 2, Fall 1973,
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interval, This method requires that the resulting polynomial be fit through non-uniformly
spaced points which ave located at the roots of the next higher order Chebychev polynomial.
The result will be to minimize the maximum crror at the expense of the overall RMS or
average error, This technique runs counter to the concept of central interval interpolation,
which provides overlap. It would seem profitable to study and compare these two concepts.

4.2,2  Definition of Kepler Orbit Parameters — A reasonable set of Inertial or Kepler
orbit parameters are the following:

Fixed Parameters

tp = time of perigee

e ot e L
- . P LI

n = mean motion

w_ = argument of perigee

€.
1

rate of change of ~rgument of perigee
e = gccontricity

A = somi-major axis

©0
]

right ascension of ascending node
_ & = rate of change of right ascension of ascending node

C. = cosine of {aclination

BB s coidiedd

A = right ascension of Greenwich

| S = sine of inclination

B Variable Parameters

AEk= correction to eceentric zu;omaly
AAk= correction to semi~major axis
n, = out of plane orbit compoacnt

These parameters may be ceaverted to earth fixed cartesian -oovrdinates for any time t by
the following formulus:




e
<
oix
&
e
pi -
3

Mk = ntk
Ek - Mk+eslan+AEk

A, = A +AA
0

k k

uk = Ak (cos Ek - @)

w.rk = Ak sin Ek
w, =@ - jo] b
' = -
xk ukcos wk vk sin wk

t = i +
Y = Y sinw +v, ocosw

V' =

% T Tk
= - +S.2
B = (8, -ag)+ 0t

= | PS - ! + gt s i
X © X cos Bk Yk Ci sinB, +1z Si sinB

k 'k k

ll-z

sk k

.

¥, =x{{sinBL_+yLCicosB '_SicosB

k k

As formulated, these equations vequire the following number of steps:

15 additions or subtraections
22 multiplications
7 trigonometric (sine, cosine) devivations
Ferforming these steps manually with a Hewlett-Packard hand calculator weuld be quite
feasible. It is estimated that the entive process could be completed in less than 5 seconds

by an HP-63 programmable caleulator after eatry of the erhit parameters. Caleulation of
subsequent points would require entey of aaly the new thime t and the three new varisble

8-11



parameters AEy, AAy, and ;. In computing alert coordinates, the variable parameters
would be ignored.

It is useful to note that the magnitude of the variable parameters is quite small, For exam-
ple, variable parameters for satellites only 600 nmi above the earth never exceed the fol-
lowing limits: "

AEk < 0.1 degree, or about 13 km

- ———— e e = At e b ot 4 —tln i s o s ot e el

AAR< 10 km

< 1km

K"

All three parameters can be transmitted with a resolutizn of 0.1 meter with fewer than 51
! bits total. For satellites at an orbital height of 11, 000 nmi, where the effect of gravity
anomalies and their rate of change are many times less than at 600 nmi, the magnitude of
these variable parameters will be greatly reduced. Therefore, a simple definition of the
parameters as a function of time or of mean anomaly should suffice for many hours, and
perhaps for an entire orbit.

! Detail examination of these concepts would be a useful extension to the present study.

4.2.3  Kepler Conversion Calculation — The Kepler conversion equations present no
problem to even a modest minicomputer. The question is whether they represent a major
burden to the very low cost user equipment with minimal computational capacity. To deter-
mine this, the equations were coded {ov the Intel 080 microcomputer, which represents the
type of minimum computer power to calculate a position fix. This type of microcomputer is
similar to those in the more sophisticated hand calculators.

The Kepler conversion program assumed availability of an iaterpretive "math pack’ which
would perform floating point arithmetic and trigonometric function. when called by single«
word pseudo-instructions. This technique significantly reduces the number of progranm in-
structions required, at the expense of a siightly loager computing thine.

The program requives 169 eight-bit words of program storage (n read only moemory (ROM)
| and 24 eight-bit words of storage in temporary random access memory (RRAM). The aumber

i A SRy AT e VT
e

: of each elass of tastruction and their execution titues are:

i

' Time Each Time Total

f Funetion Events {msec) (msec)

[ Bine/cosine 7 39.0 2730
FLD/FST 3s 0.05 1.9
FAD ] 0.4 3.2

§~12
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Time Each Time Total

. e ————————

Function Events (msec) (mscc)

i FSB/IFSR 7 0.5 3.5
) FMP 23 2.0 46.0
Overhead 84 0.07 5.9

333.5

4.2.4  Baslc Navigation Calculation — In order to scale the difficulty of converting
Kepler parameters te earth fixed cartesian coordinates, it is useful to consider the least
complex set of navigation equations to be solved. This set assumes:

1) A two-dimensional solution is adequate.

2) Only three pseudo-range measurements will be made per position fix, {.e., the so-
lution is not over determined.

3) Each position fix is independent of all others and of other navigation alds, i.c., no
least squares or recursive filtering will be employed.

} The parameters avallable to the position fix calculation are:

Input Navigation Parameters

it ——

4]

a1’ ysl. 2 position of SV No. 1

51

xsz, ysz, 282 = position of SV No. 2
xsﬁ' ysﬁ’ 253 = position of SV No. 3
9 = estimate of navigator's latitude
A = estimate of navigator's longitude
Rl = measured range to SV Neo. 1
R2 = measured raage to SV No, 2
R3 » measured range to SV No. 3
Kl « gomi-mmajor axis of the qurth

: Ka e jemi-minor axis of the carth

r H « heigit over the sphereid

8-13
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! The minimum complexity position fix calculation involves the followiag steps:

44 add/subtract
58 multiply/divide

—— e~ -

4 trigonometric (sine, cosine)
4 square root
? Thevefore, it is clear that the fix calculation s slightly more comp!ex than the conversion

! from Kepler to cartesian coordinates. Assuming the following times to perform each calcu-
lation step:

0.4 msec for add/subtract

2.0 msce for multiply/divide

39.0 msec for trigonometric

14.0 msee for sguare root

and adding a 3% overhead for data handling, the fix ealculsation will require 356 msec per it-
eration, whereas the Kepler conversion required 333 msec per satellite. The total time ver
fix, assuming one iteration is sufficient, will be approximately 1.4 seconds when using an
Intel 8080 microcomputer, exclusive of other computer functions (e.g., coatrol, data ac-
quicition, dead reckoning, etc.). This rate would seem entirely adequate for any low cost
application in which 4 microcomputer would be employed vather than a more expensive
minicomputer.

e ——— e ———

. e ¢ ——————n e

Earlier it was shown that the Kepler conversion program could be implemented in 169 eight-
bit Intel 3080 instruction words execlusive of the "math pack” subroutines. A reasonable es-
timate of the {ix program size may be obtained by the raiio of the number of arithmetic steps
(110/44) times the Kaple: conversion requirement (169), which gives 423 eight-bit words. It
_ would appear that the read only memeory (ROM) storage requirements for these two functioas
' is approximately:

169 x 8 = 1352 bits for Kepler conversios

423 x 5§ = 3384 bits for fix calculation

892 x 3 = 34736 bits total for these fuactions
i Semiconductor ROM's are available today whieh store 3096 bits of program. Thevefore, it

seerns likely that the entire microcomputer program (including math packs, 170 packs,
ete. ) could be cantained on twe or at inost three LS] integrated civeuit chips.

g-14




o 6.0 SELECTION

As a result of the data available at this time the selection of some specific conclusions and
approaches is considercd below.

- 5.1 Discrete versus Functional Recommendation

,‘i_ The impact on the SV or on the Ground Control System of choosing eithar the discrete

3 representation or the functional ephemeris format {s minimal if the SV memory s imple-
mented as part of a programmable processor. Only through use of a programmable
processor will the option remain open to choose either approach throughout the Phase I
development and experimental stages.

¥
2

‘ ‘The impact on the user equipment {s a tradeoff between minimum computational require-
-1 ! ments oi the one hand and the ability to multiplex the data acquisition process from one SV
f o 1o.the next on the other hand, thus saving hardware, Considering the magnitude of the over-
. all position fix calculation and the rapidly decreasing cost of compuiational capability, it

©  oeems clear that the advantages of the functional ephemeris outweigh those of a discrete
position ephemeris,

5.2 Coordinate Frame Selection

i 7;][,];, i i)

) An alert capability will be needed for optimum applicaticn of the GPS. It is clear that to be

i practical, orbit parameters poermitting calculation of the SV positien hours, days, or months
' in advance must be referenced to the inertial frame. There are three wethods for providing
; tnertial parameters for all GPS SV's:

g g ‘ 1)  Tronsmit them by means other than the GPS message.
' 2) Include them in addition to earth fixed parawmeters in the GPS message.
:;- 2 . 3)  Trapsmit only inertial coordinates in the GPS message, including other-satullite

e . alert parameters,

‘3 § Because we fecl that the GPS system should be entirely self-sufficient and not dependent oa
_ data entry {rom other sources, we recormmend against the first alternative, Because we
* have shown that the impact of nertial parametery i3 negligible and because there would
] have to he two types of coaversicn routines, we also recommead against the secoad

teraative.

The following {s recomineaded:;

1) All orbit parameters should be seferenced to an inertial coovrdinate frame.

" 2)  The transmission of other-3atellite inertial coor finates should he provided for
3 system-wide alerts. ‘These may consist of coordinates for the “lead" SV in each
orbit ane plus phasing pavameters for the other satellites {a cach plane,

§-15
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3} Several key izsues concerning Kepler orbit accuracy at medium altitudes still
necd to he resolved, Study efforts skould be conducted by agencies such 73 the
Naval Weapons Laboratory, Aerospace Cerp., or contractor activities which azo
experionced in precise orbit detarmination to accomplish the following:

.-: ) 2 ' a) Estabiish precision requiromonts of each orbit parameter.
- '

; b) Determine scaling, fuactional format, and functiosal duration of the
| variable parameters required to deiine positica in the 12 hour orbits to
' within 0.3 to 1.0 foot accuracy.

¢) Compute the alerting accuracy dugradation to be expected with the 12
hour orbits when using oaly a minimal set of fixed inertial parameters.

5.3 Kepler Fuactional Representation

{ ‘ Results of the init{al concept evaluation show thut the Kepler orbital conversion process is
. ' less than half as large as the least complex position fix calculation and that its impact on

' total system cost and complexity is less than one integrated circuit of read only meinory

- . ; (ROM). It is concluded that the fmpact is negligible for even the least sophisticated GPS
o ' system.

The exsmple problem derived in section 4.2 has established the program storage and com~
putation time requirements to convert Kepler orbit parameters to earth {ixsd gartesian
coordinates, The evaluativa has been based on =se of a commercially available microcom-
puter (the Iatel 5080) which would be typical of the computer found in the lewest cost GPS
user equipment. This level of computing povrer is equivalent to that provided by recest
generations of hand held caleulators,

In addition to determining that about 1332 bits of program storage will be required for the
Kepler coaversion rcutine and that approximately 333 msec will be reqguired per sassllite
per position fix, these parameters were compared with the least complex position £iX caleu~
lation. The fix ealewlation will be required regardless of the format in which the orbit
positicns are defined. As shown below, the Kepler coaversioa requirements are ¢omparghie
with the required fix caleulation:

Fix Repler Parameter
44 15 Add steps
58 32 Multiply steps
<4 T Trip steps
4 ] SQuare root steps
110 44 Total! steps
3,384 1,332 Bits of storage
3356 mues 333 e Execution titne

5=-1¢
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The coaclusion based on the results to date is that although the Kepler data format requives
more user calculations than other data formats, the added complexity will be very amall
when compared with the overall cost of even the least expenasive GPS user equipment, The
low cost equipment consists of a single-frequency L-band receiver with sequential tracking
of three signals PN modulated at about one MKz, coupled to a modest computer system with
provision for display to and koyboard input from a human navieator, Foi low cost equipment
a micro computer (or a2 micro processor) will be employed to perform the position fix cal-
culations. The use of Kepler orbit parametsrs will require a modest increase in the size of
this micro processor memory, The additional memory considered sells teday for less than
$10 in 100 lot quantities. The additional computational time of less than one second per
position fix seems negligible for the low cost user for whom a fix updsie every 6 to 10
segoads appears to be more than adequate,




TRADE STUDY NC. 9

EPHEMERIS DETERMINATION

F. Lisenbe
R. Leger

GENERAL DYNAMICS

Electronics Division
v P.C. 8ae 81132, Son Oiapa Cardinns SO138 116275 V0L
3




SYSTEM/DESIGN
TRADE STUDY REPORT

" FOR

GLOBAL POSITIONING SYSTEM
CONTROL/USER SEGMENTS

TRADE STUDY NO. 9
EPHEMERIS DETERMINATION

by

A, J. Van Dierendonck
R. M. Leger
F.F. ' nbe

CS/UE DEFINITION CONTRACT
£08701-73-C-0298

Prepared for

Space and Missiles © stems Organization
Los Angeles, California 90045

DATA ITEM A002
ADDENDA

GENERAL DYNAMICS

Electronics Division
PO Sos 811 22 Lo Oeaga, Cnihiiies RX138 2032282001

\‘.




CONTENTS

I INTRODUCTION

1.1 Objective . . . . . . . . . . . .. ...

1.2 Approach. . . . . . . .. e e e e e e e e e e e e e e e e

1.3 Other Factors . . A . e e e e e e e e e

1.4 DocumentQutline . . . . . . . . . . « « . . o e e e e
2 REQUIREMENTS

2.1 Functional . . . . . . . . . ., . .. e e e e e e e e

2.2 Design . . . . . . . . . L ..o e e e e e

23 Ground Rules . . .
3  CANDIDATE EPHEMEKRIS DETERMINATION ALGORITHMS

31 Measurement Sets . . . . . . . . . . . o oL e e e,
3.2 Reference Trzjectory . .
3.3 Kalman VersusBatch . . . . . . . . . . .

34 Partial Derivatives and State Vectors
3.5 Coordinate Frames . .

4 EVALUATION ALGORITHM

4.1 Evaluation Criteria .
4.2 Cost Functions
4.3  Scoring Algorithm

ANALYSIS CF CANDIDATES

5.1 Preliminary Analysis
5.2 Detailed Analysis .

6 SELECTION
6.1 Candidate Recommendation

6.2 Expandability to 4 and 24 Satellites
6.3 Requirements Imposed on Yotal System |

7 ADDITIONAL MODELING B¥QUIREMENTS
11 Signiticance of Adgitional Modeting
1.2 Clock *dodeis . . .
2.3 Solar Radiarion Pressure Mocets .

8  OUTLINE OF FUTURE ANALYSES
8.1 Planned Analyses Tasas
9  REFERENCES .
APPENDIX A, APPROXIMATING CLOCK DRIFTS
APPENDIX B. SV CLOCK CORRECTION UPLOAD AND DOWNLINK FORMAT AND CS
AND US SEGMENT COMPUTATIONAL REGUIREMENTS

¥

et

11
1-1
11
1-1

21
21
2:3

3-1
34
36
37
310

PR
4.2
4-4

51
54

61
6-1
6-2

71
1.2
110

81
o1




51
52
53
54
55
5-6
57
58

3 71

e

73
74
15
1.6
17

O et s o WL b s ap
i e pitwaah

3 2.1
22
31
E, .- 32
- 51
61

ILLUSTRATIONS

Position error of satellite 3.

Velocity errorof satellite3. . . . . . . . . . . . . .. ...
Time base error in clock in satellite 3. . .

Time base rate error in clock in satellite 3. . . . . . .,

Time base error at monitor 1 for satellite 3. .

Time base rate at monitor 1 for satellite 3.

Actual vs possible measurements for satellite3.. . . . . . . . .
Sigma and residual of user measurement from satellite 3.

Sigma and residual of range measurement monitor 1 to satellite 3
Satellite clock standard deviation vs t'me.

Satellite clock rate standard devistion vs time vs Allan variance specuftcatnon.

Comparison of monitor clock phase model standard deviations.
Typical solar radiation pressure — body axes. .
Forces on a box plus sclar panels due to solar radiation.

Box model fit to normal force of Figure 7-4. . .
Linear momentums along inertial axes due to solar radnatnon

TABLES

GPS Error Budget .

Clock Stability

Measurement Sets . .

Epochs and Coordinate Frames .

Preliminary Analysis Matrix

Final Scoring Algorithm for System Candudates

51
5.2
5-2
8.2
5-2
5-3
53
53
5-3
7-4
74
7-6
-1
7-11
7-12
7-12

22
22
3t
31
51
6-1




1

INTRODUCTION

The GPS ephemeris determination procedure is
required to provide accurate GPS satellite
ephemeris and clock correction data for
computing the navigation data to be lvaded
into the satellites. Rangirg data collected at
four monitor stations must be processed and
combined with reference trajectory data
prepared by an off-line computational facility
to produce refined trajectory and clock update
data for navigation data computations.

The GPS satellite complement  will
comprise four satellites in Phase |, up to twelve
satellites n Phase ll, and uo to twenty-four
satellites in  Phaselll. The ephemeris
determination procedure utilized must
therefore be expandable to handle the 24
satethites  of Phaselll, and must provide
accuracies consistent with the Phasel and
Phase |1 error budgets.

1.1 OBJECTIVE

This trade study was undertaken "to identify
the ephemeris determination technique most
compatuble with the GPS objectives of
maximum legacy with minimum technical risk.
Other factors considered were:

1. Computational load

2. Core storege requirements
3. Time lineg requirements

4. Ease of implementation
9. Expandability

6. Aceuracy regquirements

1.3 APPROACH

Yhe approach utilized was 1o identify the
candidate  measurament  sets  and  data
processing algonthms, perform 3 preliminary
evaluation 0 ehminate obviousiy undeurable
candidates and, finally, to evaluote the

1%:12

remaining contenders in terms of a set of
weighted ‘‘cost” functions. The leading con-
tenders were evaluated by computer simulation
to aid in the final selection.

1.3 OTHER FACTORS

In addition to the tradeoff on the various
ephemeris determination techniques, the error
and force models used, or to be used, in the
algorithms were reveiwed. The clock models
were updated to be more representative of the
real world. Solar radiation force modeis were
postulated for future analysis tasks.

Finally, future analysis tasks were formu-
lated which will further substantiate the
algorithm  selected and reduce risks in its
implementation.

1.4 DOCUMENT OUTLINE

This trade study report comprises eight sec-
tions. Section 2 reitarates the requirements and
ground rules on which this stu¢y was based.
Section 3 describes the candidate measurement
sets, the estimation and prediction techniques,
the coordinate frame systems traded off, and
certain pre-tradeoft rationalizations. Section 4
presents evaluation criteria and the scuring
algorithm for trades yet to be made; Secuon %
describes the analysis methodology for these
tragdes, prnmanly between three dirferent
measurement sets. Discarded candwdate trades
are seered in Section 6 along with a discussion
of their gphemeris deterrrunation impact on the
rest of the systern. In  Section 7, some
modeling deficiancies are reviewed, new models
generated or postulated are deseribed, and ther
impact s deteernined. Section § outhaes future
analyss  tasks., References are prowided
Secu:on 9.
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REQUIREMENTS

2.1 FUNCTIONAL

The Master Control Station (MCS) soiftware
performing this (ephemeris generation) func-
tion shall be designed to support the following:

a. Retrieva! of reference ephemeris and
corrected measurement data file.

b. Processing of retrieved data to refine
reference ephemeris and support user navi-
gation with an effective user receiver ephemeris
errcr of no more than that specified in the
GPS Error Budget (see Section 2.2).

¢. Generation of the refined ephemeris
data file.

Source: SS-GPS-101A, pare. $.7.3.1.2.2.1

The reference ephemeris generation func-
tion may be satisfied by a Government facility
such as the Naval Weapons Laboratory. The
software performing this function shall be
capable, at a minimum, of supporting the
followiny:

a. Editing of row measurement data.

b. Correction of pseudo-range and range
rate measurement data for atmospheric effects.

¢. QGeneration of reference ephemerides
*hat are valid for at least 14 days for all GPS
satetlites. in this case, vaiid means that the
reference ephemerides are accurate enough so
that lirear corrections to the reference
ephemerides can be made on a daily basis 0
satisty the GPG error budget.

Source. SSGPS-101A, para, 3.7 312206,

The MCS coftware performing the SV
clock update function shall support the
following:

a. Retrieval of the refined ephements file
and the most current ¢orrected meIsurement
data file receved from cach SV.

b. Processing af retrigved datd o gener
e a cloek update teg, clock Duas, clock

a1

frequency offset, and relativity effect) for each
SV accurate to the level specified in the GPS
Error Budget.

¢. Generation of a clock update file.

Source: SSUPS-101A, para. 3.7.3.1.2.2.2.

2.2 DESIGN

The Master Control Station (MCS) and Monitor
Station (MS) real time system shall be respon-
sive to the time line requirements of system
operation and calibration.

Source: SS-GPS-1014, para 3.3.8.8.b.

The MCS and MS softwara systems shall
support GPS system development and opera-
tion by allowing for rapid changes in software
elements. They shall be designed t0 minimize
and localize the impact of changes or additions
to the data base, operational functions and
non-central hardware.

Source: SS-GPS-1014, para. 338 5.¢.

The MCS and MS software system shall
capitalize on existing software and software
design to the maximum extent possible {(con-
sistent with system operation and accuracy).

Source: SSGPS-101A4, para. 30 85.d

The elements of the Control System Seg-
ment provide the SV tracking, information
processing, and communications needed 1o pro-
vide updating of eat) SV navigation subsystem
as required 1O SuUPPOrFt accurate user Navigation.

Source SSGPSL0L4, pare 373

User navigation error 18 the statistical esti-
mate of the .«ror in computer user posItion
when the user 3 uniformly disteibuted 0 tme
and positien. The navigation eeror it the uncos-
related portion of the observed user range error
mubtiplied by the Geometrie Diution of Pre.
cision (GDOP) for the user's positen. This
urcorrelated portion of the observed range
ereor ts called “User Eqguwalent Range Error”,

Source SSUPSLUIA para 6 3




The GPS error budget is defined in terms
of User Equivalent Range Error {UERE). The
components of UERE for Phase 111 and Phase |
of the GPS are shown in Table 2-1. The
Phase | error budget shall be applicable for two
hours after all SVs are updated. All values are
the one sigma {10) errors given in feet.

Table 2-1. GPS Error Budget

Phase 11| Phase |

Space Vehicle 5 12
Ephemeris
Atmospheric Delay 8t017° 8t017°
Space Vehirle Group 3 8
Delay
Receiver Noisg and 5 5
Resolution
Mulupath 4tw09° 41089°

Tatal R.S.S. 12t0 21 1810 25

*These errar quantities represent the use of dif-
ferent atmospheric delay correction methads
and different user enviroumental conditions.

Source: SS-GPS-1014. para, 3.2.1.

The computational equipment at the MCS
shall be sized in speed and memory capacity to
support the operation of GPS Phase | sofiware.
The equipment will be selected (0 accom-
modate expansion to support the operation of
twelve (12} closely-spaced space vehicles.
Respon..veness as indicated by operational
time lines for 12 SV's shall be considered in
deterrmining the needed computer throughput
tate.

Soterce: SSGPS-1OTA. pare. 321221

Data tramsmission between the Monitor
Stattons and the Master Control Station shall
be aceamplished I the mintnym rate aseep-
table ‘or prowviding the data cormmunications
for operation of 24 GPS Space Vehicles.

Sowrce  SSGESFOYA. pwa 321212

22

World-wide real-time three-dimensional
capability will be achieved by deploying addi-
tional sateliites (i.e., three orbital planes of
eight satellites per plane),

Sowrce:  Defense  Navigation  Surellite

Development — Program  Joint  Program

Office Syyxtem Description and  Dervelup-

ment Plans, 16 September 1973, puge 3.

All signal rates and carrier frequencies
shall be derived coherently from the same
space vehicle clock. 4

Source: SSGPS-101A, Appendix 11, para.

20.6,

The clock which is used to generate the
navigation signal shall exhibit the stabilities
listed in Table 2-2. Thermal or other changes
in the SV electronics group delay shall not
exceed 1 nsec over any non-eclipsed orbit
period.

Tuble 2-2. Clock Stability

Time Since | Yime Deviation

Last from Maximum RMS RF
Calibration Prediction Phase Deviation

(sec} (nsec) (mrads}

1971 6.01 160

168 9.01 250

102 1 T80

104 10 189

10° 100 180

Source S5-GPS-101A, Appendix i,
purd, 206

The momitor station frequency standard
gshatl be a cesium beam standard (Hewletnt
Packard Model S016A Cesturn Beern Standard
with Option 008} exhibiting the following
characteristics:

Aceuragy: 27 x 10 12 guer 3
temper‘atufg tange
ot 0w s0C

Reproducibitity- - x 10712

Frequeney Stabidity: 1 x 10013



Long-Term Stability: 23 x 10°12

Short-Term Stability:

Time (Seconds) Frequency Stability

10°3 8.2x 1010
1072 15x 10- 10
100 5x10°12

101 2.7x10°12
102 85x10 13
103 2.7x10°13
104 8.5x 10" 14

Source: DRB D9000563E. March 5, 1974
GD/t.
2.3 GROUND RULES
The following ground rules were utilized in
performing the ephemeris determination trade

study:

a. Four monitor stations (Vandenbery
AFB, Wahiawa, Elmendorf AFB, and Guam,)
are utilized in tracking the GPS satellites.

b. The off-line computational facility
which generates reference trajectories shall also
provide accurate locations for the four monitor
stations,

c. The test site against which UERE is
evaluated is Holloman AFB,

d. Monitor station time, with the
exception of time at the system master clock,
is not required xterna! to the GPS system.

e. The mcnitor station receivers are Type
X user receive.s.
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CANDIDATE EPHEMERIS
DETERMINATION ALGORITHMS

3.1 MEASUREMENT SETS

The GPS provides two basic types of measure-
ments; pseudo range based on the pseudo
random code modulation, and pseudo range
rate based on carrier doppler. Other derived
measurements are also possibie, such as pseudo
range rate obtained by differentiating code-
derived pseudo ranges, and pseudo range change
obtained by counting carrier cycles or frac-
tions of cycles over some specified time in-
terval,

Under the ground rule that the monitor
station receivers should be essentially wuser
receivers of appropriate classes, receiver capa-
bilities are dictated by user requirements. The
user's requirement for a precise, rapid position
fix 1s met by providing code -anging with
two-frequency compensation for ionospheric
delays. The requirement for velocity informa-
tion i adequately met by carrier doppler
measurements without two-frequency compen-
sation. Theretore, the receivers do not provide
for two freguency compensatian of the carrier
tracking delays and the full accuracy potential
of carrigr tracking is not avatlable unless the
receivers are redesigned. Since receiver redesign
entails considerable cost, approaches requiring
extensive accuracy from the carrier channels
must be charged with this cost.

Table 31 shows tne various measurement
sets considered aiong with data on the number
ang sizes of the selution vectors involved. [n
this table, S represents the number of sateHites
in the systern while M reprewents the numbse
of monaitor stations. When M is used a3 9
subserpt in place af j, it denotes the Naster
Station which s defined as having a perfect
treterence) elack. Foe each of the nue cates

¥
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shown in Table 3-1, the number of satellites, S,
appears either in the column giving the number
of states in the solution vector or in the
column giving the number of soijution vectors
in the system. The computational load on the
computer tends to vary approximately as the
square of the number of states in.a solution
vector, but incresses only linearly with the
number of solution vectors. Thus it is desirable
to avoid large solution vectors even if this
means an incrcase in the number of solution
vectors to be found.

Tuble 5-1. Measurement Sets
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All the cases shown in Table 31 wvolve
e solution for the three dimensional position
and vetocity of each satellite, the clock offser
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except the master. Fixed biases such as moni-
tor station Jocations and gravity harmonic
terms are assumed to be adequately handled in
the off-line reference trajectory computation,
It is recognized however that other satellite
parameters may eventually be required in the
state vector for each satellite, and therefore
that the complexity considered here is a lower
bound.

In principle, the best accuracy solution
can be achieved by exploiting all available
measurements in a single large solution which
takes all the correlations and interactions into
account. Case 1 in Table 3-1 is an approach to
such a forrnulation. The principal degradation
from absolute optimum in Case 1 arises from
neglecting the rate measurements. Early work
indicated that th2 quality of the rate measure-
ments was such that their inclusion improved
the final solution accuracy by only a few
percent while essentially doubling the computa-
tional load. Thus Case 1 is considerad as a
reference for accuracy against which the other
cases can be compared.

From a computational point of view,
Case 1 is rather expensive because of the large
nuinber of states in the solution vector. It is
already expensive with the four sateifites of
Phase I, but it becomes entirely unreasonable
for the 24 satellites of Phase lil. Although
Phase H1 could possibly be handled in a Case 1
manner by breaking the entire constellation
into several groupings of satellites, this is still
expensive and appears to have little advantage
over 3 more corplete breakdown of the proo
lern into single satelhite cas2s, as in Cases 4
and 5, etc. Thuy, Case ) 18 conuidered as an
aceuracy  reference agnd  the tour  satellite
version s a viable canduiaste, butl more than
four satellites 1s thought 1o De unreasengble.

Case 2 15 somewnat simiar to Case 'l
except that the solyttons for the satelide
cloeks have been partilicaed 1nl0  sepsrate
tao state vectors. The was done by uuing the
range hifferenices to each sawelliite from two
o Utoe stalioas 38 the Basie orbital masgwre

ment, which now is independent of the
satellite clock. Since the satellite clock solution
is needed for the GPS state vector, it must
then be determined separately on the basis of
pseudo range from the master station {perfect
clock) and the soived-for orbit. Although the
number of available measurements is reduced
somewhat by the requirement that two
monitor stations be in sight of the satellite
simultaneously, the accuracy performance of
this case was close to that of Case 1. Although
the maximum size of the solution vector is
reduced somewhat compared with Case 1, it is
still awkwardly large, especially in Phase 11,

The primary cause of coupling between
the various satellite orbit solutions is the fact
that common monitor clock solutions are used
for all satellite solutions and thus introduce
correlations among the latter. The Case 2
arrangerment does nothing to eliminate this
coupling.

Case 3 does eliminate the coupling ot the
mon:itor clocks into the orbit solutions. In this
case, a single derived measurement is defined
out of all four combinations of pseudo ranges
between two monitors and two sateliites. The
combination s sueh that all clocks cancel out
to give a pufe orbit solution. The satelitte
clocks are then solved-for separately on the
basis of pseudo ranges from the Master Station
(reference clock) and the other monitor station
clocks are found by the use of pseudo ranges
from them to the satellites. The requirement
fur simultaneaus viewing by two monitors and
two satellites further reduces the number of
measurements available. Tie monitor eloeks ore
decoupled from the orftnl solutions byt the
ot solutivns  themsglves  are now  pghtly
coupleq together through the desved measwusre
ments. Althaugh a slight furthee reduction of
the maxtaum u2e of the solution veetor
achigved, 1t 18 sull uncomtoetably targe A
Phase 11 and awkward to divide Further.

Case 4 permuts a substantial reduction mn
the Aumber of states n the salution vectar by
traating each satellite separotely -~ 3y ot the

ry




other satellites were not present. The 14 states
in the solution vector are: the six elements for
position and velocity of the satellite, two ele-
ments for the satellite clock, and two elements
for each of the three monitor clocks. As more
satellites are added to the constellation, the
number of 14-element solutions increases, but
the size or make-up of these individual solu-
tions is unaffected. Both the strength and the
weakness of Case 4 stem fromn the fact that
vach satellite solution vector contains a solu-
tion for all monitor clocks based on measure-
ments to the satellite in question and ignoring
all other measurements. Thus, if there are S
satellites, there will be S different solutions for
each monitor clock, each one based on a
fraction of the total number of measurements
made by the monitor in question.

When Case 4 was tried in simulation and
compared with Case 1, it was found to almost
match Caxe 1 in accuracy of orbits, satellile
clocks, and user navigation errors due to clocks
and orbits. 1t was noticeably poorer in the
solution for the monitor clocks because of the
dilution of the measurements into the S sep-
arate solutions, but the system performance of
the GPS was not noticeably degraded. If more
precise monitor solutions are desired, these can
be achieved by combining the S separate solu-
tons in an auxiliary procedure. However, if
these combined swolutions are reinjected tnto
the basic system solutions, this reintreduces
the couphing Detween satellite orbits wia the
moniter elock solutions. Yhus any sueh reiniee.
uon must be done with care 1o avowd upsetling
the statistics of the man solution,

Case 9 of Table 31 achieves a further
reduction 1A the sice of the solution veglor by
ciiminating the eultiple swtution for the monr
tor clocks witich was used in Case 4. Yhis 13
aceomplished Dy taking some hberties with the
stotistics of the solutioai. It s the correlations
Between the momtar ¢lock solutions sad the
wlutions for the satellite orbets plus-clocks that
cauple the sateliite solulions 1O cach other.
Thie extent of these correlatioas can be

observed in the covariance matrix of the solu-
tions for Case 1. Examination of these correla-
tions shows that after the initial start-up, most
are less than 10-20% with an occasional iso-
lated term on the order of 50%. This suggests
that perhaps these correlations could be
ignored without substantially degrading the
accuracy of the final solution, although fthe
rate of convergence might be decreased some-
what. In Case 5 this is done by setting up a
basic solution algorithm with ten states con-
sisting of six orbit terms, two satellite clock
terms, and two monitor clock terms. The six
orbit terms and two clock terms associated
with each satellite are combined into an eight-
statec vector with a corresponding 8x 8
covariance matrix and placed on a "bookshelf"”
in memory along with 2-siate ciock vectors and
corresponding 2 x 2 covariance matrices for
each of the monitor stations (other than the
master}. Each  pseudo-range measurement
involses one satellite and one monitor station.
For a measuremens, Rij' the B-state vector and
8 x 8 covariance rnatrix for the ith satellite are
picked from the ‘‘bookshelf” along with the
2-state vector and 2 x 2 covariance matrix for
the jm montitor. These are combined into a
10-5:3te vector with corresponding covariange
matrix and the Rij measurement is gpphed to
produce an wmproved estimate after whieh the
results are again broken inte §-state and 2.state
greces and replaced on the “hookshelf™ where
they are available for the next measurement,
With  this  arrangernent, coupling between
various satelhire offity occurs on 3 saquentisl
basis theough the comamon use of the morutor
sofutions; ' the eross eorrelattons Detween
monitars and satelittes withit any one measure
ment are igrated. The degre of spproximation
volved 1n doing this bacoemes smaller o3 more
satellrtes are adided to the constellation becauw
s ungle meas trement 13 less ably e intluence a
monitee clock estirrate that 8 alrealy werghted
by measurements from mmany other zatetlites.
When thes case was amulated weih foyr satel
lites, the covariance estimaltes looked very




tavorabie but the estimated residuals exhibited
some initial transients which pushed the moni-
tor clocks into erroneous estimates from which
they recovered only very siowly. On the other
hand, performance was good once the
transients died cut and the preliminary
attempts at speeding up the convergence
appear to be promising. Case 5 can be seen, in
principle, 10 be almost equivalent to Case 4
with reinjection of the combined monitor
clock solutions at every step. However Case 5
is more efficient because of the smaller state
vector, provided the convergence can be
improved.

Case 6 is somewhat like Case 5 except
that different measurements are used and the
8-state and 2-state vectors are not combined
intc 10state vectors. The B-state satellite
orbit-and-clock vector is solved by the use of
pseudo range rate measurements and pseudo
ranges from the master station. The latter are
needed to set the satellite clock phase and they
strengthen  the orbit soluton. This scheme
recovers quickly from the initial transient
because the use of rate measurements involves
one less integration in the solution 100p than is
the case with the pssudo range mMmeasurements
of Case 5. The principal drawback 10 Tas: 6 is
the fact that in order 0 get adequate aeruracy
in the orbit solution, the pseudo rfange .ate
aecurderes must be of the arder of 5 mullifeet
per second or better and this would requrire a
redesign Of the user receiver. Thus it represents
an expensive solution to the problem,

Case 7 15 a cross between Casas 2 and 6. It
Ras the same accuracy problem as Case 6, and
15 stightly inferior Decause two  range  rate
measurernents are combrred t0 cach range
tate chifeérence medsurernent,

Case 8 i3 eatirely analogous 1o Case 6,
exeept that gffective rates are obtasned through
ditferences of eanges taken at different twfies
wstead of dieget differentiation of carrrer data.
it the Lrme tAtervals are 10ng chRough, adequate
aceuraey 15 achieved m grte of tae relatively
large  qreoes of the advidual  ddeudd range

ineasurements. Thus, the advantages of Case 6
are achieved wthout the requirement for an
expensive receiver redesign. Simulation results
show good transient recovery and an accuracy
which, although adequate, is inferior to that
obtained with pseudo ranges directly.

Case 9 is analogous to Case 7. Although it
would undoubtedly perform acceptably, it does
not offer encugh advantages over Case 8 to be
worth the additional complication.

3.2 REFERENCE TRAJECTORY

The question here is whether or not to split
the overall orbit determination process into
two parts, one consisting of the computation
in a laboratory environment of a longterm
reference orbit, and the other consisting of an
on-line refinement of this orbit esumate (on
the basis of current field measurements) t a
quality suitable for the navigation application.

The GPS orbit determination task involves
the prediction of very precise satellite
ephemerides and atomic clock calibrations on
the basis of nterrmittent field measurements
which compare the readings of satellite-borne
clocks with others on the ground. The rafined
orbits must be obtained to high precision and
used 10 update the system on an on hine basis,
including caiibration of the clocks. At the same
time a very precise dynamic model s regitred
in order 10 yield the nerded predictabiity of
the orkuts. '

The use of a longterm reference tra
jectory permuts these two entical aspects of the
srobiem 1o be spin up into an off line labora-
tary handhing of the latwer aloAg with an
of-hine rehingmment orosess  Since the “kAow-
how'  and  iwftware for  precise  dynamee
modehing and loagtérm  ofbit deterrrufation
slezady exist at instatlotions such 33 the Naval
Weapons Labargtory, a eonsderable savingd 1
oftware develepment ¢ost and enling com
puter requirernenty can be aChiwved 1/ Phases |
aad il of the GPS program by uung this
existing eapabihity.

On the baus of measyreracnts from the
hretd, the NWLU  tachity would perrodwally
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generate a 'ong-term reference trajectory using
a very detailed force model to include all the
fine-grain  perturbations which might be
expected. Although this trajectory  will
gradually drift away from the true trajectory it
will retain the fine-grain short-term behavior of
the true trajectory so that it can be used as an
interpolating function. Furthermore, it may be
used in this capacity until its deviation from
the true trajectory grows to the point whare
second-order perturbation terms cease to be
negligible. This condition holds for deviations
up 1o 1000 feet or so and should make the
reference trajectory useable for several weelks.

The off-line reference trajectory compu-
(ation can account Tor detailed gravity models
including earth 2onal and tessaral harmonics,
sun, moon, etc., as well as such fixed param-
aters as the locations of the monitor station
antennas. Drag should be negligible at the GPS
altitudes but solar radiation pressure is critical.
The latter will need to be carefully modeled —
to the order of 1% or so for Phaseill. The
parameters affecting the force on the satellite
from solar radigtion flux are no better known
during the on-ine tracking phase than they
wera  when the reference ‘trajectory was
generated. Therefore the modehing of this force
should alse be made a part of the off hine
computation,

The reference trajectory emanates from
sofie epoch Uime, %, from which the dynarmig
model + integrated 1 detal 10 yweld the
trajectory, projected into the future. At the
sarng time, vanational equationd are ntegrated
to yweld partial denwvatives of the trajeetesy 83
anty lateér tire, T wWith respeet to condhtions &t
the epoch Urme. As long a3 the rehined tra
ectory computed by the ouching faciity stayy
withun  the hnear eaage of the eference
tryjectoey {1000 feet or 0}, ponty at different
teres  alang the refingd  trgiectory can ba
relatad to each Qther throgygh the wuie of these
partial dertvatives ard the felferace traieginry.
This techrique achioves the desrecd relation
duns to the full detad of e dyreme model

used in the integration of the reference trajec-
tory without requiring any integration at all by
the on-line facility. Thus the on-line computa
tion is relieved of the necessity of evaluating or
integrating the detailed force model and can
concentrate on its on-line functions.

A two-way interface is requived between
the on-line and off-line facilities. The on-line
facility collects the field measurements and
uses them to refine the reference trajectory in
terms of a "prediction for tomorrow’ or per-
haps somewhat longer. It also periodicaliy for-
wards these measurements to the coff-line
facility le.g., once a day). The off-kne facility
processes these measurements for several days
or weeks and penodically {e.g., once every two
weeks) issues a new long-term reference trajec-
tory. This is forwarded to the on-ling farility
for day-by day refinement.

During the first phase of the GPS program
the activity level of the off-line reference
trajectory computation shouid be low enough
to be absorbable in the existing NWL facihity
without serious interface problems. During the
thirgd phase, the level of activity and ntertace
witl #15e 10 3 point where it would probably be
more feasible 1o provide the off line capabihity
alongside the online facity. The basic soft
ware design used n Phases| and i} could be
retained. Phase |l represents an in-between case
with a moderate werk 1cad and the handhing of
this phase should depend on the avalainbity of
the necessary resources at NWL.

A posubte dthicully with the separate
feference trgeetary 17 Phase | and perhaps
Phase 11, coyld afrse nut of station kewpng
egzrations. 1t may bBe asturmed that such
Operations would Be preplanned and weuld be
wluded 0 e reference traectory supphed
perar 1o perfofming the maneuver. A typwal
station - Keeping  mMafeuvef may conust of 4
ungle mpulte of sporovimately 1 ft/ce. in
approxisately  the dircgtion of e velocty
veetor. The useestainty  with  whieh  theg
wagghe can oo apphed determunes Raw eapictly
the trajectaey wiit deviate from the peedted




one. For example: let the magnitude of the
impulse he controllable to within 0.1%; let the
attitude of the earth-pointing axis be known to
within 10 milliradians; and let the yaw attitude
be known to within 25 milliradians. This yields
velocity  uncertainties in  the down-range,
vertical, and cross-range directions of 0.001,
0.01, and 0.025 ft/sec, respectively. The cor-
responding maximum partial derivatives of
position within the next 24 hours with resnect
tc the above velocity errors are 25,000,
28,000, and 7000 ft per ft/sec, respectively.
Tne maximum pasition uncertainties within the
next 24 hours due to the three components of
velocity error are then 250, 280, and 175 ft.
For additional days, these maximum daviations
may increase at a rate no greater than linear,
This will still cause a deviation of the trajec-
tory out of the linear neighborhood of the
reference trajectory within a few days. Thus a
new reference trajectory will probuably be
neaded within 2 few days of each station-
kKeeping maneuver.

3.3 KALMAN VERSUS BATCH

With the srnall state vectors involved in the
mOst attractive measurerment sets of
Section 3.1, the amount of arithmetic involved
in the solutions becomes almost trivial and this
ccases to be a significant factor in the choice
of Kalman versus batch progessing.

More pertinent s the behavior of the
solutions in the two techniques, particularly in
the presence of process noise. If the peocess
noise is very low o that a long span of data
can b mncluded in 3 single bateh, then the
Batzh process works very well, [, oa the other
karnd, the process romse i3 sofmewhal higher, a
dilemma develops n the hatch process. H the
data span 15 100 1oy, the State vector changes
trora one end of the o3n o the other due t0
process n0sad, 30 that measurements at the two
ertdy of e span are ROT megasynad the Lome
thing &g the aceuraey  of the solution
decregiey. On the other hand, if the pan o teo
shorFt, there may 0l be caoudh eagrtie of
system parammetess (e, geometry) Quer the

[

(1]

span to permit the separation of some 0% the
similar parameters in the solution. In this case
the HTWH matrix becomes nearly singular and
cannot be accurately inverted.

In a Kalman filter there need nevrr be @
singular matnx to invert and high process noise
is handled very naturally by the addition of
the Q matrix to the projected covariance
matrix. This has the effect of exponentially
de-weighting or “forgetting’ old measurements
in proportion to their current age and the
amount of process noise present This exponen-
tial forgetting function is sometimes approxi-
mated in batch processing by adding a fraction
of the results of the previous batch to the
estimate of the current batch in 2 process
called recursive batching. it can be done in a
way which makas it mathematically identical
to the forgetting functron in a Kalman filter;
this ts rather expensive computationally and is
usually only approximated. Without recursive
features, the batch process assumes zero
process noise within the batch but no mamory
te data outiside the batch. For a contnuous
process, the exponential weighting 1S more
reasonable uniess the process noise 15 very low.

in the GPS solution vector there are two
kinds of parameters. orbit parametess, and
clock parameters. The process noise for the
orbit pararneters must be kept very low if the
arhits are tO be adequately prediciahie into the
future. Furthermore, at the GPS aittudes there
is essentially no drag and the gravity terms are
very computable. The principal reraining
uncertainty is sola. radialion presture; atterats
will b made to peechict this as accurately as
possitble 9 as tw mumrmire the orbital process
notse. The perrod of a GPS orlnt with resped:
1o the set of momtdr statigns oa the rotating
earth 15 23 hours. Thus, a 53 hour bateh wall
contan essentially all the exergise of geometry
avatlable tO the systers 0 that there i AD Aged
W extend 3 batch to losger than 29 hauns
except to take advantage of date accumwlaTon
from day o day. Such seeurnulation coyld b
accomplished with 2 reeuruve Doth progess
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with daily batches. This s particularly
appesting since the plan is 10 load the state
vector of ‘tomorrow’s orbit prediction” into
the satellite only once & day so that a daily
batch solution would fit well,

However, the situation is complicated by
the clocks. Although atomic clocks are
remarkably stable, in terms of the requirements
for GPS their process noise is rather high. For
example, a clock whose frequency is accurate
to within ore part in 10'2 can drift enough in
24 hours to cause an error of 102 feet in
pseudo-range measurement. This is clearly nat
negligible when compared with measurement
instrument errors of just a few feet. Further.
more, these clock parameters affect all the
system measurements. Although orbital solu-
vions are needed only once & day, measure-
ments are ocgurring throughaut the day and
these measurements need clock corrections.
Thetefore, clock solutions are needed mgaie or
tess continuously through the day insiead of
just onge as for the orbits. This is a situation
which claarly favors the Kalman filter on two
counts — high process noise, and continuous
Sutaut requireraent,

It migh. appear, then, that the most
appropriate approach is to use a Kalman filter
far the c:ouks and a recursive batch for the
orbits. This is indeed possible {or Case 3 where
«ebit solutions are isolated from the clocks,
but aot in thi other cases «nce the same
me/durements apniy to both the orbits and at
least sume of the nioeks. Even for Case 3 the
wse of a bateh orbit is of guestiongble merit
hecause the batch solution is rot avaitable unt!
the end of the data span. Since the continudus
clock solution ngeds 1O work its measurements
agatast 3n orbit solution aad teday’s orbit
solutian witl not be available until the end of
the day, tWday's cloek solution i foreed to
work agatnst en orbit solytion extrapotated
from yesrerday. Thus the clock solution
always workifg sgaings erbit cdata based os
medsurements  which  are, on the  awerage,
28 hours eld instesd of always using orbit

information based on the latest measurements
as would be tne case with Kaiman orbits, M
the orbits are stable enough (low process noise)
this may not make much difference, but it
seems to be an unnecessary penalty, however
smalt, for no real benefit.

One possible drawback of the Kalman
formulation might be the potential for drift of
the solution due to numerical processes in the
{ilter compuiations. This is more of a problem
with Kalman filters than with batch processes
because, whereas in the latter the past measure-
ments enter the current solution explicitly,
with the Kalman filter cheir effect is carriad
only implicitly as accumulations of the terms
in the state vector ang associated cowariance
matrices. Thus a very large number of opera-
tions have been performed on old measure-
ments before they are finally spplied te cur-
rant results. In the current application, the
pumber of operations is minimizad by *he use
of smati state vectors. At the same time, it it
should prove tu be desirable, it would be
possthle to greatly irnprove the accuracy 27 the
Kalman filter by using a square root formula-
tion. Although tinis causes some ingrease in the
gmount of computation reguired, 1t s still nat
a critical factor heecause of the small-size of the
state vectors being used.

34 PARTIAL DERIVATIVES AND STATE
VECTORS

There are two basic types of partial deriv atives
in the onding processing operation. namely,
measurernent partals, M. and aropagation
paetials, o. 1 X 1s the desized n- state solytion
vector, the matrix Of meassurement paruals is
datined as:

-
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whare m is the m-component vector of
available masurements. It the measurements
are apphed ong 3t 3 Lime, the ¥ matrie i used
one raw at g time as the row matfis Hi;‘ The
compiexity of the terms of W depends on the




nature of X and M. For the GPS, the partial of
current clock offset, 7 with respect to pseudo
range is simply +1 for satellite clocks and -1
for monitor clocks. Similarly the derivative of
clock rate, 7, with respect to pseudo range rate
is +1 and -1 for satellites and monitors
respectively. The cross terms between clock
offsets and range rates and vice versa are zero.
The clock partials are seen to be very simple
and straightforward.

In the case of orbital measurement
partials, howsver, there are several choices
which may have considerable effect. The basic
measurements are again pseudo-range and range
rate but there are several choices as to how to
characterize the orbit in the solution vecter.
Let X, represent the orbital partion af the
state vector and H,, = _ajﬁ/axo‘ H, takes onits
simplest fosmn when Xo is expressed as the
current pusition and velocily of the ¢ cellite in
a cocrdinate system fixed in the rotating earth.
ir: this case, the position portion of the Hoij
for a pseudo-range measuremen?t from the it
monitor te the i sateliite is simply the unit
vector atong the line joining the two paints.
The partial of pseudo range with respect to
velocity is zerc. The partials of psendo range
rate with respect to X, are somewhat more
comgiex Dbut they are still pureiy guometric
and easily computed vector functions.

An alternate possibility would be to repre-
sent the arbit as current & and V in irertal
conrdinates. This requires t™hat 3  time
dependent earth rotation transformation be
@nphed wither 10 the M malrix above, or to the
HWMTOr station locations uwsed in tha solution.

A turther alternative would be to repre-
et the orbit in the tate vector as the current
ofbit propagated back in time to some previous
epach lime ty. At ep*?eh, i migi\j be repre
w@nigted in teems of R {tg) and V {ty) or as
sivenie ¢80 of grbital elements at ty. The detini.
noa of X, as the values at epach requires that
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the H matrix now also involve the propagation
partials ¢ (t;, t) which relate the orbit param.
eters at t, with those at t. An advantage of the
use of X, at epoch is that t now becumes a
constant so that the orbit solution becomes a
solution for a constant. This is a requirement
for a batch solution but is optional in a
Kalman formulation. When the state vector is
defined at an epoch in a Kalman filter, the
propagation of the state vector from one time
point to the next reduces to an identity.

If current orbital positions and velocity
are desired from the epoch soluticn, they must
be propagated by means of the dynamic mocal
from the solution at epoch to the cutrent time.
In the case of a representation with a referen <
trajectory as described in Section 3.1, the
propagation need be apoiier oniy to dewsations
from the reference trajecrory. if thets are small
encugh to satisfy linearity censtraints, the
propagation of these deviations cen be carried
out by means of the propagatior partial deriva-
tives, ¢ {15, t). Thus, both the state vector and
the covariances can be propagated by use of
the reference trajectory and the Lorresp .ading
st of partial derivatives. These are both pro-
vided by the offline *acisty and represent all
that the on-line fagility needs for the detailed
dynamic model.

Lez ¢ {1y, to) represent the partial deriva-
tives which propagate a deviation from the
reference trajectary trom time 4 to to in
principle, such partials can be used 10 relate
any two points along a trajectory which is
elose 1o the reference trajectary. With a
detailed force model, the camputation of the
parutal derivatives is & major cperation. This is
carried out by the offline facility and supphed
aloing with the reference trajectory. {4y, ta) is
8 function of two variables and woutd be very
cumbersome to praduce ang transmit in ity full
extent. Therefore, the offling tacility reduces
it 10 8 tunction of a single variable by limitng
Ty 10 the gpoch time, U,




Thus, at any tima, t, there is published

Rt
Xret () = 19 (9] -

ax (1)

In the batch process used by the CELEST
program at the NWL, these are exactly the
partial derivatives needed to gpropagste the
measurerment partials to the epoch point and
to propagate the epoch solutions to other
points in the future where predictions are
needed.

f, for some reason a partial derivative is
needed for propagation from t 10 ty, where tg
is N0t L, this may be computed by

Xyl OX,(y) 09X itg)
Pl to) * TR T Aoy 9Kl

= 0ty 3p) 10 {1y, 1)) !

This involves a 6 x 6 matrix inversion and
3 matrix moltiply of two © x 6 matrices.

tf it is desired to solve for the orbit in a
Kalman filter, as described earfier, while using
data from NWL to avoid handling ths detailed
dyramic maodel, it becomes necessary to uss
the NWL reference trajectory along with suit
able partial derivatives for propagating the 3oly:
tion from paint 1 point. Consider the case
where the orbital solution vegtor conssis of
the latest estimate of cusrent Rit} and V(D).
There are getually two levers of reference
trgiectories avadable and two corresponding
tasks far orbit prosagation partials. The oy
w@rm  referenge  trajectory feamy NWL has
glready beea doscribed. It enteads from 30me
epach, I, over a span of several weeks. The
tue trajectory remaias withia 3 thousand feet
@ 30 of this trajectorvy 0 that hnesrily
asspumations are valid, Orce a day the an-ling
facihity must peadict a eefined Waeciory with
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accuracy suitable for the navigation application
and extending at least one day into the future.
Thiz refined trajectory prediction is obtained
by using the NWL propagation partials to
propagate the most recent estimate of the
required corrections to the NWL reference tra.
jectory over the desired time span, If the NWL
partials are to be used directly for this
purpose, then the orbit solution must be
defined in terms of R and V or orbital
elements at the NWL epoch time, t,. It could
either be defined there originally and solved in
that domain or it could be solved in some
other domain and transformed there prior to
the prediction operation.

In order to maintain accuracy with the
above approach when there is a several week
interval between ty and the current time, *, it
is necessary to be very careful when handling
the solution in the epoch domain and during
the transformation to and from epoch. This is
because the large derivatives arising from the
secular terms can cause a serious loss of preci-
sion unless care is taken to prevent it. A
possitle alternative approack is that of staying
in the current time doma'n and propagating
the latest estimate ahead for a day or more on
the basis of computed partisls oltg,t) =
@;ﬁt@.:a)l". Inversion woauld be carried out
only once a day but (he matrix multiple
would be needet for each predicted time goint.
The signiticance of this problem has not really
been ehiminated with this approach but it
has been coneentrated iril0 the subroutine which
carmputes the madified partials, olty,t), and
does not tnvoive the rest of the process. If
the partialy are accurate w» the tiest place and
their conversion 1o the t, enoch is carefully
carried out, accuracy shauld be maintained.

The other paint in the process where
propaaation partass are used i3 @ the solution
for the best estimate of the omit. With the
gl Kalmaa fosmuiation, the orbit solution
woulg be m terrmd Ut the curent ﬁ(!} and
Vith, Onee 3 measurernent 1§ processed, the
soletion o EaRagited 1O the ngst measure




ment time by means of the partial derivatives
olt,t+ 7). To do this with the NWL partials
involves going through the inversion and matrix
multiple at each measurement time. For 6 x 6
¢ matrices this is not a very substantial task.

There are, however, several other alterna-
tives. Tho first is to define the orbit solution
X, in terms of a daily epoch, t,, By choosing
the daily epoch as the time t,, from which the
daily prediction is propagated, the converted
partials used for prediction can aiso be used
for the subsequent solution by using them with
the geometric H matrix to propagate the
measurements to the daily epach. The orbit
solution itself need not be propagated during
the solving process since it remains defined at
t,. This approach should not be sonfused with
a batch process. It is a Kalman solution, con-
tinuously updated. The only difference is that
the solution is referenced to t; instead of
current time, t. Any time a current solution is
desired at time t it can be obtained by simply
multiplying the solution by ¢{tg,t).

Another approach which permits io to be
defined in current time without continually
canverting NWL partials consists of doing a
standard current-time Kalman solution and
using simple two-body partial derivatives to
propagate the solution between measured
times. This approach has a chance because the
deviations being propagated can be kept very
small, During each day, not only is the NWL
reference trajectory availalwe but the predicted
trajectory transmitted "o the sateilites for the
navigation application it also available. The
trye trajectory must stay within 3 very few
feet of this predicted trajectory in order to
futfill the navigation requirements. Thus, it the
solution is developed in terms of deviatians
freen the predicted navigation trajectory, these
deviatians wilt always be very graall 5o that the
partial derivatives which operate on them nged
rot be highly aceurate.

Preliminary  analysis  has  shean  the
pringipa!l  terms  of the partial  derivatives
veyoad two-body to be the second soaul
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harmonics, with 2nd order tesserals and higher
zonals and tesserals down by at least a factor
of 100. The seriousness of neglecting the con-
tribution of the second zonal harmonics 1o the
¢ partials was investigated by integrating the
sacond 2onal harmonic terms of the variational
equations over a 24-hour period and plotting
the rasults. Plots were made for GPS type
orbits with a variety of starting points to
ensure that all pertinent cases were covered, It
was assumed that the deviations to be
propagated would not exceed 30ft and
0.003 ft/sec with respect to the precision orbit
predicted for navigation purposes. These devia-
tions were then multiplied by the maximum
values of the plotted integrals to get the maxi-
mum error build-up within 24 hours due to the
neglect of the second zonal harmonics in the ¢
partials. The maximum orbital position error so
obtained within 24 hours was 0.28 it and the
maximum velocity error obtained was
2.8 x 10°5 ft/sec. These are both insignificant
within the context of the daily orbit refine-
ment operation. Sirce there are many measyre-
ments each day, these will correct for
accumulating errors sO that no consideration
need be given 1o error build-up beyond
24 hours. Predictions of future orbits are not
affected since they would still be done with
the precision partials supplied by HWL.

3.5 COORDINATE FRAMES
There are two basic coordinate frames inherent
in the orbit determination process:

a. An earth-tixed set of coordinates is
needed since the measuring instruments ara
tixed n the earth and the meamrements are
onginaltly made in the earth-fixed system,

D. An inertial set of coordinates is needed
tor handling the dynamics of the satelfite since
the basic equations of motion act with respect
0 such 3 non-catating coordinate frame.

A choice must be made as to which
coordingte frame i3 10 be uied for the least
squares soluton in the othit determination
process This, however, 18 3l10 tad up wn the




Loal .

eme eemy

question of whether to define the orbital solu-
tion in terms of current time, as is the usual -
practice with Kalman filters, or in terms of some
sort of epoch as is more usual in batch process-
ing. A choice of earth-fixed or inertial coordi-
nates is also available when predicting the
“trajectory for tomorrow’ to be placed in the
state vector transnitted to the satellites.

In principle, the various cases are mathe-
maticaily equivalent, but they do involve dif-
terent amounts of cornputation and they may
have some effect on the required precision with
which the computations must be carried out.
The main impact of the choices is in the
computation and application of the various
partial derivatives needed for system operation.
This, in turn, is strongly affected by the fact
that NWL, which supp.ies the long-term
reference trajectory and propagation partials can
supply the trajectory in either earth-fixed or
inertial coordinates. The corresponding partials
are partials of position and velocity in the
corre-ponding ({earth-fixed or inertial) coordi-

Table 3-2.

nate system at timet, with respect to orbital
elernents or position and velocity in inertial
coordinates at epoch time, to:

Table 3-2 shows some of tie mure perti-
nent possibilities. Three sets of partials must be
computed:

a. Partials to propagate the solution vector
from one measurement time 10 the next

b. Partials to relate the solution vector to
the measurements

c. Partials to project the final solution
ahead for a day or more for use in the navigation
application.

Table 3-2 shows seven or eight possibilitics
for each of these three sets of partials, depend-
ing on the various choices of coordinate systems
and epochs. Each bin of the table contains an
expression for the required orbit partial deriva-
tive in terms of defined and available parameters
to show the process involved in forming the
derivatives. In the lower left corner of each bin
15 @ number indicating approximately the nym.

Epochs and Coordinate Frames
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ber of multiplications involved in forming that
type of orbit partial from the available inputs. In
the case of the measurement partials, the num-
bers given are for pseudo-range measurements,
Other tvpes of measurements increase thase
numbers somewhat. in the lower right corner of
each bin is a number showing the numiber of
multiples involved in applying the partial to the
orbit determination process wherever this num-.
ber is not the same for all cases. In general, these
numbers of multiples are required for each point
in the process at which the partial Is applied.

Three solution epoch cases are shown in
Table 3-2:

a. A current running solution
b. a daily epoch solution
¢. the NWL epoch s~lution

The currenttime solution yields the simplost
measurement or H partials, particularly in earth-
fixed coordinates. With the current-time solu-
tion, the solution propagation partials must
propagate from the time of one measurement 10
that or the next. NWL partials all propagate
from the NWL epoch to some time, t. Thus, an
inversion and matrix multiply is required at each
measurement time to convert NWL partials into
a form useable in the current-time mode.

When work ing against an accurate reference
trajectory {e.g., vyesterday’'s prediction for
today’s navigation) the solution propaqation
partials are accurate enough if computed by
two-body mechanics. Mowever, a one-day pre
diction against the NWL reference trajectory is
of marginal accursgy with two-body partials and
a prediction of more than one day is definitely
inadequate. Thus, thre NWL partials are needed
in any case for the current solytion modes
Ffurthermore, the computation of twwa-body
partials involves more work than the conversi. .
of the NWL partials. Therefore, the two-body
partials do not apgear tw offer any overall
benefit.

In the current-time mokie, *he solution
propagation partials must be used to compute
the o X progagation of the orbit solytion vector
and alo the oPol propagation of the
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covariance. These add up to 468 multiples per
measuremant time as shown in Table 3-2, If, on
the other hand, the solution is carried out at the
NWL epoch or either of the daily epoch modes,
the above propagations of the solution from
measurement to measurement drop out. The
least overall computation is inve»4 ‘vith the
NWL epoch because the NWL ¢ ire then
directly applicable to the orbit prediction fung-
tion, the solution propagation operation drops
out, and the measurement partials involve a
mere 41 multiples per measurement.

The daily epoch cases are basically similar
except that the NWL partials must be converted
to shift the reference point from the NWL epoch
to the daily epoch point. As before, this requires
a 6 x 6 inversion plus the product of two 6 x 6
matrices. The inveorsion is done for the epoch
point and, thus, is common to an entire ay's set
of partials. 1t is therefore done only once a day
and has accordingly been omitted from the
multiply count. The modified prediction partials
also constitute the major portion of the meas
urement partiz' somputation. Thus the meagsure-
ment partials require only an additional 41 or 83
multiples per pseudo-range measurement
depend:ng on whether earth-fixed or inertial
NWL partial¢ are being used.

With a solution at an epoch, whether daily
or NWL, no of ol operation is required. How-
ever, there may be a need to operate on the Q
matrix to make it represent the dynamic process
noise in orbit. Since the dynamic yncertainties
apply to the vehicle where it is in orbit, this, in
principle, needs 10 be propagated back to the
epoch before addition to the covariance matrix
of the salution. It this propagation should turn
oyt to be necessary in practice, the partial is the
inverse of vhe one used for predictions. This
partial is ingticated by the (o™ 1) in the appro-
priate boxer of Table 3-:2. The numbers ia
parenthesis tn the lower left corners are the
aumber of multiples required for te 6x6
inversion while thase in the lower right corners
are the aumber of myltiples required to imple
ment the o™ 10u~ 17 o the assure ption that Q is
disgonal.
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The NWL epoch solution with earth-fixed
coordinates for the prediction is the most
efficcent computationally, requiring unly 41
multiples from Table 3-2 if the Q propagation is
ignored or 581 if it cannot be ignored. When the
measurement tiines are far from the epoch
however, the secular terms of the partial deriva-
tives tend to cause high correlations between
positions and velocities at the epoch and these
could possibly have a deirimental effect on the
numerics of the solution. If this should turn out
to be serious, one of the daily epoch solutions
could be used instead. The daily epoch solution
totals 257 or 795 multiplies per measurement
depending on whether or not Q is propagatec..
Simulation studies have shown that if the
epoch-to-current-time interval does not exceed
one day, the Q can be applied at current time or
at epoch with nearly equivalent resulits so that
ieed not pe propagated. On the other hand, if
the interval extends to many days, the secular
terms in the propagation partials cause fixed Q's
at epoch to reflect increasingly !arge uncer-
tainties into the current time estimate. Thus the
use of the NWL epoch demands the use of
propagated Q's whereas daily epochs permit the
use of unpropagated Q's apnlied directly to the
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epoch solution. We are thus left with 257
muitiples per time point with the daily epoch
and 382 muitiples per time point with the NWL
epoch.

On the other hand, since the Q's are very
small they could be accumulated and applied to
the solution at infrequent intervals (e.g., every 3
hours) and treated as zero at. other times. With
such an spproach the Q propagation becomes
less significant and the NWL epoch solution
again becomes the minimum computation case.
The problem of high correlation between posi-
tion and velocity at the NWL epvch remains,
however. It is therefore recammended that the
daily epoch solution be used but that the on-line
computer be sized to permit the handling of the
current-time sghution since this is not a severe
extra demand and it would permit the handling
of any of the viable alternatives. Since it is
desired to provide the user’'s state vector in
terms of slowly varing two-body orbital ele-
ments, these must be based on inertial Rand V.
Thus the predicuon should be done into inertial
coordinates. This can best be done with the
ineitial NWL partials and this, in turn, leads to
an inertial solution at the daily epoch.
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EVALUATION ALGORITHM

Given the system candidates, the next step was
to define and describe the criteria by which they
could be evaluated. This section des.ribes the
evaluation criteria, a cost function for each
criterion, and a weighting function for each of
the various criteria.

4.1 EVALUATION CRITERIA
We can partition the criteria into essentially
independent groups as follows:

e Computer impact
e System accuracy
# Sysiem convergence

4.1.1 COMPUTER IMPACT - Since each
system candidate defines a distinct set of com-
puter systems necessary and sufficient to accom-
plish it most efficiently, the aim here is only to
describe those yeneral criteria whick have a
sizable influence on the type of computer
system ultimately chaosen. In no particular order,
these may be described as:

e Expandability

o Time line

s Core size, word length, cost {hardware)
e Mechanizational simplicity {software)

Expandability —~ Expandability measures the
candidate system’s ability ¢ haadle more gatsh
lites without serious impact on the computer. In
handling 24 satellites instead of four. some
changes musy DR makte 10 the comgutér no
matier what the candidate s Mansling 24
sateliites should require morR memory, more
computing time, and some programeming
changes. Yo this extent, eapanding any candi-
date 10 handile more satetlitss will atfect the
compuler used. “Serious impact” would indicate
2 radical change to the computer such as a
gifterent CPU, o large increase in ememory
FeGuirernents, 30 NGRS 10 Cornputing sieed or
MEAQCY  G2CeSS reQUIFSMErdy, Masiive pro-
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gramming changes, or even a whole naw com-
puter system,

Time Line ~ This criterion measures the candi-
date’s ability to get the job done ot tima. GPS
system computing requirements are not constant
as a function of time. There will be times when
the computer is idle and times {e.g., just before
satellite uploading) when it has a large work load.
The time required to do this peak load work is a
function of both the computer and the candi-
date. By being capable of doing some of the
peak load work duzing idle time or simplifying
peak load requirements, the system cangidate
can easa computer speed and size requirements:
this capability witl be rmeasured by the time line
criterion,

Core Size, Word Length, Cost (Hardware® - In
gengral terms this deals with a candidate's
hardware impact. Different candidates may
reguire or be most suitable to different hardware
configurations — specific word lengths, a certain
number of registers, vary.rng amounts of RAM
nd ROM memory, and 0 forth. The guiding
griteria here will be hardware costs. Those
canchictates that can handle the general Phase !
and li requirernents at the least hasdware cost
should have preferentia’ ‘veighting,
Mechanizational Staplicit: (Software) — Ina this
case the generdl subject 13 software cost. A
candidate that is straightforward as far as pro-
grarmnrung, chegkout, maintenance, and ease of
moditication gre concerned must be considered
preferable to one that requires tewer words byt
more work and worry, An overall indication of
SOFRNVIFe COSL i3 a3 MPortaAt as aa gverall
indication of hargware cost.

4.1.2 SYSTEM ACCURACY ~ Aecording to
the systern  gaecifieation, aeeyraty 15 mare
waportaat than comauter cost. On the other




hand, it appears that several of the candidate
systems will be capable of attaining the required
system accuracy. In this case the topics of
expandabiiity and time line dominate the selec-
tion process. Definite advantage must be
awarded to candidates that offer the greatest
accuracy but any candidate that meets the
specified accuracy must be considered
acceptable. To this end there are two essentiaily
different types of accurxy to be considersd:
user and ephemeris.

User Accuracy — The system specificatién deals
mast directly with user accuracy or user equiva-
fent range error (UERE), As such it recognizes a
bastz difference between the accuracy of the
sateilite orbit and clock determinations and their
affect cn the user. If the satellite parameters
coulo de detarmineg exactly, the two would be
equiva’ent; but a large eror in satellite orbit
need not reilect a large error to the ueer.
Geometries have a sizeabie affect on the portion
of satellite orbit errors that the ser ssee Since
the GPS system is dedicated to user accuracy,
what the user sees is tha most important part of
the zystem. The candidates that afford greatest
user accuracy will take precedence over all
athers in terms of system accuracy.

Ephemeris Accuracy —~ Given the imporance of
user accuracy, epherneris accuracy c¢annot be
negiceted entirely. User accuracy in Phase ! is
limited to the test site and inay k2 considerably
Detter than ephemeris accuracy since the
Measurernent directions which are pertinent 19
the ysar have beon measured by the momtor
stations. Cosrelations whigh were yaresalvable
from the monitor statuoas gre umilarly indis-
tinguishable to the user because of his refatively
similgr geometey and do aot add much efrer '
Ris sobhition. These untesolved correlated erroes,
Rrawever, ~hange their interrelationships at
ditferent poiats in the ocbity; they may xid
substantiatly 1o the errors exparienced Dy 3 wser
at some location far Proen the teqt site. Thus,
although ephemeny eeraes pec e are MOT Critical
th Phatest and i, they do have a probuble

4.2

consequence for Phase!ll and should be
minimized in the choice of a wlution technigue.

4.1.3 SYSTEM CONVERGENCE - When a
sateilite is first placed in orbit or when a
station-kegping maneuver is undertaken, there is
a larger positional uncertainty than when grbit
estimation has been going on for some time.
Each candidate must recognize this increased
uncertainty and, over a period of time, eliminate
it. The length of time & candidate requires to
reduce a relatively large uncertainty (the con-
vergenze time) indicates how scon after a
directed maneuver tha system can be expected
to be within specified tolerances. For some
candidates convergence time will be a few hours,
for others it may be saveral days. Suboptimal
candidates whose convergence times may be
long enough to be a problem must be
deweighted.

4.2 COST FUNCTIONS

The cost function for a given criterion is a
guideline for measuring each of the system
candidates against that criterion. Each cost
function will have similar form. There will be
three gross levels of “cost™

o Unacceptable {-)

e Gradabte (Q)

o Completely acceptable (+)
4.2.1 UNACCEPTABLE (-} — This will be
taken to mean that the candidate “faite” thig
requirernent. it does not necessanly imply that
the candidate could not be impooved with
respect 10 this criterion. R jther, it S m1€ant 1w
iraply that other candidaras are enpugh better
ferorn  (he standpownt of performance aad
simBiicily o warrant disregarding thus candigate
becausa of it.
4.2.2 GRADABLE (0) - Where ynaceeprable
would imply peohibitive “cost™, gradable witl
mean that & csnduiate’s performance to thig
eritgrion i3 acceprable but differs from the
performance of other candicdates. Ag sueh, tins
difference in gogeprable perfusmance 8 8 bagis
foe comparison. After g prelumiagry evaluauon
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of all candidates, a second evaluation will be
performed ¢ assess and compere toecific dif-
terences. A final evaluation, recognizing that
there is no clearly objective way to rmeasure
intrinsic merit, will adjudicate their comparative
impact on the system,

4.2.3 COMPLETELY ACCEPTABLE (+) -
This category reflects 1 candidate’s acceptability
beyond which no further gradations of merit
make sense. Completely accepiable candidates
may difter in their performance on a given
criterion, but the differences are no longer
meaningful to differentiation.

4.2.4 INDIVIDUAL CGST FUNCTIONS - For
each of the seven criteria described in Section
4.1, a corresponding cost funstion is desciibed
below,

Expandability Cost Functiun ~ Al system
cancictates are easily expandable in that nons
requires complete rastructuring to accommaodtire
24 satellites. Each wil handle an arbitrary
number of satellites with simple parameter
changes. The major differences arise when con-
sidering witesher the changes necessary to
accommodate 24 satellites require increas2 of
the solution vector size Or cardinality. Comguta
tion, accuracy, and memary requifrements
increase linearly with the aumnber of stlution
vectors but ingraase something hke the sguare of
the solution vector srze. The former is com:
pletedy acceptable and the latter is unscceptable
i going from & catellites to 24.

Time Line Cost Fungtion -~ The ume line
fequirernents afe i oRe saénie o subset of the
expandability requirement. Any ACFEAsE 1 the
aumber of cormputations sffents the computer’s
chitity to get gl of the computations done on
time. Te the extent thar wereated number of
computations cannot De spread cut ovee the
ueAe line, the ingréate Rat 3 direct effect on the
tene hire. Actual time bne Yeost” i mog
dieectly tied to the wiution vecter uce. Raugh
egleulations for vanaus computer candugates
inadheate that alution vecton of dimeasion 50
are approaching wturstoa of the curreatting

<3

line. Since current candidates are well under this
value anything over it will be considered
unacceptable, Aay .andidates with solution
vectors of dimension 10 or less are completely
acceptable and anything up 1o 20 will easily fit
the time line.

‘Hard vare’ Cost Fum..on -~ The ephemeris
determination computations are by no means
the only responsibility of the Master Control
Station computer. In general, the final computer
zelected for the MCS shouid allow some margin
for the ephemeris determination bhardware
impact. Within that tolerance all candidates
should be completely acceptable and aay eandi-
date that requires extra hardwz-e should be
unasceptable. In general, the candidate requiring
the least hardware wili be enough similar in
hardware impact to the several ciosest compet:
ing candidctes that this is a reasonable cost
function.

In order to separate the problem of

expunding the harclware to accommodate 24
satellites from the problem of sizing the Phase !
computer, the former wili be addressed by the
expandability cost function and only the latter
will be measured by the ‘hardware’ cost
tuaction.
‘Software’ Cost Function — This function
attempts to measure the ‘cest’ of programmung a
given eandidate. 1t will include subjective trade-
offs between the size of the program required
arvd the mechanizational simplicity of the pro-
gramm in terms of checkout and moditieation
easa. In general, all candidares will tead to
require approximately the same s2e program
sl major software eosts will be influeaced
mainty by how simply the csndidate can be
descied  andd peogrammed. Any  gandidate
requiring excessive contingencies or degision
peacessas will be deweighted. Only 3 candidare
that reQuires very spaztdl 2o complex software
capabilities or 3 mush largee programa wudl 0@
eanudersd uhagteptauie.

Usee Accurey Cost Function = Anay eaaddate
producing 3 usir equvalent ranage erroe gredtee
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than the system specification limit for Phase | of
12 feet is certzinlv unacceptabte, All others are
acceptable and can be ordered between O and 12
feet so that a3 UERE half as big as another is
worth twice as much Since the 3PS system is
dedicated to user aco.acy, very good user
atcuracies  should be weightsd  accordingly.
Acceracies betcer than the Phace Il specified
tmit o' i %e judged cotoieteiv ac - wtable,

Epireseris Cost Function - Ne specific require-
m.3 are placed on the sctual oibit dotermina.
tion accuracies. However, in geners’, they will
correspona  fairly closely in ranking to the
UERE accuracies. Since they wili be used in
general to choose between candidates with
similar UERE accuracies, a linear cost function
based on a simple numerical comparison of
resuits should be entirely sufficient,

System  Convergence Cost Function — Any
candidate that requires several days for con-
vergenc. will be unacceptable. Some candidates
may, in their simplest form, take several days to
converge, but with modifications can be made
{at the expense of mechanizational simplicity)
10 bring their convergence hehavior to accepta-
ble limits. In this case their convergent behavior
will be said to be acceptable (or gradable) and
the associated complexity will show up » the
‘software’ cost function,

Any candidate whose convergence to
within reasonable tolerances cecurs within two
cays on start-yp Or gne day on 3 nation-keeping
of related maneyver will be clasified completety
acceptatle.

3.3 SCORING ALGORITHM
Given inner-eriterion costy tar exch candidate oa
€3ch criterioa there must still be some methag

3

of determining how important a specific evalua-
tion criterion is te the overall system. This is
again a very subjective evaluation but most
evidence indicates that computer system impact
(particularly in going to 24 satellites) is slightly
more important than system accuracy Isince all
three final candidates appear to be capable of
meeting accuracy specifications). Afl other cri-
teria are essentially equai and much less
important than these two. )

Assuming all cost functions are normalized
to the same scale (arbitrarily at5 for ‘com-
pletely accentable’ candiuuses), obsarve what
assigning equal weight to each criterion does:

a. Since expandability, time line, and
hardware all have essentially to do with a
candidate’s impact on the physical computer
system, this tends to weight that impact by
three times the weight given any other single
¢riterion.

b. Since user and ephermeris accuracy
combine to define the system accuracy, this
tends to weight the system accuracy at two-
thirds the computer systern impact and at twice
that of any ather criterion.

¢. Tre two remaining eriteria, convergence

rate and mechanizational simplicity, have anly a
2/7 eftect on the entire system and are weighted
equally.
Since these results correspand fairly well to the
subjective imnpacts implied above, the scoriag
aigarithr will be assigned an equal weight for
€ac™ evaluation crterion,
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ANALYSIS OF CANDIDATES

Measurement set candidaies were analyzed and
evaluated. A preliminary analysis :sing the - /C/+
grading systern was empioyed to reduce the
number of candidates. Remaining candidates
were ¢voirated qualitatively and quantitatively
in soms awail. The final evaluation, however, is
delineated in Section 7.

5.1 PRELIMINARY ANALYSIS

Table 5-1 summarizes the resuits of 2
preliminary analysis of the nine raeasureinent
sats described in Section 3. Those candidates
with minuses were dropped from further con-
sideration; the following subsections describe
the analyses leading to these decisions. Compu-
ter simulations were performed to aid in the
gvaluation of the more viable candidate
ephemeris determination procedusres. The error
budget utilized in the simulations is described in
“Cortract Definition Finat Report for Global
Pasitioning System Control/User Segments,”™
Volume [t, System Error Performance, CS/AJE
Definition Contract FO4701.73.C-0293, General
Dynamics Electranics Division, April, 1974, The
simulation program results were obtained in the
torm af plows to faciitate rapid analysis, Exam-
ple plots are shown in Figures 51 through 5.9,
Quantities plotted are the differences between
the simylated real world and the filter estimates
of typical solve-for parameters as a tunction of
ume For each parameter, the square root af the
saprogriate disgonal alement of the solution
govdrignes mateix (3 ploited a3 an eavelope
defining the espected error of The solution,

§.1.1 FULL  SIMULTANEOUS  PSEUDO
RANGE = This is the most opumal aceuracy
solution. All gedits and clgeks are solved sisayl
uneously. The results of simgtations done foe
thiv edse served an g Daschine for comparison
with the amglations of other tandhidites. The
compytsiian foe thes case widl wtsly the twe

51

Table 3-1. Prelimina . Analvsis Matrix

o - [ - .,
l r I tiengts
i ' : Astursby

Moanremnan’ i Tome DR T

Sos Seasnd’ Line | murdmary Suftmars twer | Krmemons N

1 4 Simuitanewss
Preudo Rarg:

}NMB;!M« '

;‘6:&‘” Ryuyw
Ovtreronces

4 e Sareiier w o L . ST .
Smawrale Mumiurs

- . . . .

$ a Sehier w . v . 3 . . ]
Comrean Monduis

'Y Renge Raiec

1 Rawr tem
Oeftpancay
. ' . . . . .

B R-ags it sy . ' . 9 8 [

B Range 1grer an ) . . . . ' ] ’ Q ' [}
Miterenes

line for 2hase | but the earresponding solution
vectar far 24 satcllites would require a different
compufer system for handling. Suboptimizing
this case by solving for two, three, or four
satellites at a time (for Phase Iil) appeared
promising  but did not produce  sufficient
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Figure 5-2. Velocity error of satellite 3,

improvement over other suboptimizations to
warrant the increased worktozad.

5.1.2 RANGE DIFFERENCES - Range dif-
‘arences from two monitors to a single satellite
give a solution independent of the satellite’s
clock. These clocks can then be solved as a
separate  calculation involving pseude-range
measurements from the master station to tha
satellite.
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Simulations were run on this case using a
30-state solution vector and results closely paral-
leled those for the full 38-state case. The major
drawback at this stage was that, though the
computational load was decreased, it was not
decreased engugh o handle 24 satellites using
the same technique. Aftempts were made 0
separate the satellite solutions but the strong
coupling through the monitors proguced enough
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coupling in the satellite solutions to cause
convergence problems when this coupling was
ignored. At this point other suboptimal candi-
dates appear.d more promising and this case was
excluded from further consideration.

5.0.3 =MW ESLE RANGE DIFFERENCES ~ In
atternpting to enti.ely separate ali’ clocks from
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sasellite 3.
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user

the satellite orbit enlutions, a combination of
simultaneous pseudo ranges between two moni-
tors and two satellites was taken as the measure
ment set. This indeed separates the ctocks from
the orbits but strongly couples the orbit soiu-
tions ¢f the two satellites involved. Very good
results could be obtained by solving for ail
satellite orbits simultaneously, but agoin the
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computational load becomes pruhibitive for
Phase 11l. Some method whereby just two satel-
lites are solved simultaneowsly at each step and
then some combination of the satellite solutions
is performed would help reduce the computa-
tional load but would cause convergence prob-
lems due to unmodeled correlations. Another
drawback to this solution is that it requires the
simultaneous visibility of two satellites by the
same two monitors, thus further reducing the
small satellite viewing time. The numerous draw-
backs for this case conspired to eliminate it from
comention.

At this point it seems appropriate to
mentior anrother possible measurement set —
range dit'erences from a single monitor to two
different sateilises. This would uncouple the
monitor clocks from the satellites but again
would strongly couple the satellite solutions as
above. For that raason this measurement set was
never given serious consideration.

5.1.4 RANCE RATES - In looking at the
cevariance matrix for the most optimal sotution
two things were noticed. One, tha satellite
solutions were weakly coupied. Since the satel
lite orbits should be independent and the ealy
mechanism for coupling thern 13 the monitor
station clocks, it eppeared that the key ta
allowing the gatellite orbits to be solved-for
individually was to eliminate the moniter/
satellite  coupling. Previous attempts had
unzoupled the monitors from the satetites, but
ended up coupling the satelhliteas direstly. The
other obsarvation was that there is one less
integration hetweéen the physical processes of
the systern and a measurement of pssuda range
rate than there s for a3 measurement of picuds
ranga itself. Thys aithaugh the correlation of
monitor clock rates wath orbit velogities i
roughly comparable to the carrelations of moni:
tor clock virme offsat with asital positions, the
negleet of the former iy much lexs setious than
the negioct of the latter,

Using presantly eavisionsd  eange  fate
measuremnent aceurseies of Q.95 ft/wee, umuls:
LIOAS Were run YSING FaNge Fates 38 the medsusy
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ment set and ignoring corrsiations bhetween
monitor ¢locks and the orbits. Behavior was
good but the accuracies were unacceptzble.
Using measurement accuracies ten times as good
in the simulations gave good behavior and
acceptable accuracy. Another improvement
factor of ten in the measuremant sccuracies gave
goad behavisr and good accuracy. Dasign snaly-
sis indicated that the latter measurement accu-
racies could probably be achieved but would
require hardware redesign. For this reason, and
the fact that other candidates appeared promis:
ing enough, the range rate case was disregarded.

5.1.5 RANGE RATI" DIFFERENCLS — The
attractiveness of this case stems from the fact
that it completely uncnuples the sateliite clocks
from the satellite orbits and substantially
uncouples the menitor slocks from the orbits as
above. This allows complete uncoupling of
orbits, satellite clocks, and monitor clocks and
represents the maximal possible partitioning
(hence the minimum passible computational
load). It was disregarded for the same reasons as
the range rate cass,

5.1.5 RANCE INCREMENT DIFFERENCES
-~ Although Table 5-1 shows no minuses for this
case, it was disregarded bacause of its similarity
to the renge increment case and its lack of
distinct advantages over that case. 1t does have
the advantage of again completely separating all
clocks from the orbits in much the same way the
range rate difference gase did but thi¢ advantage
is not substantial and is countarbalanced by the
rectuction is the numbar of measurements avail
ahle, singe & measureniant is passible only when
two monitars can see the satellite sienuitane
ously. Furthermare, each differesce measure
ment contains the errors of two pseudo-range
megsurements. In the interest of simplicity In
the following discussions, it will essentially be
meorporated into the diguision of the range
necement case,

3.2 DETAILED ANALYSIS

Thrae potentially viable megsurement sers were
sefected for more detailed anslyss v the sy
graphs which folicw.
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5.2,1 INDIVIDUAL SATELLITES WITH
SEPARATE MONITORS - In this case each
satellite is treated as if three distinct monitor
stations {and the master station) were tracking
it. The solution vector has fourteen states: six
‘o7 the sateilite orbit, two for the satellite clock,
and wo each for the three monitor station
clocks. The measurements are pseudo ranges and
the partial derivatives are easily described. The
mechanization is very straightforward, then, and
would be ‘optimal’ if only one satellite were
being used. )

For more than one satellite, the same
technique is maintained, Each satellite ephem-
eris {whether there be four or twenty-four
satellites) is calculated as if that were the only
satellite in the sky. This leads to a redundancy
of monitor clock solutions so that for n satellites
there will, in general, be n solutions for each
monitor ciosk. Hf these solutions are very simi-
lar, this technique should yield not only good
gsnemeris data but good user data. If the
.aanitor clock solutions are very differant, then
a way of ‘optimally’ combining them for a single
mean;stor clock estiniate myust be implemented.

The inpact of *his candidate oa the com-
puter is ver: minimal, It clesrly expands very
gasily to 24 satellites. The number of cquivalent
muitinles required to do ore setellite solution
for one pseudo range 13 about 2000. For a
compurer with a 20 ysec rauitiply time, this
carresponds to 40 milliseconds; the full aracess
could easily be done in 0.1 seconds. Compared
te un yplozd thme of at leas! thees ~ainutes this
candidate easily fits the tima lina. The: 2ore, the
fact that it requirss a tew more siorage facations
for matrix computatio:ns (and ar the extrancous
clock salutians) has very lttle impact on the
hardweaars and, as has been allud: tartier, 1 is
verv pasy 10 mechanize,

The only remaining doudt . what effect
the rmulziple M tar gock sotutions have on the
aceuracy aad the =0nvergence rate, Simulations
fuf QA Ths ¢ase ificate that the rodunddaat
moaitor solutions have very little effeer. Accu-
racy and convRrgence rale Jppiyt very simiiar 1
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the full simultaneous pseudo-range case. A close
look at the behavior of the four solutions for a
single monitor clock indicates strong similarities.
The solutions stay within the expected covari-
ances and an overall comparison of clock phases
shows them to agree to within two or three nsec.

With behavior this good there is very little
reason to obtain more accurate monitor clock
solutions. However, given the need to, there is a
very simple approach. The four (or twenty-four)
monitor estimates can be combined in the
natural way where the ccvariances of the esti-
mates determine the weight for the estimate in a
weighted average. The resuiting value can be
used as the ‘best estimate’ for the clock param-
eters wherever it is needed.

This ‘best estimate’ can also be fed back
into the overall system in somie way to provide a
system ‘tie-in’. Runs in which the clock esti-
mates were combined and injected back into the
systern showed no major benefits to the arbit
solution over runs without combining the clock
astimates. On the other hard, combinirg the
clock solutions did substantially improve the
monitor clock estimates by bringing more data
to bear on each solution. it waz found that when
the strength of the orbit solution was decreased
by, for example, limiting the measurements to
those where the eievation angle of the ling of
sight exceeded 15°, the orbit estimatas without
combined monitars degraded somewhat faster
than thase in which the monitors were com-
bined. Furthermore, an attempt to combine the
manitor clecks at each measurement step from
start-up  on  reintroduced the monitor/orbit
eaupiings without praperly azcounung for the
correlations invatved. This tended o upet the
suhvergence of the solution and its recovery
from transient disturbances. When eonitor soluy-
riony are combinest at every step this wheme
bedorres almost edumvaiant i Dehavias to the
one dhitussad in the amext section. The coaves
garce problems afe dicussed in more detail
there. On the other hand, there is po need ©
caombice clack salutions w0 often. A com.
engtion every 13 houes worked wail with no




convergence problems and combinations every
few hours should also be feasible if desired.

In general this candidate appears very
promising. It yields good ephemeris and user
accuracies, good convergence, little computer
impact, and simple mechanization, Its draw-
backs are a slight increase in computation time
(over completely partiticned cases) and a muiti-
plicity of monitor zlock solutions.

5§.2.2 INDIVIDUAL SAMNELLITES WITH
COMMON MONITORS - This case has been
rather completely described as Case 5 in Section
3.1 and that descriptior will not be repeated
here. it can be thought of as derivable from the
full simultaneous solution (Case 1 of Section
3.1) by simply ignoring any correlations devel-
oped in the covariance matrix between the
individual monitor clock solutions and the rest
of the proc-ss. If these correlations did not
exist, the 35 nultaneous solutions could be
oroken into o series of separate solutions per-
formed in sequence with gach solution aceount-
ing for one measurement involving one satellite
and one monitor station — namely, the Case &
solution.

The covariance solution of Case 5 behaves
very well and yields expected accuracies essen-
tigily equivalent to those for the Case 1 simul-
tanecus solution. However, the covariance
solution is based on the assumpticn of a system
in which tha above correlations are truly iss-
ing. If this were in fact the situation, the entire
Case 5 solution should work well. The problem
is that the ignored correlations do actually exist
in the data, end ihe date behavior dogs not
conform to the statistics preaicted by the
covariance solution which igneres them. The size
of the ignored correfations ¢3n be examined by
locking a3t the covariance matnix of the Case 1
salution whare they are not ignored. Whed this
is dorne it s found tha: after the first few hours
the coerelations in question are quite low and
thus coutd probably be ignored with impunity,
The problers & that high correlations are
encauntered during the initial st2etud belore
there is enough exercise of geometry 1o distin
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guish between orbit effects and clock effects,
and it takes the system a long time to recover
from the original bad estimates arising from the
negtect of the correlations during this initial
period. Simulations in which the correlations
were accounted for during the first twn days and
then dropped, workew well yielding accuracies
comparable to Case 1 solutions.

The mechanism of che slow convergence
stems from the fact that the covariance solution,
being unaware of the initial high correlation,
improves too rapidly bafore there is encugh
exercise of system geomstry to properly cis
tribute the corrections between the imonitor
clocks and the satellite clocks-and-orbits. The
result is that we are left with errors in some of
the solution vector estimates which are many
times the estimated sigmas for these quantities.
Small sigmas on the solution vector parameters
inhibit the capability of further msasurements
tc change their estimates so that the large
existing errors are reduced only very siowly.

There are several ways to alleviate the slow
convergence problem of the Case 5 solution,
most of which have been demonstrated by
simulation to be effective, but tha optimum
combination has not yet been established. Thess
techniques will now be considered.

The recovery from initial bad estimates can
be greatly speeded up by increasing the Q values
added to some elements of the covariance
matrix of the solution, thus counteracting the
over-optimistic covartances which were impeding
the convergence. Q valuyes high enough to
produce rapid convergence from large initial
efrors a~e, however, also ltarge enough to impair
the quatity of the final wfution. Thus, some
provision should be made for reducing the Q
values as the convergance ts schigved.

A second way to improve the convergence
rate is to add sorme range rate of range increment
megsurernents. The latter are more effective
because of their higher aceuracy with the cur
rent receiver design. Hange cate ae range wnere
MANT  medsurements also tavdlve cofrelations
Between the monitor clock rates and the orbit
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velocities. In fact, these correlations are of
comparable order of magnitude to those
between monitor clock phases and orbital posi-
tions. However, the fact that there is one less
integration between the physical processes of
the system and the measurement enables such
measurements to contribute substantially to the
rate of convergence. This technigque in no way
degrades the ultimate acciwracy, but it does add
somewhat to the computing load by requiring
the handling of the extra measurements.

A third possible technique would be to
carry a portion of the previously ignored corre-
lation. In the 10 » 10 covariance matrix used for
each measurement solution, thare is a place for a
single B x 2 cross-correlation submatrix. Instead
of inserting a zero here, a saved submatrix could
be used. Three such submatrices would have to
be saved for each satellite — one for each
maonitor other than the master. Since the cou-
phngs are not very tight, it is probable that a less
than compiete accounting of all the couplings
involved would produce a worthwhilg improve-
ment without unduly complicating the computa-
tions. This technigue has not vet been tried in
simulation so it is ot yet possible to establish
how much can pe gained with any given degree
of additional computation,

Basides the above techniguas for improving
the speed of convergence, ® is 10 be expected
that the convergence properties of the Case 5
solution will irsprove sgontaneously as more
satellites are added to the total constellation.
This iz because the additional satellites will add
weight 10 the monitor clock solutions so that
they are less affecied by any individual satellite
offect. Thus, the moaitor ctack solutions witl be
stabilized so that they provide less of a mecha
nissn for coupling the satelfites together. When
there are few satellites, the computational toad
is Hight andd extra cemputations te improve
convergence tan be tolerated. As more satellites
are added, e aegd foe the extra computaticny
decreases and the full computational capacity
can be devated 1o the basic Case 5 solution.
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Althcugh optinum details have not yet

been completely worked out, the Case 5
approach clearly anpears to be a viable approach
with better accuracy than Case8 and with
several avenues available for avercoming the
convergence problems.

5.2.3 RANGE INCREMENTS -~ In this case
the measurements are pseudo ranges and range
‘increments’. A range increment is the difference
between a pseudo rangs from one mornitor 1O
one satellite at one time and a pseudo range
from the same monitor to the same satellite at a
different time. Though the range incremenss
have the dimension of range (or range change)
they have the behavior of range rate. To
appreciate this consider the following: Let
Rijlt) + ¢ [ri(t)-rj{1)] describe the pseudo range
R’ from satellite i to monitor | at time t in terms
of the actual rangz R from satellite i to monitor
j attime t, and the two clock phase offsets r; for
satallite 1+ and 1 for monitor j at time t (¢
converts from time to distance). Ignore for the
moment any measurement noise. The measure-
ment Mj;(t) may be described by

Myt = Rjlu - Ril-ay)
= Rl - Ryle-an +¢ [rt)
- 1{t-30)] -¢ [rj(t) - ri(tv.)t)]
= Ryl Rl refdt-c

-C \'}Al

because the ciock frequencies are so stable. The
solution with these measurements should thus
behave more like a range rate solution than 3
range ditterence solutian; that is, it should have
the advantage of being easily expandable to
wwenty-four satellites and 1t shoutd have the
disadvantage of decreased ephameris sccuracy.
Like the range rate solution it should tunction.
ally unicouple the monitor clock time offsets
from the satelhites and will thus 2!so need
individudl  pseudo-range meaturements to solve
for the moaitor elacks offsers. Unlike the range
FItR cas it should not require hardware redesign




to achieve acceptable accuracies, and it should
improve rather than degrade with longer gaps
between range increment measurements. This is
because the range increments are actually inte-
grations of range rate so that the longer the
‘integration’ time the better the results, at least
t0 a point when too few measurements degrade
the solution.

The impact of this candidate on the com-
puter is rather small. For each measurement an
eight-state solution vector for satellite position,
velocity and clock and a two-state solution
vector for a monitor clock need to be soived.
This is approximately one-half to one-third the
computational load for the individual satellites
with separate monitors. Solution software mech-
anization is very straightforward and the small
size of the matrice; involved would make
Kaiman filter checkout much easier. The prin-
cipal complications is the requirement to store
and keep track of the previcus data at t-At and
to make use of this in forming My;(t) and Hj;.

One characteristic of range rate and range
increment simulations was a continued slow
improvement in accuracy. Though this charac-
teristic is present throughout most of the simula-

tions, it is more noticeable in the range rate and
range increment cases because of the greater
room for improvement. Because the magnitude
of this improvement is significant it is possible
to ascribe part of the accuracy problem as a
residual problem in convergence.

Actual simulations on the range increme 1t
case concentrated at first on discerning the
effects of various patterns of pseudo-ranga and
range increment measurement usage. In general,
the resuits improved with increased usage of
pseudo range and decreased usage of range
increments. Long steps — where the range incre-
ment was formed from the last pseudo range
before the satellite went out of view and the
first pseudo range as it came back into view —~
were included and exhibited a very beneficial
effect on the satellite ciock rate solutions.

The overall results would seem to indicate
that pseudo ranges rather than range increments
should be used as the primary measurement set.
On the other hand, range increments have shown
themselves 1o be very useful for improving the
satellite clocks when used in conjunction with
pseudo-range measurements. This thought is
further explored in Saction 7.1.




SELECTION

This section describes an evaluation and selec-
tion process based on the simulations and
analysis to date. A specific candidate recom-
mendation is made based on the scoring algo-
rithm described in Section 4. The candidate’s
effect and the requirements it imposes on the
total system are discussed.

6.1 CANDIDATE RECOMMENDATION

Table 6-1 shows the final cost functions and
scoring algorithm applied to the remaining three
candidates from Section 5. As indicated, prece-
dence devalues upon the case with the individual
satellites and separate monitors. The only draw-
back indicated for this case is the time line; in
this instance, a drawback only, in comparison to
the other two candidates. The final recom:
mendation is nof however, simpiy that the case
with individual satellites and common maonitors
be implemented.

Tuble 6-1. Final Seoring Algorithm for System
Candidates.
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Morphologically the final three candidates
are very simitar., What shortcomings they have
are complermentary in the sense that at least one
of three candidates is complately aceeptable tor
each criterion. This suggests the foliowing
approsch: For the time bewmg accept the
‘waininer' as 3 safe and complgtely acceptable
mechamization for ephameris datermingtion. it
ait else fails this will p.ovide the GPS with the
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accuracy, predictability, and stability necessary
for required operation.

In addition, since the two ‘losing’ candi-
dates are so similar to ths winner, explore
combinations of the final three candidates that
may reasonably eliminate all significant draw-
backs. It may well be, for instance, that the case
for early stability of the individual satellites with
separate monitors can be combined with the
case for steaGy-state computational reduction
afforded by the individual sateliites with
common monitors. The similarity of the two
mechanizations suggests that a switchover from
one to the other (and back again in case of a
station-keeping maneuver or similar directed
orbit aiteration) would not complicate the
mecharizatioral simplicity unduly. Another
possibility is that range increments could be
used in a separate {or combined) computation to
provide a single estimate vector for each monitor
clock.

Notwithstanding improvements derived
feom considerations of this type, however, a
specific accuptable candidate mechanization for
ephemeris determination has been developed.

6.2 EXPANDABILITY TO 34 AND 24
SATELLITES
Althaugh all discussions above were referenced
to minimizing computatiors and memory by
dealing with satellites on a separate bags, the
full stmyitaneous solution for four satellites ot @
time is indeed acceptable, and i3 also a more
sptimum approdch. In fact, 243-satetlite solutions
could well be solved for touratatime, as
d-gateliite  sylutions are one-at-a-uime.  later-
mediate numbars and combinations are also
possihilities - iay, [wo-at-g-ume, Or thiee-8l-a
tme with one atone, et

The exercises sbove puoved the feasibility
of solving for smaiter aumbers Of telhte

Wiltro 20



ephemerides at a time. Intermediate numbers at
3 time and four-at-a-time are natural expansions,
while ths performance of these expansions
would surely lie somewhere between the one-at-
a-time and tne four-at-a-time performance. Thus
the obvious candidate mechanization selection is
an expandable solution vector which includes
ong to four satellites.

6.3 REQUIREMENTS IMPOSED ON TOTAL
SYSTEM

The ephemeris determination procedure does
not impose any unreasonable requirements on
the: total system. The combination lines between
the Master Control Station (MCS} and the
Monitor Stations (MS) are dedicated lines capa-
ble of handling 2400 bits per second. The
off-line computational facility which computes
the reference trajectory is expected to require
data at the rate of about one sample each twg
minutes. A reasonable apprcach to data collec-
tion appears to be to perform data editing and
smoothing at the MS, making one sample of
smoothed range available to the MCS every two
minutes for each visible satellite. This data could
be buffered at the MS and sent to the MCS

infrequently in biocks for recording and delivery
to the off-line facility.

Requirements imposed on the Air Force
Satellite Control Facility (AFSCF) are for the
initial ephemarides as the satellites are placed in
orbit. In addition, certain information pertinerit
to stationke2ping operations and attitude adjust-
ments will pe required irom the AFSCF. It is
anticipated that the required informavion will
result in minimal impact on the communication
iines.

Requirements imposed on tre MCS com-:
puter are of significance only in respect o the
impact on the time line due to computational
demands just prior to satellite uploading. The
upload data for each satellite is divided into two
parts:

1. Satellite position data
2. Clock correction data

The satellite nosition data is essentizily
non-perishable, so that the computation of this
data can be accomplizicg welt before tFe uzload
time. Clock correction data may be computed
from a smali amount of tracking data so that the
computational load on the computer just prior
to upload can be minimized.
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7.1 SIGNIFICANCE OF ADDITIONAL
MODELING

Certain error and force models which affect
ephemeris determination have been excluded or
simplified in the simulations. T he significance of
this can only be qualitatively rationalized now.
However, future analysis studies should include
different models, or verify that the exclusions
and simplifications have negligible impact. ltere
we will summarize the exclusion and simplifica-
tions and discuss their impact on the ephemeris
determination accuracies.

7.1.1 MODELING NOT INCLUDED IN
ANALYSIS -~ The analysis performed and dis-
cussed in Section 5 did not include the following
important error or force models, it being assured
that they were adequately treated in the rafer-
er.ce trajectory or with auxiliary calculations
outside the Kalman subroutine:

o General relativistic effect on the clocks
e (Geogpotential harmonics

o Solar radiation pressure models

e Planetary gravitational attractions

Other error and/or force sources not irclud-
ed were deemed negligible for ephemeris de
terminatignt!).  This does not include sta-
tonkeeping and outgassing, which must be
madeled and dealt with 0R@ way of anoth-
er; they could be treated as onoff biases
sad exponential decays, with imterface with
NWL for updated raference trajectories. This i
to be discussed elsewhere, The madels exciuded
and their impact are disoussed in more detall
toltowing paragraphs.

7.1.2 SIMPLIFIED MODRELING INCLUDED
IN THE ANALYSIS ~ The analysis performned
sad diteussdd in Section B included madels fae
sandom wanetions e the dlogk frequencws.

7%

ADDITIONAL MODELING REQUIREMENTS

These models were, however, sirnplified some-
what for the analysis performed to date, These
modgls and their impact are discussed in more
detail in following paragraphs. )

7.13 IMPACT OF USING REFERENCE
TRAJECTORIES - It has been proposed that
on-line ephemeris uatermination be performed
about a batch processed reference trajectory,
thereby operating in the linear world, and “fine
tuning”” the ephemeris on-line with reference
trajectory partial derivatives. If this is the case,
much of the modeling excluded thus far (Sec.
tion 7.1.1) would be included in the reference
trajectory computation. The clock effects would
not be. In this case, the ephemeris errors
simulatsd without these models would be repre-
sentative of those to be expected in the real
werld provided that the reference trajectory
does a gaod job of including them, This is the
case for both geopotential harmonigs aned plane-
tary gravitational attractions ... rRe
extent, sclar radiation press. - C hudes
these effects in their reference tia,” Lt

7.1.4 IMPACT OF SIMULATED CLOCK
MODELING ~ The randar nature of the clock
frequency vaeiations was modeled in a conven-
ient way to fit the foramwigtion of a Kalman
estimation ailgorithm ~ that is, white ngise
passed through a 'inear filter, in the reatl world,
however, the filtgr would be nonlinear, The
finear filter genargled a pResimMistic vanaton with
respect 10 1ts form, and is sosm@timngy o@timistic
w ity copstants. Thus with this bleed, it is felt
that o reabworlg glock raadel wauld aor e
susly impact the redulty of the analysis pee
formed to  date. Maee detaly aloyr the
vrmnlitied clock madel and propoiad real-woeks
eadel wili be dhiidusied 1 Iater parageaphs
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7.2 CLOCK MODELS

The clock models for tha satellites should
exhibit three types of important errors: random
fluctuations of frequency, long-term drifts, and
general relativistics effects (not an error,
actuaily).

The ground station clocks are proposed to
be of better quality and thus the long-term drift
is smaller, 35 are some of the longer time-
constant random frecuency variations.

7.2.1 RANDOM VARIATION MODELS —~ The
random variations in frequancy for both the
satellite and the ground station clocks modeled
for the analysis given in Section 5 were modeled
as inteyrated white noise (phase is doubly
integrated white noise) plus white noise. The
variances of the noises sometimes differed from
those described here; however, their impact on
enhemeris accuracy is minimal. An integrated
white-noise frequency variation does producs a
significant long-term drift in frequency; how-
ever, the models inclute some adaptive variation
in the noise variances to limit the drift.

An integrated white-noise frequercy varia-
tior is more conservative, in a long-term sense,
than either the clock specifizations as mueh of
the literature imply. However, with the adaptive
variances the corservatism can be removed. The
selegrion .0 constants also wil! atfect how
ronservain B The madsl is,

Arortis cloekh randorn varlations ae noe-
mally described as a sum of requency vinle
note and frequency flicker noise. Frequency
flicker noise has a vartance proportionst to tha
ratural leganthen of time, whit@ integrated white
noise has a variance proportional to time. Thuy,
integrated  white-noise  variatwns  would be
expected 10 be worse as time goes slonag,
implying a morz cang@rvative appraach.

The problem i modeling flicker naise
arizes fram the fact that it cannot be generdted
as a Markov proeess (white noise through 3
himegr filterd, oxéeat approximately. it can be
modeled 8¢ notge through a set of cascaded
tarerst wRich nenulates (8 1/F spectrum over
3 frequancy range of iazerést. Nosmally, the

results in about a fourth-order fiiter — three
orders higher than integrated white noise.

If a Kalman estimator is irnplemrented as
the “fine tuner” for the ephemeris determina-
tion, this higher-order model would result in a
Kalman estimator of higher order, thus compli-
cating its implementation. Hopefully this would
not be necessary. Simulations to verify the
algorithm should include the higher-order
model, however, in the simulstion of the real
world.

Satellite Clock —~ At this point the satellite clock
is assumed to be a Rubidium frequency stand:
ard. General Dynamics Convair had such a unit
tested by the National Bureau of Standards to
determine its statistics. The results of that
test(3) produced a one-sided power spectral
density of:

Sylf) = 1.28 X 10°22
+4.1 X 10" 25 (7.1}

This spectral density is in good agreement
{although a little worse) than Hewlett Packard
specificatons for a Rubidium standardt?). The
tested unit was not manufactured by Mewlett
Pzecxard. This spectral density is detter than that
specified in the GPS systern specifications,
which yields:

S, « 2x10°%0
*7.17 x 10" B4 (7.2}

In addition, they indicated there was some 1/§¢
frequency random watk .- 238, althgsigh a quan
titive number was not given. MP predigls & drift
of no myre than *1 x 107 LA Dee moanth, wiieh
does become significant becduse it could hapgen
any time during the month, This king of dnft
could be estimated off-ling aad accounted tor
with bias tersns tf aged be. A random walk
mode! would exhibit thus kind of dnft i the
tise frames of interast.

There was no) apprecisble quaets osetliator
aoise, Sny white or flickee phase AGHR would be
SHANAILEd with EpPIopeate aweeiging tmes.
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A good fifth-order ditference equation fil-
ter 10 simulate the integral of the noise (phasa
noise) described by Equation 7.1 is given as: (5)

g - r- -y -y

Yo 0 6 0 0 offy
1

12 Y3 y 0 0 o} v

1 LA 1
V2 - 5(7-3)-;??-27 0 0y v,

. 1 1 1 ) 0
Y3 47‘:‘; =Y T3y ';57 ¥3

) L 0 o 'YL
LA n
2
s} va \/—hf;?n,m (2.3)
1
-0-4

where x is the phase noise, y3 the frequency
noise, n is time nAt, At is the integration time
interval, hy is the white noise spectral power
given in Equation 7.1 as

Sylfl = hg+h o/t (7.4)
Tn+t i3 the (n+1)g rendem variable with vari-
ance of 1, and vg, yq and ¥2 are intermediate
states of the cascaded filter arrangement. y s
given as

Y« 0777 3y, (2.5)

where

" W Ge—

rem Z‘T‘:-; Y

{2.6)

is the intgreept averaging time on the Allgn
varignce eurve for the stemic clock. it can be
seen that if y appeaaches zero (v, aoproaches
iatirtel, Ne phsse 1.9ise speroaches integrated
white noiss ~ a first-onder model with =5 flickes
ROISR. v eannot aRproach infinity bocause the
difference equation would nat be fegitimate (3t
Would have to 9o to zero faster thaa (), Larger

13

y's do, however, bring in higher orders of

integration.
For the Rubidium standard  of
Fquation 7.1,
7, = 113 seconds (2.7}

hg = 1.28 x 10-22 (7.3)

with a At of 10 seconds (about as large as could
be tolerated) yields the equation

™ T ’- . -y
Yo 0 0 0 0 offv
Y1 -431 9 0 0 o vy
) =1 -.216 -.0173 883 o 0 v2
Y3 -.862 -.069 -0345 996 O v3

SN lJ L. 0 0 0 b ]J i-

nel - N
[
5
« 25) 283 x 1! el {72.9)
1
Lo

It ean be seen that ¥3 i8S 3 “nearly
integrated” white noise, as are y2 and yq, with
something subtracted out. Thus, it is really a
doubly integrated white noise with part of the
secand integration remaved. For the limiting
case of singly integrated noise, the phase eeror
Propagates to a sigma of 6.5 fr in 2 hours and
23 tt ia 3 day withows corrections With flicker
AQIZ2, it would De somewhar worse,

Sitnulating the flicker roise would be time.
consuming becausa of the wnst time inteeval
(3t} requred to do it tf the modal were usad
for Kalrmana estimator eovariance prepagation, it
waould be bes: {0 revert to the enatiaugus tme
domain te derive the proPagation equdtions for
harges tune intervals (using exponmentials aad
Blatistzs) Fos simuiation surposes, AQavever, we
fMust hGaoe the Tme constante A more getaded
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discussion of higher ordered models is left for
Appendix A,

The model actually used for the satellite
clocks assumed a one-sided power spectral den-
sity function of the form:

S, = 2% 10-20 4 As12 (7.10)

The variance [(27)2 A) of the random-
walk term (integrated white noise) will be
somewhat less than that for the flicker noise in
Equation 7.2. This is to compensate for the fact
that the random walk drifts faster than flicker
noisa.

The constant A may be selected so that the
clock phase standard deviation (or variance)
drifts the same amount for both models in a
specified time. Since the system specification
requires the users equivalent range error {UERE)
fer SV group deloy De within 8 feet for two
hours after uplead, it would be appropriate to
select that time to be two hours (72060 seconds).
The variances of the phase for the two models
versus time are compuyted from equations
derived in Reference 6:

h

2 ., .8 y

sypl) = Feang @ (2.11)
h 2

2 . .0 {27}°A 3 .

Gy it y it st (7.32)

E guating them at t < 7200 seconds yields:
A= 152x 10729 {7.13)

The comparison Of the clock phase standard
daviations in feet for thede two madels appears
w Figure 7-1. At 2200 secoads, about 1.9 feet
of ims cloek phase iy realized.

With thesd modets, the standird deviation
of the elock sitase rates mav 80 De ecompared.
Thmése r3tes are cofmpared to the Allin fweo-
samole standird devigtian i Fgure 1-2. Ad ean
be =ven, there i AO COMPIrisOR O tAIs quanlity.
The Allan twe-tample SetBiR 8 conveneal O
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Figure 7-1. Satellite clock standard deviation vs
tinme,
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Figure 72 Sacellite  clock  rate  standard
devigttenr vy Hmwe  vs Allan wrgace
spectfication,

s2oresent spectral models sueh as Equatien 2.4,
but does nat aeurately preat how the clocks
drift versus tirne.

We can zeachude frocn s dissusion and
Figure 7.1 thet the random walk model used n
the aralysiy does tadeed leasn to more pessimuitic
errors 1A e gotellite cleck for long ume
itteneals (> 2 bours). (See Appendix A foe a
further draguaiion of the approzimation of clock
grifes )
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The resulting difference equation modal for
the satellite clock is:

P T —d - oo -
A7h41 Vo at|] ar,
L -ai 3 ) Sup and
{7.14)
I T
ho \/__
- A
JV o2 t 0 Mt
o 3
[-0 kv (2} A VAt 12
dL— n*?d

Where Jr, is the clock phase error at time nat
and A7y is the normalized frequency offset at
that time; 1, and 12, are two indzpendent
random numbers with a3 variance of one gener.
ated at a time nAt; At is the computation
interval; k is a constant greater than zero that
adapts the frequency drift to keep the frequency
offset within its specified cccuracy. (It is nor-
mally 1 except in cases where the estimate of
Ain beging to zpproach its upper bound.)
Normally, «nis does not occur for the bounds are
quite high.

Measyrement neise for measuremerts of
phase on & short tirne basis is negligibie com-
pared to the clock phase error describbed above,
and 1o the errors modeled tor propagation and
instrumentation uncertainties.

Groung Station Clocks «~ Cesium atomic ctoeks
are proposed far monitor station timekesping
and, if possible, they would be 3 high perfarem
ance type, sueh 3¢ the Mewlert Packard Model
SOG1A with the Optian 004 Yutef?h Using
thelr gpeqifications, the elack wiuld Rave cisen-
tially Aom-exoient frequency flicher aoise, kav:
g 3 Kpecteat madel of the tarm:

S, i1« 1446 X 1073 £2.15}

{white frequency noise) over the frequency
range of interest. However, one would expect
some frequency flicker noise to be present.
Thus, let us specity

Sylft -~ 1446 % 10240 _/t  (7.16)
The h_y specifies the level of the flicker noise
and was selected to bhe:

h.y = 6.46 X 10°28 (247

resulting in a r of Equation 6.5 of 8.04 x 10%
seconds (almost a day).

in light of the fact that this still represents

a low level of flizker noise, an optimistic mode}
for the phase noise would be

Xnet = Xp +8.5

X107 RVEIn,,,  {108)
for som. computation intersal At Mowevze, for
intervals of one day without correction, the
ficker noise edecified dues cause additional deift
w the pnase. Thus, it may be meceled.

The process defined in Equation 7.16 could
be simulated with a model as i Equation 7.3,
and should be to verity future results. A larger
at could be used, s3y on the arder te 800
secsads. Howsver, 3t this point the more pessi-
mistic model using a frequency ramdem walk
variation is Deing used. This has @ spectrurs of
the torm: -

S, =1486x192u a2 215
where A is 1.35x 1932 wWith 2as gdantive
random walk varkinge o sugpress loagterm
frequency drift within a guaranteed asguragy of
275 W7 12 The werisnce of the remdam walk
W i3 agan somewh3t less thaa that of the
Haekge noie of Equation 2,17 1 compengate tor
Ry fauter Grift.
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Figure 7-3. Comparison f monitor clock phase
maodel standard deviattons.

Comparison of the two models appears in
Figure 7-3, uwsing the standard deviation
equations:

oy pl1) =v/7.23x10723 141.292x10722 ¢4
(7.20

oy pw(tl = 7.23x10°23 (+1.78210°31 3
(2.21)

where I%F and gy Rw- are the standard devia-
tiens for the phase noise with the flicker model,
and phase noise with the random walk model. 1t
can be seen that the deviations compare favor:
ably out 10 2-3 hours mainly because the white
frequency noise dominates during that time
interval, reverting to Equation 7.18 as a possible
madal.

We may concluge that the random walk
smodel 12 not at all pessimistic except for time
iatervaly jonger than three howrs. This could be
reimoved alse by limiting the longtermn fre
guency variation with the adaptive random walk
varianca. {See Appendix A for more discussion
of approxtnating clock drifts) The resukiing
Citference equatich modsi for the mosaitor
clock § 18!
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Definitions of the variables are the same as for
Equation 7.14 above.

As for the satellite clocks, the measurement
noise for measurements of phase is dominated
by errors modeled for instrurnentation
uncertainties.

7.2.2 LONG-TERM FREQUENCY DRIFT -
Long-term frequency drift appears to be insig-
nificant. The Rubidium standard specification
gives & figure of £1 x 10° A per month, while
the Cesium standard specifications give none at
all, except for a guaranteed frequency accuracy
of +7x 10" 12 for the life of the tube lguar-
anteed for 10,000 hrs — 3.6 x 108 seconds) In
Reference 5, they experierce a drift of about
1x 10" 13 in 2-1/2 years on a standard Cesium
clock. These kind of numbers would be buried
in the models discussed abowve, especialiv the
random walk medel.

The conclusion is that long-term frequency
drift is not important.

7.2.3 GENERAL RELATIVISTIC EFFECTS
IN CLOCKS - 1t will be necessary to cerrect the
SV atomic clocks for drifts due to general and
special relativity. These drifts arise out of the
fact that the satellite clocks are iocated at
different gravitational potentials than the moni-
tor clocks and are moving with resgect 10 them.
The relativistic effects cause apparent shifts in
the frequencies of the various clocks in the
systern. The apparent relativistic shift of a
sateliite clock with respect o 3 moaitar clock
can be exprassed as:

Ad ¥ e AP i
Af, = AF - b g 17.23)

where M feq and 37 gy are the relativistic shifys of
the satellite and monitar clacks respectively
with regpect 1o s0Mma comman reference points,




by suitably choosing the reference paints, each
of the terms can be conveniently computed
independently of the other. Thus, in the earth-
satellite systorn, we reference all velocities to
earth center, this being the only unaccelerated
point in the system, and reference all gravity
potentials to a zero value at an infinite distance
from earth center. With these ground rules we
can proceed to evaluate Afp and Aty
individually.

Satellite Clocks — The relativity effects act like
an additional shift, a7, in the sateilite clock
frequency which must be added to the model
represented by Equation 7.14. Thus:

h
+ -29- VBT 1444 (7.24)
where
2
‘Mrs % 1Y% 1
: = -5_.55 = —5—- [Vs‘ Ks] {7.25)
c ¢ ¢ém

S

Where ¢g is the gravity potential at the
satellite locations, v is the magnitude of the
insrtial satellite velocity with res;iect 1o earth
center, mg is the satellite mass, and Vg and Ky
2re the potertial energy and kinetic energy,
raspectively, of the satellite.

For a Keplerian orbit we have:

zm

S s
Kg# Vg » € @ ™ (7.26)

whera Eg is the constant total enegy, and a i
the semi-mgior axis of the orbit. Solving Eguae
tion 7.26  for Ky and substituting into
€ quaticn 7.25 yields

0 that

O pil 2
5 = ‘:5[:‘,; - {7.29)

For & perfectly circular orbit, A7.¢/% is a
gonstant, - Ju /2ac2. If the orbit becomes siightiy
elliptical {e.g., ¢ = 0.01), then r varies in a ¢yclic
manner so that A#¢ has both a constant and a
periodic component. In the orbit determinaticn
process the clock periods are integrated to
provide time measures. This integration wiil
cause constant terms to grow indefinitely
whereas periodic terms with zero mean will
remain bounded in the integral, 1f the biases are
known separately they can be added directly to
the clock rate as an additional cemponent of the
fixed rate offset leaving only a zera-mean
time-varying term. it is thus useful to spiit
Equation7.24 into a bias and a zero mean
periodic term, We nave shown that for small
eccentricity the bias &1 given by - 3u/2acl.
Subtracting this from Equation 7.29 and simpli-
fying yields the 2ero mean term. Recombining
the two yielgs:

St 3 *\%sirl_l]

—

- : (7.30)
T 23(22 tl‘ a r

Bias Zero Mean
Term Pariodic Term

From orbit mechanics we have:

all- e

= ———————

Y+e¢es

where 6 i the true anomaly of the sateltite
positios. Substituting this te Equation 7.30
yiglds:

‘ o 1 At Y ) e PO
LT é"!’; 1 . u.l‘.":s X f§ @ - Ji 28 1- 1-¢eos 6] (7.31)
= ¥ chmg
.- _ But £ xpanding tha fraclion i (De bracksts by
< = i ey the bingeaingd (hearem and dropping all teerms

k: V., & oo i »-8” . ) .

£ ® 4 beyendd the hingdr term i ¢ vields.
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at ;
.....‘.'.‘.u-_‘-’ﬁ- +-g%ecosa {2.32)
T ,2“2 ac

Bias  Zero Mean
Term Periodic Term

The first term neglected in the above lineariza-
tion would have subtracted 2ue2/ac2 from the
bias term. For ¢ = 0.01, this has a magnitude of
the order of 4 x 10" 14 and is thus negligibla
compared with the other drifts of the clock
itself; and, being a constant, is sbsorbed by the
solved-for clock models in any case.

To a first approximation with a small e,
8 = (2a/T) (t-tp) where T is the orbital period
{in ~conds) and t, is the time of perigee. Thus
By ion 32 becomes

SR "I 7. [1 my
At 23c27+ 2 cos i {t tp)] £7.33)

This can be directly added to 4r,, and inte-
grated by the action of the ¢ clock matrix {as
in Equation 24), or the bias term only might
be added to A7, and the second term could be
integrated analytically with respact to time
with the integral then added to Ar,,.

For a 12-hour GPS orbit the coefficients
of £guation 33 may bs evaluated yielging:

Airs‘
ek T 10
—=— = -2.495 X 10710+ 3327 (7.34)

x 16710¢ cos {1.454 £ xo“‘(mp)l

For otf-nominal periods the coefficients will
change slightly. For ¢ = 0.01 the integral of the
periodic term introduces 3 peak variation of
23 feet in the pseudo range.

In addition 10 the ahove, the sateflite
clocks are, in  principle, also  affected
relativistically &y the var.ous harmonics of the
earth’s gravitational field and by variations in
the grevitational fields of the sun and moon as
the satellite proceeds i its orbit, All these
effects have beea analyzed, and found to be
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negligible in the GPS system as compared with
the basic clock physical uncertainties,

Moniter Clocks — The term A7, for the
monitor clocks can now be evaluated for the
same reference points, These clocks are subject
to the gravitational potential at the suriace of
the earth and the inertial velocity of their
location on the surface with respect to earth
center,

The relativistic shift of a monitor station
clock depends on four non-negligible effects:
(1) the central fcroz gravity field, (2) tha
distance from earth center ‘a function of
latitude on the oblate earth and altitude of the
station above the geoid), (3) the second zonal
harmonic of the earth's gravitationa! field (a
function of latitude}, and (4) the velocity of
the monitor station with respect to earth
center {a function of latitude).

It can be shown that tha fourth effect can
be treated either as a special relativistic correc-
tion or as an additional potential in the genera!
relativity due to the centrifugal acceleration
with eguivalent resuits. The latter viewpoint is
particularly useful because all four terms then
become potential terms and the summation of
all the terms is the total potential of the point
at which the moaitor is located. The yravita-
tionsl force on a body is given by the gradient
of the gravitational potential multiplied by the
mass &f the body. Singe the gravitational force
i everywhere perpendicular to the geoid, the
geoid musi be an equipotential surface. Thus
all clocks en the geoid will all run 3t the same
goeed, independent of latitude. 1t is still neces-
sary to determine what relativistic irequercy
offset applies for clocks on the geoid ang how
this offset changes with the altitude of the
¢lock abeve the geoid. The geoidal offsat can
by conveniently obtained Dy evaluating the
four listed camponents at either the equator of
the pote. hen this is done the value - 6.969 x
197 0 s obtalned at bLoth the pole and the
equater (shus verifving the contention that the
rasult i3 independent of latitude).




To a first approximation the effect of
altitude can be obtained by observing that the
predominant effect of altitude is the ceniral
force potential; if Re is the earth radius to the
geoid and h is the altitude above the geoid we
have:

5pdtrm - At . Ai'rm'
7 P dh f |aeoid
(7.35)
H H uh

2R, (R, c?R, (Rg+h)
Neglecting the h in the denominator yields:

7
7 2n ¢
cRe

8, A7
h_m h (7.36)

When this is combined with the constant term
for the geoid the final result is:

Aty = (-6.969 X 10710

+1.10x10° %8 h (737

where h

is altitude above the geoid in
kilometers. .

Combined Relativistic Effect — The pertinent
relativistic shift is the difference betwaen the
satellite clocks and the ground observers. Since
the monitor stations are not necessarily all at
the same altitude, some reference level must be
chosen. Since at least several of the monitors
will be close to seu tevel, let us use the sea
level geoid as the reference. Then combining
Equations 7.33, 7.37. and 7.23 one obtains for
the relative satellite Ciock shift with respect to
the geoidal clock:

Mvsg 3 2ue 2e
Rl St £l {t-t5)

+6.969 x 10710 {2.38)

whereas for each maonitor station the relative
frequency offsat is simply:

19

AY
—— = 110X 1013 n

(km above sea levsl)

me (7.39)

For a nominal orbit Equation 7.39 becomes:

At
-—-i'-‘-‘-‘- = 4.474x 10710
M

Bias Term (7'40)

+3.327 X 10-10 ¢ cos [1.454 X 10"4(:49))
1 N _J

Zero Mean Periodic Term

*

User Relativistic Clock Shifts ~ The relativistic
effects on a user are minimai. If he has a
four-channel receiver so that ail four pseudo
ranges are measured simultaneously, his clock
does not enter into his solution except very
grossly and relativity is no factor. A stationary
user with a sequential receiver uses his clock to
tie the various measuremenis together. Mis rela-
tivistic clock shifts are just like those of a
monitor station, With respect to the sea-level
reference, bis clock offset depends only on his
altitude.

A user moving at bhigh speed with a
sequential receiver may need to adjust his
clock rate for the relativistic shift due to his
velceity with respect to the earth’s surface. A
user fixed on the geoid is moving at a vector
velocity Vg with respect to esrth center {o
function of latitudei. Mis cloek is ruening at
the reference rate. i he mow moves with 3
vector velocity V, with respect to his subpoint
on the geaid, his velocity with respect to earth
center i3 Ue*vu. The relative clock rate offsat
At /T for a refercnced clock on the geoid
contains a term ‘v‘ez}'z:z due to motion with
sespeet to earth center. For the moving user,
this term must be replaced with VoV, 1262,
Without V, the usar’s clock wauld be running
at e reference cate. Therefore, with the
mation V,, his relative clock rate offset from
the reference would becomd:




Afm

T

9Ty V2

motion 2&:2 2c2

(7.41)

Combining this with the altitude effect
yields the total relativistic user clock rate shift

A? V.-V 12y, 2
— 2 110x10 e ¢
T 2c?

(7.42)

where b is in kitometers and ?Je depends on
latitude. In most cases, this offse! will ba small
enough to ignore. Ve can be conveniently
computed as:

Vo = aexﬁeu

where ‘:'e is the earth’s rotation rate vector,
Rgy is the location on the geoid of the user’s
subpoint, and X is a vector cross product.

Computaiional and Data Werd Requirements
for Clock Relativistic Effects — The computa-
tional requirements and data transmittal
requiremants for clock corrections are dis-
cuesed in detsil in Appendix B.

7.3 SOLAR EKADIATION PRESSURE
MODELS

Solar radiation forces on the satellite are
important forces to consider and to model.
However, if they are handled correctly, they
should not create an intolerably problem. A
mean force projected from the sun through the
satellite should be easy to determine to the
accuracy necesssry '@ achisve Phase! goals.
Phase 'l goals may be a little harder 10
achieve, unless more detailed force models are
used. Maodeling the perwurbations about this
mean force also becomas more complex as the
goals become more stringent.  Again, for
Phase |, this modeling need not be complex,
Collecting data during the NTS tracking and
Phase | tracking will provide for a means for
more datailed analysis during Phass 111,

7.3.1 SOLAR RADIATION PRESSURE
MODEL COMPLEXITY - General Dynamnics
Convair Agrospice Division performied studies

10

on their proposed satellite on solar radiation
pressure effects. They did so with a 952
element flat-plate model, where for each
discrete surface element (i), the force vector is
defined as

F,o= VA [1-7) S+ 2y 8- R Ry

max (S K, 0] (7.43)

where

?5 =solar radiation force on the "
element acting at its centroid

Ai = glement’s area
S = unit eleament-to-sun vector
N; = alement’s outward unit normal vector

V = solar radiation constant (= 098 x
1077 psf) near earth

v; = estimated surface
{0. 1]

Thit model provided for all forces greater
than 0.01u b, which 15 equivalent to about a
1.5-foot arbital drift per day, if it is always in
the sam2 direction. The computation of the
total force F is the sum over all 952 surfaces
at each orbit position. These forces were put
out in space wvehicle (body} coordinates. A
typical force variation in these coordinates is
shown in Figure 7-4. Mere, the solar panels are
not aligned exactly to the sun, resulting in
more than just residual normal force. This
force does, however, give a clua to how one
might simplify the model of Equation 7.43 by
fitting the force variations to a simpler satellite
structure such as a box or hexagonal shape. It
is possible, however, that the datailed forces
could be stored as a function ot sateltite, sun,
dnd earth relative peositions, and table lookups
be used to determing their effect.

7.3.2 THE BOX CONCEPY -~ NWL, in
obsarving NTS solar pressurs forces, noted that
treain.g the satellite 43 a sphere in their
CELEST program was insutliciear for long
eres  peedictions of the wteliite ephemeris.

reflectivity, ¥;

B PR, SO



mariEANGtS, o and the force in the normal body direction are

- w_ giver: in the figure.

o8 A _ The only reflective force in that direction
1R “ is FNa. The reflective forces due to the solar
T L e\ e panels and the side 3 (top) are constant with

ves e totes the box rotation. Only the absorbing forces on

st W ced, sides 1 and 2 vary with box rotation. Let their
incident angles be 04 and 07 in the X-Y plane.
. But:

w;\ ,;Z'% 0, = 80°- 9, (7.44)
$h- il
. ) and

3 1
Xi \lk{ <0809 = sin 04 (7.45)
ke 10TAL
A 1 I
00 «a 0

o T N Assuming that the opposite sides are of equal

ared and equal reflectivity:

Figure 7-4. Typical solar radiation pressure -
bady aves. ( §1 + F§2) in x-y plane

They found, however, that a simple box model
of the satellite gave them considerable improve-
ment in the predictions. This concept appears
to have merit here; however, it may not be
necessary for Phase | type goals (discussed

=V [A1 “"71) [cos 0‘| (746)
+ Ay t1-yp) Isin 841 cos ¢

for -180<6,< 180

later).
Let us observe what a box mode!l (plus ~ ~ \2
solar panels) might do te the nermal force of 1 52 ;
Figure 7-4. This normal lorce would be the Z ‘
compenent of the forces indicated on the box =V [Al (1-v1)icos 64y

{7.47)
in Figre 7-5. The equations for the towl force

* A2 “'72) isin 9]” sin o

Sat EALIE RUTATGN

» 512

far a constant ongle. Therefore, the total
AQrmal force s

£z « (Fgsp.* 5,) Sz

The F z is a constant force plus a periodie

B, o | B RIR TRTR TG tunction of the incidence angle in the x«
. i plane. If we fit Equatioa 2.48 10 the normal
£y o f v - ome HA PRI 2% # e . . N .
*”. th'“ B N Y Sawstacet e EI force in Flﬁufe 2.4 with ?2; 1. and with
Figure 23 Forces oo g box plus solss panels 8y = L a5
Jue to solir raligtion. 2
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where t is in minutes and 1/2 is in degrees/
minute, we have a fit (neglecting the eclipsa)
resembling Figure 7-6, leaving a residual of no
muic than about £0.05u Ib in that direction
(22x 1079 ft/sec? acceleration}, which is quite
tolerable, At that level, over a two-hour period,
it would result in about a 0.6-foot drift error.

19
39LAR
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Figure 7-6. Box madel fit 1 normul force of
Figure 7-3.

For the radial and in-track forces, the
periodic components using this model could be
obtained by muiltiplying Equation 7.46 by
either the cosine or sine of 8¢. The reflective
forces Fpyy and Fyo are a'so periodic, and
viry as a function of the cosine squared of the
incidence angle when the sida is in view of the
sun.

We shall leave the task of verifying the
pox concept as future analyses (see Section 8).

2.3.3 THE TIME VARYING BIAS CONCEPT
- The forces discussed above do get integrated
twice before they show up as orbital drifes and
thys many of the perturbistions get integrated
out before they do much harm, at least duning
Phase 1. It i conceivable that the solar radia-
tion forces coulkd be trested a3 biases that vary
with tima of year {ar as the ditference between
the wtellite’s oebit iaclination and the wn's
inclinationt. Sueh a biss would be the slope ot
the plots of Figure 7-7. The eclipse should be
easy 0 keep teack of (if aothiag else, through
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Figure 7-7. Linear momentums clong inertial
axes due to solor radiation,

telemetry of the temperature), so we could
ignore its effect by just shutting off the bias
when it occurs.

Dividing the rmomentums plotted in
Figure 7-7 Dy a mass of 25 siugs results in a
velocity buildup in inertial space versus time.
To obtain the drift in feet, we multiply the
mean velocity at any time by t/2. Mismodeling
this bias by five percent produces an envelope
on any one of the plots that would contain the
variations in the velocity {or momentum). Ths
would result in a maxirnum drift error for a
day along the x or y axis of about 52 {t, and
for two hours of 4.5ft. This is probauly
tolecable during Phasa I, It is not for Phase (11,

7.3.4 SUMMARY OF SOLAR RADMATION
FORCE MODELING - !t is obvious that solar
radiation force modeling is one of the tuzzy
argas ol ephemeris determination modeling,
Three cancepts were discussed above, going
trom great detsil to 3 very simple mode!. The
many-ftat-ptate  element approach  would
peobably be prohibitive from the standpolnt of
gamputer memory and time line reQuirements,
The latrer iy questionable with respect to
legacy for Phase M, a2 well as nut being
acceptable for NWL's purposes. This leaves the
box concept, which appeurs Quite feasibde, and

Sane
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would probably be an extension of NWL's

work on NTS, Additional
method are planned.

studies of each

1134284

In either case, the expected residuai forces
should be included in the propagation noise

matrix of the Kalman equations.




OUTLINE OF FUTURE ANALYSES

The dissussions in this trade study indicate
that not all trades have been completed, and
some analyticai questions still need to be
answered. Publication of this trade study
report aoes not mean that thsre is a work
stoppage in this area. This section outlines
some of the major future analysis tasks which
are necessary and are planned in order to
reduce the engineering risk in the development
of the Global Positicning System,

8.1 PLANNED ANALYSES TASKS
The following is a brief description of planned
analysis tasks.

8.1.1 TRADEOFFS ON HANDLING EPOCH
SOLUTIONS - The object of this task would
be to answer tradeoff quastions with respect to
the inverse propagations of the propagation
noise mairix Q to epoch; that is, the effect of
ignoring the propagation, or the effects on
numerical accuracy if it is not ignored, for
both the NWL epoch and the daily epoch.
8.1.2 FURTHER MEASUREMENT SET
TRADEOFFS -~ The objective of this task is
to continue to evalyate the measurement sets
scored i Section 7 with  respect 0 the
gradable criteria. Such subtasks would De the
following.

Evaluation of Combining Separate Monitor
Station Clock Solutions — This task is related
w Case 4 of Table 3-1, which has n solutions
of the monitoe stution clocks for a satelhites.

Improving the Convergence of Common
Monitor Solution with Pseudo Ranges and/or
the Long-Tesm Accuracy Using Pseudo-Range
Incremnents — This wask is refated 1o Cases 9
and 8. The convergence of Cased ecan be
wnproved thrge wayt:
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1. Adapting the propagation noise as a
function of measurement discrepancies

2. Combining the psuedo range measure-
ments with either pseudo range rate or pseudo
range increment measurements

3. Using “book shelf” correlations.

The second way could be reversed for Case 8
to improve its long-term accuracy.

8.1.3 INVESTIGATION OF STATION-
KEEPING OUTGASSING COMPENSATION
METHODS AND EFFECTS -~ This task is
designed to define methods of interfacing with
the Satellite Control Facility and NWL during
station Kkeeping cperations, and to investigate
the effects of misalignments and misrepresenta-
tion of the operations in the estimation
models.

8.1.4 CLOCK MODEL STUDIES ~ This task
is meant to verify the legitimacy and legacy of
the proposed clock models by simulating, as
close to the reat world as possible, flicker
frequency models operating with Kaiman gains
derived with the randem walk models.

8.1.5 SOLAR PRESSURE MODEL
DEVELOPMENT ~ Bv representing the real
world with the sophisticated multipie flat-plete
element solar pressure models, develep formid:
asbie lessecomplex selar pressure models that
would be reasonable and adequate for the GPS
algorithms and NWL's algofithms,

8.1.6 CLOCK RELATIVISTIC EFFECTS
REPRESENTATION = Pertarm wrade studies
1O determing the bast spproach in representing
the satallite ¢iock relativistic effects to the
user, based on orbital parameters presented W
hifm, or included n clack update parametars
presaated to him,



8.1.7 ATMOSPHERIC DELAY BIAS
MODELING -~ Atmospheric delays can be pre-
dicted to some extent, However, there are
unknown random delays that must be
accounted for. The purpose of this task is to

determine the necessity of including these
delays, as random bisses or highly correlated

randomn processes, in the Kalman estimator
equations, or the effects of not including them.
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GPS CLOCK MODELS

The most significant error source in GPS
navigation solutions is presently the drift in the
anticipated satellite clocks, at least until the
more precise time standards are worthy of
being launched into arbit. For the time being,
however, it is important that we predict 2s best
we can the ever-present GPS ciock drifts.

During the time that the satellites are i
view of the monitor stations, and pseudo-range
measurements are in use, the impact of the
clock models is not quite so significant, since
the ephemeris solutions and clock drift esti-
mates are being updated often, and at
relatively short time intoivals. 1t is with the
longer time predicuons that good models are
important,

Tha statistical drift characteristics of such
clocks as those to be implemented in the GPS
gre fairly well-known for the time spans of
interest, at (east in their form, if not the
magnitude. The problem arises from the fact
that thesa characteristics cannot be described
in a straightforward way for the Kalman pre-
diction and estimation algorithm; thet is, ne:
gs white noise pasted through a linear filter.
The phenamenon that is ditfieylt 1o describe s
flicker frequency noise, which has a VYw
spectrym, We can however approximate this
characteristic for te SV clocks closely up to
about 10° seeonds, something over 3 day. with
3 reasonably low-oedsr LEnear progess.

The {letvur] spectrum  {ingluding the
short-term white Aoise frequency vargtioast 13
approxtmated by passing the white aoise
through cascade fhiters of the form

a
JTeeaits e

=1

A

APPROXIMATING CLOCK DRIFTS

A

This produces 3 spectrum

n
[T w2+ a2+ 02,

i=1

and approximates [1+b/w] over a iange of
frequencies. 1 Representative approximations
were converted to time domain statistics of the
satellite clock phase drifts. (2 They are
presented for comparison purposes in
Figures A-1 through A-4 on which the corres:
ponding filters and spectral equations are given.
In the figures, the standard deviation (RMS) ot
the approximate cinck phase drift is compared
to the expected standard deviation (rms) of a
true clock phase drift  with the flicker
frequency noise szpecu'c.:m.(3

The first figure represents o comparnison to
a randosn walk frequenzy drift [(Ha,’uzl spec-
trum] which was used in previous analyses.
This drift was designed to match the real-wortd
drift for about two hours (10 cover the test
wtel and then be pessin ‘stz from then on. The
thought was that as long as tha model s
pesstmigtic, the approach i3 consarvative. This
may be true during the estimation process
{when the tateliites are in view), but during the
prechction process, being pessitistie s no
better, of no warse. than being aptimistie. in

P¥hase ficke: Aose 2pOIRAHROHGNS wicie Sagaettad By 4.
Barnas and StepRen Jemis, 4, v BRe Nataral Bursay of
Seandants Now €0 eaniied “CiEowar Numwiwal ol
ARNISE Madeicng F Fligher Nump Pragesssi” dows
i YHIT.

00 e Gomomn ctateticr wed dorved Gue2 AL
dewiied by A BarGes dAd OW, Al 4 e Febiugw
TEEE e of e Pracoodings 6F W tEEE (Vel 54 Ne 3
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Figure A-1. xandom walk approximelion.

either case, the prediction is in errar.m The
GPS error budget gives no preference to the
sign of the error.

The next three figures (A-2 through A4)
illustrate how the phase drift caused by the
flicker frequency noise can be approximated
with 1st, 2nd, and 3rd order cascaded filter
models of the clock frequency offset. Ail the
filters do a sauisfactury job out to one day,
with some improvement varying with order,
The higher-order filters naturatly approximate
better for a longer period of time. For Phase !
purposes, however, there are diminishing
returns, The first-order approximation would
probably suffice; however, it woulg not yield
an estimate of the second derivative of the
clock phase drift, except by the laws of the
model. The second oeder approximation would
yietd that estimate. Allowing for an estimate of
the second defivative would definitely redusa
fisk in cate 4 were needed, and would define o
casthicient for secord order paiynsmial predic
tions, ¥ it wagn't Aeeded, ity estimate wauld
be mear 2¢ro. Qee additionagt state per satetlite
has megiigible impact on computstionst time
Lines and computer memaory.
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CLSIUM  BEAM STANDARDS AND MS
CLOCKS

The third order approximation did carry the
accuracy out 1O about 2.3 days, sugaesting that
it rght be useful with Phase il goals. How-
surt at s believed that better clocks would be
fivable by then. Cesium beam clocks such as
those proposed for the monitor stations could
he modeled with the 2nd order appuroximation
te- within 2 nanoseconds rms phase drift error
out to about 5days, mainly becauie of their

AVAd

incr<ased long-term stability. Even with 2
constant frequency offset spectral model as an
wproximation, only about 3.7 nanoseconds
rms phase drift error is expected in a day. In
this light, a constant frequency offset model i+
proposad for the monitor station clocks, sincs
their prediction errors over that time are never
passed on to the user. For Phase I, any longar
time span would result in SV clock drifts that
overshadow MS cleck drifts. in Phase (11, first.
order models may be in order.
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SV CLOCK CORRECTION UPLOAD AND DOWNLINK FORMAT AND
C5 AND U35 SEGMENT COMPUTATIGNAL REQUIREMENTS

INTRODUCTION

An SV clock correction procedure was defined
and computations were spiit up and allocated
to the CS and US segments in a way minimiz-
ing downlink time snd user computation. The
computations invoive predicting the SV clock
drift, propagating the prediction epoch, and
computing general relativistic corrections. The
SV manufacturer must offset SV clock fre-
quency for secular relativistic drift.

THE DRIFT PREDICTION MODEL
The drift prediction model is a second-order
Taylor's Series axpansion of the form

Ati(l) = ‘Moi ¥ (%ﬁ\) it - toi)
o B RY

¢ 30; - 12

where the subscript | represents the i page
stored in the SV, t,; is the epoch time of the
i™ page, Alt) is the predicted SV elcck drift
with respeet t0 system time €, Aty is the
predicted SV drift ot the epoch time t;,
(A1/§); is the predicted frcquency offset at the
epoch time 1,;, and D, is tho predicted rate of
change of frequency offset at that time. The
downhink contains 2 bytes for Qty; for a range
of 1nanesecond to 10 useconds, 1bywe for
(AE), for a eange of 107 1310107V seconday
wsead, and 1 byte for O, for o range of Q¥ 18
to 10" ¥ secordy/second?. Eaeh page is guod
far oae hour of system tima. These guantties
are computed from the control sagment cleek
predictions far the system time ST, The user
receves that epoach time ty; i the MOW woed
foe that SV page. An g2 of datd word s also
@ i the clock Dats  Slock, which
corraspands 1o thie fast uplosd.

8.1

RELATIVISTIC EFFECTS
The SV clock drift due to gengrsl relativity
since un epoch time {; is:

gt = 6.969 X 10710 (1 -1 )

+1.287 X 1073 (t- 1 4/a

, (6-2)
- 2.9143 X 10'23?—

[E (¢ - tp) -E {1~ p)]

where & is the SV orbit semi-major axis, k
is the earth’s gravitational constant {1.187 x
108 £3/ 2/sec), E is the orbit’s eccentric-anomaly
and to is the time of perigee. This drift
could be computed in the user software for
the parameters are already nresent for SV
position computations.

A problem we encounter, however, is that
the secular clock drift is so substantiai (about
40 usec/dav} that the SV clock time would
net be within the specified 10 usec of the
system tima, unless its time is mechanically
updated 4 times a day. The SV clock can,
however, be catibrated with 2 trequency offsey
Aiff, to cancel out this secular dnift. It would
ba neecessary to require the SV contractor to
do rms.* For a nominal circular orhit, this
woutd be

P;‘.' s -4.254 X 10710 (5-3)
[+

making the SV clock run dower than the
systarn cloaks 1o make ug foe the fact that it
runs faster due to faiativity.

SUnbers, OF COuAte, ol MRS oAl ki Bl TG maithg W
W gledios.




Thuz, instead of working with Equa-
tion 8:2, we must work with parturbations
about the offset of Equation B-3. To do this,
we must expand the cccentric aniomaly about
the mean anomaly;

Mit) = ;—;;;i(t-tp) (8-4)
That is:
Eit-ty) = MU+ LE(t-1) (8-5}
= M(t) +esinE (t-t,) (8-6)
where ¢ is the eccentricity. Likewise
E (tgi - tg) = Mty + 2 E (g -15) (B-7)
The last term of Equation B-2 is then
term = -2.9148 X 1072 (1 - t)/s
20148 x 10-2Y2. (8-8)

k
(3 B (t=1t,) - 3E frg, - ty)]
The first term of B-B then combines with the

sacond term of 8.2, We then expand Vfa to a
good accuracy for e < 0.01 as:

i
1ol Ly, (8:9)
3 24 3

where ag is the nomina! semi-major axis £8.7 x
107 fr), and Aa is the deviation from the
raminal, Combining all of this, £quation 82 &
rewritlen as
3ygin = [6.989 x 10710« 7287 x
3. D 1A
1075, - 2.8148 X 107%/a,,
(v = t) - [7.237 X 10733 %
- 29148 % !0'2:‘@02] a8
-
ft - 1) - 2.9148 X 1072

ST T A

a .,
%—laeu-t‘,)-ae

(g - tp)] (8-10}
The bracketed quantity of the first term of
8-10 is taken care of with the calibration
frequency offset in Equation B-3. The second
term of Equation B-10 is a smaller secular drift
cdue t0  semv-major axis difference from
nominal. The third term has a time drift at the
epoch time t,; plus & periodic component. We
can now expand that third term with:

V3 *’\fa;"";'(ao)'vaa (e-11)

as

A
k
1

N

(t- 1) + 2.9148 X 10*23{1& E

term = -29148 X 1072 —2A € (t- t,)

-2.9148 X 1072 da AE

{15 - ‘Q) {B-12)

Combining Equation B-12 with Equation B-10,
we have:

~ Af
A tiR“) s Aléﬁ“) "—f‘;‘ (t - tog)

» 2895 X 1078 a5 1oty
229X 1004 € (- ¢y
- 1315 % 10718 34 36
(t-t,h 2455 x 107108
AE g -ty {313)

The first terre of Bquetion 813 i3 a secular
drife due 10 off-nominsl sesmi-maior axis. Tha
drift rate corresponding 1 it 1§ an the order of
10" 12 for aa of 105, thus it is in the ballpark
of the clocks machanical drift rate and can be




included in the corresponding term of
Equation B-1,

The mext term is a periodic term corre-
sponding to 22290e nanoseconds drift. |t
cannot be included in Equation 8-1 because of
the periodicity. Its higher derivitives are signifi-
cant. Thus, it would have to be computed by
the user in one of two ways. !f the user
computes the deviation from the mean
anomaly to get the eccentric anomaly, he
already has it. Otherwise, if he has the
gccentric anomaly, AE(t- lp) is computed as:

AE (t-—tp) = E(t-tp)-M(t)

.k
E(t-tp)';ﬁ(tﬂp)

= esin [E (t -tp)] . {B-14)

in computing the satellite pasition, he should
have it one way or another. The third term of
Equation B-13 is negligible (~10" 1% and cen
be dropped.

The fourth term is significant (~10° 8’;.
and can be computed by the contral segment,
and included in the drift term of Equation B-1.

CONTROL SEGMENT COMPUTATIONS FOR
UPLCAD

As stated above, the control segment can
relieve the user from most of the relativity
effects computations by including some of it in
the drift model of Equation B-1, leaving only
the periodic portion to nim. There are some
adgditional computations for the control
segment, however, to account for changes in
SV cloek epoch times.

As far as the user is eoncerned, his com-
putations are based on the epoch tme of the
presant satellite’s page. The coatrol segment
has the responsibility of wking care of il
previcus drift ia the 4ty term of Equa-
von B8-1. This includes relativity grift up to
that ume. Using Equation B-13 10 comgute the

T T e T T ST S T

*¥rys ég;;n:uw e3A be aggieasasted with ¢ s (AN} W

within 30, whh Fas 9 € A0V = gile.

drift between th2 time t, (time of last used SV
measurement) and tn;

8Tg (g = 2895 X 10718 aa
(t; - to) - 2.29 X 1076

BE (tg; - 1) - 1.315 X
10719 82 8E (g - 1)

+2455 X 10°10. /7 AE
(tg - to) +2.455 x 10-10
VZAE [ty -t} © (B-15)

including the control segments portion of
Equation B-13. The second, third and fifth
terms cancel, leaving:

ATR  lto) = 2896 X 10718 45
(tgi - to) + 2455 X 10710
V3 LE (15 - 1) (B-16)

which is the secular drift for off-nominal semi-
mejor axis since the last SV ciock estimation,
and the periodic drift betwesn that time and
the time of perigee loaded for the epoch toir
Also, as stated before, a drift rate contni-
bution must be included. That is:
(9»') = 2805 x10°'8 8 (81)
t7im
due 1o off-nominal semi-major axis.

The model terms for Eguation B.1 are
then:

Sty © Dy ¥ 2895 X 10718 44
(tgi = to) * 2485 X 10710 /5
3E (g - 1) (8-18)
(-!H) . (w) 2895 % 10710 55
ien

O A
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pi o Dim {B8-20)

where the subscript m denotes mect.unical
drift.

USER SEGMENT COMPUTATION

When the user receives the clock words At
(af1);, and D, along with the satellite clock
time t,, he corrects the satellite clock time by
subtracting its drift as:

-3 0; {tg- t? + 229  10°6

AE (- tp) {B8-21)
The fact that t; could be off by 10usec has
negligible effect inside the parenthesis of Equa-
tion B-21. User clock drifts due to relativity
are negligible over the timi span that he uses it
for a navigation fix.

CONTROL SEGMENT COMPUTATIONS FOR
PSEUDO RANGE MEASUREMENT
CORRECTIONS '
The SV clock relativity drift also affects the
Control Segment’s pseudo range measurements.
He must compute the SV Clogk relativity drift
since the last measurement usad which was aiso
corrected. Say this time was t . The governing
equatian is Equation 8-10 with SV Amc cali-
bration removed. That is, the pseudo range
Qrrar s

e aTgite- ) = of 2095% 10780
ft-1,) - 2.485 x 19710
VA [AE (2= 1) - AE

B4

10 w00 (822)
which inciudes an altitude correction, where h;
is the i monitor station’s altitude above the
earth’s geoid in feet. This added drift is
sctually the negative of the monitor station’s
clock relativity drift, for all relativity drifts are
referenced to the earth’s geoid. The psuedo
range is then

ﬁii(l) = ¢cd ‘:'ij(t) -c A‘{Rii (t-t ) (8-23)

where Ar;{t) is the clock phase difference
between the SV; and monitor station j clocks.

Mechanical drifts are estimated n the
ephemeris determination algorithm.
SUMMARY

Clock drifts are uploaded to the satsihite in
6-byte data blocks {one byt for age of data),
in a second-order polynomial format, Assuming
the SV manufacturer offsets the frequency of
the SV claocks to cancel sacular relativity drift,
which he must to preserve his time to with
10 psec of system time, the relativistic effects
can be includad in those data blocks, with the
excepticn of the pariodic effect due to
eccentric orbits. The user must computa this
pericdic effect from orbital parameters already
available to him from the satellite ephemeris
gata block. The control segment comgutes the
rest,

The control segment must 2lso compute
refativistic  effects on it maasurements from
the satellite. This drifz is 3 function of the
orbital parameters ond the altitude of the
RORItOF Staton,
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