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FOREWORD

This report describes the research effort of the Data Systems Division of Litton
Systems, Inc., under Modification P00011 to Contract DAAA25-73-C0373, (formerly
DAAGO06-70-C03928). The objective of this work was to provide additional analytic and aimu-~
lation effort in support of the parametric analysis of predicted fire air defense systems.

The report is presented in two volumes. Volume I, Analysis, by Herbert K. Weiss
reports the analytical effort and the simulation verification procedures. Secton 8 on
simulation verification was made possi. le by simulation flowgraphs of the Ginaberg simu-
lation developed by Mr. Barry Seid. Simulation runs were made by Mr. Jacky Onishi.
Mr. F. V. Wilson provided analytical support for Section 7.0 on Countermeasures.

VYolume 11, Data Processing Requirements Analysis, is based on an analyses by
Dr. Richard D. Young, Dr. Alfred J. Ees, Mr, Caesar F. Chavez and
Mr. Herman A. Fischer.

Earlier effort under this contract at Litton is reported in a previously published

series of five mlumes,@)@@@@
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S8ECTION 1
INTRODUCTION

During the period of performance of this contract, antiaircraft automatic weapons
again demonstrated their effectiveness against modern aircraft in the Mideast War, The
value of guns to complement surface to air missiles in a complete defense configuration was
again confirmed. Guns shot down Styx standoff missiles according to Aviation Week,
maintaining a record that began when guns accounted for half of the V-1 pilotless aircraft
destroyed by defenses in World War II.

The Army initiated the GLAADS prototype air defense gun system development,
utilizing up to date technology. Field test and evaluation programs such as HITVAL are
underway to obtain objective assessments of predicted fire systems using modem
instrumentation.

Several programs have been activated to exploit an ability to measure projectile miss
distances and the ingenuity of systems designers continues to generate potentially feasible
sensor/data processing solutions for '"closed loop' improvement of predicted fire systems.

Meanwhile the annual cost per man in uniform has escalated to a level which makes

the trade-off between personnel costs and hardware costs of military systems of critical
fmportance.

The present reports have been developed against this background of renewed activity
and appreciation of guns as effective and economical components of air defense systems.
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SECTION 2
SUMMARY

The purpose of the reported supplemental effort is to provide additional analyses and
evaluations of potential closed loop predicted fire systems for air defense, to assess and
interpret experimental data on actual aircraft flight paths in terms of predictability, to
examine the potential of rocket and rocket-boost projectiles in comparison with conventional
gun fired projectiles, and to consider what advantages may lie in a system using control of
projectiles in flight along a predicted trajectory. Additional and timely objectives are to
consider the capability of predicted fire systems against standoff munitions and ways in
which predicted fire systems may be made less susceptible to enemy countermeasures.
Another objective is to develop verification procedures for the Litton simulation.

An additional task, developed in considerable detail in Volume I, has the objective of
determining the implications, in terms of required computer characteristics, of a modern
digital computer solution of the predicted fire problem, including closed loop algorithms.

The immediately subsequent subsections summarize the major conclusiors and
recommendations of this work. The recommended programs are discussed in greater detail
in the final sections of this report.

2.1 CONCLUSIONS AND RECOMMENDATIONS

The principal conclusionc and recommendations appropriate to each major sub-
division of the effort are collected in the following subsections by topic.

2.1.1 Frankford Arsenal Aircraft Capabilities Test (FACT) Data

Conclusions:

a. The prompt acquisition of the initial data base by Mr. Stanley Goodman and
Mr. Kenneth Heulitt of Frankford Arsenal with the complete and enthusiastic
cooperation of the U,8. Navy is a tour de force of cost-effective experimental
planning and execution.

b. The existence of a predictable segment of useful length on all attack paths was
demonstrated. Determination of its microstructure, which fell generally within
the noise band of the instrumentation radar is now of high priority.
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2.1.2

C.

d.

1.

Energy oonservation by aircraft on diving passes was verified and algorithms
employing this characteristic will improve prediction acouracy.

Dive angles are not constant during an attack pass but exhibit a characteristic
pattern over all attack types which may be exploited in prediction algorithms.

In arns, aircraft held turn rate remarkably consiant for the duration of a turn,
and the rates of turn were of about the same magnitude across many passes.

An unexpected characteristic of bombing passes was the existence of a segment
of several seconds duration about 7 seconds prior to munition release during
which the aircraft pointed its velocity vector directly at its ground target.

Recommendations:

b.

C.

The FACT program should be continued and augmented to include accelerometer
records on aircraft, and to obtain attack path data for helicopters, aircraft
launching standoff controlled munitions, and the trajectories of the standoff
munitions themselves.

The FACT data base should be used to develop improved prediction algorithms.
The FACT data base should be used to evaluate proposed prediction algorithms.

Closed Loop Predicted Fire S8ystems

Conclusloné :

a,

c.

The outstanding advantage of closed loop systems is their potential ability to pro-
vide automatic, dynamic calibration of predicted fire systems in the field and in
combat. System errors which appear in the field, and cause '"operational
degradation' are believed to be grossly underestimated in most systems analyses.

A data base on causes and magnitudes of field degradation of existing and past
predicted fire systems does not exist.

Prediction errors resulting from target maneuvers can be separated from errors
resulting from imperfect sensor to gun calibration, wind and other exterior
ballistic effects, and muzzle velocity biases, and each set of error sourcee in
this dichotomy can be processed according to its unique characteristics.

Errors resulting from target maneuver are judged to be best attacked in the open
loop prediction module, since the data rate on target derivatives is higher and




i,

tracking sensor noise is probably lower than the noise associated with
projectile miss measurements.

Error sources contributing to projectile miss distance can be divided into two
categories, (1) those which result in miss vector components perpendicular to
the flight path (azimuth and elevation bias and wind, etc.) and (2) those which
result in miss vector components parallel to the flight path (range bias, muzzle
velocity bias, etc.). The first category can be reduced by a "'2-D" closed loop
system which requires no range sensing on the projectile; for example by tracer
sensing with FLIR. Reduction of the second category of error source requires
miss measurements when the projectile is at the target range and, hence,
requires ranging on the projectile. Within its category, a 2-D system has a
lower information acquisition rate than a 3-D system, and so requires more
observations for the same reduction in source errors.

In order for a closed loop system to perform successfully when several fire units
are engaging the same target, each system must be able to discriminate between

its own projectiles in the vicinity of the target and those fired from other mounts.

The optimal use of a closed loop system is judged to result from its use in a
combination of precombat calibration firings and subsequent corrections during
actual engagements.

In order of increasing technical risk, sensors for observing the projectile mias
distances are judged to be

(1) Radar (demonstrated) 3-D

(2) FLIR with projectile tracer, 2-D
(3) Optical Radar

(4) Cooperative FLIR/Laser, 3-D

A conservative estimate is that if a closed loop predicted fire system is compared
against an open loop system using the best current technology with on-mount
muzzle velocity measurement, precise doctrinal calibration, and local, current
meteorological data, the closed loop system will not show an advantage as great
as a factor of 2. 0. However, under realistic combat conditions improvement
factors of over 4.0 are expected. Hence proving ground tests should be planned
to introduce severc operational environments, and to establish the magnitude
frequency and source of operational degradation.
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2.1.3 Rocket and Rocket Assisted Projectile Predicted Fire Systems
Conclusions:

a. Bystems utilizing rocket propulsion elements for air defense without projectile
guidance are considered to be dispersion limited.

LE N

J b. RAP projectiles may achieve shortar times of flight to specified ranges for the

: same warhead weight and complete round weight than conventional projectiles,
but the time of flight advantage may be lost to the increased angular and time of
flight dispersions,

c. RAP projectiles may have a cost disadvantage because of their greater
manufacturing complexity, and the development cost associated with any new
smmunition development program.

d. H the dispersion, and cost handicaps can be reduced, a system using RAP may
have higher effectiveness beyond two or three km for given cost, and lower fire
unit weight than a system using oonventional projectiles.

e. Sensor and computer requirements for RAP are essentially identical to those
of conventional systems.

Recommendations:

a., No new development activity of unguided RAP systems should be undertaken at
this time.

b. Javelot, which is reported to have the objective of achieving RAP dispersions
competitive to gun fired unboosted projectiles, should be critically observed in
development and demonstration firings to determine the feasibility and possible
difficulties in achieving these objectives.

o. Moderate analytical effort should be conducted possibly using J&:-elot as a point of
departure, to fix the achievable dispersions of RAP projectiles and their probable
development and production costs. .

2.1.4 Predicted-Corrected Projectile Systems:

a. The concept of a projectile controlled to fly a minimum energy path to target
intercept appears to offer attractive potential for low cost per target kill at
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b.

ranges both overlapping and extending considerably beyond the effective ranges
of unoontrolled predicted fire systems.

A system using a gun-launched unboosted projectile has potential advantages over
both RAP and rocket solutions and may be {feasible using a gun of less than 76 mumn
caliber.

Such a system would have the advantage of both conventional predicted fire at
short ranges, and controlled projectile fire at medium to long ranges.

A principal current uncertainty is the degree to which the cost and weight of the
on-board control package can be reduced. In particular, the gun caliber required
depends on the control package weight.

The possibility exists of using a '"closed loop' module to apply terminal
corrections to eliminate the boresight errors which have plagued predicted beam
riders in the past. This requires that in the terminal phase the target tracking
sensor aoquire and command the projectile. However, in those cases where
there is insufficient ime to realize the full correction on the first projectile
sensed, subsequent projectiles will benefit from the error reduction in the system
achieved on the first round sensed. The closed loop element would also be
operative for improvement of the prediction solution for the alternate conventional
projectile firings.

Recommendationa:

a.

b.

O.

d.

Continue and expand the systems analysis activity for this type of solution.

Emphasize control package definition, sensor selection, and complete system
definition.

Consider the system type as a potential future replacement for Crotale, Roland,
Rapier types of beam riders, with range capability to the order of 7-9 km.

Emphasize minimum cost of expendable munitions.

Emphasize minimum weight of the fire unit consistent with muzzle energy
requii<caents to obtain good mobility.
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2.1.6 Defense Against Standoff Munitions

Conclusions:

a. Currently operational foreign predicted fire gun systems have a demonstrated
defense capability against the larger, subsonic lift-supported olass of standolf
unmanned vehicles. In particular, the Israeli SAAR boats, armed with 40-mm
guns are reported to have shot down STYX missiles.

b. It is desirable to extend the capability of the local defenses to include defense
against smaller and faster standoff munitions.

o. This extension is possible and does not require unacceptably large gun calibers.

d. Target aoquisition of small vehicles and tracking at high angular derivatives are
oonsidered to be the pacing problems.

e. The objective should be to force an enemy to use more expensive and complex
atandoff weapons than those which he can use if the defense has no capability
against them.

f. Active defense against all standoff weapons would be prohibitively costly, and
there should be a reasonable compromise between incremental defense
effectiveness against the less sophisticated standoff weapons and incremental
defense system cost.

c— L,
EETTRTCN S e

Recommendations:

a. Continue systems analyses of local defense modifications to successfully engage
small standoff munitions emphasizing sensor capabilities, projectile/target
terminal relationships with experimental verification, and utilizing recorded
munitions trajectories to optimize prediction algorithms,

me anaizthbrliMR B o

e

2.1.6 Countermeasures Resistance

Conclusions:

a. Mideast War experience demonstrates that defense systems using active sensors
are not easily negated by electrconic countermeasuies.
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b.

C.

d.

Defense systems with multiple sensor options are both difficult to
oountermeasure, and induce uncertainty in the plans of the attacker. They also
impose a logistios load of countermeasures on him which subtracts from his
munitions delivery capability,

All air defense systems should possess an operational mode, either primary or
back-up, which reguires only passive sensors,

Since angular information can be obtained by visual tracking, by FLIR tracking,
or by track on strobe of an on-board jammer, target range is the remaining
sensor input required to complete a predicted fire solution. This can be obtained
by exchanging passively obtained angular measurements across separated fire
units.

Recommendatons:

Development of fire control systems for predicted fire should include data links
among {ire units, and a data processing module in the fire coatrol computer to
convert the separately obtained angular measurements (in continuous angular
tracking at each station) into slant range to target from and for each fire unit's
individual computation of its gun orders.

Data Acquisition and Field Test

Conclusjons:

b.

c.

d.

Many fundamental areas of analysis of predicted fire systems are still subject to
conjectural estimates as opposed to interpretations of experimental data.

In addition to the FACT program, experimental determination of system
oomponent performance is necessary.

The Army's air defense program includes a number of field tests of predicted
fire systems, some of which are in process or completed. Current and future
tests include GLAADS, Javelot, and the equipment complex employed in HITVAL.

It is essential that the test data be considered not only as a means of evaluating
complete systems, but also as a means for identifying sources and magnitudes of
contributions to the overall miss vectors. This information will allow an
appropriate direction of future development effort to the reduction of those error
sources most damaging to system performance.

2-7
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6. It is essential that the test environment include a phase simulating the most
difficult combat environments to approach quantitative assessments of combat
degradation and its sources,

Recommendation:

a. The Army in-house development community involved in predicted fire control
system research and development should participate actively in test planning,
and should initiate a separate and continued program of analysis for exploitation
of the test data in the design of improved air defense systems.

2.2 OVERVIEW OF THE REPORT

This section summarizes and highlights, in order of appearance in the body of the
report, the general content of the report on the separate tasks.

2.2.1 Closed Loop Predicted Fire Systems

Bection 3 develops an analysis of closed loop predicted fire aystems, emphasizing
the computational algorithms, but also reviewing the sensor options and their effect on thc
types of data processing required.

Some simple computations of the gain in effectiveness which may be realized with a
closed loop system suggest that under optimum conditions, closed loop may provide only a
small advantage over a modern open loop system which is properly calibrated, has current
meteorological inputs and can use them, and has on-mount n.eans for measuring muzzle
velocity. However, even small boresight errors (and other possible undetected bias
sources) can degrade an open loop system by large factors. These error sources can be
reduced and possibly eliminated by closed loop systems.

A number of sensor/projectile/system concepts are reviewed. The possibility of
correcting for some bias sources without ranging on the projectiles is described.
Difficulties associated with unsynchronized FLIR/Laser systems are noted. Systems using
internally generated ballistics triggered by weapon firing to choose observation instants are
discussed and it is shown that such systems are "blind" to biases in the direction of the target
velocity vector, such as are produced by muzzle velocity and sensor range biases. ,

S8ome estimates are made of projectile cross sections in the optical region, and it

is suggested that radar and laser cross sections in this region can be significantly increased
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by shaping the projectile base to a smooth surface of revolution with large radius of
ourvature. These are termed "Callipygean' designs. The cross section achieved does not
approach that of a trihedral inscribed in the base, but would involve a minor, or negligible
manufacturing cost increment as compared with trihedrals.

In the development of miss distance processing algorithms, a method for separating
the errors caused by target maneuver and initial solution settling time from other bias
sources is detailed. It is considered that prediction for target maneuver is best handled
open loop, since both open and closed loop attempts to make this correction depend on the
consistency of the target maneuver. An open loop system can observe target acceleration
from continuous, accurate tracking sensor data, but a closed loop system would be inferring
the same variable from projectile miss measurements at a lower data rate, and with
measurements contaminated by projectile dispersion, which in turn is almost inevitably
larger than the sensor tracking error.

Some examples are worked for a 3-D system, using a three error-source model.
Each measurement provides two angular pieces of information, hence there are more error
sources to be reduced than miss coordinates on each round. A Kalman methodology is used
to assign sequentisl measurements to sources, with the proper allocation depending on the

varying geometry.

It is shown that the Kalman algorithms always operate to reduce bias as sensed, i.e.,
in a plane perpendicular to the sight line at the target, even though not all sources can be
eliminated in a single geometrical configuration. However, as the geometry changes, the
relative contributions of bias sources to miss components change, and as observations are
obtained over a number of engagement geometries all sources are eventually eliminated,
even though not all may be accessible in any onc geometrical configuration.

Analytical solutions are obtaineq for the 2-D problem, in which only angular sensing
of a bullet trace past the target is possible, as for a FLIR system sensing a tracered bullet.
Here there is one measurement per shot, and the example assumes two bias sources. Itis
shown that on a complete fly-by pass, with a total of n observations, the residual variance of
each of the two assumed bias sources (elevation and azimuth) is reduced approximalely as

02/ (n/2)

where 02 = the variance of random error associated with each mcasurement. For this case,

the presence of two bius sources reduces the number of cffective measurements against each
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source to one half the total number of measurements. This result can be extended to a
rough "rule of thumb' estimator of the reduction in N bias sources, when M components of

miss are measured on each of n projectiles.
In view of the fact that some bias sources (for example wind and azimuth bias) have

similar effects in a particular geometrical configuration, it is concluded that aystem cali-

bration dootrine using a closed loop capability should include wherever possible firings of a
few rounds at each of a number of selected points in space chosen to give equally weighted

exposure of the most probable bias sources. This firing might be done each morning, or
sfter moving into a new position, to obtain as much precalibration of the system as possible

prior to engagement of an enemy target. This would leave variables of the hour such as wind
for combat correction. Precombat calibration using internally generated artificial target
paths with actual firing represent an extension of the fixed point firing mode.

2.2.2 Analysis of Frankford Aircraft Capabilities Test (FACT) Data

This data includes experimental records of five types of attack paths of aircraft
delivering munitions. The data i8 summarized and examined from the point of view of
consistent and predictable patterns. Charts of heading, dive angle and velocity do reveal
patterns which can be utilized in prediction algorithms. Target velocity and rate of change
of altitude are shown to be closely interdependent on a ''total energy'' basis, and this fact
can be used in prediction. The relationship is a special case of the ''state space" description
of the aircraft motion, which is a promising line for additional improvement of the prediction

process.

Testing of the data for predictability and use of the data to test candidate prediction
algorithms is demonstrated by application of the simplest prediction aigorithm, - extrapola-
tion based on the assumption of constant target velocity in each coordinate. The computed
prediction errors obtained by this simple predictor serve as an upper limit of error against
which more sophisticated predictors may be compared.

Testing of a ''defense of known point' predictor against the FACT paths reveals
comparatively poor performance, especially in elevation, suggesting that against aircraft
targets, the algorithms as originally presented should be modified if they are to be useful.
However, this set of computations reveals an unexpected and possibly exploitable character-
istic of the attack paths as viewed from the ground target being attacked.

A remarkable consistency appears in the turning schedules used by aircraft in the
test during the turn into an attack pass, and the breakaway after weapon release. This may
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or may not be exploitable in prediction, and the relatively small number of pilots involved
makes it difticult to generalize from personal habits to taught doctrine.

The data obtained on airoraft flying 'laydown' delivery passes indicates very high
predictability of these paths, provided only that the target can be acquired and tracked at the
very low altitudes involved.

2,2.3 Roocket, Rocket-Assist and Predicted Corrected Projectile Systems

.In Section 5 an attempt is made to identify the potential advantages of rocket pro-
pulsion in the projectiles of predicted fire systems. Such projectiles offer the potential of
shorter flight times to specified ranges and/or lighter fire unit weight for given payload
delivered to the target and weight of ammunition consumed. The higher velocities may also
be obtained without serious penalties in tube life of the launching gun.

Although these potential advantages are confirmed by preliminary analysis,
computations indicate that the time of flight advantage and its effect on improved probability
of hitting may be lost unless angular and time of flight dispersions of the RAP rounds can be
brought down to values typically expected of unboosted gun launched fired projectile systems,
exclusive of fire control errors.

Some computations are developed, using a simple effectiveness model to compare
rocket-boost solutions against conventional solutions in 35-40 mm caliber normalized to
approxin.ately the same fire unit weight by limiting the average recoil force of firing over a
one-second burst. The best RAP solutions and the best conventional solutions develop about
the same target kill probability per burst and the same weight of ammunition consumed per
kill. These results are obtained assuming RAP dispersions greater than gun dispersions by
a fector depending on the fraction of the total projectile velocity derived from the rocket
motor.

In attempting a cost comparison, it was judged that the more complex RAP rounds
would cost moure per kilogram to manufacture than would conventional full caliber pro-
jectiles, with unboosted sub-caliber discarding sabot rounds occupying an intermediate cost
position. On this basis, none of the solutions involving rocket elements was judged to be cost
competitive with unboosted solutions in terms of dollar cost per target killed.

ol Nt ? S Aanli AL 290

The computations of this comparison were intentionally kept at an elementary level,
so that rocket enthusiasts who feel that the assumptions regarding the RAP rounds are unduly
pessimistic can easily modify the computations as they may desire.

A

2-11

__w



(RE SRR AR B ¥ A e mw}
4
o

T TVEpeT .

R U S AL A khe it = - AR LS A B

Sl o B S

S P T A

TIPTTR IS ALY U e e

' o TWPTTIVEDE OIS (W Y Ry

L B A

A preliminary analysis was made of & rpredicted-corrected" projectile system, in
which projectiles are guided in flight, by the cimplest and most inexpensive control package
feasible, to fly minimum energy trajectories to the target. This concept combines a con-
ventional prediction aigorithm with a guide beam, or track and command system for the
projectiles. The posslbility of utilizing a "closed loop" function at the terminal end of the
trajectory is also introduced to eliminate the boresight errors which habitually plague

two-sensor systems.

The estimates suggest the ballistic feasibility of a gun-fired projectile without rocket
boost, capable of effective performance to extended ranges (7 to 9 km). The required gun
size is ultimately determined by the estimated weight of the control package on each pro-
jectile. This determines the projectile weight, together with warhead weight, and in cone
junction with the muzzle velocity required to attain the desired ranges fixes the gun caliber
required to produce the specified muzzle energy. Preliminary design of a control package
to serve as a basis of weight estimates was beyond the scope of the present effort, but it is
suggested that a solution may be obtainable in a gun smaller than 75-mm caliber. Rocket
and RAP solutions are also competitive at this top level of comparison.

Since the predicted beam can be constrained to change its direction relativity slowly,
the lateral acceleration requirements on the projectile are modest. In a worst case, if the
target maneuvers violently, the projectile acceleration need not exceed that of the target by

more than a small margin.

Some computations of the beam width required of the target tracking sensor to sense
both projectile and target in the terminal phase in time to accomplish a terminal correction
for bias are given in Appendix B. This function appears potentially feasible, and since bias
sensings can be made and applied sequentially as in "closed loop'* operation of an uncontrolled
projectile system, subsequent projectiles will benefit from bias corrections made on the
first shot, even In those cases where the terminal command to the first projectile s not made

in sufficient time to allow reallzation of the first correction.

A syatem concept using an unboosted but controlled rocket projectile instead of an
unboosted gun fired round can be similarly configured, with savings in fire unit weight, but
without the gun's ability to fire either controlled, or conventional ammunition. RAP

solutions are not y=t excluded,

It is suggested that the general concept has sufficient attractiveness to justify more
definitive systems analysis and preliminary design.
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2.2.4 Defense Against Standoff Munitions

Section 6 constitutes a review of the possibility of successfully engaging standoff
missiles by local defense fire units. Principal emphasis is on the problem of defeating the
warheads of such munitions by penetrating the cases. For preliminary estimates, the
probability of detonating the high explosive after case penetration is approximated as an
additional penetration requirement.

Computations indicate that these assumed terminal requirements can be achieved at
desirable ranges with guns of acceptably small caliber. This conclusion results from the
assumption that although a warhead designer can make head-on case penetration very diffi-
cult by thickening the forward warhead section, he cannot similarly thicken the warhead
sidewnlls without drastically impairing the warhead effectivenesa. Hence in an Army
defenee configuration, where modest angles of projectile impact off the target longitudinal
axis are possible, significant terminal potential of high-density sub-caliber rounds is
indicated.

Detection and tracking of small high velocity standoff missiles at high angular deriva-
tives may be difficult, and this aspect of the problem requires further treatment, using
experimentaliy determined standoff munitions signatures to applicable sensors., On the
other hand, the trajectories flown by the munitions should be much more predictable than
those of aircraft, and optimum algorithms can be determined from experimentally recorded
trajectories of standoff munitions employing typical terminal guidance modes.

2.2.5 Countermeasures Resistance

The problem of system design to minimize its vulnerability to enemy countermeasures
is addressed in Section 7. A surprisingly comprehensive ''state of the art survey' is
achieved by assembling extracts from Aviation Week reports on the Mideast war. This
summary reconfirms the value of guns as elements of air defense systems which complement
surface to air missile defenses. The value of multiple sensor types and operational modes
of the defense complex (s noted as a means of providing resistance to countermeasures,
introducing uncertainty in the enemy's estimates of attack effectiveness and probable losses
of attack vehicles, and imposing on him a logistic burden {n combat for countermeasures
equipment, and an R&D manpower burden in pursuing the '"wizard war.,"

Since angular tracking data can be obtained passively either with FLIR or by visual
tracking in a back-up mode, target range data remains as the single predicted fire element
sensor input which can no longer be obtained passively since optical range finders have been
abandoned. A method 18 therefore Arscribed for obtaining target range continuously by
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exchanging angular tracking information among two or more fire units. There is a problem
fn acoomplisking target acquisition by multiple fire units within the limited engagement time,
and a method is described for reducing the search problem of cooperating stations to search
in a single coordinate rather than two coordinates. The method is applicable to visuul or
FLIR tracking by cooperative stations, which should provide range accuracies equal to

that of radar or laser range finders, and to blind "track on strobe" of a jamming aircraft,
which would provide usable but less accurate range information. Generalized graphs are
provided which allow standard deviation of range error in the general case to be determined
as a function of angular tracking accuracies of two cooperative stations.

The German World War II conclusion that air defense units must have a self-defense
capablility against attack by ground forces 18 reconfirmed by the indications of the Aviation
Week extracts that if a forward air defense cannot be neutralized from the air, it will be
assigned to ground forces for direct attack.

It is also noted, with support from the FACT data, that the simplest, and final
*back-up' mode of a fire unit in self defense against air attack is to shoot directly at attack-
ing aircraft with zero angular lead except for approximate correction for gravity drop, and
that this mode for this attack path will apparently continue to have its historically demon-
strated effectiveness,

2.2.6 Cost Considerations

This section continues the build-up of a cost '"data bank' applicable to air defense
systems, initiated in a prior report in this series. The rapid and continuing increase in
military personnel costs per man per year is noted. This has two major implications,
(1) in peacetime there is a critical trade-off within constrained budgets between hardware
costs and personnel costs, and (2) complete systems analyses, and, at a higher level,
weapon system planning, must consider how to transition from peacetime constraints to _
wartime conditions in the event of a major conflict. These considerations are beyond the
scope of this report.

Cost data of varying reliability is also assembled on missiles and missile systems to
provide an approximate preliminary reference agalnst which predicted fire system costs may
be compared. The cost advantage of gun syst#.. = ver missile systems, even within ranges
of comparable effectiveness, tends to be reduk,\‘gd ’.s the guns are given seusor packages for
target acquisition and tracking at night and in inclement weather. It is considered essential

that designers of predicted fire systems maintai~ as a primary objective the achlevement of
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designs that will economically and effectively complen.cit missiles systams to yield a
defense complex at lower cost than that which might be provided by missiles alone.

2.2.7 Simulation Verification

An orderly procedure for verifying the correct operation of the principal modules of
the Litton simulation is developed in Section 9. The basis of the method is the choice of a
series of test problems for which the correct results can be computed separately and com-
pared against the simulation output.

2.2.8 Program Recommendations

The final sections of this report contain program recommendations for data acquisi-
tion, system test, system analysis and advanced and exploratory development. These
sections daveiop the findings of the prior sections in more specific detail.
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SECTION 3
CLOSED LOOP PREDICTED FIRE SYSTEMS

Adjustment of fire against surface and aerial targets by visual observation of the
fall of shot, tracer, or burst position, has been a part of the firing doctrine of artillerymen
for generations. This closure of the loop via human observers in the case of antiaircraft
fire has been outpaced by the increase in target speed, the shortening of the duration of the
engagement, and "blind" firing with radar under conditions when visual observation is
impossible.

Three factors have brought loop closure by projectile observation back into
prominence. These are (1) the ability of modern sensors to measure the projectile miss
distance, (2) the ability of modern digital computers to process the miss observations and
apply the corrections in a sophisticated manner, (3) demonstration that fully automatic
closed locp operation s in fact feasible by the General Dynamics Phalanx system.

In this section a number of closed loop concepts are analyzed, considering sensor
characteristics, projectile signatures, data processing algorithms, and system performance.
The concepts considered by no means exhaust the variety of possible solutions. If current
interest in this type of predicted fire system is msaintained, it is probable that many addi-
tional concepts will result from the application of the inventive ingenulty of the military
technological Lommunity.

3.1 RATIONALE

The most prominent characteristic of a closed loop system for predicted fire weapons
is the time lag between the application of a correction, and the observation of the result of
this application in terms of miss distance at the target. The lag, of course, results from
the finite time of flight of the projectile.

The gun/target geometry changes so rapidly in an antlaircraft engagement that loop
closure will be effective only if corrections are applied to error sources which are relatively

i
i
i

invariant over a time interval which {8 long compared with projectile time of flight., Some
error sources, such as boresight errors can be corrected in the coordinate system {n which
they are observed. Others, such as wind or muzzle velocity, require skill in extracting the

JENDWUPY AT

probable error sources, and by data processing assigning the corrections at the proper
points {n the normal lead prediction process, Fortunately, the Kalman methodology provides
& systematic way of doing this.
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It will be obvious that the closed loop function must be superimposed on & normal
open loop prediction scheme.

We note one obvious trade-off to be considered in deciding whether to pay the incre-
mental cost of a closed loop module: the balance of external battery calibration equipment
vs. closed loop correction. Muzzle velocity can be measured directly by separate equipment
for this purpose, or a closed loop module can correct for muzzle velocity bjas. Wind can be
obtained from the Army's meteorclogical net, from meteorological equipment at the battery,
or it can be corrected by a closed loop module. Boresighting of the fire units can be accom-
plished by standard doctrine, or by closed loop.

There are also internal trade-offs. The miss assoclated with a maneuvering target
may possibly be reduced by open loop quadratic, partial quadratic or Kalman predictors,
based on open loop acceleration estimates, or the equivalent acceleration measurement can
be inferred from the closed loop module.

There is, therefore, a trade-off between additional battery equipment to measure
bias sources directly and eliminate them from the system, and the added sensor and com-
puter capability on the mount to infer the same bias source magnitudes from projectile
observation and eliminate them. In the former case one does not {ncur the time of flight
delay between observation and correction, in the latter, one may reduce the amount of cor-
rection to be done in combat by periodic '"calibration” firings.

However the most valuable characteristic of a closed loop system, and the one most
dfficult to quantify in peace time, is that it provides automatic calibration of the fire unit
under combat conditions, Calibration of a fire unit under provlng'ground conditions is quali-
tatively different from calibration fn combat. A mobile fire unit, moving over rough terrain,
and required to go into actidn without time for doctrininal checkout {s vulnerable to boresight
errors, local meteorologicel variations from net data, and other sources of systematic
error which require time to determine and correct by conventional methods. The advantage
of closed loop is that it not only provides these corrections quickly, but that it can, if neces-
sary, develop them during the course of an actual firing engagement.

3.1.1 Historical Perspective

A form of ''closed loop' operaticn was possible with pre-World War II vintage large
caliber antiaircraft guns using a computer, stereoscopic range finder, and time fuzed
ammunition. A battery was initially calibrated by firing at a selected point in space, and
observing the mean position ¢f a number of bursts in angle and range with the stereoscopic
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range finder. Corrections were then applied as "spot corrections" at the computer. This
calibration scheme was sffective: for many years it eliminated an error source which only
during World War II was determined to originate in erroneous computations on which the
ballistic oams of the M-4 series directors were constructed (an incorrect gear ratio had
been used in the mechanical differential analyzer used to compute the 90-mm firing tables).

It was also proposed to sense miss distances at tue target in combat via the stereo-
scopic range finder, and apply spot corrections at the computer. This combat mode was
extremely difficult to implement when several batteries were firing at the same target, and
was further limited by the ability of the range finder operator to accomplish the sensings in
combat to a useful degree of accuracy.

An interesting characteristic of observed fire with a computer was general knowledge
at that time, and reoccurs in modern closed loop considerations: if a time fuzed projectile
was fired with all computer inputs correct except target altitude, the burst position would be
observed to lie exactly on the line of sight to the target.

At the lowest level of sophistication, firing with tracered ammunition and no computer
(Gunner's Delight), provided a useful level of effectiveness for short range weapons such as
the Cal 0.50 machine gun, in sftuations where the angular iead required was no great.

Col. Kerrison's drill for the 40mm gun with the Kerrison predictor (adopted by the
United States as the M-5) clarified a useful characteristic of the tracer '"stream'' as seen by
an observer which we shall use in one of the closed loop concepts described later.

The gunner, with his eye fixed on the target, sees successive tracers sweep by his
line of sight with a direction and magnituda of angular velocity directly opposite to that of
the target. The gunner has no effective depth position at target ranges, but he can see the
tracer stream as "high' or "low" relative to the target. The Kerrison doctrine was for an
operator to apply a vertical spot to bring the tracer stream into the same plane as that
defined by the target veloclty vector and tle gun, and then, hopefully, to observe whether
the stream passed in front of the target, or was obscured by the target, in the former case
applying a spot correction to reduce range input, in the latter, increasing range.

This concept was adapted by Weiss to the Computing Sight M7 (course and speed
"Weisaight') for the 40-mm gun. The sight setter adjusted the setting of the heading arrow
of the sight to bring the tracer siream in line with the target, then adjusted speed depending
on whether tracers were or were not obscured by the target. The relation between obhser-
vation and required correction was unambiguous, and the correction schemes of both the
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Kerrison system and the Weissight worked very well in proving ground firings. It is likely
that neither was operabie in combat with many weapons firing simultaneously.

However, the resolution of miss distances into "in plane" and "out of plane" com-
ponents e fundamental to many of the modern concepts of closed loop, since the two cate- ;
gories of miss component are each associated with an essentially independent category of \ : . .
error source. %

3.1.2 Miss Vector Components

In this section we discuss the error sources which contribute to the miss vectors of
the individual projectiles. The discussion is limited in the present paper to projectiles
which are intended to hit the target, although most of the discussion applies to proximity
fuzed projectiles. Time fuzed projectiles, which are not in current use, require separate
interpretations of effect versus source in some cases.

g
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The terms ''random'’ and '"bias' will be loosely used. If one fires a series of rounds
at a target, and obgerves the pattern of miss distances, the pattern can be described in ;
terms of the position of it8 center of gravity relative to the target, and the shot distribution : r
about this point. Now some components of the miss vector, are truly uncorrelated across >
rounds, for example, the angular "dispersion' of projectiles fired from a fixed gun. Other
components are clearly constant during a firing sequence, for example, an angular bore-
sight error. Still other components of miss may arise from a constant ''source, " but their
magnitude measured at the target may change with the geometry of the engagement, for
example, the effect of a steady wind. Finally, some miss components will vary with i{me
in a stochastic manner, so that successive values will be correlated in time. This category
is sometimes called ""atm wander.' If the correlation time is long compared with the pro-
jectile time of flight, some correction for "aim wander's may be possible by closed loop.

T2 VSN

Miss components of the ""aim wander" type may result from the correlation imposed
on sensor tracking errors by the open loop smoothing and prediction process, or they may s -
result from irregularities in the target path which are not in conformity with the prediction 9
algorithms used in the open loop solution. Considered over a complete firing segment,
however, the "aim wander'' aggregate may be approximated by dividing it into a ""systematic"
and a ''random'' component using Tappert's method. However, we note that if the "aim
wander" can be modelled as a stochastic process with fairly consistent deacriptive param-
pters, across firing passes, and target types, and if it has a long correlation time, the

"gystematic'' component can be reduced by Kalman, or equivalent processing in the computer.
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Possible sources of miss components are listed in Table Ill-1. In some cases, the
magnitude of the effect on projectile miss distance will depend on whather the open loop
solution of the computer has access to estimates of the source, and performs the required
oomputation, For example muzzle velocity "bias'' could be relatively unimportant if the fire
unit had a built-in method of measuring muzzle velocity directly, as is done on the Oerlikon
8$5-mm system. Similar comments apply to wind, air density, and temperature.

Each possible error source is also categorized as to whether its resulting miss com-
ponent is "'in" or "out" of the slant plane defined by the gun position and the target veloci{x
vector. Figure 3-1 shows the geometry of this plane. To be precise, we should give the
"in plane' sources small ""out of plane'' components because of their effect on gravity drop
of the projectile, however this component is so small that we can ignore it in most of the
corrective algorithms.

The target/projectile geometry as viewed by a sensor, or a human observer tracking
the target, s as shown in Figure 3-2. If the bullet has a tracer, a human observer sees a
streak across his sight which is almost parallel to the apparent target direction, the very
small difference in inclination being caused by the gravity drop vector.

As discussed later, with a sufficient number of observations at different gun/target
geometrical configurations, all '"out of plane' sources can be resolved by measuring simply
the minimum ''out of plane' angle of each trajectory. However, to resolve the sources
which cause "in plane' miss components, it {8 necessary to know when the bullet is at the
same range as the target from the gun, We call these '"2-D'' and '"3-D'" systems respec-
tively. Anticipating later results, we also note that stnce a 2-D system obtains less infor-
mation per projectile measurement than a 3-D system, it will require a larger number of
observations over a wider range of geometrical configurations to accomplish equal error
source reduction, even of the out of plane sources, than {s possible with a 3-D system.

We also note that a ''4-D"" system is possible, if the sensor can measure bullet veloc-
{ty at the target., This additional element of informition will greatly improve the efficiency
of the in-plane error source reduction,

3.1.3 Relative Magnitudes of Miss Vector Components

As a preliminary to estimates of the improvements which may be achieved in kill
probability using a closed loop sclution, a few examples are given of the miss components
which may resuilt from various sources. The examples are based on the Oerlikon 35-mm
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Tahle IMI-1. Categorisation of System Error Components

Type of Error* Orientation 3
Source ; Random | Systematic | "In Plane" | "Out of Plane" ¥
1
Target tracking sensors X X - X i 4
Mount levelling - X - X i
Boresighting - X - X 3
Ammunition angular dispersion X - - X £
Muzzle velocity variations X X X - 3
.
Gun vibration and tube whip X - - X 14
Juwnp and launch tip-off X X - X ¥
Tube heating sag - X - X 13
Projectile weight variations X - ¢ - q
Wind X X - X
Aflr density - X X - § 2,,.’
Temperature (mostly powder) - X X -
System '"instrumentation' X X X X
errors including servo lags,
converters, computational
accuracy, approximations etc.
Target path X X - X
sDepending on time of flight and the length of the firing segment, error sources with X's .
in both components may cause miss components which may be assigned to both "random" X
and ""bias" columns, in a proportion that can be computed once the power spectral den-
sity of the variation is known. N
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Figure 3-2. Miss Vector Projected in Sight Plane
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gun, since it is the only modern weapon for which a fairly compleﬁ set of ballistic tables is
on hand.

3 Figure 3-3 shows the lateral deviation in metors caused by a 10 metar/second cross
wind. The effect 18 relatively independent of quadrant elevation, and depends primarily on
slant range. Figure 3-4 shows the change in time of flight associated with a 10 meter/second
‘change in muzzle velocity. To convert this to miss distance at the target, it is multiplied by
target velocity times the sine of the angle between the velocity vector and the trajectory
direction, and is a maximum at midpoint.
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Expressions for the effect of air density, projectile weight, etc., will be found in the
first AFAADS report.® Small changes in projectile weight are probably of minor {importance.
A slightly underweight projectile emerges at a slightly higher muzzle velocity, but slows i3
down more rapidly; the effects compensate in part, and there is & range at which the net
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effect is zero.
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An average time of flight vs. range curve for the Oerlikon is shown in Figure 3-5.
For present purposes, the variation with quadrant elevation can be ignored. B

~r

- The effects of a number of error sources in terms of miss at the target are summar-

fzed in Figure 3-6 for "bias" components, and in Figure 3-7 for "random' components.

Those components affecting time of flight (""in-plane components'') are shown as computed at

target path midpoint. Note that at midpoint, a 20 m/8 muzzle velocity bias would have about

the same effect as & constant 3-mil angular bias. f
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To estimate the prediction error resulting from sensor noise for radar, we assume
a mean standard deviation of tracking error laterally and vertically of 1.50 meters, inde- i
pendent of range. For FLIR tracking, we assume a standard deviation in each angular j
coordinate of 0.30 mils. For the head-on paths used in later computations, range errors
have a minor effect on prediction errors, and are not considered in this section. The vari-
ance of prediction errcr {8 estimated, assuming a "linear" predictor, according to the A
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expression

(orp/oo)z = 1420 /Ty + 2(tp/'r$)2 @.1)
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Figure 3-6. Time of Flight vs. Slant Range
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where

Q
]

variance of prediction error

Q
n

) variance of sensor error

-
n

time of flight

=3
"

computer smoothing time,

Figure 3-8 shows the resulting standard deviations of prediction error from this
source vs, slant range with 1-second smoothing, and Figure 3-9 shows the effect of t p/ 2
smoothing. Note the advantage of increasing smoothing time with time of flight in minimizing
~ this component.

The error component is correlated in time because of the finite band width of the
tracker, the signature variations, and the smoothing interval. We divide it into two com-~
ponents using Tappert's method. The smoothing time {s probably the dominating factor
(narrowest band width).

1

If a burst of duration Tb is fired, Tappert's method gives

2. 52,@3T/T,

" " t: =g 3.2
Bias'' Componen opb b 3.2)

© hamiia ein e e S D v et St i MR O s b S R e h st < e

2 _~(2/3) Tb/Ts

"Random'* Component: ¢ = apz 1-e

or ) @3.3)

The characteristics of aircraft flying attack paths of various types are discussed
extensively in Section 4 of this report in which the FACT experiments are summarized.

The FACT data indicates that on some target runs, the target accelerations perpen-
dicular to the target path are so small that their effect is difficult to separate from the
measurement errors of the tracking radar employed, about a 3 -5 meter standard deviation,
The velocity increase on a diving path is just about that waich would be expected from the
projected component of gravity, and is correctable in the computer.

In constdering the components of miss which stould be associated with ''bias’ as com-

o araali Y mmE L e

pared with ""random errors' over a firing segment, a proper analysis requires a more pre-
cise determination of target accelerations, with tracking noise removed. It is hoped that
this data will ta available in the near future,
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For the present assessment, we assume that the target path is characterized by a
mean acceleration which lies between about 0.0 and 0.4 g; (0 to 4 motars/aocz). Variations 3
about this mean are assumed to be slow, so that there is no increase in the random com- »
ponent of miss from this source. With autocorrelations of the target acceleration available,
one could consider the effect of using quadratic or Kalman prediction, both of which would
reduce the mean acceleration, and increase the random component.

Figures 3-10 and 3-11 show the ''maneuver bias'" vs. range, under the above assump- '
tions, and for the two smoothing types considered. Obviously, the shorter the smoothing
time, the less lag there is in following the maneuver, but at the expense of sensor noise.

At about
previous fi - beyond a rang  “about 3 km. An optimistic view is that (1) on many
attack paths, the mean accelerativa during the attack pass is less than 0,10 g, and (2; the
acceleration itself changes slowly enough (5 to 10 second half period) so that eithor a Kalman
algorithm or a partial-quadratic correction will eliminate the bias, with acceptable increase 3§
in the random component. A pessimistic view i8 that the best pilots with the most modern -
"maneuver bombsights'' will be able to generate an acceleration pattern during the attack
pass that will not permit acceptable hit probability with any prediction scheme beyond about
4 km. However, based on data now available, it does appear that this {s an unduly pessi-
mistic view of the problem of hitting targets on dive bombing passes, delivering unguided
bombs. The FACT program will, it is hoped, soon place this conjecture on a factual basis.

_ ~euver miss dominates the other bias components shown on

Finally, we consider "boresight" or ""system calibration' errors. This is a major
unknown at the present time. When a fire unit moves into position, if the crew goes through
the established boresighting and system calibration doctrine, errors of this type should be
very small. In fact, considering the '"fog of war'' and its associated adverse weather,
emergencies and stresses on the crew, it would seem unduly optimistic to count on proving
ground precision of system calibration, under 2ll operational circumstances. Figure 3-12
suggests how the probability density of boresighting and other calibration biases might
change under adverse conditions. A few observations informally reported on predicted fire
systems under peacetime conditions suggest that even in this benign environment, proving
ground boresighting accuracies are not met uniformly in the field.

[ PSS X WY

8.1.4 Is a Closed Loop System Worthwhile ? i

A closed loop system can reduce only those '"bias" sources which persist for a time
interval which is long compared with the projectile time of flight, As ncted above, the tar-
get may be a major source of displacement of the center of the shot pattern. Hence a
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Figure 3-12. Probability Density Function of Typical ""Calibration Bias"

reasonable question to address is: how large must a potentially correctable component of
the miss vector be, in order to devote effort to its elimination?

To {lluminate this problem, we use a simple analytic model to compute target kill
probability. Althbugh the problem could be run on the Litton simulation, the analytic model
is preferred at this point because it exposes the details of how the various parameters affect
the kill probability, The model is based on Oerlikon weapon characteristics but applications
to other weapons can be easily made.

The attack path is based on the FACT data, which indicates that for current dive
bombers, a 10-second relatively straight path segment is expected.

For this simple analytic model we assume a target delivering an unguided bomb by
conventional dive bombing. The gun is assumed to be at the ground target.

The flight path 18 shown in Figure 3-13. The target maneuvers into position, comes
"down the chute'' then breaks away. We assume that the maneuver into position and the
break are at high enough accelerations so that they are low-payoff firing segments.

The maneuvers in the chute are relatively mild, and are treated as a variabie
parameter.

3-17
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Figure 3-13, 8ituation Geometry and Event Times

The fire control system has a settling time T', and 1t is assumed that this is "lost
time' for the defense. T g C81 be zero with a ""defense of known point" algorithm. The first
effective round is fired at Ts. although the gun may have begun firing earlier. The chute
begins at Do, and ends at Dr' The last effective round reaches the target at D e but was

!
!

fired t or earlier.
The effective firing time determinec the maximum number of effective rounds that
can be fired.

- = - / - -
Effective firing time: Tfire [(Do Dr)’ Vil - Tg tpr (8.4)
and if the average shell velocity to Dr is
Var = Dr/tpr 3.5)

the effective firing time is

D.~-D_(1+ (V,/V_)]
T = 0 °r t" "ar - T 3.6)

Vt 8

\
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Although we shall not include the time-varying reduction of bias socurces by closed

loop {n this example, we digress briefly to consider the time relationships for closed loop
functioning.

Given a target release range, we can compute the range at which a round must be
fired to reach the target at this point. This round is termed the "last effective round." If

the target begins its attack run at less than this range, clearly there will be no effective
rounds.

The closed loop correction applied at the time of firing this last effective round is
based on whatever round is at the target at that instant. This is the last correction that can
be effectively utilized, hence we compute the range at which it was fired to establish the
target range at which the last usable round for correction is fired.

These ranges are shown in Figure 3-14, vs. release range. Also shown is the target
range at the start of the firing run assuming a 10 second run, also as a function of release
range.

i For the assumed ballistics, "effective" firing can be conducted (subject to degrada-
tion of hit probability with range) against this assumed target, for release ranges up to
5.2 km.

However, if the closed loop operation is limited to measurements made on the firing
segment, closed loop corrections will be usefully obtained only for release ranges less than
3 km,

The ''10 second target path'' line applies in this case only after the computer has i

RPN Ty

settled, i{,0., after one "smoothing time. "

s L

This {llustrates the advantage of the VIS".‘A@ algorithm, which allows closed loop
corrections to be obtained even though the target is maneuvering, and while the computer is
settling. With a VISTA loop, the system should be capable of delivering effective corrected
fire for release ranges out to 6.2 km., VISTA is discussed in the section of this report on
closed loop algorithms.
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Figure 3-14. Event vs. Range Relationships

Assuming that a VISTA loop is employed, we can plot total firing time of effective
rounds, vs. release range, as in Figure 3-15, where the 10 second target path limit has
been plotted for zero smoothing time, 1-second smoothing time, and smoothing time equal
to one half time of flight. ’

From Figure 3-16 we can read, for example, that if release raunge is 3 km. we have
4 seconds of effective fire with a computer settling time of one half time of flight, 5 seconds
with 1-second settling, and 68 seconds with zero settling. The last case may be considered
to correspond to a "'defense of known point' algorithm, which requires no settling.

The fact that one second settling gives more firing time than settling in one half time
of flight must be balanced against the greater sensor noise amplification of the 1-second
- smoother, as shown in subsoquent sections,

To compute kill probability, a release range is selected, and the gun firing time
determined. This gives the number of rounds fired. The vulnerable area is obtained by
multiplying target area by the probability that a hit produces a kill. The variances involved
in the probabtlity computation are taken as average values for simplicity, computed at the
average range at which the projectiles reach the target.
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Figure 3-15. Firing Time vs. Release Range 3
Table II1-2 shows firing time for various release ranges, and Table III-3 shows the ’
g

average range at which the projectiles reach the target.

Y

Only one i‘elease range example 18 workec: it is simple to extend the computations to

other cases.

Computations of target kill probability are provided in Table III-4 for a release range
of 2 km. The case i8 worked through for the radar and FLIR sensor noise assumptions, and
for two filter types. The gun system is assumed to fire 20 rounds per second, each of which
has a 0.50 probability of killing the target if it hits, For this head-on aspect the target area
is represented by a circle of radius 1 meter. :

R SV ORI WY

The build up of the "random' and "bias' variances is shown,

The firing time is sufficiently greater than the predictor smoothing time, so that all
of the prediction error resulting from sensor noise is assigned to the random variance

budget.

The kill probabilities are computed from the following relations.
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Table M-2. Firing Time vs. Release Range

Firing Time (Seconds)
Computer Settling Time |

D, (km) D, (km) 0 Second 1 Second tp/z

7.5 6 0.8 0 0

8.6 4 4 3 1

5.6 3 L 5 4

4.5 2 8 ( 6
3.8 1 ] 8 7.8

Table ITI-3. Average Range vs. Release Range
Average Range (km)
Computer Settgng Time

D, (km) 1 8econd tp/2

] NA NA

4 4.3 4.1

] 3.6 3.3

2 2.7 2,5

1 1.8 1.7
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Table IlII-4, Computation of Target Kill Probability

Release Range (2 kum)

Sensor Radar FLIR
Smoothing 1 Second tp/2 1 Second tp/ 2
Firing Time (Sec) 7 6 7 ]
Av. Range (km) 2,7 2,6 2.7 2,5
Av. Time of Fit, 3.3 3.0 3.3 3.0
No.of Rounds Fired 140 120 140 120
n pc (Pc = 0,50) 70 60 70 60
Random Variances of Prediction
Error (Meter)2 Source
Tracking 64 30 20 9
Other (2 mila) 29 26 29 256
Total (%) 93 86 49 34
Variances of '"Bias" (Metar)2 Source
Tracking 0 0 0 0
Wind (5 m/s) 16 16 16 18
Boresight (1 mil) 7 6 7 8
Maneuver (1 m/s>) 84 ‘121 64 121
Total (0, %) 87 143 87 143
Variance Ratio (a/crb)2 1.08 0.38 0.56 0.24
(npk/20'b2) 0.40 0.21 0.40 0.21
Target Kill Prob, 0.17 0.13 0.20 0.14
Opt. Random Variance Ratio (cr“/crb)2 0.36 0.25 0,36 0.28
Max. Kill Prob. with Given Bias
Variances and Opt. Disp. 0.22 0.14 0.22 0.14
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Arbitrary bias and dispersion variances:

(E)
X=3 TIREN) 6.7

=1
where
E = nazpc/(az + 20‘2) (3.8)
= (crb/a)2 38.9)
K = probability of killing the target
n = number of rounds fired
& = target radius

Po = probability that a hit produces a kill.

Q
i

variance of "random' mias components

Q
"

b variance of '"bias'* miss components

Approximate solution for optimum "'dispersion'':

S et ettt
& LT ) a

(o")2 = "optimum" variance of random miss components
.10
mzpc 1/4 3.190)
(o*/0.) = |(8/25)
b 20, 2
%
mzpc 1/2 ) ns‘21:.‘3 1/2
K=1- 14| —5 " |— (3.11)
b b

In all cases except one, the "optimum'' random variance is not greatly different
from that obtained from the variance buildup, and is, in fact, for three of the four cases
slightly too large. If the random components of miss are reduced to the optimum, kill
probability is improved by from ,01 to .05. It will of course be recognized that the achjev-

ent of ""optimum' dispersion at all firing points is unlikely.




Table III-8. Comparison of Kill Probabilities

Sensor Radar FLIR
Smoothing 1 Second tp/ 2 1 Second tp/ 2
Kill Probability
Original Parameters 0.17 0.13 0.20 0.14
Original Bias with
Opt. Disp, 0.22 0.14 0. 22 0.14
All Bias Except Maneuver
Bias Removed, Opt. Disp. 0.28 0.18 0.28 0.16
All Bias Eliminated,
Orlginal Dispersfon 0.31 0.42 0.51 0.59
Maneuver Bias and 3 mils
: System Bias with Opt. Disp. 0.17 0,12 0.17 0.12
Maneuver Bias and 4 mils
System Bias with Opt. Disp. 0.13 0.10 0.13 0.10

In Table I1I-5 the results of some perturbations of the original parameters are shown,
Eliminating all bias sources except target maneuver and using optimum dispersion, kill
probability is improved from 0.22 to 0.28 in two cases, and from 0. 14 to 0. 16 in the
remaining two cases.

It will be noted from Table III-4 that the tp/ 2 smoothing results in a smaller random
variance budget, but its lag increases the maneuver miss with a net effect of reducing kill
probability over 1-8econd smoothing. However, as shown in Table ITI-5, if all bias sources
were eliminated, and the original dispersion budgets retained, tp/ 2 smoothing would give
significantly higher kill probabflities. A generalized form of Kalman filtering could also
accomplish a change of effective smoothing time with range,

Increments of system bias of 3 and 4 mils were then added as representative of
""combat operational degradation to the maneuveribias, and the kill probability was com-
puted with optimum dispersion. There is an appreciable, and progressive reduction in kill 1
probability, as bias 18 increased to these values.

3=-25
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Considering that a change in kill probability from 0.20 to 0. 22 represents a 10%
improvement in effectiveness, and that a 4 mil system bhias in addition to the assumed man-
euver bias cun reduce kill probability from 0.22 to 0. 13, there does seem to be & good justi-
fication for minimizing bias sources,

Noting that the lag associated with a linear predictor against even a mild maneuver
has a more serious effect in this example than the reduction in the effects of sensor noise
obtained by smoothing, there is a strong indication that a slightly more sophisticated pre-
diction algorithm would be desirable. Depending on the autocorrelation of the target man-
euver, a good compromise algorithm would reduce the maneuver bias, somewhat, at tho
expense of amplification of tracking noisc.

Finally, we observe that in this computationz] exumple, in which the target {s flying
directly at the gun, the system is not degraded by muzzle velocity bivs, or other "in-plane'
error components. To this degree, the computed results of bias elimination are

conservative,

3.1.5 General Conclusions with Regaid to Bilas Reduction

In Figure 3-16 we show the probubility of killing u target, given the number of
rounds fired, the target size, the varfance of systematic error, und the probability thut a
hit kills the target, ull for the cases where the rundom component of miss (dispersion) is
optimized.

We can make some general observations from this curve. Its slope 8 close Lo unity
over what is likely to be the operating runge of any gun system,

Since the abscissa i8 inversely proportional o the bias variunce, a reduction of a
given smull percentage in the standard deviution of bias will produce double this percentage
incrcase in kill probability. Since this relation holds over the range of interest, it is {nde-~
pendent of the magnitude of the bias varfunce, It holds whether target maneuver bias is

large or small,

As a rc .gh rule of thumb, if a 10% increase of probability of kill is sct as u criterion,

then this 18 equivalent to a 10% reduction in the aggregate bias varfance. Ience any source
which contributes more than 10% of the total becomes a candidate for elimination.

This suggests that even when the errors caused by unpredictable elements of the tar-

get path may be large, the system 18 still significantly {improved by eliminating remcdiable

bias sourccs which individually have a much smaller cifect,
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. Finally, we note that the shorter the time of flight of the weupon the less the
mansuver biases will be, and the larger the proportion of the whole that will be represented
by sources independent of time of flight, such as boresight errors. :

2

The decision as to whether a closed loop system i8 desirable therefore seems to rest
on two factors. These are (1) the predictability of the target path, and (2) the expected mag-
njtude of the effects of correctable bias sources. The FACT data indicates that on many
current dive bombing attack paths, the target maneuver component of miss variance is not
greater by a factor of ten than a conservative estimate of the contributions of "normal" cor-
rectable bias sources. On this basis, closed loop offers the potential of at least 10% improve=-
ment in kill probability. On the other hand, bias sources of an ""abnormal' but correctable
type appearing in field operations, and, as yet, unquantified, may be much larger than
"normal'' expectations, so that the result of eliminating them will be a gain of much more X
than 10% in kill probability,

Taking a pessimistic view of the difficulty of field calibration, and assigning the
remediable biases a standard devia.i.u of 4 mils, their removal would more than double

s

"

T TS TR VP AR T W Dy
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b

pos s

target kill probability, even if the target maneuver bias were not eliminated. Reduction of
the target maneuver bias by sophisticated prediction algorithms could raiss this factor to a
threefold increase. E

On net balance, a conservative judgement is that a closed loop system offers signifi-

cant potential in improvement of system effectiveness.

3.2  SENSORS | F.
An estimate of the statc of the art in sensing projectiles by various sensor types is g
provided in Table III-6. This estimate i8 conservative; demonstrations probably exist which :
are not known to the writer,
The feasibility of a complete closed loop system using radar has been demonstrated
~ by the Phalanx system. The ability of centimeter radar to measure projectile miss dis-
tances has been demonstrated by the MIDI system,

s o v g8 .-

O T . e

Projectiles with tracer elements are easily observed visually, since the tracer is
designed for visual observation; they huve also been observed in TV tracking and miss
observation systems (including a miss measurement system based on angular measurements
praduced by Oerlikon), and there is no reason to doubt that tracer of the proper composition

YT I E L L SRR
, w0 TrFCTTTTATR T PWET AR MLl TIPSR L e —

can be observed on a FLIR sensor. However, for a full 3-D system, tracer observation
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Table I1I-6. Methods of Sensing Projectile Miss Distances

State of the Art
Sensor Angle Sensing Range Sensing Demonstration
Radar (Centimeter)
Range Gates Yes Yes Yes (MIDI)
Doppler plus Range
Gate Yes Yes Unknown
Radar (Millimeter) Yes Yes Not yet
Laser Range only No Yes Not yet
FLIR plus Laser Yes Yes Not yet
Visual (Eyeball Mk I) Yes No Yes
(requires tracer)
TV/LLLTV Yos No Yes
(requires tracer)
FLIR alone Yes No Not yet !
(requires tracer)
Optical Nadar Yes Yeos Not yet
Visual with Optical |
Rangefinder Yes Yes Yes
(WW<II M3A2 director)
{(requires tracer)

iy A 8 i e A s A e 12 duis

\

requires an gssociated range measurement, with correlation problems across the sensors.
Some concepts for sensor configuration are discussed below. The problem of projectile
signature for each sensor type 18 developed in a subsequent section.

3.2.1 Radar

A 3-D radar solution applicable to closed loop predicted fire systems has been
demonstrated at Fort Bliss, It consists of a imnonopulsc 9-10 Ghz (3 cm) radar which tracks
the target and senses projectiles near the target. The projectile signals are separated from
those of the target by using two narrow slave range gates on each side of the targct range

gate, Pulse width is about 30 nanoscconds, and gate depth is about 5 meters, with 10 maters
spacing between the three gates.

3-29
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Projectile misses within about 50 mlils of the target are sensed.

It is reportad that the demonstration system had a beam width narrower than desired
and an excessively long pulse width, so that wide misses could not be recorded, and a maxi-
mum rate of fire of 600 rounds per minute was a limit. With the objective pulse width, it
was expected that the system would handle 3600 rounds per minute, “with 20 strobes per pro-
jectile in each passage of a gate at a prf of 1480,

Computations of miss distance were done in real time with a minicomputer.

Since this system wes intended to measure miss distances accurately as a replace-
ment for the cumbersome existing multiple cinetheodolite optical system (originally devel-
oped in 1944), the antenna system was calibrated in 1 mil intervals before use. This pre-
cision might not be required for a closed loop fire control system.

The demonstration showed that the system was equal in accuracy to the optical
system, and in this quasi-real time application, reduced data reduction time by at least a
factor of 100. The limiting error source was radar glint error in tracking the target as a
reference, which was estimated to be about 1 mil at 1 kilometer.

Although only a single slave gate would be required to cover miss sensings from a
single fire unit, the paired gates form a fortuitously useful means of allowing each fire unit

to discriminate between miss measurements on its own projectiles, and miss measurements

on projectiles f{ired from other fire units at the same target.

An alternate system might be conceived in which a single range gate s employed,
centered on the target, but with the projectile signatures separated from the target signature
by a doppler velocity gate centered on the projectile expected velocity at the target as deter-
mined by the computer. This type of gate would also discriminate against projectiles fired

from other fire units.

The use of radar sensors for closed loop systems would therefore appear to have a
well established feasibility, the principal disadvantage being the current desire of the user
to have as passive a systemn &s possible.

3.2.2 3-D Systems with FLIR and Laser

The most attractive current system concept of this type which, however, pushes the
laser state of art is considered to be one in which the bullet is illuminated by a pulsed laser,
and viewed by a« FLIR. The miss distance recorded on the FLIR sensing elements must pass
a range gate driven by the laser, which alsc ranges on the target. Characteristics required
for one aystem configuration are as follows:
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Assume a FLIR with a frame rate of about 30 frames per second, operating at about
8-14 microns, with a dwell time per resoclution element of about 76 us. The projectile is
{lluminated by a pulsed laser, probably COg at 10.6 microns, and either has u Callypegian
ba or a corner reflector in the base. It can be seen by the FLIR only if it is {lluminated.
It will be seen by the FLIR only if it 18 illuminated at the instant a scanning resolution ele-
ment includes the projectile.

To ensure illumination at the instant the resolution element crosses the projectile,
the laser repetition rate must be the inverse of the dwell time of the element, For this
example this works out to a repetition rate of 13, 000 pps. For projectiles at a range of 1 to
8 km. the round trip time of a pulse i{s 7 to 40 us. A 10 meter gate would be . 03 us wide.

In theory, therefore, one would use a 13, 000 pps rate, a .03 to .05 ysec pulse, and there
would be no range ambiguity to well beyond 6 kin, which is adequate for closed loop systems.

"Off the shelf" commercially available CO2 pulsed lasers are advertised at a maxi-
mum pps of 3,000, and a pulse width no shorter than 150 us. However, CO2 lasers are only
at an early stage of application to the rangefinder problem. Only one CO2 laser rangefinder
has been located in the open literature.

If the above requirements on the laser can be met, there is an additional requirement
on beam width, since each pulse must cover the field within which one expects to measure
angular misses. The power requirements may possibly be more easily satisfied with a CO2
laser than with current solid state lasers used for operational rangefinders.

Given the above capabilities, the provision of gaies driven by the laser (which con-
tinually ranges on the target) to pass only angular sensings made within the range band about
the target should be straightforward. The problem then reduces to a straightforward one of
data processing, and is similar to the 3-D radar solutions,

The Army is also considering FLIRs for the 3-5 micron region, Off the shelf com-
mercially available lasers of the solid state ND-YAG pulsed type are advertlsed6 with 50
joule output 100 x 10'6 ps pulse width ana 600 x 106 pps, at 1.06 microns. Nelither the 8-14
nor the 3-5 micron FLIRs are narrow bandpass, but the detector sensltivity drops off
rapidly below the design range. Hence it i8 not clear that illumination at 1.06 microns will
provide a sufficiently strong reflection on the 1.06 micron sensitivity ordinate of either FLIR
type.

Many FLIR types are under development, some of which are listed in Table IIf-7.
The requirements of FLIR/Laser coordination will vary with the characteristics of each type
but are believed to be of comparable difficulty.
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Table M-7. FLIR Types 3

Processing Mode Manufacturer State of Art ‘
Parallel Rectilinear Scan Texas Instruments Operational in Airborne 18
Hughes Applications '

Circular Scan Xerox Development for USAF Austere .

FLIR 3
Army Lightweight Airborne -
Thermal Imaging System -
(LATIS) 3
Army Advanced Circular Scan

Thermal Imaging System P 8

(ACSTIS) 12 '
Serial Proceassing Hughes (DISCOID) Development
Honeywell
(TV compatible) 1
|
As a less attractive solution one might consider a low pps CO, laser with very long 1 -
pulse width, i.e., a pulse width of 30,000 us and 15 pps. This would fully {lluminate the
FLIR field on every other frame. There would appear to be practical difficulties in getting

accurate target range data, and in synchronizing a range gate to coincide with the element E
exposure rate of the FLIR in order to isolate projectile sensings within a narrow range gate §-
about the target. If one drives the laser pulse by the ballistics generated by gun firing,

most of these difficulties vanish, but as noted earlier, the system s hlind o errors in the

direction of target motion, although it has a higher data rate against er1ors out of plane.

The fact that it is actlve may make it less desirable than a simple 2~D system that simply

observes tracer in the bullets with the FLIR. This use of long puise laser illumination is

discussed in more detail under '"Computer Timed Solutione, "

3.2.3 Unsynchronized FLIR/Laser Systems

1t is possible that by careful base design, a projectile can be built with tracer that
can be seen on the FLIR and with a high enough laser cross section to be ranged on by a
laser rangefinder. One then acquires two sets of independent data - sequential angular
measurements of bullet traces in the neighborhood of the target, and range vs. time histories
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of bullets from the laser. Not all bullets will necessarily be sensed by both sensors, there
is a severe problem in matching the range sensings to the angle sensings when the rate of
fire is very high, as is typical of a gun air defense system.

It may be possible to use identical time windows (time gates moving in time) for the
two sensors, and to develop a data processing scheme based on averages within the windows.
It may also be possible to relate the sensings within these gates to the gun rate of fire and
internally generated ballistics. One might in this way get an approximate 3-D solution.
However, algorithms to do this have not yet been developed, and at the moment, tha diffi-
culties and approximation required seem to make this one of the less desirable approaches.

3.2.4 Other FLIR/Laser Hybrids

One might imagine a wide-beam laser, range gated short of the target, with a mod-
erate pulse rate and narrow pulse width for range accuracy. When the laser senses a bullet
in its range gate it emits a single pulse of long duration sufficient to {lluminate the bullet
for one FLIR frame. At a firing rate of 3000 rpm, or 50/second, and a bullet velocity of
about 500 m/s, bullets will be spaced on the average 10 meters apart in range. The range
gate would be set short of the target. During the subsequent long pulse of 1/30 sec. all
bullets in the field at whatever range would be illuminated, but only signals returning via
the FLIR within a time gate keyed to the original sensﬁng would be processed. Since two new
bullets would have passed the original range gate during the long pulse, it might be necessary
to provide signal enhancement (reflectors) in say, only one out of five bullets, and accept a
lower data rate.

3.2.5 Passive 3=D System

A potential solution {s the use of an optical rangefinder to determine when a bullet
with tracer reaches the range of the target. In its simplest configuration, an operator keeps
the rangefinder on target, thereby generating range input to the computer, He can be
assisted by regenerated range from the computer. As each tracered bullet passes the target
he sees two intersecting tracks if he is using a coincidence rangefinder, with a stereo
device he actually senses the bullet in range as It passes the target. He can then observe
the miss distance, and subject to his limitations as a data processor, inputs corrections to
the system.

At a higher level of sophistication, the images from the two ends of the rangefinder
base are merged on a TV-type screen which matches the target position. The scanning
process extracts the sensings of the bullet tracer from the two sensors at the ends of the
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rangefinder base, and derives the intersection points, which are transmitted to the closed
loop data processing algorithms. There are obvious problems in angular resolution using a K
short base length.

There are also problems when many traces are present in the field of view at one )
time. However, the system is completely passive, and is perhaps worth noting for this #->
reason. It is, in fact identical in concept with that installed on the MSAS director for the )
40-mm gun in World War II when it was demonstrated to have some capability within about 2
2 km, using only a 36 inch base rangefinder, visual observation, and manual insertion of 3
corrections.

8.2.6 Computer Timed Systems

A concept which handles the miss measurement problem by observing short bursts of
projectiles simultaneously 18 the following: A short burst of predetermined duration is
fired. The fire contro! computer receives the firing time, and when the time of flight to the .
target as determined by the computer's ballistic unit has elapsed a sensor is activated. In
the case of radar, the activation would be on the midpoint of th2 purst duration, the radar
would obtain a weighted average of the positions relative to the taxrget of all projectiles in
its field, and this average would be applied as a corrective input to the closed loop proces-
sing. In the case of a FLIR system, a long laser pulse of duration equal to one frame time
of the FLIR would be emitted, time centered on the burst midpoint, all FLIR sensings of
projectiles during this laser puilse would be recorded and averaged according to the angular
position of the recording elements, and the average wouid be used as an input to the closed
loop processing algorithms. '

These concepts may be attractive from the point of view ¢f relative simplicity of
implementation. They do require that only one burst be in the sensor field at the time of
observation. The systems are also '"blind'' to any biases which result from differences
between the computer generated ballistics and the actual bullet ballistics. Hence they do not
sense miss components resulting from muzzle velocity biases, for example. We digress
briefly to show why this is so.

First consider the function of a computer timed system, when there is a muzzle
velocity bias. For sitmplicity assume a target circling the gun at a range of 2 km and a
velocity of 200 meters/second, with an expected projectile average velocity of 1000 metera/
second, as shown in Figure 3-17,
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Figure 3-17. Effect of Muzzle Velocity Bias

Assume that the observation system starts a clock when a bullet is fired, computes
projectile range versus time from internal ballistics (for the example assume a 1000 m/s
velocity) and calls for an observation of projectile position relative to the target when esti-
mated projectile range equals target range.

The computer computes a 200 mil lead, and the projectile is fired with a 200 mil
lead when the target is at A, along the line GB. If in fact the projectile velocity is 1006 m/s
it will be at the target at B when the observation is called for. For any other projectile
velocity, differing from that assumed by the computer, the projectile will still be on the line
GB at the time of observation, and no angular miss will be recorded. If the projectile vel-
ocity is in fact 500 m/s it will only be half way to the target when observed, and when it
finally crosses the target path 2 seconds later, the target will be 500 meters away. But the
observation cannot be called for 4 seconds instead of 2 seconds, since the internally gener-
ated ballistics have no way of telling that the bullet velocity differs from that assumed.

Hence we say that this aystem is ''blind'' to muzzle velocity biases,

It is also ""blind'' to blases in measuring target range. Consider the configuration of
Figure 3-17 but introduce a rangefinder bias of +200 meters as shown {u Figure 3-18, The
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Figure 3-18. Effect of Bias in Present Range

computer derives a time of flight of 2.2 seconds and generates a lead angle of 220 miis.
The gun is fired when the target is at A. The bullet travels along the line GC. At 2.0
seconds the bullet 18 on the forwvard projection of the target path with a miss of 40 meters.
However the computer does not call for an observation until 2, 2 seconds have elapsed, at
which time the bullet is at D, the target is at C, and a zero angular miss is recorded.

Sinco these computer timed systems do achieve measurements of two angular com-
ponents of miss on each sensed projectile or "flock' (the out of plane miss vector only,
since they are blind to in-planc vector components), they have twice the information rate of
the 2-D systems discussed below, in correcting out of plane miss sources.

3.2.7 The '"Spot" Flare

A system has been suggested in which the bullet contains an ingenious pyrotechnic
component which emite a brief tracer flare at a precisely timed interval after the bullet is
fired. This "'spot'" flare may be detected on a FLIR and the angular position relative to the
target measured. Since the time 18 known, the range can be determined from internally
computed ballistics, and the measured miss projected to miss (if any) at the target.
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Since the system depends on internally generated ballistics it, like the other
computer timed systems, is blind to muetle velocity and range biases,

A few computations suggest that for the system to operate when the target has a high
angular velocity (say 200 mils/second), rather high precision of timing would be required
(. 01 second for 2 mils). On second thought, howaver, it i8 evident that any deviations of the
flare position caused by timing, will be parallel to the direction of relative target motion,
Hence in a worst case of gross dispersions in timing, the system reduces to a 2-D system,
and the only useful measurement per projectile is the minimum angle of the extrapolated
trace relative to the target.

On net balance this concept seems to fall midway between one of the computer timed
systems and the 2-D systems discussed below.

3.2.8 3-D Systoms Using FLIR, TV, Etc.

As noted in Table I1I-6, a number of imaging sensors, including visual observation
can sense a tracered bullet as the target sweeps by the tracer, and the minimum angle
between the tracer and the target can be observed and measured. These are completely
passive systems, requiring no ranging on the projectile, and as we show in the section on
processing algorithms, this single measurement on each of a number of projectiles is
capable of being processed to reduce all sources of out-of-plane error,

The information rate of such systems is lower than that of the computer timed sys-
tems, which are also blind to in-plane error sources, but their relative simplicity suggests
that they be retained as candidate solutions through a complete evaluation. There appears
to be little technological risk associated with these 2-D systems, as opposed to the possible
problems in implementing a FLIR plus laser solution. -

Performance of a 2-D system is developed in some detall in Section 3.4, 86,

3.2.9 Optical Radar

An optical radar would avold the difficulties of FLIR~Laser coordination, and would
retain the advantages of the 3-D microwave radar solutions. Optical radar for this applica-
tion 18 undoubtedly approaching state of the art, and at least one system is under develop-
ment. Since details of proposed solutions are proprietary at this time, it will only be
observed here that the approach is attractive, and highly competitive with the 3-D microwave
radar solutfons and the 2-D passive solutions previously indicated to have the highest
feasibility-capability characteristics.
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3.3 PROJECTILE SIGNATURES AND CROSS SECTIONS

Closed loop systems depend on the ability of a sensor to acquire the projectile ko
signature, and to make useful measurements, We consider three cases (1) sensing of pro- i
jectiles designed with no particular attention to the objective of providing an adequate signa-
ture for closed loop sensing (i.e., "off the shelf" projecules).é (2) projectiles with bases
which have been shaped to maximize the signature for a specified sensor type (''Callipygean"
destgns).@ these projectiles may also be given high reflectivity coatings for use with laser
sensors, and (3) projectiles with some type of signature augmentation.

bbbt il dd Bt R g 2 D EL i
sl s SiAE

Methods of signature augmentation include use of tracer, and the insertion of corner
reflectors in the projectile base.

The ability of radar to obtain useful sensings on some existing projectile designs is
well established. This capability against projectiles without signature ""augmentation'
depends sensitively on the architecture of the projectile base, and on the radar frequency
and the projectile size.

The ability of TV sensors to record tracers on existing projectiles is also well
established. It seems to be a safe assumption that IR sensors will be able to make useful
angular measurements of hullets with tracer, aithough it is possible that some pyrotechnic
development may be needed to fit the tracer spectrum to the IR sensor spectrum, It is
unlikely that an IR or TV sensor will be able to acquire a projectile without tracer or illum-
ination.

The ability of laser systems to i{lluminate and sense a projectile in flight is still in
process of determination,

In the following sections, estimates are developed of projectile signatures for each
of the candidate sensor types,

3.3.1 Estimating Relationships for Projectile Radar and Laser Cross Sections

The radar cross section of a target and the laser cross section are defined identi~
callyv. Following Weinstock,@the signal power received by a radar is, assuming no system
losses
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where
8 = signal power received
Pt = transmitted power
Gt = gain of transmitting antenna

target range from transmitting antenna

2
"

Rt = target range from receiving antenna
o = radar cross section of target
Ae = collecting area of the receiving antenna

The first term gives the power density at the target. The second term gives the
power density of the wave reflected by the target assuming that this reflection is isotropic.

Effect of Wavelength

The reflective characteristics of a target depend on the target dimensions (and con-
figuration) and the wavelength of the {llumirating radiation. These are conventionally dis-
cussed in three regimes:

8. Wavelength large compared with target dimensions (Rayleigh scattering).

b. Wavelength on'the order of target dimensions (Resonance region).

c. Wavelength small compared with dimensiuns (Surface and edge scattering;

optical region).

According to Nathanaon.@

"The optical region in which most radar targets of practical interest reside is
so named since the ray techniques of geometric optics may be applied to the
problem of RCS estimation. Any smooth curved surface nearly normal to the
incident field wil! give a specular return. From a consideration of the power
reduction due to the divergence of the scattered beam, the RCS is found to be

¢ ="R)R,
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where R‘ and R2 are the principal radil of curvature at the surface normal.
In the optical region the RCS behavior with wavelength is monotonic although
the RCS does not necessarily converge to a constant value. The RCS behavior
with wavelength may be classiffed for many simple objects in terms of the
principal radii of curvature at the point where the normal to the surface is
parallel to the direction of incidence:"

1.

A~2 depender

a1 dependence:
Ao dependence:

al dependence:
Az dependsnce:

'wo infinite radii of curvature (e.g., flat plates)
one infinite, one nonzero (e.g., a cylinder)

(a) one infinite, one zero (e.g., a wedge)
(b) two nonzero finite {e.g., a spheroid)

one nonzero finite, one zero (e.g., a curved edge)

two zero (e.g., the apex of a cone).

For laser cross sections, we use the optical approximations, but they must be
multiplied by a reduction factor for the reflectivity of the surface.

Absorption, reflection (including scattering) and transmission account for all incident
radiation in a particular situation,

a+p+1"-1 (3013)

If the mate:ial i8 opaque so that {t transmits no radiation

a ~ absorptivity

p - reflectivity

T = tyanswmissivity

Define

€ v um'onivity

a+p =1 13.14)
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For a blackbody

€=q= (3.18)

Fer passive IR viewing, a high emissivity for the target is helrful. For a laser
target, a high reflectivity is desirable. If the target is opaque, '

Solu©reports that a titanium dioxide coating on a bullet may be expected to reflect
0. 85 of the incident energy.

In the case of trihedral reflectors, for which estimating relations are given later,
three surfaces are involved, hence for laser crcss section astimates the estimates for unit
reflectivity should be multiplied by (p)a.

Most of the published material on radar cross sections is for objects whose principal
dimensions are large compared with the wavelength of the /lluminating radar. In the case of
proje.tiles, the ~caliber and wavelength may be of the same ordsr of magnitude.

In Figure 3-19 is shown the radar cross section of a perfectly conducting sphere as
a function of (27 a/A) where a = radius and A = wavelength. 2w a/A is the ratio of the cir-
cumference to the wavelength. The solution was computed many years before radar, and is
known exactly.

Note the three regions in Figure 3-18: (1) the Rayleigh region where the sphere is
small compared with wavelength, (2) the '"resonance'' region where the dimensions are com-
parable to wavelength (the term resonance results from the oscillating behavior of cross
saction as wavelength changes), and (3) the optical region.

Good, simple approximations are avallable for the Rayleigh and the optical regions;
comnputations for the resonance region are more difficult.

In Figure 3-20 the radar cross section for a sphere has been replotted. Also show.
is the nosg-on radar cross section of an elongated ellipsotd (10:1) which {s given in the
literatu over the section shown by the solid line, and confirmed by experiment. The
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Figure 3~19. Radar Cross Secticn of Sphere a = radius

experimental datz suggests that the oscillations in the resonance region for this body persist
over a wider range of (rC/A) than for the sphere.

Note that the ellipsoid has a larger volume than the sphere for constant axial cross

sectional area, hence the radar cross section is larger at long wavelengths., However, at
short wavelengths it i8 less because of the smaller radius of curvature of the surface at the

pose.

Bodies of intermediate elongations would be expected to fall between the two curves
shown.

A cylinder of 10:1 elongation would have a slightly higher radar cross section that that
of the 10:1 ellipsoid at long wavelengths because of {ts greater volume.

However, at short wavelengths in the axial aspect, the flat face of the cylinder would
develop the cross section shown aa ''flat base.'' No experimental data has been located for
a oylindor end-on in the resonance region.

The rador cross section of a prujectile with a hemisphe.ical base in the optical
region would coincide with that of the sphere.
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Figure 3-20., Radar Cross Sections of Sphere and Ellipsoid

ble I[I-8 summarizes expressions for estimating radar cross section in the optical
reglon.@ Since we are interested in the base-on aspect of projectiles, including only rela-
tivaly sirall angles off the tail, ic is conveniert to refer the radar cross sectior to the geo-
matric cross sectional area of the projectile perpendicular to its longitudinal sx’_ a: < +his
has been dono in Table I1I-9. The flat plute expression must he corrected {'.- -‘«.ou—u‘a!'l . res
when :his s less than 1C2/4, where C = caliber. We use the ratio L/C fo. © ..\{.. ' the
projectile length to its diameter.
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Approximations are also given for the optical cross section of a flat plate at small
angles from normal incidence. These were obtained oy expanding the Bessel function asa
series. The approximate expreseion for large angles from normal for a flat plate is given
a8 a matter of interest, but will not be used.

Siegel's appruximatlox@® for the radar cross section of elongated shapes is given
in Table MI~10. The factor "F" depends on the L/C ratio of the shape, and for projectiles
viewed from the tail aspect, is very close t0 1.0

If the projectile has a tracer element in the base and a tracer cavity, the radar cross
section of the base at high frequencies will be affected. Slege@observes that the result
depends on what is in the cavity. For an open ended tube, with

(2nC/A) =10.0 3.17)

he gives the expression (empirical)
2. 3
o/A% = 0,06 (2xC/2) (3.18)

or
o/A = B (nC/A) (3.19)

He suggests that the variation with aspect to be taken as similar to that of a flat plate
multiplied by an additional cos 4.

This estimate ylelds a somewhat higher cross section for normal incidence than that
of a hemispherical base of equal diameter (for whicho/A = 1.0).

The simple estimating relationshipa given do not account for destructive and construc-
tive interference among shape irregularities and anomalies in the base region, when these
irregularities are of the same magnitude as the observing wavelength.

3.3.2 Estimates of Radar Cross Section of Projectiles

Using the estimating expressions given in the tables, estimates have been developed
for the radar cross section of a 20~-mm projectile, and these have been sketched in
Figure 3-21, as a function of radar wavelength, Radar cross section {8 computed in db
relative to 1 metorz, f.e.,
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Figure 3-21. Estimated Radar Cross Section of 20-mm Projectile
Radar Cross Section in db rel. to 1m2 =10 103100, (3.20)
For the case of a flat based projectile, a boattail was assumed that reduced the hase

area to 70% of the maximum coross sectional area of the projectile. {

Note the sensitivity of the solution to assumptions regurding the base shape. Also '1'
shown 18 one experimental point taken with a millimeter radar (discussed later). 3
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To vide some other factual data points, the radar cross sections given in the
litera for some wild and tamelife are plotted. The points at different frequencies are
connected by dashed lines, but variations between the points will be irregular, since most
of them lie in the resonance region. The birds and the bees are averaged over all aspects.
The worker bee is stated to have a typical dimension of 16 mm.

The measured radar cross section of 4 man over the range 3 cm to 70 cm avevages
about -6 db, and a fighter aircraft nose-on averages about +5 db.

The same method of computation has been applied to projectiles of larger and smaller
calibers, and the results are shown in Figure 3-22. All of the flat base cases are computed
for 70% reduction in cross sectional area at the boat tail.

Three experimental points obtained with millimeter radar are also shown,

To convert these estimates of cross section to probability of detection by a given
radar, assume that one has a specified probability of target detection for the radar ona 1 m2
target at a specified range. Then it will have at least that probability of detecting a projec-

tile at a range given by
ap/Rp4 so/R* @.21)
Logw(np/Rl) > {10 Log, (a'p)]/4 3.22)

The reason for the inequality is that atmospheric attentuation will be smaller at the
shorter range.

Thus if the projectile cross section is =40 db relative to 1 m2, the radar range is
shortened tu about 1/10 of its equiprobability range on 1 mz‘ The right hand scale of
Figure 3-22 shows this factor, which is conservative because it doea not correct for atmos-
pheric attentuation of the signal.

3.3.3 Estimates for Corner Reflectors

One method of improving the signature of a projectile is to insert a reflector in its
base. Table IiI-11 and Figure 3-23 summarize the astimating relationships for corner
reflectora.@
radar cross section is large, and changes only slowly for angles off the axis of symmetry of
the reflector.

The advantage of a corner reflector is that {f it i8 accurately fabricated, the
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Figure 3-22. Estimated Radar Cross Sections of Projectiles vs. Wavelength and Caliber

On the other hand, the accuracy-of fabrication required Is a function of the ratio of
the illuminating wavelength to the length of a side of the reflector, {.e., the angular accuracy
to which the orthogonality of the three sides must be held depends on A /b, where A = wave-
length and b = length of a oide.

At laser wavelengths, this implies optical precision of manufacture.

Figure 3-24 shows the effect of such errors on manufacture on the radar cross sec-

tion, and variation of cross soction with angle from symmetry for a particular corner
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Figure 3-23, Determination of Effective Area of Trihedral

80
| = | aIN |
0 |24 INCuES DEGREES = ANGLE, 0 »
90 0 DEGREES
ECHO LEVEL e A~ WAVELENGTH, ) -
INDECIBELS 59 A Ll 1.26 CENTIMETERS
d 92
10

0
50 40 -30 -20 -0 0 10 20 30 40 50

ANGLE, 0, IN DEGREES

Figure 3-24, Effect of an Error in all Three Corner Angles Upon
the Performance of a Trihedral
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reflector.\~/ Note that the half-power lobe width narrows much more rapidly than the cross
section decreases, as error in fabrication is increased,

The estimating relationship given in Table IlI-11 for the reduction in cross section
with angle off the axis of symmetry indicates a 50% reduction in effective cross section
(=3 db) for an angle of about 19, 8% off the axis of symmetry.

To estimate the laser cross section of the trihedral, the estimates of radar cross
section should be corrected for the reflectivity of the surfaces of the trihedral at the laser
wavelength. Since three surfaces (and three reflections) are involved, one would expect
that 90% reflectivity per surface would require multiplication by 73%.

It was indicated in Table IM-1I that the orthogonality of the three sides of a trihedral
ghould be held to an angular error of somewhat less than the ratio of wavelength to edge
length of the reflector. This represents optical precision at laser wavelengths, and in view
of the disbelief with which this statement of requirement is sometimes greeted, it seems
desirable to show how it comes about.

For simplicity, we work an example with a rectangular corner reflector, instead of
the trihedral of Table III-11. The effects are nearly the same,

Consider the simple rectangular corner reflector of Figure 3-25. If the corner is a
perfect right angle, the axis of an incoming team and the reflected beam are collinear. But
if the angle differs from a right angle by A, the axis of the reflected beam is diverted by 24,

The laser cross section {s

G = gain = 4rrA/x2 = 4n/Q (3.24)

hence f2, the solid angle of the reflected beam {s

a-=2%a




s

Figure 3-25. Effect of Construction Error in Trihedral Fabrication

and for a rectangular corner reflector

A= @V2p2 @3.26)
beam fnpue on the axis of symmetry,
The solid angle of the reflectcd beam 1s 3
a=2%/a = 32 (/)2 @.27 3

In one dimension

Ll s

@Y% = 374 () (3.28)
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The beam is not rectangular, but assuming the preceding expression as an
approximation, {f we deviate the axis by the spoucified beam width, we miss the return. If
we assunme that a construction error of angle 18 A so that the return beam axis {s deflected

by 24,

A
& ———— 3' 29
24 A 3.29)
A

A<0,38 E (3.30)

10,11

A more accurate computation glves

A = (0.40) (\/b) 3.31)

for the half power return point.
This accounts for the beam shape and deviations from the axis of symmetry. The

same source gives, for three equal angle errors in each side
A = 0.24 (\/b) (3.32)

In the optical range, the allowable A is therefore very sma!l indeed.

Multiple Reflectors

A suggestion was made that instead of a single reflector, one might have many small
reflectors on the same surface.

For a single refloctor, the laser cross section is

_ 2,2
01 = 4rrA1 /A (3.33)
Assume that 0’ 2 can get n reflectors, each of area A n’ into a total area Al' For
each of these smaller reflectors,
An = Al/n (3. 34)
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2, 2 2 2
o= LLZW /A" = 4nA1 / () 3. 35)

and they sum to

- - 2 2 e
Zg = ng = 4rmA “/(AX) = o /n (3.36) F

hence it is best to have a single large reflector for a specified area A.

It is undesirable to increase the cast of a projectile by putting a trihedral in its base,
and a subsequent section describes a potential, but less effective method of avoiding this.
However, if a trihedral is necessary to obtain an adequate laser signature, the fabrication
accuracy indicated to be necessary in the above paragraphs suggests that the trihedral might
be an optical prism, manufactured by standard optical techniques, with the assembly as 3
; suggested in Figure 3-26. Cost probably is strongly related to precision of manufacture, \ 5
‘i i.e., the orthogonality of the reflecting faces. A concept for relaxing this requirement,
which would broaden the return lobes at the expense of cross section, is sketched in Fig-
ure 3-27, whaich shows a very siight convexity (large constant radius) ground into each face.

3.3.4 Compariscn of Estimated Radar Cross Sections vs, Measurements

Frankford Arsenal has made available reports of measurements of radar cross sec-
tion of projectiles at 70 GHz, taken by the Ballistic Reseach Laboratories.

The experiments were made on projectiles ranging in caliber from 20-mm to 105-mm, '
both with and without trihedral reflectors in the base. For the cases discussed in this sec= \
tion, the projectile models with trihedrals were made of aluminum, and the trihedrals were
machined intc the bases.

Table {[I-12 lists the measured radar cross sections (maximum) obtained at a

tail-on aspect.

The radar cross section of the projectiles with trihedrals compares well with esti-
mates coinguted by the methods given in earlier sections of this report, and the comparison
18 shown in Figure 3-28. The BRL report comments on the possibility of destructive inter-
ference between the reflections from the trihedral, and the residual flat base in which it is
cut. Estimates of this interference require a more complex computation than the simple
expressions used here.
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SHIELD PROTECTS DURING FIRING
THEN DROPS OFF

HEAT RESISTANT MATAIX HOLOS
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LECTOR IN BASE CAVITY GLASS CORNER AEFLECTOR

Figure 3-26. Hypothetical Design of Projectile with Trihedral to
Maximize Laser Cross Section

VERY LARGE RADIUS

/

EACH OF THREE—"
REFLECTING FACES

Figure 3-27. Possible Method of Reducing Effect of Fabrication Errors
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o Table III-12. Measured Radar Cross Section of Projectiies (Maximum in -‘
" ~ Teil Aspect) at 70 GHe :
Lo . i
i ~ Projectile Unmodifted 3 ;
Ry Caliber . Base Cross-Section (Peak) (mz) db Rel. to 1 nr'.2 B
kY . ' i
- = o : - )
p 20 mm ? 0.0056 =23 %
X
» - 30 mm ? <0.0001 <-40 :
37 mm ? <0.0001 <-40 )
. §? mm - "Flat" 0.041 -14 .
X 106 mm "Flat" 0.20 -7.0

B . 105 mm APDS ? 0.013 -19 }
: " ‘With Trihedral A
Rellector 4
20 mm 0, 005 -23 A
3 mm . 0.042 -14
, 37 mm 0.13 -8.9
k 57 mm 0.25 -6.0 .
0
) EXPERIMENTAL
POINTS ;
®) \

10
AADAR CROSS
SLCTION 3 REL i)/
. TO1SC METLR
VHEORY
30
2 0 40 100
CALIBEP (MM)
40001.28
Figure 3-28, Comparison of Experiment and Theory for
Projectiies with Trihedrals at 70 GHz
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The radar cross sections of the projectiles without trihedrals (as normally used,
S without modification) are shown in Figure 3-29, compared against flat base theory, and
2 against several curves for bases of constant curvature. No significant return was obtained
from two of the projectiles. For the cases plotted, the variation with caliber follows a ct
B slope (base with slight curvature) rather than a ct slope (perfectly flat base).
t—_ )
§ The two projectiles which did not yield significant returns, (30 mm and 37 mm) were
E: both boat-tailed down to bases of about 25 mm diameter. There is no obvicus reason for
{ their low signature, since the 20-mm projectile provided a measurable return. The 57-mm
E had a small base cavity (probabiy for tracer).
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E Figure 3-29. Comparison of Experimental and Thecretical Radar Cross
. Sections of Projectiles at 70 GHz
F
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The measured lobe widths between half power points (=3 db) are plotted in Figure 3-30
for the projectiles with trihedrals, and compared against the expected lobe width for a per-
fect trihedral. BRL suggests that destructive interference between the trihedral and flat
base segment reflections may be responsible for the discrepancy. However, if the accuracy
of maintaining the sides of the trihedral orthogonal were imperfect to the same amount in
angular measure, one would expect a similar degradation, increasing as caliber is reduced.
At 70 GHz, however, fabrication errors are less likely as a source of the observed
degradation.

100

“PERFECT” TRIHEDRAL

/O

}{

/ EXPERIMENTAL
O POINTS

3d8 LOBE WIDTH 10
(DEGREES) /

/
4

1.0

10 100
CALIBER (MM)

40001-30

Figure 3-30. Comparison of Experimental and Theoretical Lobe Widths
of Projectiles with Trihedrals at 70 GHz
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Lobe widths for the unaugmented projectiles are shown in Figure 3-31 where they are
compared against lobe width from flat base theory, and alternately on the assumption that
the base has slight curvature. The best one can say is that the experimental points are
bracketed by the two methods of estimation,

The maximum radar cross sections for the trihedrals agree well with the theoretical
estimates., The measured lobe widths agree with theoretical estimates better for the large
projectiles than for the small.

For projectiles without trihedrals, those for which signatures were measurable
showed a variation of radar cross section with caliber coriesponding to that which theory
would indicate for projectiles with 2 caliber radius bases. They did not approach the esti-
mates from simple flat plate theory. Lobe widths were bracketed by the two methods of
estimation.

In summary, considering 70 GHz data, the simple methods of estimating radar cross
section in the optical region appear to be adequate for predicting the maximum radar cross
sections of trihedrals, but the discrepancy in lobe width prediction suggests the requirement
for more testing and application of more refined estimation methods to determine the cause
of the discrepancy.

If the discrepancy results from destructive interference between the returns from

the trihedral and the residual flat base segment, the flat section may possibly be removed,
using the BRL experimental designs of "square' boat-tails adapted to 'triangular
boat-tails.

For projectiles without trihedrals, it appears that apparently flat bases do not reflect
as theoretical flat bases, and that the steps, boat-tailing and notches in some existing pro-
jectiles may cause a complete loss of signature. However, those signatures that were
obtained were large enough for limited use in closed-loop systems using this frequency of
radar (70 GHz).

In this case, what is required 1s a series of measurements of radar cross section
on projectiles whose bas:s are designed to give maximum signature over the expected angle
of viewing, with smooth transitions from the base shape to the body contours to avcid
undesirable interferences.
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3.3.5 Callipygean ijectlle@

For very short wavelengths, from the millimeter radar to the lagser/optical region,
the radar/laser cross section is proportional to the product of radii of curvature at the
specular point, provided that each radius of curvature is large compared with the wavelength.
The lobe width of a flat base is too narrow to be useful at these frequencies, and the radar
cross section of a hemispherical base is only equal to the geometric cross sectional area of
the projectile.

However, by using a curved base of very large radius, one may possibly attain a
radar cross section of useful magnitude, as well as a half-power lobe width sufficient to
include all deeired viewing angles,

Projectiles of this type, with well shaped bases, we call Calltpygean.®

To obtaln an estimate of the maximum angle off the projectile's longtitudinal axis at
which we shall desire a signature, the projectile angle relative to line of sight to the
projectile has been plotted in Figure 3-32 for the Oerlikon 35-mm weapon, as a function of
range and altitude of the projectile relative to the gun,

OERLIKON 35-MM SHELL

[)
GEOMETRY

ALTITUDE SENSON

(XKM)
, % /ANGL( RELATIVE TO SIGHT LINE (MILS)
1
1

]
RANGE (kM)

[ ]
T

L)
1

- a
¥ 1

—

1

4000132

Figure 3-32. Required Off-Axis View Angle versus Range for Oerlikon 35-mm Projectile
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Note that a maximum off-axis view angle of 50 mils provides complete coverage to
about 3.6 km range; 100 mils provides coverage to about 4,8 km, Hence we are interested
{n maximum view angles off the projectile axis of about 59,

The projectile longitudinal axis is tnclined to the line of sigit (hence to the laser beam
axis) by an angle which increases with range as a result of gravity drop.

Assume that the projectile base is a surface of vevolution, with the shape chosen so
that the product of the principal radii of curvature increases as the spccular point moves
off-axis. If these radii are RI'RZ' the radar/laser cross section is approximately

g = anﬂzp (3.37)

where p = reflectivity of the surface, unity for radar.

The specular point will be close to the longitudinal axis for short range tllumination,
and will move of: with range by an angle increasing zbout as slant range. One would like o
to increase about as the fourth power of range. A section through the base might then have
the shape shown in Figure 3-33, with the radius of curvature incrcasing rapidly with distance
from the longitudinal axis.

We compute the shape approxlmately.® p is suppressed in the following to shorten
notation: it is simply a multiplier.

For a body of revolution

r - r(z) (3.38)
g = ﬂR1R2 (3.39)

o=l ; < (3.40)
d“r/dz” sin” 8

where coordinates are defined in Figure 3-33, and r, r' are evaluated at the specular point,

The specular point is defined by

tan @ = dz/dr (3.4
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Figure 3-33. Geometric Relations for Shaped Frojectile Base

. aim

Superelevation angle increases as about the first power of the range. For a vacuum
2
9, = 8/(2v,)") D sing : (3.42)

To this zero order approximation, the projectile off-axis view angle equals

superelevation.

It would be useful if the laser cross section of the projectile increased with tilt in
such a way that the power in the reflected signal was a constant with ranga. Since power
(except for atmospheric attenuation) varies inversely as range“‘, we would like the laser
cross section to incit@ase as the fourth power of the angle off the longitudinal axis.

Suppose that we shape the projectile base as a body of revolution described by

T T T

2 = kr@ ' (3.43)

r = z1/2 "1/ . (3. 44) ;
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then

1

de/dr = kar® ' - tan o (3. 46)

where ¢ is the angle of view at which the specular point lies at r.

For maximum off-axis view angle om. we place the specular point at the rim of the
projectile base, which has a radius Ty

a-1

e kb Y ks S Wt e AL _ s i e I R £ e

tan 8 = kar (3. 486)
_ a-1
tan Om = karb (3.47)
and we use these expressions to eliminate parameter k, ;
:
(r/r,) = (tan 6/tan o_)'/®"1) (3.48) i
Now
dr/dz = o~} 7 (1-8)/2 | -1/a (3.49)
a®c/dz® =((1-a)/a%)(}-20)/3 | ~1/a (3.50) |
and the laser cross section for unit reflectivity is
22
o=1 8 - (8.61)
(1-a) sin” 0
and laser cross section in terms of view angle ¢, maximum view angle &m and L1 is
2 2 2
Ty tan“ 6 sin0 tan 0 2a/(a-1)
0= 5 T Tan 0 (3.562)
sin am (1-a) 8in 6 m

3=-67
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we shall be interosted only {in small angles for which

sind o tanf x 6 (3. 83)

so that finally
2 g 1 2(2~a)/(a-1)
o= T /8m T (O/Om) (3.54)
1f we want ¢ to increase with 6 we solve for a, and obtain a = 4/3
then
4
e aee 2/ 2(_8
' 4 Sn'b /Gm (om) (3. 56)

This suggests that 0 would be zero for on axis viewing. However the approximation
used to compute o fails when the radius of curvature approaches the order of a wavelength,
A more accurate expression is required to compute o for 8 = 0, and would include A
explicitly,

For non-zero angles of view the above expression i{s probably adequate as a rough
approximation.

We tabuiate below in Table I11-13 the functional form of o {or several values of a, and also
glve 200 Then using these values we sketch the projectile base cross sections in Figure 3-34. K

We have i
1
(3. 66)

Note that in Figure 3-34 the vertical scale is exaggerated. All sections have the same
slope at r/rb = 1,0,
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Table 111-13, Comparison of Estimated Radar Croes Sectionn of
Shaped Bages versus View Angle

2) 2
2 zm/(rbem) o/ [(r T /am ] Commenta
1 1 Surface 18 a cone; approximation does not apply
4/3 3/4 3(9/8“‘)4 not valid for very small values of 6
3/2 2/ - 2079, )2
6/3 3/6 1, S(O/Om)
2 1/2 1.0 (for these small angles, the

' parabola is an spproximation

to a gpherical section)

1/3 3/7 0.78(8/8_)"/ not valid for small values of 8

In Figure 3-35 we show how laser cross section varies with 6 for the parabolic base,
and various values of 6 m’ In Figure 3-36 we compare the parabclic base and the 4/3, 5/3
law base.

Finally in Table I11-14 we compare some of the computé.tlons of laser cross section
for the 30-mm projectile with various base shapes. The tables give values for unit refler-
tivity. Multiply the values given by about 0. 20 to 0. 80 depending on surface reflectivity for
estimates of the roalizable cross sections.

The estimate of abnut -2 db to 4 db for a shaped base, depending on reflectivity
suggests that this simple approach, although far inferfor to a possibly expensive corner
reflector, deserves further analysis and experimentation.

3.3.6 Infrared Signature of the Projectiles

In this soction we consider the pogsibility of sensing the projectile with a thermal
fmaging sight such as FL{R, The methodology can be used {n two ways: (1) to estimate the

probabllity of detecting a projectile with an imaging sight in view of the difference in between

projectile temperature and tho background (most unlikely), and (2) to determine the required
radiant emission of pyrotechnics (tracer) {n the sensitivity regton of the sensor for reliable

detection (probably achicvable),

The liklihood of datocting o passive projectile with an imaging sight ia indicated to
bo small, even under optimistic assumptions, Hence the detail presented {s probably

i
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Figure 3-34. Sections Through Projectile Base for '"Power Law" Shaping

superfluous for signature estimation. However the characteristics of the imaging sight
developed are uased elsewhere in this report (Section 3. 2. 2) in the discussion of the problem
of coordinating laser tllumination and FLIR sensing of projectiles.

We consider the projectile simply as a hot body, of ill-defined temperature which
must be viewed against a background, usually sky, but occasionally terrain,

Abl @f émlts radiation whose gpectral distribution with wavelength 1s given by

Planck's la:

-1 i
w, = (cl/x“)[e%/ AT _4) - (3.57)

where

-1
2# )

W, = the spectral radiant emittance (watt cm™

A
A = wave length (microns)

T = absolute temperature (degrees Kelvin)
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Figure 3-35. Estimated Laser Cross Section of 30-mm Projectiles with Parabolic Base

PURTIVS ¥ SO T

it

, = "first radiation constant" = 3,742 x 10712 (watt em™2 p4) i
i

"gecond radiation constant' = 1,439 x 10% (.°K)

C

[}

2

The total radiant emittance is obtained by integrating

W= [ W, d (3. 68)
0
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Figure 3-36. Estimated Laser Cross Section of 30-mm Projectiles with
"Power Law'' Base Shapes

w =oT1? (3.59)

where

0 = the Stefan-Boltzmann constant = 5.87 x 10”12 (watt cm ™2 °%K %)

The fraction of radiant emittance contained in the range AA = (0,1) has been computed
in tabular forml, and is also found on ''radiation slide rules'", It is plotted in Figure 3-37,

For the present paper we consider sensors operating in an arbitrarily assumed
window from 8-14 microns and Figure 3-38 compares the total radiant emittance and the
radiant emittance over 8-14 microns of blackbodies.

A projectile is not a perfect ''black body' hence we must multiply the values of

Figure 3-38 by an '"emissivity'' factor, €. In particular, in the absence of experimental data,
we assume ¢ = 0,80.

The various quantities, symbols and their dlmer:gir@involved in computing how much

of the radiant emittance at the target reaches the senso @ are summarized for con-

venience in Figures 3-39 and 3-40,
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Table I11-14, Comparison of Estimated Laser Cross Sections of 30-mm Projectiles
versus Base Shape (db Relative to 1 Square Meter)

L bl o 0l b d ot o b o

Wavelength 1 Micron 10 Microns
Angle Off Axis 0° 5° 10° 0° §° 10°
‘ Base Type
: Ideal Trihedral Reflector 50.7 §0.7 50.6 30.7 30,7 30.8
Flat Base 60.8 | N1l Nil 40.8 | Nil Nil
Hemispherical Base -39.1 -39.1 -39.1 -398.1 -39,1 -89.1
Parabolic Base
10° Max -1.2 -1.2 -1.2 -1,2 -1.2 -1.2 3
5° Max 4.8 4.8 | N1l 4.8 4.8 | Nil ;
4/3 Power Law Base ; é
10° Max -8.5 3.6 -8.5 3.6 =
5° Max 9.6 | Nul 9.6 | Nil

NOTE: For single reflection subtract 7 db from sbove for 20% reflectivity
1 d for 80% reflectivity

I T S R ST Y

: For trihedral subtract 21 db for 20% reflectivity
; 3 db for 80% reflectivity

The "spectral irradiance' at the collector lens {s

i gee g

W, A T (A o .
H =—’=—L—&—(wattcmzul) (3.60)

A ”r2

and using the subscript (w) to deaignate the integral of the functions over the 8-14 micron
window, with an average value of Tq Over the window

H, - 22 (watt em™%) (3.61)
r
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Figure 3-37, Fraction of Radiant Emittance Below Specified Values of AT

This irradiance falls on collector optics of effective area A o’ and transmissivity
(averaged over A), To’ 80 that the '"radlant flux' avallable at the detector element is

W ATT
P= _W_ALzLu. (watts) (3.62)

r
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For definitions of the symbols refer to Figures 3-39 and 3-40.
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Figure 3-38. Radiant Emittance of Black Body in 8-114 Micron Window versus Temperature

The detector receives P watts and devclops a voltage Vs which t8 then processed for
display and/or computation. Symbolically

dA

vs =IPARA

(3.63)
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It has been found that the R, characteristic of the detector (voltage out/power in) can
be described in terme of a ""detectivity" index D,* as
VnDa'

R =——375 (3.84) :

38-76 - *j



&#FECTIVE AREA OF
COLLEC orTics

Ag"00,

— 1\
ODETECTOR

AREA A,
Ay- wie g2
NUMERICAL APERTURE EFFECTIVE FOCAL LENGTM
OF OPTICS
NA: D,
"
thve. » :,—. I NA » M_;nﬁ

AN X °10 INAIR 40001 40

Figure 3-40, Equivalent Collector Optics and Detector Field of View Geometry

where Vi is noise voltage developed in a bandwidth Af, and A d is the area of the detector
element, Curves of D}“ versus A allow various detector types to be compared on 2 common
basis, 16 as shown in Figure 3-41,

For the first order approximations of this paper it {s assumed that the system is
limited by detector noise, and signal/noise s computed using D,*

Then
S Ap AoTo
N ;(11‘2) (AdAf)l72 (AW, Diw' Taw’ (3.65)

where AW is the differencs between signal and background in the window.

An imaging sight detector conflg‘uratl«on15 is sketched in Figure 3-42, The field is

rectangular of angular extent Oa, oe. A linear array of detectors, n to the array, each of

angular coverage (o, f3) laterally and vertically is swept across the array horizontaily at an
azimuth scan rate Sa.
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The solid angle scenned per second = Slnﬁ (3.66)
and the number of azimuth sweeos to cover ithe frame = 6 e/ (npB) (3.67)
The time for one lateral scan is = oa/sa (3.88)
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Figure 3-42. Schematic of Imaging Sight Field
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Hence the time per frame is

“oa
TFI‘&me = m sec/frame

The inverse of this is the frame rate

F=-2— frames/sec
ane

R TR R 2T LT BT NI MM T ORVE T MR L

(3.69)

(3.70)

The "'dwell time' t q 18 defiiied as the length of time that a target smaller than the

resolution of a single detector element is exposed to the element.

tg = (a/S‘)
Hence the frame rate and dwell time are related as

D) _ nw

F = =
O‘OQtd ﬂtd

(3.72)

where w is the solid angle viewed by one detector element und Q is the solid angle of the

field of the imaging device.

The frame rate can also he written as
R = (8/Q)
whence

w= (Nt d)/n

which is the expression given by Hudson.
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Depending on the system design, there will be an interval between scans (especially
with some type of mechanical/optical acan). The time between initiation of successive

azimuth scans is then

':l"e =Ty + Tp (3.78)
and the sverage scan rate S_
S
a
8 = (3.76)
ae 1 + SatD

However, the dwell time {s unchanged.

j
{
F
£

: tg = "‘/Sa 3.77)
b
E The average frame rate is now
3 8__(0h)
d F = :‘a (3.78)
E a’e
y
E and substituting dwell time
EA
?,
E l"'1 = (t qat aTD)(n/nw) (8.79)
% If we define the "duty cycle" of the scan operation as
i
' T
8 1

E N = s = ———— (3.80)
T8 + Td 1+ sat d
’2 Byq = 8,7 (3.81)
i 8_n(nB)
3 =2 - n Dw
] F 8,0, "(md) (3.82)
E 3-80
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ty = (35) (3.83)

To ostimate representative dwell times, assume a sensor sweeping a linear arrav o
detectors horizontally across a rectangular field. The number of detector elements is
ohosen to equal the vertical fleld divided by the FOV of each detector, i.e., each horizontal

~ sweep generates one cor.plete frame, The number of detector elements

n = oe/ﬁ (3.84)
and the dwell time is
=n Baf _ na
‘a *" ¥ 6, ?'Ia‘a (8.86)

assume a duty cycle n & 0,80,

The results are summarized {n Table I1-15,

Table I11-15, Assumed Characteristics of Imaging Sight

Field* 20° x 40° 6° x 10°
FOV per element* 1 x 1mil 1/2 x 1/2 mil
No. of elements 360 176
Duty cycle* 0.80 0.80
Frame rate”* 30/sec 30/sec
Dwell time (sec) 38.2 x 1070 163 x 1078
Equivalent bandwidth 1.31 x 10° Hz 3.27 x 10 Hz ¥
B
*Assumed :
If the sweep steps half the FOV of an element per sweep vertically to eltininate
hor{zontal lines nn the digplay (interleaving), so that there are two sweeps per frame, and {f
the frame rate is kept at 30/sec, the dwell times listed will be halved, and the equivalent
bandwidth doubled. 1
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The projectile oocupies a small fraction of the FOV of a single detector element.
Since the sight is tracking the airoraft target, and hence sweeping across the sky background
{or clouds, or terrain for low angle, etc.) the signal developed by the detector will change
with time even in the absence of the projectile signature. Henoce there is fluctuating back-
ground signal noise in addition to background photon notse and internal system noise.

It 18 unlikely that the projectile will remain in the FOV of a single detector for more
than one frame, {.0., a single pulse. Occupying & small fraction of the FOV the projectile
must nevertheless by its presence raise the signal developed by the detector sufficfently
above background and noise for reliable detection.

Limited information on the spatial power spectral density of s (the Wiener
spectrim) will allow the background PSD developed by tracking to be estimated. However
for the present estimates we assume that the background {s simply a 300°K sky, that
detector noise as included in D* limits signal to noise, and that detaction ocours whan the
presence of the projectile in the FOV of a detector raises the signal above sky background
sufficiently for an 8/N of about 6, 0,

Omisslons of Wiener background nolse and other poseible notsec sources will make
the derived estimates optimistic. Even so, as will be shown, detection of a passive pro-
jectile of small caliber seems unitkely,

1
i
1
1
i

The signal to nofse ratio of the system f{s

AT 14
(8/N) = (A /1?)|——2%7 | awDer) (3. 86) !
P (Agdl) w '
i
we assume that i
Al ™ (th)'l; tq = "dwell time" (3.87) .
and use the relation f
D ]
1/2 0

Ao/(Ad) = (r/4) mg (3.88)
'i
i
3=82 '



then

om0 = (optr) g2 (a8s) (Awwvw o ) | @

r

and for the tall-on aspect of the projectile,
= (xcz)/q; C = orojectile diameter ' “(8.80)

From Eq. (3.89) it is easy to see how the S/N will sca.le wlth each parameter. For
a reference case assume

C=3o0m

1mr = 10”2 rad

€
]

8 x 1078 sec

L d
L]

D = 18 em
f/mo = 1,0

r-3km~3x10°cm
10

o
-
"

2.8 x 10
r = 0,80
¢ = 0,80

Transmission losses introduced by the atmosphere are introduced by the simple
expression exp(-Ar) for 7 aw’ with values of A'lz 14,2, 6, and 2.5 km used to represent
atmospheric conditions of '"clear, ' ""humid'* and "tropical haze',

Renuits of the computation are shown in Table 11I-16 and are plotted in Figure 3-43.
S8hown on the absoissa are some unconfirmed estimates of projectile base temperature and
the temporature of a rotating band. Under 600°K, consistent detection would appear marginal
for this 30-mm projectile, and most unlikely for a 20-mm round,

The signal/noise ratio would be further reduced {f a factor of 0,80 was applied for
non-ideal amplifier performance, with another factor of 0.7 required for 2/1 interleaving
of scans. On the other hand, narrowing the FOV per sensing clement (and that of the field)
would improve the signal to noise ratlo,

[pva—
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Table I11-16. Estimated Signal/Noise Ratio of Projectiles at 3-km
as Viewed by Imaging Sight

S/N at 3 km
Ta

0.81  0.56 .30
"l'(°l() aw_ S/N Clear " -Humid - Haze
300 0 0 0 ' 0 0
366 2,16 x 10°2 1.0Ta 0.8 0.6 0.3 .
700 27.0 x 1072 12.5 Ta 10.1 6.9 3.8
900 43.0 x 1072 20.0 Ta 16.2 11.0 60
1200 57.2 x 1072 26.6 Ta 21.5 14,6 5.0

As a rough indication of the implication of the temperatures roguired for sensing,
Table 111-17 shows a 'color acale" of temperature, A 'ved hot'! projectile would appear to
have a detectable signature; it seems unlikely that this temperaturc would he developed 1n

firing.
It is therefore estimated that reliable projectile sensing by FLIR will require a

tracer clement {n the projectile.
3.4 CLOSED LOOP ALGORITHMS

3.4,1 Introduction

In Section 3.2 sensors wereo discussod in conjunct.on with the information which each
sensor configuration makes available to the processing algorithms. The next decisiin
required is how to process the miss measurements and transform them into corrections to
be introduced to the gun order computations at appropriate points {n the prediction process.

The point of view taken here {s that there are two mutually exclusive, and qualftatively

different sources of components of the ''bias” miss vector. These are (1) miss components
resulting from the fact that the target path differs from that assumed by the open loop
prediction algorithms, and (2) miss components resulting from sources "‘external’ to the
computing system such as wind, muzzle velocity bias, an‘l horesight biases.
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Figure 3-43. Estimated Signal to Notse Ratio of 30-mm Projectile at 3 km as
Viewed by Imaging Sight versus Projectile Temperature
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The first category also includes transient errors in the prediction computation after

s M

the target has been acquired, but before reliable derivatives have been computed.

Given a means for separating miss measurements into the above two categories, the

PUPHES 345 IR+ S Ea

processing required in each category differs both with respect to coordinate transformations,
and with respect to the time-varying statistics of the inferred error sources. A method of .
making this separation is presented in Section 3.4.2 below, 4




Table II1-17, Color Scale of Temperature

Color Approximate Temperature, %k
Incipient red heat ' 800
Dark red heat 900
"Red Hot"
Bright red heat 1160
Yellowigh red heat 1850
Incipient white heat . 1560
White heat 1760

In the category of '"external" miss sources, exclusive of the target, it is desirable to
keep the number of significant sources small in order to reduce the computing load. It is 1
also desirable to identify the sources in coordinates in which the source magnitude changes 5
very slowly {n order {o allow the system to profit on each firing segment fron.\ the correc- l‘
tions made on prior passes at different geometrical gun/target configurations. For example, !
boresight errors can be corrected in the coordinate system {n which they are observed, but
wind components, to be useful for subsequent target paths, must be identified as northerly

and easterly components,

Hence one may consider a wide spectrum of correction algorithms, ranging from the
simplest, which might correct only in azimuth and elevation with little memory across ¥
passes, to a set of algorithms which processes the miss meuurexi:ents according to the
engagement geometry and assigns corrections to half a dozen sources, each chosen so that -
| corrections derived from any firing pass are estimated to be applicable, and subject to f
" furth« r improvement, on subsequent firing passes.

JEEPE S

In the following sections, the general method of data processing is developed, and
numerical examples are given for limited sets of bias sources. Finally, the relatively
simple extension to larger numbers of bias sources {s shown,

3.4.2 VISTA Concept

One of the major sources of 'blas' in « crosed loop system may be target maneuvers,
1.e. deviations of the target flight path from the path for which the computer's prediction
algorithms are designed.
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Coasider the following case: the target is acquired before it begins its firing pass.
Firing begins before the target settles on its firing pass. We have strong indications from
FACT that the firing pass segment will be relatively predictable, but the initial turn in to
the firing segment will not be predictable. It would be desirable if corrections for system
"bias' exolusive of target maneuver, could be made from observations of misses before the
firing pass begins.

We therefore desire a method for separating the miss components which result from
target maneuver, and thoge which result from such sources as boresight errors, wind, ete.

This senaration is accomplished by the VISTA@@ algorithm, as originally
described in the Phase-11 AFAADS Analysis Report.

VISTA operates by storing gun azimuth and quadrant elevation, computing time of
flight to current target position, based on ranging data, recovering gun orders that time of

flight previous, correcting for superelevation, and computing the point at which the bullet
should be, relative to the target. The difference

E,®) = Xy(t) - X (t-t) (3.92)

is the ""expected miss distance', and includes the effact of target maneuver, More generally,
it includes the difference between the actual target motion during time of flight, and the
motion predicted by whatever prediction algorithm is used {n the computer.

VISTA would therefore extract the errors of an '"approximate'" solution such as the
Vulcan gyrosight versus an unaccelerated target, since these errors are the difference
between the actual target path and the algorithmic prediction,

The measurement of Ea’ which (s "internal" to the system, and requires no sensing
of the projectiles, can be processed and used to make corrections to the predictions
developed by the open loop algorithms. For example, one might correct for target accelera~

tions by this means, instead of measuring target acceleration from the tracking sensor data
by an acceleration filtor.

Use of Eu to close the prediction loop internally in this manner is not discussed at
length in the present report, since the process is straightforward, and !n fact it is not clear

that with an optimaily designed open loop solution, a significant improvement is realized by
closure of the inner loop.

3-87

;
3
. §
4

i

Yy
1 s LT

¥ SRR T YOV SR ESRRE

[




B R Saai LA T S ]

The correction of "exterior" bias sources, which requires sensing of the projecttle
in flight constitutes the major technological challenge. It is therefore assumed that VISTA
is used primarily to remove the error components resulting from target mansuver from the
miss sensings of actual projectiles, with the possibility of using the E‘ computations for
oorrection to the open loop prediction algorithms for target maneuvers reserved for possible
future consideration.

E‘ does not include errors external to the computer's operation such as system
boresite errors, ballistic dispersions, and projectile ballistics differing from those used in
the computer. I the miss distance of a particular bulle! .8 measured at time t, and desig-
nated Em(t), the difference between Em(t) and E a(t) is attributed to these ""external" errors,

E‘ would normally be computed at 2 high data rate, so that it would be essentially a
continuous function. Em. however, is available only when a projectile 18 observed. It is
. ~btained at interva's which are not uniformly spaced.

In general, therefore, two kinds of data flow through the system, essentially contin~
: i data based on tracking and computation of gun orders, and discrete data, based on
projectile miss distance measurements,

The data flow in the closed i0oop system is shown in Figure 3-44. This figure is
similar to Pigure 6-8 of the Phase IT Analysie Report,=) with the following important
improv.-maents:

a. The point of injection of the bias corrections has been changed, to minimize
recirculation of the corrections through the VISTA loop. As a result of this
change, one may, if desired, display the VISTA "expected miss distance' on
the same visual display on which the target {s seer:. If this display is also
capable of displaying the actual buliet trace, one has a continuous indication of
how much of the miss distance results from target maneuver, and how much
from other error sources,

b. The measured miss distances are processed by Kalman type algorithms, on the
assumption that the ''biases' can be related to specific sources, and are
correctable at the source. This allows the complete system to become pro-
gressively more accurate over a series of firing passes, rather than requiring
it to treat each new firing pass as a new problem.
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Figure 3~44. Data Flow in Closed Loop System to Correct for
“External Biases'" Excluding Target Maneuvers

The use of the Kalman type algorithms solves the stability problem associated
with the time delay (projectile time of flight) between the instant that a correction
{s applied, and the instant that its effect is perceived at the target.

C.

Data flow, if the option is exercised of using the VISTA error measurements for

prediction corroction, is shown in Figure 3-45 where only the modules of Figure 3-44

affected by this option are displayed.
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Figure 3-48. Data Flow Using Vista Module to Correct for Target
Maneuvers and "Internal'' Blases

The functional relations of the data flow in Figure 3-44 are sketched below. We use

the following symbols
R .
X = (3.93)
e

A = agzimuth angle
e = olevation angle

For this preliminary discussion, we assume that bailistic corrections for supereleva-
tion, drift, etc. have been removed from the data. Since we end up with incremental
differences in X vectors, inclusion of these corrections would only complicate the discussion,
without adding to the clarity. We loosely call X, target ''position",

Then
xt = true target position at time t

n = pensor noise (tracking error) at time t
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measured target position at time t

2

predicted target position made at time t by the open loop prediction and
smoothing algorithms,

.><
W

"expected" target position obtained by the VISTA loop
= Target position aimed at by the gun at time ¢t

"bias errors" {n X, resulting from sources external to the computer, at

Al e

time t

X_ = projectile position at the instant its range from the gun/sensor equals that of
the target, at time t.

v = rms component of projectile miss which is8 random (normal distribution with
rero mean) across rounds. This includes angular dispersion of ammunition,
gun vibration, etc.

We use the symbology
X(t-t) = Xt)e ™f; s = a/dt (3.94)

In addition to bias errors in X, 1, e, xb. error sources such as bias in muzzle
velocity or sensor range will affect the time of flight computation. These will be dealt with
in some detail in later sections, For the present discussion, we recognize the following
times of flight:

tpo = time of flight computed froin measured target range at time t by the internal
computer ballistics, and used {n the VISTA algorithm
tpa = actual time of flight of the projectile obaerved at target range at time t

-
]

time of flight used in the open loop algorithms to predict target position xp,
the prediction beilng made at time t,

We also have the open loop prediction algorithm

X =Hs, t X

p pe tm (3.95)

!
:
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The measured projectile miss vectors are
E = xpe'“po - X, from the VISTA loop

E_= x’ - xtm +w by direct sensing of the projectile

w = measurement error

The net error, which is to be processed to develop a correction C, is

AE=Em-E

a
= - -at
AE x' xpe po + w
Sinoce
x = (X_+ve
s 4
and
= + +
xs xp xb C
Hence

_ -8t -at
AE—(XP+xb+C+v)e pa—xpe po + w

(3.96)

(3.97)

(3.98)

(3.99)

(8. 100)

(3.101)

(3.102)

We now recognize those error sources that generate a bias error in time of flight, bt' and a
random error across rounds, Vge V, may be interpreted to include timing errors in sensing

the miss distance.

v,

t+bt=t t

pa ~ 'po
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AE = -X pe""pa[t - o 8M*KY)] (X, + C + vie %o (3. 104)

Since these eérrors are small, we can expand the exponertial in the bracket and
obtain

AE = [-(d}l{p/dt:)(bt + vt) + (xb +C + v)]e'StPa +w (3. 105)

where the first term in the brackets represents the movement of the predicted point during
the error in time of flight.

We now have an expression which displays the correction problem. E is observed,
on each of a series of rounds. The object is to develop a sequential algorithm for C, given &
set of measurements AE, which will reduce the xb and bt miss components progressively, in
spite of the random components Ve VoW and the time lag around the loop tpa'

The necessary algorithms are developed in subsequent sections of this report.

3.4.3 Development of Closed Loop Algorithms for Elementary Case

The important difference between the closed 'loop algorithms which we require, and
those which are well established in Kalman filter theory results from the time delay between
the application of a correction for an observed miss, and the observation of the result of the
correction which is delayed by the time of flight of the projectile,

To show how this problem is to be handled, we work through the ""optimal" correction
algorithms for an elementary one-dimensional case. Having identified the necessary modifi-
cation to the usual Kalman methodology, we then proceed with the known Kalman methods for
the complete closed loop solution,

The elementary case considered here is defined as follows. it is one~dimensional.
Bullets are fircd at uniformly spaced firing times, indexed § = 1,2,3,..., time of {light is
constant and equal to A, and the j'th bullet miss i{s observed at index j + A. Immediately
after each observation a correction is applied to gun aim. The sequence of activities is
shown {n Figure 3-46 for the particular case of A = 3,

There is an initial unknown aim blas (assumed drawn from a normal distribution with
zero mean and approximately known vartance), and each observation is contaminated by a
random error drawn from a zern mecan, normal distribution of approximately known variance.
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Figure 3-46. Fire-Observe-~-Corract Sequence with Observation Delay

The object is to derive processing algorithms to apply to the observations, so that
the residual variance of bias after n observations 18 minimf{zed, and {n particular to derive
recursive algorithms so that this is true forn = 1,2,.....

b it

The minimum variance criterion does not necessarily lead to the maximum proba-
bility of at least one target kill in n rounds, (2 much more difficult criterion to apply), but

: it has the advantage of simplifying the analysis. In the long run, one wants to eliminate the
: bias error sources and the least squares criterion achieves this, even though it is not clear
that it follows the optimal path at {ntermediate points from the criterion of cumulative kill

probability.

Define
j = discrete ttmes at which bullets are fired, J = 1,2,3,...

YT TIPS T SIS T e S P TTY) T
b a0 Ao

AR TR

ST e mn v e

e

LIRE

A = delay between firing and observation
x’ = "bias" error of the bullet fired at time j§

vl = "random" error of dispersion and observation of the bullet fired at time }

z, = observation made at time

F

}

£

E

v

i )

: uj = correction applied at time j+ as a result of observations available up to time j+

E Then

|

; xj,(1 = xg + uj (3.108)
F

E z, = xj-A + v’_A (3.107)
E 3-94
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“, - t(l ’ zj_’l. o o) (ao 108) .

The object 1s to minimize the variance in the residual "bias" after each correction.

Define

abg = estimated & priori variance in x before-any'oboervgtlona and corrections

xo = unknown initial value of bias before observations and corrections

°m2 = estimated 2 priori variance in round to round random dispersion plus
measurement error, T e——

This would be a straightforward and trivial problem in Kalmen-type filtering and
control {f it were not for the delay A between correction and observation of the result of the
correction. The following solution uses only slementary mathematical technigues to clarify

the method of handling the delay.
i The first round is fired at j = 1
' The first observation is available at § = A + 1, (see Figure 4)
| The first correction is made at j = (1 + A)+

No corrections can be made before § = 1 + A,

‘Then
x2 = X,
A+l T xo

Xa+42 = %a+1 Y Ua41 T % t YA

var

*

=x, +

Xa43 % *as2 * a4 a+2 t Yasr)

X’+A=X +(u1+A A+...+uj+A~1)

L 1 T ST UV SRy T 1T TR TN
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L %48 " % *Ypnaa

wbqi'e

| | | _ (3. 109)
! =0 : 11 1.0 i

;“
s .’;L'-..u&_‘ Q'l
b £<2er - £ SNl i

Note that we have not yet spooified how the corrections u, are to be computed but have
only assumed that they are applied immediately subsequent to observations.

Now consider the observations: The first observation is available at § = 1 + A,
Henos '

‘ 8y =0
N

2 =x +V

) LT R
\mt, from Eq. (3.109)

X = X, + U’_1

+oao+“A+1)$’>A+l

Up =y * Y%
=0 i) s A
Hence ;
4
s ™ %o *U, g+ Y, (3.110)
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fi';' Now suppose that we-have n observations, z A+1" ZA+2° " A’ Our objeot is to
- _ make a minimum varttnce ommnu of x, using all of these observations, and then to apply

i"" - .

: & correction tox.

Wo have, howerer, allowed the possibility of making sequential corrections prior
1o A + n; these total Y1 If we determine the total correction based on the whole n obser-
s ‘ tﬁmﬁ we naed apply coly &be tnarement ubm i

LT Wrkte

L “3+A“‘.1-1’ + vj . ‘ ‘ (3.111)

ML e b M s AL, L 4 a2 4N T sen Sl

Weo havc assumed vj to have zero mean and normal distribution with vana.ncca 2

' - We have n obomnﬂonl. and for this stmple problem there is no reason to weight thnc
differently in estimating a dest value of x o Henoe we compute an estimated value of x a8

A sanad b Y i

RS

Xoe = kn él (‘3+A - u’_l) (3. 112)

;

~ where "n refers to "k for n observations and we now wish to determine a '"best" value of kn. 3
We have

(3,113) !

0o ° ¥ E’l‘x PV T kYo TRy & Yy
and the error in the estimate, &, is
‘n = xoe - xo = (nkn-l)xo + kn & v, (3.114)
The variance of L is
2, 2.2 .2 2 f
(4 (nkn—l) o, * kn O D (3.115)
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since the measurement errors are uncorrelated across observations, and are not correlated

with the bilas.
Setting
2

oo, /0k, = 0

we obtain
2
kn = ab = 1

o 2 + wbz u+tn

where

2
T (om/ab)

and substituting back into the variance expression for ¢ ez

(&) . B
db gu+n

3. 110)

(3.117)

(3,118)

(3.119)

This expression shows the reduction in the bias variance ag a function of the number
of observations, and the ratio of a priori bias to observation variance.

To recapitulate, if we have n observations avaflable, and for each compute zj A"
and sum these terms out best astimate of bias X will be kn times that sum. Our cumulative

U,

correction after seeing n rounds, {,e., after A + n firing intervals should therefore be the

negative of this quantity, or

(3.120)
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To reduce the amount of stored data required, it is desirable to derive an expression, 3
preferably stmply recursive, for LY the inoremental correctton to be applied at A + n. :
We write

n
Upe1sa = " Kyig [ El (zJ+A “U) t Znian T “n] (8,121)

N TR

Substituting Eq. (3.120) into Eq. (3.121)

This expression is neater if the subscripts are written uniformly in terms of indices

of successive observations, rather than firing times. If the observations are designated

Uns1+a =~ *nnalUnia /¥ + Zniasr = Uyl (3.122)
But i ]
| kn+l/kn =1-k (3.123)
Hence
Une14a ™ Unea = ¥ne1®nea ~ U0 - KnirZasan (3.124) ,
| [
or t
; |
‘ Yiea C kn+lzu+A+l - kn+1(un+A tU ALY un+l) (3. 125) 1
i
We need to store the ccrrections applied during the time of flight of the most recent ;3
observation. . 1
A
!
:

1,2,3,...m,
!
Uel = " ¥me1Zmel 14 =0 @.122)
)
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n * T (3. 138)

The expression for A = 0 is exactly that which would be obtained from Kalmanization.

In effoct, when we make a correction at m + 1, we recognize that the chservation
includes all corrections earlier than the lag interval, We have, however, made a number of
corrections already in effect, the result of which we cannot yet cbserve, and so our new
correction must depend on the difference between our most recent observation and the
corrections already made and not yet observed,

The expressions given in preceding paragraphs are possibly the most straightforward
to program. They may also be modified to eliminate the sum of u’ by writing

uy=-k ot -k @ (3. 129)

+ +
m m n.' m-1 u

m-2 *** ¥m-a)

“m+1 * Emir®mar T Bmetlm " Ymest Omer Pmez Yoot “m+1-A.+ Um-a)

(3.130)
Ums1 = " KpetZmet < ¥met¥m " Ymes T %m0 Ypn/Fm! (3.131)
and introducing
K41 m = 1 - ¥ | (8.182)
L R S R S k-m+1(zm+1 -z (3.139)
or alternately
Ul " 8w Kpa) C MMy c A K Zmet < Zm) (3.134)

but we still need to store all Um-k over time of flight so there seems to be little advantage ,
in this form over the preceding expressions, %
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Note that if we spaced the firing instants by time of flight, we would have, for the
correction algorithm, simply

L km(zm + w. A) (3. 135)

This might correspond to a system that fired short bursts spaced by time of flight.
As the group of rounds constituting each burst arrived at target range, their centroid would
be measured and a correction based on the centroid. Insertion of this correction would then
trigger the firing of the next burst.

This concept might be simpler to realize physically, although it has a very low data
rate. The general method developed in this section allows closed loop operation with any
firing schedule.

3.4.4 General Solution of Closed Loop Problem {n Matrix Form

We now define the Kalman data processing algorithms for the closed loop system.
Following the textbook solutions,“” we define

x = the system state vector
2z = the observation vector

The system state vector consists of the '"bias" sources which we hope to remove by
the closed loop process. Typical elements might be azimuth boresight error, elevation
boresight error, muzzle velocity bizs, wind velocity and direction, etc.

The cbsarvation vector consists of the measurements that we are ahle to make of the
projectile miss distance relative to target position. Elements might consist of the vertical
and lateral miss angles measured at the instant the projectile reaches target rang~, if we
have a 3-D system. If we are considering a 2-D system, there may be only a single element
per measurement. More generally, we allow the possibility that the sensing system may be
able to sense projectile velocity directly, which allows a more direct inference of muzzle
voloc!ty bias, and in this case the observation vector would contain a term for sensed
velocity.

The observation vector also containa the errors of measurement and the random
round to round dispersion errors of the system.
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As a result of the observations ZivZgeens zj. a correction vectcr uj is applied to xj.
Then the state vector evolves according to

+ uj (8. 138)

i 1 B
and the observation vector is defined as

zy = Hx,_, + Gw,_, (3.137)
where A = time of flight, Hj Is the coordinate transformation matrix relative the bias source

coordinates to coordinates as seen in the projectile sensing coordinate system, and G’ isa
similar matrix projecting the random error vector w into the sensing plane,

The object is to find the optimum u, in terms of z, z’_l. ves

]
The state expression is particularly simple because we aasume that the blases are

censtant at source unless corrected. Thelir effect un the cbserved miss distance will how-
ever depend on the geometry of the problem, and this {s contatned in Hj which vartes with j.

The w’ vector contains all the variables that are random across rounds, including
measurement errors, and G’ accounts for the way in which their effect changes with the

geometry,

The criterion against which the algorithms are to be optimized {s the variance of the
components of the x vector, which are to be minimized. This is not necessarily equivalent
to maximizing the probablility of at least one lethal hit in a sequence of rounds, but it has the
advantage of leading to a relatively simple solution,

In addition, the Kalman method provides a systematic way of handling the various
trigonometric and other conversions involved in the data processing.

The process of determining the minimum variance solution hus been determined to be
separable ag indicated in Figure 3-47, in which the vector x, which it {8 derired to minimize
is generated by the system dynamics. A measurement vector z i{s applied to x, and from
successive measurements z, a "'‘best estimate" of x, s developed in an "optimal' filter,
The optimal controller has been shown to be that controller which would be optimal {f x were
known exactly, 1.e., the ""deterministic'' optimal controller,
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Figure 3-47. Flow Diagram Showing "SEPARATION THEOREM"

For the present problem in which we assume the bias sources are invariant across a
firing pass unless corrected, the "optimal controller' is trivial, one simply applies the
control correction

u = - 8 (¥, 138)

If the biasee varied in a statistical fashion with time, and if one could define the
ctatistics as a stationary process which evolved at a rate low compared with the projectile
time of flight, textbook solutions could again be applied to determine the optimum correction
scheme. This extension would normally be considered in developing Kalman algorithms for
processing the miss distances caused by target maneuver as isolated by the VISTA loop,

For the present problem of bias correction, excluding target maneuver by VISTA,
the computational algorithms are summarized in 1'able III-18 for three cases:

a, Estimation of biaa without correction, Since the optimum control is equlvalent
to the subtraction of this estimate from the original bias, these algorithms can
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be used to estimate the residual variance, and the computation i{s often simpler
than working through the control algorithms, which yield the same result.

b. Optimal control without cbaervation lag. This is provided as a reference.

e L

c. Optimal contro! with observation lag. This set is identical to the previous set,
except that the necessary step of storing corrections during time of flight to
account for observation lag, is included.

:'*ﬂ?."u‘rrq\wmwump,q". ot e

Development of these relations will be found in Ho.® whose notation is used here,

We note for reference the famous matrix inversion lemma which states the

RS Y

equivalence of the two forms

DR AR & M

1 _ M1, gTR 1y (3.139)

o
1

P

o
1

M - MHT(HMET + R 1HM (8. 140)

LRE: 2.1

i
4
3

For our present problem the first algorithm requires inversion of a higher order

LTI

; matrix than the second; if we are interested only in the evolution of P, we can often obtain |
: more rapid insight by noting that 3
- y

n 2] 1-1 j j j ) §

3

:

which foliows from consecutive applications of (3.139). We use this form in a following
section.

RPN

LR koan oIF 7 SR

3.4.5 Example of 3-D Solution

We consider a system which employs sensors capable of measuring the angular errors
of individual bullets as they reach target range. The sensors might be a radar syatem as
has been deamonstrated in MIDI, or a FLIR angular sensor paired with a high pulse repetition
rate laser and a lager-driven range gate, as discussed in the earlier section on sensors.

It is assumed that the VISTA algorithm {8 employed. Three separate bias sources
are agsumed, but the general solution is not restricted to three.

This case, and the data flow developed for it have been used in the computer sizing
' estimates reported in a gseparate but accompanying report.
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Assumptions:

a, The sensor system is able to observe the angular miss of a bullet with respect
to the target when the bullet has reached target range. The observation vector is

AT AT __ = lateral miss measurement
Zim = ; m (3. 142)
Ae Aem = vertical miss measurement

where the observation is made on the "j'th" bullet. The time at which each
obgervation is made i{s also recorded and stored with z, for processing.

)

b. The object of the system is to correct for '"biag-like' error sources. The
sources are assumed to be defined by the vector

xj =le, {3.143)

where Ab is an azimuth bias, eb is an elevation bias, and Vb is a range-~like bias,
and the § subscript refers to the residual bias after the j'th observation and
correction. Ab'eb may be considered to result from boresighting errors,

For present purposes we assume that Vb is in fact a muzzle velocity bias, and
develop the correction algorithms accordingly.

c. Since the bias sources are assumed to be constant, unless corrected, the state
vector x, evolves according to

)

x =X +u 3.144 i

T Y i

where uj is the correction vector applied after the j'th observation.

d. The effect of target maneuver on the miss distance is subtracted from the miss i
measurement via the VISTA algorithm before computing the correction vector uj. 1

In the present implementation, no attempt is made to correct via the closed loop
for target maneuver, 1

!

;
1
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Computational Algorithms

VISTA computations of the effect of target maneuver are performed by storing
predicted azimuth and elevation (A p"° p.t). From the tracking sensors, (Am.o .Dm.t)
are obtained. t is time. Time of flight to present range is obtained from the bellistic unit
t ( em)* The predicted angles this time earlier are recovered to yleld

AA(t)v = Atm(t) - Ap(t - tpo) (3. 145)

A’l‘(t)v = L\A(t)v cos e (3. 1486)

Ae(t)v = tm(t) - ep(t -t po) (3.147)

The observation vector used to compute the correction s then

(3.148)

AT AT AT
] = m v (3. 149)

z’ =
Aer Aem § Aev i
The Kalman gain for the j'th correction, applied tmmedlatgly subsequent to the j'th
observation {s

) L r]l
Ky = MJH, [H,Mjl-lj 31] (8. 160)

where

(3.161)

The matrix to be inverted is only 2 x 2. However, because of R 4 there are never any

zero elements.
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The correction vector

. T

Cuy = |aey | @8.182)
avply
is computed from
uy = - Kjlzg + Hy Ty, (3.1883) 3

It {s necessary to store past corrections u,_k for one time of flight, The reason {s
that these are corrections which have already been made, but their effect has not yet been
seen. Thbe H, matrix applied to the sum Z uj_y, describes the effect which they would have on
the observation at §, if they could be seen; the bracketed term represents the estimated ¥
residuzl miss on which the j'th correction is to be based. Without this summation, one ,,
incurs stability problems because of the time of flight lag between correction and observation 3
of its effect. "

The algorithms for computing the correction vector u’ are Kalman-type, and are

“j = - ’[zj + l-lj b2 “j’k] (3.164)

The matrix Hj describes the projection of the assumed blas sources into the observation

coordinate system,

cos e 0 slnoT
H = (3. 156)
) 0 1 sino |

The cos e term results from the agsumption that lateral angular bias originates as an

azimuth boresight type error, the effect of which {8 reduced by cos e when observed at the

target. The sin OT’ sin o terms represent the projection of the range/velocity type biases

along the flight direction projected into the observation plane, and measured as lateral and

vertical errors,



st A 28

These latter two sine terms can be extracted from the other computations involved
fu prediction in several ways, since they need not be obtained with high acouracy. In view
of the availability of the data used in the VISTA computation, it may be simplest to compute

[
PR

6.1. L] [A; oA n A lcos e,
(8.186)
ou ep(t) = °tm(t)
The state variance matrix is defined as P’. The a prior{ estimates are
[ 2
%Ab 0 0 W
- 2
P o 0 o eb 0 (3.187)
2
L 0 0 Ty ]

The two variances of angle are in angular messure; the avz term, {f attributed to
muzzle velocity & the variance of the fractional error in muzzle velocity.

P o is an initial input to the computer. In conjunction with the a priorlt matrix of
expected measurement variances, it determines how much of the observed miss on each
round is used in the subsequent correction.

Obsorvations of miss are assumed to include

a. The effect of restdual bias

b. Round to round dispersion in angle and muzzle velocity. These effects are
assumed to be random across bullets, to have zero mean, and to result {from the
rms sum of constant standard angular deviation i{n angle, and constant standard
deviation of fractional muzzle velocity error.

c. Mesasurement errors. These are assumed to he random across measurement
with zero mean, and to have the same character{atics, but not necesaarily the
same magnitudes as the bullet dispersion components. Timing errors cause
errors along the {light direction which will vary in a different - ‘ay with range
from the effect of muzzle velocity dispersion. In the absence of experimental
data or estimates, we donot recognize this difference in the present configuration.
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Wa tharafore combine b and ¢ by aumminz squam. -ndobtun!orthomumd
random error variances porou Ohnruﬂoun , ~

: | T., o
] R=f o Y BT

1 . .
2 - 2 2,2 o . \
va ltn_o,r sinc ) +ov stn“c

- 2 2 .2 2 '
L4 +¢v ttlt‘IOT.r.: 0v ombeln:aw

\ a.rz, crvz and aez are a priori estimates and are inputs. At the moment we see no
* reason for not setting

a,rz ] a°2 -02 o (3. 159)

After each correction it is necessary to update the P’ matrix. Various forms are
possible; a simple one (in notation at least) {s

P - u’[x - H’TK’TJ (3. 160)

o - i o SHAR S : o
. L R AN B o e s T
i g -~ hd M v e ? macr ¥ g () .

Fupiis .

Figure 3-48 shows the flow of computations. The matrices have not been expanded
to individual terms for conciseness. The expansions follow directly from the preceding
material. . '

Note that if one is willing to abandon the correction for muzzle velocity/range bias
type errovs, all of the computations become extremely simple, and {f one is willing tc assume
that the cos e term can be replaced by unity, they become even simpler.

S S T
il it e 2

INE > U XN

At this point, however, it 18 considered preferable to size the complete 3-D configura-
tion to determine its cost in computer capacity.

8.4.8 Estimate of 3-D System Performance

To estimate the performance of the system described above, we use the ostimation
relationships from Table I1I-18, since they allow us to go directly to the estimate of residual ;
bias variances after n observations, without the necessity for working through the sequential
computations of the control form of the algorithms. The covariance matrix of the residual 1
biases after n observations, Pn is obtained by noting that

-t e
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-1 -1 -1
P = + H .
y =M y By H @.181)
M =P ' 3.1
371 (3.162)
hence
i
n i
-1 ~1 . T, -1 i
P, P, j=£1 H R H, (3.1683) %
then
2 2 2 2 é
» 0% o, sin’c -0, sin 8,1 sino i
R~ = 2 2 2 o (3.184) §
i -0y sin 61‘ sin o g’ + av sin GT § e
i 2 2 2
c% + crv sin L) 4
1
wher'e we use the relation that i
i
sm6T=sinLcos¢ !
(3. 165)

sino = sinL sin y -

and L is the total lead angle; y is defined by the above relation, it is the apparent directiun
of motion of the target projected into the sight plane.

Multiplying out the matrix product

(1 + A slnzo) cosze -Asgin 6,1. sin o cos e sin d cos e
H,TR’-IHj =] -Asin 6,1. sin g cos e 1+ sln26,r sino ( )
sin 6,1. cos e sin o alnzL §

021 + A sin’L)
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where

A= oy /0)° | 8. 166)

Then performing the summation indicated by Eq. 3.163 we obtain & 3 x 3 matrix for
P, " which can be tnverted, To do this anatyticaily would be tedious and provide no useful
insight at this time. Instead we perform the inversion for some special cases, which are
relatively simple. '

First however, we develope an additional expression, rghttng Pn (which describes
source varfances) to bias variances of miss distance {tself, in the 'sight" plane.

The previous relations given the covariance matrix of the bias sources. To see what
the variances {n miss distances become, note that

M= = e, (3. 167)

and denoting the covariance matrix of miss distances

S =<MMT> _ (3.168)
8, = H,PHT (3.169)
| 173}
, then {f the elements of the Pj matrix are pij; where pij = Pji
i oonze +2 sin 6 cos e + stnzo ( + sin o)cos e ]
P1 P13 Pgg P12 * P13
Sj = *+ (Pgy * Pyq sin 0)sin &

2
L(pn + pgq sin 0)cos e + (p,q + Pgq 8iN 0)sin & Pgg + 2Pyq 8IN T + pggq sin o-
(3.170)
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Consider a large number of rounds fired at a particular geometrical configuration of
the engagoment, {.e., a burst at very high rate of fire, The matrix inversion theorem gives
the following alternate form for computing P

P, =P, - ponT[uponT + Q]‘lapo; Q =R/n 8.171)
but
sn = HPOHT (3.172)
80 that
8, =8, - 8|S + Q]’lso 3.173)

and as n becomes large, all of the elements of Q become small, so that

[s, + Q! l[1 -8,° 9 +.. ] (3.174)
-1

Sn ’so Qso (3.176)
-1

sn *5 RBo/n (3.178)

hence Sn vanishes, for n veéy large: the algorithms will always work to reduce the observed
miss vector, even though the allocation as to source may be imperfect.

We can gain some insight as to how the process evolves by considering a series of
bursts fired at geometrical configurations of the target path at which the matrix elements
simplify. We consider three special cases below.

CASE I: Direct Incoming Target

For this case, ¢ = 90°, cos Y = 0, sin y - 1,0, Assume that n rounds are fired in
a short interval during which the matrix elements do not change significantly. Then
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ocos®e 0 0

P lap-line® o tn L 177

n o m ms (S. )
K msin L m sindL

wherem = (1 + AllnzL)'l

This form is easily inverted, and extracting the diagonal elements of the inverse
matrix

p )2 o2
(0, /0 =
An'"Ab 02 + '"'Abg cosze

2 2 2 2 2
(' 4 +¢r ﬂnLvab

(o /aeb)2 . — F ‘m}—y (3.178)

+n0*

A o cz+czatn2L+ncr.bz
vn’°vb 02+v r“‘(.b o sinL)

As n becomes very large, the variance of azimuth bias {s reduced to zero. At this
aspect, however, the system cannot discriminate uniquely between the effects of elevation
bias and muzzle velocity bias, but it does reduce both, allocating the corrections according
to the a priori estimates of their relative magnitude.

In fact the system {s much cleverer than the above statement would imply. It may not
know exactly where the source of the elevation bias is located, but the corrections it applies
do in fact reduce the elevation bias in the sight plane, i.e. at the target to zero. We can see
this by observing the covariance matrix of bias errors in the sight plane.

For this special case of a direct incoming target,

(3.179)
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or in terms of the P"l matrix elements mtj before inversion,

g -1 2 9
m11 cos e 0

(3. 180)

]
0 msa-zmzselnc+mnsina

i M3sMaz = MgaMsp j

since ¢ = L for this geometry.
Substituting the values of the m,, we obtain

J
2 020 Abz cosze 2 7
% = 3 53—~ /n (3.181)
¢® + no, © cos’e
© (0 2 0.2 slnza)(az v g2 slnzo) (02 +q 2 slnzo')
; c 2. eb Vb - v — - v (3. 182)
ob (02 +ov2 slnfo) + n(aeb + GVb slnza) n

This i{s a remarkable characteristic of the Kalman solution, At various times, and
various positions of the target, the algorithms will be able to identify bias sources (which
may be numerous) to varying degrees of reliability., But the computed corrections are always
apportioned in a way that reduces the resultant biases projected into the sight plane.

Elimination of all biases at their source depends on the comprehensivrness of the
sample sets over the firing region, and the accuracy with which the model represents the
actual bias sources. However this learning process, which can continue over many paths,
does not reduce the rate of reducticn in bias at the target on any one course,

CASE II: Target Attacking Down Line of Sight

For this case, the above relations hold, with L = 0. The algorithms unambiguously
recognize azimuth and elevation bias, and apply corrections for both.

The residual variances in the sight plane are obtained from the expresaions given
above, setting L = 0,
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Case 1II: Target at midpoint of a passing, level course
$=0,cosy = 1.0, singp = 0

Then
m ooozo 0 mainLcose
plop-l,p? 0 1.0 0 (3. 183)
n 0
msin L cos e 0 m ainzL

This expression inverts easily and we obtain

2 2 2 2
o” + sin L(trv + nOVO)

2
0, /0,,)" = —n
An""Ab 02 + stnzL(ayz + nav?) + noAbz cosze

2 o
. /o..) = (3.184)
en’“eb 0,2 + naeoi

2 2 2 2 2
o +av sin L+n°Ab cos e

2
0y, /0.,)" =
Vn'vb 02 + smzL(avz + ncvoz) + m’Ab? cosze

Now {f we allow "n" to become very large, we see that the algorithm eliminates the
elevation bias, and reduces the azimuth and muzzle velocity biases somewhat. Since the
algorithm cannot discriminate ambiguously between the azimuth and muzzle velocity bias
sources, however, the best it can do {8 to apportion the correction according to the a priori
estimates of the relative variance magnitudes. This is the a priori estimate of muzzle
velocity bias variance is very small, the algorithm will eliminate the azimuth bias, and vice
versa. However if we projected the residual biases into the sight plane we would again
observe the total elimination of their effects as n becomes large.

3-120

chba e S e

BN

ol B, iy

"
T

bt sl 1
e L N

b

i o
PR DI 7L ¥ TSP R N



L0 N

a8 LT A

R

B aae UL o icFui SERAE

A m oY m

3

LR Il B3 £ LA B .!

T N e e s s EFETARITIT Mmoo Ll

To simplify the calculations, we consider the bias correction process resulting from
firing two burats, one when the target is almost directly incoming, and one when it is at
"midpoint". The following parametric values are assumed as shown in Table 1I1-19.

For the incoming position sin e = 0.10;, 6 = 0, cos e = 0.90 and at midpoint
siné = 0,50, cose = 0.707, ¢ = 0.

The "normalized values'' are simply the actual values divided by 5.0. The resulting
standard deviations may be multiplied by 5.0 to obtain mils, in the case of angular compu~
tations, and by 0.5 to obtain % in the case of muzzle velocity.

For this case we require the residual variance matrix from the first burst as an
input to the second, and the matrix inversion is slightly more tedious.

On any particular course, of course, one has specific initial biases to be reduced,
whereas the computation shows only the reduction in the variance of the expected residual
bias, averaged over many paths. One could, however perform analogous computations
for specific assumed initial bias values; after n rounds had been observed, the fractional
reduction in bias would be the same as the fractional reduction in standard deviation of

bias, averaged over many courses.

Figures 3-49 through 3-53 show the results of two firing sequences. In one,
10 rounds are fired as the target is almost directly incoming, then another 10 rounds at
“midpoint". In the second, 20 rounds are fired at midpoint.

Table I111-19. Assumed Standard Deviations

Actual Normalized
Tpb = 5 mils 1.0
Teb = 5 mils | 1.0
GVb = 1% 2.0

o = 2.6 mils 0.5
oy = 0.25% 6.5
3=-121
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Figure 3-49, Standard Deviation of Azimuth Bias

1.0

—my e o= ey
10 ROUNDS — S~ 20 ROUNDS

STD.DEVIATION (%) 05 -

10 ROUNDS

o ey me Gage @ :
o | 1 :
INCOMING BURST CROBSING BURST

40001 .60 i
Figure 3-50. Standard Deviation of Muzzle Velocity Bias }




YT T N RERTR R RCER Y 44T MEIREER T YO T “‘"'w-“

A T AT RETE o R v TR e AR R e e e AT e TR = YYo= T o=

et W € gy

.

w i
10 ROUNDS —*

i f>— 0 rounos

30
$70. OEV. (MILS) I
¢ 10 10 nounos-q
0 1 1
- INCOMING BURST  CROSSING BURST
:
' 4000161
: Figure 3-51. Standard Deviation of Elevation Bias
- |
2
C
80 |- L A
NO CORRECTION, 7 1 %
7 |
: 8o I~ )’ l‘\zo AOUNDS
' A 2
“w r 7 i
20 . — 10 ROUNDS ’;
10 ROUNDS K
20 \
10 -
0 1 1
INCOMING BURST CROSSING BURST
4000162
fgure 3-82, Standard Deviation of Total Lateral Bias
P 3-123 i




NO CORRECTION\
80 P~ ’- —

40 r-
f‘hmnowoc

10 AOUN
$TD. DEVIATION oy (MILS) 30 [~ 08— l
o |- |
10 b —d
10 ROUNDS
u
0 1 1

INCOMING BURST CROSSING BURST

40001-33

Figure 3-63. Standard Deviation of Total Elevation Bias

3
!
Bl
4
!
!
1
]
1
1
H
1
1

IR ST TR

cAktaset.m iU L sl ¢ aine: bpile b4 S04 e s “hid S T v I¥e
e




Figure 3-49 shows the reduction in the standard deviation of azimuth bias. There
is no ambiguity in source of the azimuth miss for the incoming burst, and all the corrections
are applied to azimuth bias. At midpoint, however, the lateral miss includes components
of both the residual azimuth bias and the muzsle velocity bias, and the algorithms produce
only a small reduction in azimuth bias, but a lerge one in muzzle velocity bias, as seen
from Figure 3-60.

1

For the initial burst, elevation and muzzle velocity biases interact, but the geometry
is such that very little of the observed miss is attributed to muzzle velocity bias, and most
of the correction is applied in elevation, as shown in Figure 8-51. There is no ambiguity in
elevation at midpoint, where the whole correction is applied.

When 20 rounds are fired at midpoint only, the lateral miss ocbservations generate
corrections which are applied to both azimuth and muzzle velocity. Since the a priori
estimates of muzzle velocity variance were larger than those of azimuth, the algorithms .
apply a larger correction to muzzle velocity than to azimuth,

"~
-

T T YTy

When these standard deviations are combined and projected into the sight plane, to
show bias of lateral and vertical miss at the target from all three sources, the results
obtained are as shown in Figures 3-62 and 3-83,

The initial 10 rounds reduce azimuth bias, and at the incoming point muzzle velo=ity
is velatively unimportant as a bias source. However, as the target angle increases, the
lateral bias increases because of the increasing prominence of muzzle velocity. The
10 rounds at midpeint then reduce this source, and the total lateral vector.

STk itk riptn e

It might appear that one would be better off, as fér as bias reduction is concerned, -
to fire the 20 rounds at midpoint instead of in two parcels of 10. Note that if one does thls;
one is left with a larger residual azimuth bias (Figure 2-49) which will affect the incoming
leg of the next target path.

For this simple case, one could probably do better with some other mix than a 10/10
to minimize the residual biases, and more generally, given n rounds, and a cooperative
target, one could work out an optimum distribution of firing points. This can hardly be
done with combat puths, but should be considered in setting up 'calibration" firing doctrines,
using internally generated target paths with actual shooting.
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3.4.7 Example of £-D Solution

A relatively simple method of obtaining closed loop operation of a predicted fire
system, using an imaging sight, is one that depends only on the viewing of the tracer of a bul-
let, without range sensing. :

This sensing allows out of plane bias sources to be corrected, even though it is not
known when the bullet is at target range. Corrections for in-plane biases such as muzzle
velocity bias cannot be made by this method, but importance of out of plane bias corrections
and the probable simplicity of implementation of the method make it of interest.

The concept is as follows: the bullet is assumed to have a tracer element which is
easily visible on the imaging sight. The method applies to TV systems as well as IR, but
will be discussed here in terms of the FLIR.

The FLIR is centered on the target, within angular tracking accuracy, hence sweeps
across a hullet trajectory with an angular velocity of magnitude and orientation determined
by the angular velocity of tracking. This is shown in Figure 3-54.

BULLET SENSING

a4 T

4000194

Figure 3-54. Coordinate System for 2-D Closed Loop System
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Normally, a single bullet will be sensed by more than one FLIR element sequentially,
as the field of view of the FLIR sweeps across the trajectory.

The angle y is defined by

_ de/dt + de/dt
tan ¥ -m (3. 1856)

where de/dt and dA/dt are elevation and azimuth angular tracking velocities, e is target ele-

vation angle, d6/dt is the vertical velocity resulting from gravity drop of the bullet.
Approximately,

do/dt « -(g/va) cos e (3. 188)

where v a is average bullet velocity to the target. This term can possibly approximate using
constant values for g/v a’ It may amount to about 20 mils/second, at low elevations.

The biss errors which is is desired to extract are AA = AT sec e, and Ae.

AT and Ae are shown in Figure 3-54.

Since the bullet position at the target range cannot be determined, the only useful in-
formation bit which can be derived from sensings on a single bullet is Uy, the minimum

angular approach of the bullet trace to the target.
tem, for the j'th sensing on a particular bullet

U sin¥d cos¥ AT
= (3.187)
\' j cosy -siny J Ae [

Multiple sensings on the same bullet should all yield the 8ame value of U, from the
above computation, within the accuracy of the several measurements of the (AT, Ae)’ pairs.

Using the U, V, rotated coordinate sys-

If there were no bullet dispersion, and no measurement errors, one could obtain AT,
Ae from two measurements of Uj at different values of ¥y

The basis for the system concept {s the use of a Kalman type of filter to allow seasings

over many bullets, at different values of § to be properly averaged to obtain estimates of AT
and Ae. '
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Multiple Sensings of the Same Bullet
As the FLIR sweeps across the hullet trajectory, there will in general be multiple
sensings of the same bullet. These can be handled in two ways.
a. Process all sensings, but weigh each sensing by 1/n
where

n = (FLIR field angular extent/element angular extent)p,

Py = probability of sensing, given that the bullet is in the field of an element.
This allows the measurement error to be averaged.

b. Ifp d is essentially unity, and the measurement error is negligible, process only
those sensings for which

IV l( Iw'F (3.188)

where

w = the vector angular velocity

2 2 1/2
w = [(de/dt +de/dt)” + (dA/dt cos e) ] (3. 189)

and F is the FLIR frame time.

The following example considers only azimuth and elevation bias sources. It can be
extended to include all '"out-of-plane" sources in a straightforward way. To derive the
processing algorithms it is first desired to correct for target maneuver via the VISTA algo-
rithm. In the general case, a sensing ylelds the triad (U, V, t)j. When the bullet is first
sensed it is probably not yet at the target range, and in fact the equirange point cannot be de-
termined. However, this lack of range information affects only changes in the angle y be-
tween the sensing point and the equirange point. To estimate the magnitude of the effect note
that

dy/dt = -(dA/dt) sin e

dA/dt = wcose (3. 190)
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If the bullet is sensed at an angle V from its point of minimum angular separation, "

the change in ¥ during this interval is obtained from -
T = Vi
Ay = (dp/dt)T 1’ :
A¢ = Viane,. @191 1

Thus even if the sensing is as much as 5° from the equirange point, the change in y
will have only a very small effect on the values of the sin j and cos p in the algorithms. If
V is limited a8 in case b above, the effect is negligible.

a senr g, then, we use the VISTA algorithm to determine the AT and Ae \
against ....h the actual sensing is to be compared. Since the only sensing element we use in .
processing is U, we receive only Uv from the VISTA loop. * ;

The measurement '"vector" is then the scalar

5 = U -, (3.192)

Restating the Kalman algorithms, to derive the Kalman gain 1

2 = [siny cos e °°”’]j A, + Wy (3.193) ;
: b
1| zj = Hj"j + wj; wj = random round to round noise from all sources (3.194)

The state equation is

xj+1 = xj +uj (3.195)




The Kalman gain Kj is

_ T T -1
Ky = MH, [“5"‘1“1 * “s]
Rj = <wj >
R, = o2 (3. 196)
Mj is the variance matrix of the residual bias, Mj = Pj-l
P, is the 2 priori matrix of bias variances.
i 2
4 A (]
P, = (3.197)
0 02 '
e

Mj i8 2 x 2; the bracketed term to be inverted is a scalar.

The correction to be applied for bias is

u, = -Kj[zj+ujzp:“j—k] | (3.198)

where the sum is taken over corrections applied in the past but not yet observed, i.e. up to
one time of flight in memory.

After each computation, the Pj matrix {8 updated according to

P - Mj[l -H;TK;T] (3.199)

This completes the definition of the solution. A flow diagram is not provided, since
it is very close to the 3-D data flow provided earlier, although there is great simplification
in detail.
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3.4.8 Estimates of 3-D System Performance

To simplify the aigebra, yet retain the esaential elements of the process, assume that
the lateral bias is, in fact, a constant obT’ unless corrected, rather than an szimuth bias,

80 that the 008 ¢ term is suppressed. Then

U = BX
H = [sln y cos y)
AT
X =
Ae
Rj = 02
2
%rb 0
P =
° o .2
eb

va_z + 072 Zsinz ¥y

o
)

o2 2 sin ¥, cos 4:’

o2 )3 smg;j cos ¥

Teb
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This matrix is easily inverted to obtain

- 2
/ + I cos ¥ - ¥ sin ¥ cos ¥
- o?[€ /)

"o g 2
‘ -Leiny Ci:l’ (0/0‘,!1’3 +X ﬂn ¥ (3.208)
(O/G.b) P/c,rb) + (o/o .b’r’- slnzvt + (a/o.m)zz ooszw
+ Z ooozw z elnzw- ( z sin y cos w)z
The residual variance sz in the sight plane is obtained from
& - HPKT (8. 208)
n“n n
and if the elements of F’n are, (where Pg = pn)
P11 P12
P = (3.204)
P23 P22
S 2. slnzd: + 2 siny_ cosyp_ 4 coszd» (3.205)
n P11 n P12 n n ' P22 n *

Now consider the way in which ¢ varies with time across a firing pass. This is shown
in Figure 3-55. We approximate y(t) by three straight line segments. At midpoint, for a
horizontal target path

d&o/dt » -dAo/dt sine
d&o/dt v -th/(RmDm) (3.206)

where i target velocity, H = altitude, and Rm’ Dm are horizontal and slant range to target
at midpoint.
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Figure 3-565. Variation of Angle y With Time.

We assume a constant rate of bullet arrival at the target equal to the rate of fire of
the gun,

dj/dt = v (3.207)

Then we can approximate the trigonometric sums by integrals, for example

T sin’y « f sin% q)

(d)/dt)/dy,/dty f sinZy dy : dy/dt < 0

and
lstnzw dy = (¥/2) - (1/4) 8in 2¢
[ cos®® dp = (¥/2) + (1/4) sin 2§
[ sinpcosy dp = (1/2) siny (3. 208)
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S o2 .
[ + nlo,rb
Pnl = 9 (3.209)
0 o
L eb |

and the lateral bias is reduced, but the elevation bias is unchanged.

The variance reduction over segment 1I begins with elements of the P matrix, and

2 2
we designate the reduced %Tb by Oqp

Substituting the trigonometric integrals from (x/2) to ¥

St e ffez) - ()
x/2

* (/49 )(@2¢ - 7) - (sin 29))
(8.210)

¥
f ¢082¢ dj o (V/4$°)[(2¢ - 7) + (sin2y))
/2

| 4
f sin Y cos y dj & - (V/No) Oolzlﬁ
*/2

i n = total number of rounds fired over the ramp approximation to §, the total
observation time over the ramp is

T=- t/do, and the total number of rounds observed during T is
(3.211)
n=c- (tu)/d'vo
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If the observation interval begins at y = w/2.
£ sin¥y o (4—';-)[(1 - 29) + 8in2¥)
T cos’p o (29{)“” - 2¢) - sin2] (8.212)

Teinypcosy & (%)coszzp

At the end of segm.ent II we have

of 2 2 -
Ll
02 + (ny,/2 2 °
(0y/ 2091y
P, = . (3.213)
c‘c

0 5 eb

L o° + (nu/Z)aeb2 ]

At the end of segment I, = - #/2 and at this point

a0 2

8 = ey (8.214)

nll 2 2
g’ + (nn/Z)chI

where ny = the number of rounds fired observed during this segment.

We observe that the end result of having two bias sources to correct is to reduce the

number of observations effective against each by a factor of two.

For a numerical example, we choose a target velocity of 209 m/s, a horizontal range
at midpoint of 400 meters, and an altiude such that the ratio H/D = 0.50 at midpoint. This
makes the length of the ramp segment 12 seconds. The variation of slant range with time is
shown in Figure 3-56. We assume a low average rate of fire (as an approximation to spaced
bursts at a higher rate), such that 10 miss distance observations per second are obtained.
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Figure 3-66. Slant Range versus Time :
4
We assume that the standard deviations in elevation and traverse bias, (these are, of P

course, the averages over many cases) are 5 mils each initially.

The combination of random round to round dispersion and aobservation errors are
assumed to have large values, namely standard deviations of 6, 10 and 25 mils in threc sets
of computations. In reality we would hope to have values of 3 mils or less, hence these
numecrical examples are definitely worst cases.

First consider firing only on the ramp segment of the target path, Segment Il.
Figure 3-67 shows the reduction in the residual traverse bias (averaged over many cases,
as noted above), and Figure 3-58 shows the reduction in elevation bias. Note that the
algorithms reduce traverse bias most rapidly initially, but make no corrections in traverse
at midpoint, where this component cannot te separated by this 2-D system. On the other
hand, the correction to elevation bias is initially slight, but has a raximum effect at
midpoint.

o T i berar e bue e

It is interesting that even with 26 mils random and observation error, both bias

sources are about halved afte: 120 observations.
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Figure 3-57. Residual Standard Deviation of Traverse Bias
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Figure 3-88. Toaidual @andurd Deviation of Klevation Bias
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The residual bias in the sight plane (the vector sum of the two components, corrected
for correiation introduced by the algorithms) is shown in Figure 3-59 and ccmpared with the
simple approximation

0,0 =0,k [1 + /200, /0)2]-1/2 (8.218)
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Note that with random and observation standard deviations of 8§ mils, the system has

accomplished a reduction of about 80% in the initial bias after 40 observationa have been
made.

We next consider the effect of initially firing and obtaining observations on Path
Segment I. On this segment, only lateral bias can be corrected, according to the approxi-
mate form of the computation. We allow six seconds of observations, then enter Segment II
as described ahove, and finally continue with observations on Segment ITIl, where, again,
only traverse corrections are possible.

Figure 3-60 shows the reduction in traverse bias, There is a significant reduction
on Segment 1, after which reduction is lower, first because of the dual assignment of the

v apeaber

¢ 12 . 2

TIME (88C)

P S -

u 1 A J
0 0 120 190 0 B

NO.OF AQUNDS ORSEAVED 4000160 !

measurements, and second, because of the n-l/ 2 effect as the bfas becomes smaller than ;

§ the random components.
E The reduction in elevation bias is as shown in Figure 3-8.. Midpoint and the end of
¥ S8egment II are identical with the previous computations, since elevation bias has not been
F reduced in Segment I.
j -
3 MIDPOINT
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; 40 :

20 — t
i 0 | o« 28M.8 E
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Figure 3-60. Reduction of Stundurd Dyviation of Truverse Bius
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Figure 3-61. Reduction of Standard Deviation of Elevation Bias

Figure 3-62 shows the comparison of the two firing dootrines in terms of the bias
variance in the sight plane (which is what counts in hitting the target), Only the 5 mil case
is shown, The system benefits everywhere exocept at midpoint {rom the prior reduction in
traverse bias, As the coordinate system rotates, for the case of prior firing on segment I,
the residual elevation bias increases in importance at a rate which initially is larger than
the rate of reduction by the correction algorithms, su that the veotor bias increases, then
deoreases., However the slevation loop is, as in the first oaso oconsidered, effective enough
to reduce the initial 8§ mil elevation bias to less than 1 mil at midpoint.

This simple case shows somne of the oharaoteristics of the closed loop algorithms f
which are developed more generally in this report. When the number of bias sources iden- a
tified in tho model on which the algorithms are based exceeds the number of components of
miss measurement, the algorithms ullooate the miss observations to swurcoes, svcording to
the geometry of the engagement al each measurement. Henoco all bias sources will not be
eliminated until a sufficient number of observations has been processod from a mix of
geomotric configurations.
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The slgorithms, however, always make the aliocation in such a way that tho miss
veotor resulting from all Lias sourcen, s seen at each instant of measurement, is reduced.

As 1 limiting onse, if fire were conducted against a hovering helicopter, and a large
_ number of rounds was observed, the resultant bias vector from all sources would be reduced
v to sero for that geometric configuxation, even though not all of the Individuul bias sourcus
would huve toen reroed.
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As the geometry changes, the unroduced biases may acquire prominence, and will
in tarn be reduced.

3.4.9 General Solution with Expanded Bias Source Vector

The two system configurations described above (3-D and 2-D) were described in
terms of bias vectors having three and two elements, respectively. As observed by several
persons, in particular, Dr. Richard Moore, the most bothersome systematic cause of
projectile miss may be wind.

The principal objection to increasing the number of elements in the bias source
vector is the increase in the size of the matrices that must be handled by the computer. All
things considered, however, the incremental cost of adding computer capability may be small
compared with the cost of providing a local meteorological station at each firing battery.

We therefore suggest that the following bias vector may be considered.

] X = (3.218)

where
A" azimuth bias
& " elevation bias
Wy - Northerly component of wind
Wp - ‘Easterly component of wind
vb « murzle velooity bias

Py * deviation of air density from standard (includes all systomatioc sources which
affect timo of flight other than muszie velooity)

b
:

?
.
i
j
3
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The {irst four elements of this vector oan be corrected with a 2-D system (but =
somewhat less rapidly than with a 3-D system) since they move the projectile "out of plane'.
The last two require a 3-D sensor system. Py, may not be of sufficient magnitude to justify '
its inclusion. However it is shown because, like Vb. its effect is prinocipally in the plane of
the target vector and the sensor. Vb has a large effeot at all ranges, Py has a small effect
at short range, and its effect inoreases with range. The different functional dependence on

range offers, in theory at least, the potential of discriminating between the sources over a
mix of geometries.

. i
O e e T | { ]

e ettt
J e -
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The elements of the H vector include this geometry. For example, the effect of wind
on the observed lateral miss would be represented by H elements which would be approxi-
mately proportional to tp sin Az and t P cos A‘ respectively, where A‘ i3 azimuth measured
from North, and tp is time of flight.

B S + o g ki
s — Resl

Since the unique value of the Kalman type of processing is that corrections applied 4
during one configuration of a target path can be used and further improved on subsequent X
passes, a bias source such as wind which is only approximately conetant in magnitude and
divection (in earth coordinates) over limited durations of time, must be considered in a -
separate category from a 'boresight'' error, for example. T

One could formally write the system state equation in the general form

xM HQJX’ + u’ + w’ (3.217)

3 o St
' e

and absorb a stochastic model of wind variation with time, the cbj elements allowing for some
persistence, and tha w’ for random disturbances which cause the mean wind to vary with
time. However, system operating time, and elapsed time during which the wind may ochange
are not the same, and rather than attempt to approximate wind ataiistios, and associate them
with clock time in the computer, it may be adaguate simply to assume that wind is oconstant
during any continucus interval during which the system is activated, but that thed priori v
variances of wir ‘e restored from their reduced values to initial values whenever the .
system is tv- ., And then reactivated, 1%

R 11ty i B

4 (__ Pt

Or +ve assumption, the prooessing algorithms for the expanded bias source
vootor a1 ation]l in matrix form with those devoloped for the simpler bias veotors, and
will not be repeated here.
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3.4.10 Use of Closed Loop for System Pre-Combat Calibration Firings

The first four elements of the expanded bias matrix shown in Eq. (3.216) cun be
corrected by a closed loop system by firing a series of bursts at fixed points in apace. These
points would be located along two azimuths separated by 90°. and at two ranges, relatively
short and relatively long. The two azimuths allow the algorithms to identify and correct the
two wind components, the two ranges allow the wind effects (greatest at the longer ranges) to
be separated from the angular biases. E

The last two eiemente of the matrix require that the system develop a lead vector.
This can be done with an internally generated ""canned course''. Again, range variations 4
allow the two remaining bias sources to be separated and eliminated. :

All corrections can be made simultaneously by firing ""canned courses'' (constant
speed, constant altitude), with different orientations of the target velocity vector.

If a series of calibration firings of this type is laid on after the battery has moved
into position, biases should be eliminated or effectively reduced prior to the appearance of
an enemy target. By that tme wind may have changed, but it will be the only remaining
bias source, and the algorithms will operate to reduce its effect during the {iring pass,

How much of the "learning” on each firing phase to carry over to successive phases
can be established by investigation with the system itself after the initial callbration firings,
one might be willing to assume that only wind will chdnge as a bias source, hence the wind
""learned" components only would be reduced to zero between enemy attacks (not necessarily
between passes during a given attack).

3.6 CONCLUSBIONS

3.5.1 Feasibility

8inoe 2 closed loop predioted fize system has been demonstrated with Phalanx, and
MIDI has demonstrated the ability of a radar system of different configuration to obtain
individual projectile miss sensings in real time at a high rate, the {easibility of these
specific 3-D radur ocunfigurations may be considered to be established. The prinocipal
unknown s the sophistioation whioh can reusonably be utilized in the processing algorithms.

There seems to be little technical risk assooiated with a 2-D system using FLIR or
TV aensings of projoctiles with tracers. 2-D systeris cannot obtain access to all potential
bias souroes, (observability and controllability thoorems apply) but with separate on-
oarriage muzzle velooity measurement as omployed by Qerlikon, the in-planc biases may
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poseibly be reduced to acceptable magnitudes without the intervention of a closed loop for
these bias components. It may be relaiively simple to add a 2-D loop closure to the GLAADS
prototype. However, the lower information rate of a 2-D system has been noted.

I LA

A 3-D FLIR plus laser configuration depends on the ability of the system to correlate
fllumination and angular sensings on individual projectiles (or less desirably on short bursts
in aggregate), and may push the laser state of art somewhat. Feasibility remains to be
determined.

Optical radar may in fact be the strongest 'light horse" contender. These configura-
tions appear to be the most attractive of those reviewed. Many others are possible, of
varying degrees of technological risk, and the longer one ponsiders the problem, the greater
the varicty of possible solutions that present themselves.

e e il e b il e it A e
e . i € gt o .

8.58.2 Advantages and Disadvantsges of Closed Loop Systems

The concept of lovp closure by projectile sensing is intriguing, both as to concept
]' and with regard to the technological challenge. Unfortunately, its principal justification may
' be the serious misgivings of many persons, including the present writer, which cannot yet
be supported by data, regarding the ability of operational units to maintain their equipment
at a proving ground calibration level of excellence during combat conditions. Closed loop
should provide a calibrated system in combat whether the orew has had time to periodically
go through their calfbration drill or not.

U a predicted fire system of the best modern technology, tuned and calibrated, with
exoellent met inputs, is fired in proving ground tests, and compared with closed loop opera~
tion of the same system, this writer would expect only marginal differences in effectiveness
between the operational modes. Or the other hand, in combat, with delayed, or nonexistant
meteorological data, moves from travel iuto firing position without time to oalibrat. (and a
desire to avoid firing until attacked so that the position will not be revealed), closod loop may
have 2 high pay~ff. The simple computstions of Table 111-8 indicate a 50% reduction in
system effectiveness if aggrogate bian sources of only 4 mils are allowed to creep into the
system without correoction.

|
|

The disadvantages of closad loop are ussoocluted with the special performance
oapabilities which may be required of the sunsors to measurc bullet mixs in addition to
target tracking, and with the added computer requirements to prooess the data, Theso costs
must be assessed for euch candidate closed loop configuration. Howaver, they can be
balanced ngainst the cust of additional battery equipment to provide bias wourco dutu which
wiuld be used in an open icop system.
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1t is regrettable that the case for or against closed loop is not an obvious one. It
would be even more regrettable if this method of fire improvement were not pursued to {ts

objective evaluation,

3.5.3 Program Recommendations

Closed loop concepts can be roughly divided into two classes, thoee concepts which
can be implemented with some assurrance of sucoess, based on current state of the art, and
those which are attractive, but require development and component validation. Effort should
be applied in both categories.

Since GLAADS is usually considered a "test bed' system, a closed loop system
compatable with the GLAADS sensors should be fabricated and tested on GLAADS., A specific
solution, chosen for production capability consistent with possible GLAADS production
should be given highest priority, but solutions of higher risk which can be tested in live
fire with GLAADS should be carried in exploratory development.
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A comprehensive program of projectile signature determination should be pursued, 3
covering all potentially usable sensor types, and including signature augmentation schemes (g
ranging from simple shaping of the projectile base to the use of trihedral reflectors. Cost
of making these projectiles with improved signatures should be an important part of this f
investigation,and in particular the trade-off between cost of augmenting the signature versus ,’
cost of providing enough sensor power to acquire an unsugmented signature should be made :

explicit.

The Army's continuing program of exploratory and advanced research in predicted
fire technology should not be 1imited to GLAADS or existing radar sensors. It is not yet
clear that the partial passivity of a system with FLIR and laser, for axample is greatly iess
susceptible to detection and countermeasures than one using millimeter radar, or that
differences are significant considering the operational environment.
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SECTION 4
FRANKFORD AIRCRAFT CAPABILITIES TEST (FACT)

The lack of accurate, realistic data on aircraft targets flying munitions delivery
pasees has Leen 2 serious limitation on the development of algorithms for predicted fire
systems. Many studies have been made using assumed and plausible flight path charac-
teristics, but attempts to go beyond simple coastant velocity prediction algorithms are so
critically dependent on actual target path devistions from straight line, constant velocity
paths both in choosing the algorithms and in assessing their effectiveness, that these in-
vestigations have only marginal payoffe unless tested against actual flight trajectories.

4.1 BCOPE OF DATA

The FACT (Frankford Afrcraft Capabilities Tests) data was obtained to provide an
accurate description of target puths flown by typical attack ajrcraft in munitions delivery.
The flights and data acquisition were performed by the U.8. Navy at the Naval Weapons
Center, China Lake on 26 and 27 July 1973, and the plan of experiment and objectives were
developod jointly between Frankford Arsenal personnel, Stan Goodman and Ken Heulitt, and
personne! at Naval Weapons Center. The experiment {8 remarkable in the extremely short
elapsed time between original discussions with China Lake, and the availability of experi-
mental data.

Raw radar tracking data was obtained on tape at 0,1 second intervals. In addition,
the Navy provided printouts of computer processed data and resl-time graphs of horizontal
track and altitude which were of great value in initial studies of the data. Preliminary anal-
yses of a few poss records wero made by Litton to establish a method of analysis, and a
corresponding anslysis of all of the recorded passes was made by Frankford Arsenal.

Path data was recorded on attack aircraft types flying the {following types of attack
patha;

Glide/dive * smbing
Pop-up and glide bombing
Laydown bombing

High level bombing

=
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On most of the bombing passes, the airoraft released munitions and the impact points
were recorded. Pilots had combat experience in Vietnam and chose their tactics in accor-
danoe with their experience. Aircraft and pilot identification, types of aircraft fire control
employed, bomb impact records, and additional data regarding the experiments anc results
will be found in a report under prepsration by Frankford Arsenal.

Al of the recorded data, computer processing, and computer-generated graphs and
plots are on file at Frankford Arsenal.

The aircraft were tracked by radar, using a beacon in the target aircraft on most
passes. The estimated radar accuracy and its effect on record interpretation is discussed
in a later section. Tracking accuracy was sufficient to satisfy the main purpose of the ex-
periments, namely to confirm that the attack paths observed had relatively predictable seg-
ments over which a predicted fire defense system could function. Tracking accuracy was
insufficient to separate the mild target maneuvers during these segments from the tracking
noise, an important conclusion in itself.

It should be noted that for the purpose of these tests, a constant, or slowly varying
bias in the radar data i8 unimportant. However, rapid variations of the radar error about
its mean does limit the analysis by preventing the reliable extraction of true aircraft ac~
celerations, when these accelerations are small (less than a few tenths of a g).

In the present analysis of the FACT data, the parameters chosen to display the path
characteristics are target heading in a horizontal plane, dive angle and velocity along the
flight path. If all of these parameters are constant for an appreciable length of time, a very
simple linear predictor will be highly effective. In fact, the three parameters are rarely
simultaneously constant, and so the data records set a challenge to the ¢ gner of prediction
algorithms. '

4.2 DIVE/GLIDE BOMBING PASSES

4.2.1 Alrcraft Heading

The Frankford processed traces of heading angle versus time have been plotted in
Figures 4-1 and 4-2 for dive/glide bombing passes. In thege figures the traces have been
displuced vertically to avoid overlap. Small triangles ou some of the paths show the esti-

mated time of munition release, and in some cuses the munition release range from the tar-
get is also shown. According to K. Heulitt the indication of munitions release tended not to
be precise, hence in these figures the traces were not aligned by point of weapons release,
but ratho: by the approximate ond of the relatively straight heading segment.
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An immediate observation is that heading is ecither relatively constant, or has a
relatively low mean rate of change on these passes for from 10 to 15 seconds. There isno
apparent correlation between these time durations and the rclcasc range. The turn to the
attack segment and the breakaway display very high turn rates, and work out to about 4g
lateral acceleration.

In Figure 4-3 the traces of Figure 4-1 have been superimposed to coincide at 5 sec-
onds from the end of the path segment. This plot emphasizes the existence of the relatively
predictable heading segment. In Figure 4-4 the same traces have been superimposed and
rotated slightly to eliminate the small mean heading rate of the attack segments. This could

be accomplished by an acceleration term in the prediction module. The turn into the attack
and the breakaway have been changed in sign in some cases to allow a direct comparison of
these patterns. It is remarkable that heading rate for turn into the attack is almost identical
for the passes shown, and there is a surprising amount of consistency in the breakaway pat-
terns. In part, this results from the small number of pilots represented. On the other hand,
the similarity may result from training and operational doctrine. If this consistency can be

TR R e S SO DN

exploited in the defense computer, and exists in the case of encmy pilots (who may have a
more rigid doctrinal training that U. S, pilots) it will be importan* to provide means for re-
cording enemy tracks in combat and adjusting defense computer algorithms in the ficld to
match enemy attack patterns. Figure 4-5 shows superimposed heading traces on flights 3
and 4 on which the pliots were able to introduce some lateral weave,

4.2.2 Alrcraft Dive Angle

IFigures 4-6 and 4-7 are traces of dive angle versus time of the passes for which
heading was previously displayed. Again, the traces are displaced vertically in these figures,
In addition to triangles indicating approximate time of weapon release, circles are added to
{ndicate the point at which dive angle is zero. This allows the maximum dive angle to be
estimated from the charts in each case,

Unlike heading, dive angle shows no relatively constant segments, although for about
10 seconds, on the average, the rate of change of dive angle is low. Note that in almost all
cases, the last 5 seconds of the constant heading segment corresponds to a high-g pullup on
the dive angle curve, {.e., the aircraft does a constant heading pullup. There are, however,

a few cases of climbing turns heginning immediately from wcapon release.

Some of the dive angle traces have been superimposed to the same dive angle scale in
Figurc 1-8, A characteristic pattern is apparent which might be exploited in prediction al-
gorithms. The aircraft pushes over int its dive (inverted for cychalls-in accelcration) at a
fairly constant rate of change of dive angle, which correspnnds to constant g force. It then
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Figure 4-3. Superimposed Heading Traces Matched at -5,.0 Seconds
on Flights 1 and 2; Dive/Glide Bombing

rolls out and pulls up fairly sharply to a positive rate of chunge of dive angle. This rate is
then slacked off causing a characteristic concave-downward segment until weapon release.
Pull-up is then at high g, with a rate of increase of angle that 18 about the same across

passes, i.e., about the same positive acceleration in pullup. When the eirciaft axis rises
above horizontal there is a good deal of variability in patterns, undoubtedly associsted with

the concomitant lateral maneuvers in each cage,
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3 4.2.3 Energy Conservation
[
] It was originally conjectured (hased on WW-1I analyses by H. K. Weiss)l that the

velocity of aircrafi during altitude changes would change in such a way that the sum of ki-

netic and potential energy remeined fairly constant, or at worst changed very slowly. Fig-
ure 4-9 shows that this is indeed the case. The "total energy' is computed as "energy

altitude" Z
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Figure 4-5. Superimposed Heading Traces on
Dive/Glide Bombing Flights 3, 4

2.=272+ v2/23 (4.1)

E
where Z = actual altitude, v = velocity along the flight path, and g is the acceleration of
gravity.

Over a time segment of about 20 eéconds, on thig pass, during which aircraft altitude
ia reduced from 3000 to 1000 meters and velocity increases from 160 to 250 m/s, cnergy

altitude changes by only about 120 meters. This relationship allows the ajrcraft accelera-
tion along its flight path to be computed from
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Figure 4-8. Superimposed Dive Angle Traces on Flights
1 and 2; Dive/Glide Bombing

dv/dt = -(dZ /dt)/v “4.2)

i.e., the acceleratdon along the flight path is obtainable from velocity measurements only,
hence, one avoids the noise amplification of an acceleration measuring filter in this
coordinate,

In the pull-up the high lift developed by the aircraft has a very large increase in in~
duced drag associated with it, and energy is lost to this sources, as is clear in Figure 4-10.
Equation 4.2 18, in fact, a special case of the "state space' equations of the aircraft, and in
developing improved prediction algorithms to test against the FACT data, one should
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Figure 4-9, Conservation of Energy in Dive

certainly incorporate a state space formulation of the aircraft dynamics. The fact that this
spproach is inherent in a general development of Kalman filter methodology should make it
of interest to Kelman enthusiasts.

Figure 4-10 compares the path data of Figure 4-9 against the data from another dive/
glide bombs pass, and a similar constancy of enecgy altitude is observed. #inally, Figures
4-11 and 4-12 provide comparable data on four more dive/glide bombs passes, and the same
conclusion is reached. .

1 wawgwm!s LIPS T NTYNST O ST S U A A LT G TG T TR ST YT T+




TOTAL ENERGY (METERS)

L X0 o

49 - 2-2

ALTITUDE (xM} 10 \\

TN

e —cann rerass
\ »

ALTITUDE (METERS)

—
w

10 P~
22
36
0
260 r—
i 2
1
20 |~

VELOCITY (M/S;
VELOCITY iM/§)

160 |
AIRCRAFT VELOCITY

Mvscton HORIZONTAL
[}

40001 72

Figure 4-10. Companson of Energy Conservation on Two Passes
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Figure 4-12, Velocity on Glide/Dive Bombing Passes
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In all of these figures, the time axis has been zeroed against the minimum altitude in

the pull-up. Note that pass 4-2 which has a relatively shallow dive and mild pull-up indicates
very little energy loss in pullup.

The irregularities of the velocity traces results from radar noise, even after smooth-
ing has been applied to the data in the Frankford data reduction. The unfavorable cffect of
these irregularities on direct acceleration measurements is clear, and emphasizes the great

advantage in using Equation {4.2) to derive the rate of change of aircraft velocity without ac-
celeration measurements,

Jet aircraft are much cleaner aerodynamically than World War 11 propeller driven air-
craft, and the si :»le expression (4.1) holds more closely for them. Figures 4-13 and 4-14

show the effect n energy altitude of altitude and velocity changes in the case of a World War ll
fighter, the P-51, as originally reported by Weiss.

4.2.4 Linear Prediction Errors

E
3
3

k

Although the traces of heading angle, dive angle and velocity versus time provide an
excellent qualitative indication of the path predictabi'ities, a quantitative estimate is also

;
!
i
H
!

o ialas - rdih

valuable. This was obtained by reducing the path data to rectangular coordinates (altitude,

down range and cross range. Down range is approximately parallel to the aircraft ground !

RYF P )

track on its attack segment and cross range is approximately perpendicular to this
coordinate.

Prediction was made Ly applying a simple 1-second smoouthed constant velocity pre-
dictor to each of the X, Y, Z coordinates of the data which had been previously smoothed to
reduce the perturbations of tracking noise. The result of this presmoothing is also to reduce

the magnitude of high frequency perturbations of the actual aircraft flight path, if any, butthe b
moderate to large deviations remain.

ey oz o ek

1deally, one would prefer noiseless records of the target path to determine its 'in-

trinsic predictability" and these may be developed in the future from accelerometer records
taken onboard the aircraft.

L e st e

Rather than introduce the complications of target geometry relative to a specified
ground defense position, a set of computations was made with time of flight held corstant at h
1.0, 2.0 and 3.0 seconds over each path., For small error rcrrions, the error increcased ap-

proximately linearly with time of flight. ¥or high accelerat:on segments, the error incrcased '
about as time of flight squared.
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For the 3.0 second time of flight prediction Figures 4-15, 4-16, 4-17 and 4-18 show
cross range, down range and altitude prediction errors for several dive/glide bombing paths.
The small perturbations in the error traces are probably the result of the residual radar
noise. Note in the traces of cross range prediction error that the lateral weave of the air-
craft on two passes is effective in generating fairly large prediction errors. The 3-second
time of flight also subtracts 3 seconds from the predictable segments of all passes.

The linear predictor is fairly effective on most, but not all of these passes in the

crocs range coordinate.

The down range prediction errors, on the other hand, shows a consistent mean error

|

across all passes, and a deviation about the mean corresponding about to that expected from
tracking error. The mean error can be eliminated entirely by the "total energy' prediction
algorithm, hence in this coordinate, for about 10 seconds, one can obtain a prediction ac-
curacy limited only by sensor tracking errov. Down range prediction is almost parallel to
the target velocity vector, and one expects very little change in velocity except that associated

e (b AW 22 i i

with gravity acceleration, The scatter across paths is probably almost completely the re-

sult of the residual radar noise.

Altitude prediction error traces show a less well defined bias during the firing seg-
ment, which can be attributed to the change in target velocity, and which would he eliminated
by the "total energy' algorithm. However, there is a significant residue attributable to rate
of change of dive angle, and more sophisticated prediction algorithms would be needed to re-
duce this component.

For the dive/glide Lomb passes, therefore, it i8 clear that a total energy algorithm
is desirable in the predicdon module. It may be possible to exploit ihe characteristic shape
of the dive angle variation with time to reduce the residual errors in altitude prediction.
Cross range prediction errors associated with heading changes during the firing run may
represent the most difficult component to reduce, although it is noted that on only a few
passes was the pilot able to develop a magnitude of weave that would cause large errors in
prediction,

To quantify tnhe relation between linear target acceleration and the resulting errors in
altitude, and down range coordinates, Figure 4-19 shows the geometry for a target acceler-
ating along a strajght line in a dive. The increase in velocity is

dv/dt =- g sin® (6 is negative for a dive) 4.3)

4-18



e g ——— T TREI=

0 -
CROBS RANGE
PREOICTIONERROA O
(METERS)

-0 |-

PABSES 12.3.4.8,22.4

S b ety AL YW vew rwm——

TIME OF FLIGHT 3.4

R T SRV v S ]

R A s ia S e S M b . 1l A

-100 -89

TIME ($EC)

0

100

%0

40001 77

Figure 4-16. Cross Range Prediction Errors (X) with Linear Predictor on Flights 1 and 2
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Figure 4-16, Cross Range Prediction Errors (X) with Linear Predictor on Flight 4
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Then the vertical acceleration is

R——

dvz/dt =-~-g sin ] 4.4)
and the acceleration in a horizontal directon is 3
|
dv, /dt = - g 8in 6 cos ¢ 4.5) i
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The resulting errors (Ignoring lag in the smoothing filter, which will increase the

effective time of flight) are
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E, = (8/2) sin’0 tp2 (always positive) 4.6)
Eh = (g/2) 8in 8 cos 0 tp2 (negative in dive) 4.7
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Figure 4-18. Altitude Prediction Errors (Z) with Linear Predictor on Flight 4 3

If one wants to correct for rate of change of dive angle, a method i8 to compute rate of i

change of dive angle from measured linear accelerations {n altitude and in the horizontal
plane, by the relation

de/dt = (\'rz VpT Y, ('h)/vz; v = total velocity 4.8)
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Figure 4-198. Effect of Target Linear Acceleration in Dive on Linear Predictor Errors

The acceleration normal to the flight path in & vertical plane is

A =vé 4.9)

This is multiplied by tp2/2 and then resclved into components to add to the prediction
vector. Ignoring corrections for filter lags, which must be added in practice, the complete
altitude prediction algorithm is

2

zZ =2 6 - vé cosd) (4.10)

2
p- %o + vztp - (tp /2) (g sin

and the prediction algorithm ia the horizontal plane (which in realization would be resolved
into X and Y components) is
Hy=Hy + vt - (tp2/2) (€ 8in6 cos 6 + vé sind) 4.11)
This sequence allows the noise associated with acceleration measurements to appear
only in one coordinate, normal to the flight path, and does not cause any degradation in the

prediction along the flight path direction, hence should be superior to naive acceleration and
prediction in each of thiree rectangular coordinates.

A more sophisticated curvature predictor might utilize the consistency in the dive-
angle versus time pattern.

4-23

RIS SV Y PO

Kt ol o it 2 A

-

2 A



4.3 POP-UP AND DIVE/GLIDE BOMBING PASSES

On these passes, the pilots made a low level approach, then 'popped-up'" and made a
conventional dive/glide bomb attack. Figure 4-20 shows the superimposed heading traces,
and Figure 4-21 shows the superimposed dive angle traces.

With the exception of the pop-up climb-dive segment, the traces are very much like
those of the attacks without pop-up reviewed in the preceding section. The predictable seg-
ments area somewhat shorter, but in an actual defense situation this would be partly compen-
sated for by the fact that the release ranges (not shown) w~~e on the average, somewhat
shorter than for the attacks without pop-up.

Traces of computed total energy show the same constancy previously cbserved, and so
are not reproduced.

Traces of the prediction errors with a simple linear predictor in each of the three
coordinates are shown in Figures 4-22, 23 and 24. The down range prediction error shoivs
the acceleration bias, previously noted. The corresponding altitude bias is not conspicuous,
and is submerged in the effects of dive angle change.

In general, this class of attack path shortens the length of the predictable segment
somewhat over the previous dive/glide passes, but the heading, dive angle and speed varia-
tions are similar.

4.4 STRAFING PASSES

Heading traces on strafing passes are shown in Figure 4-25. The predictable seg-
ment is very short, only about 5.0 seconds. Dive angle is less than in prior attack types ard
is shown in Figure 4-26. The relative constancy of energy during the altitude changes (not
shown) is again confirmed.

The traces of 3-second time of flight prediction errors with the linear predictor are
shown in Figures 4-27, 28 and 29. The characteristic bias in down range error resulting
from acceleration is again noted. The prediction error in the cross course direction i1s small
for only about 3.0 seconds (the 5-6 second heading constancy segment less time of flight) and
the same is true of altitude. Again, however, strafing involves weapon release at relatively
short ranges, which tends to compensate (in the eyes of thc defense) for the shortened effec--
tive firing time.
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Figure 4-22. Croas Range Prediction Errors on Pop-Up and Dive/Glide Bomb Passes

4.5 HIGH LEVEL BOMBING

There was only one high level bombing pass. The aircraft developed a moderate
amount of maneuver befors and after weapon release. The various traces and prediction
errors displayed no new characteristics beyond those observed on the other types of passes,
hence are not reproduced.
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Figure 4-23. Down Range Prediction Errors on Pop-Up and Dive/Glide Bomb Passes

4.6 LAYDOWN PASSES

Laydown passes involved a run-in at very low altitude. Three heading traces are
shown in Figure 4-30 with the corresponding dive angle traces in Figure 4-31. Altitudes were
about 450 meters in two cases, and under 150 meters in the third. The radar had difficulty in
tracking the very low altitude target, and the large fluctuations observed are probably radar
error.
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Figure 4-24. Altitude Prediction Error on Pop-Up and Dive/Glide Bomb Passes j

The errors obtained with the linear predictor are shown in Figure 4-32. They are
remarkably small, and are probably entirely the rzsult of residual radar noise in the
smoothed data, except for the errors at breadaway.

From the point of view of the attacker, laydown would appear to be an extremely dan-
gerous attack mode, provided that the defense is able to acquire and accurately track the

aircraft.
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Figure 4-25. Superimposed Heading Traces on Strafing Attacks

4.7 DEFENSE OF KNOWN POINT ALGORITHMS

The prediction algorithms termed '""defense of known point' are based on the assump-
tion that the target on an attack pass can be predicted by simply extrapolating along 2 line
between target present position and its target. The only prediction involved is then along this
iine, and as observed in all the data to this point, the accuracy of prediction in the direction
of the flight path is limited only by sensor accuracy, once the correction for gravity accelera-

tion haa been applied.
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Figure 4-26. Superimpoeed Dive Angle Traces on Strafing Attacks

Figure 4-33 shows lateral prediction errors using this algorithm, as viewed from a
position on the target, and Figure 4-34 shows elevation prediction errors. On some paths the
lateral error {8 small over extended time intervals. The elevation error has a characteristic
bowl-shape asaociated with the characteristic dive angle patterns. Unlike the linear predic-
tion errors, the known point predictor is relatively insensitive to time of flight, as shown in i
Figure 4-35, and its ervors result from the fact that the target in reality does not fly a path ;
corresponding to that assumed by the algorithm. (These errors are opposite in sign to those
shown for the prior linear predictcrs.)
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E To this point it would appear that the algorithm has little to recommend it, unless it
'l is incorporated in a more general prediction scheme, or otherwise improved. However,

when the variation of lateral and elevation errors by this algorithm are examined simulta-
neously, as shown in Figures 4-36, 37 and 38 a remarkable characteristic emerges: both
error components become zero or near zero at the same time at at least one point on the
attack path. In those cases where the error does not reduce simuitaneously to zero, the re-

IR e

siduals are within the expected accuracy of the data.
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Figure 4-28. Down Range Prediction Errors with Linear Predictor on Strafing Passes

With a more conventional predictor, the probability that the aim error will be "on
target'' simultaneously in two dimensions {8 roughly the product of the probabilities that it
will be on In each coordinate, and onec hopes that simultaneity of smail errors will occur if
the firing pass is long enough. With the "known point'" predictor, simultaneity of zero error :
in two coordinates once on each pass appears to be guaranteed. |

This effect, which has an obvious explanation, deserves further investigation. The
implications for simple fire control of a gun situated on the defended target are
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Figure 4-29. Altitude Prediction Errors on Strafing Passes with Linear Predictor

m

straightforward, - correct for gravity drop, then fire directly at the aircraft with zero lead
angle. This wouid explain the historical effectiveness of guns with simple tracer fire control
in self-defense.

Note that the error scales are different for vertical and lateral errors, - one of the

minor problems of using computer generated traces for unforesecn applications. However,
gero is always zero. The simultaneous minima have been read off and are listed in

Table IV-1.
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4.8 DATA STATISTICS

4.8.1 Standard Deviation and Autocorrelation of Radar Noise

Some Initiai attempts to estimate the standard deviation of radar tracking error on
these passos were made along the following lines: The raw tracking data was converted to
rectangulur coordinates, and the differences in computed down-range positions at 0.10 second
intervals was used to cbtain a variance in velocity about the mean. The down range velocity
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3
of the aircraft is expected to have only long term variations, hence the computed velocity :

variances could be attributed entirely to the radar. If the noise were white, the position

variance could be computed as
2 _ 2
%-mmﬂ (4.12)

where A is the sample interval. For a few sample path segments, this method gave
estimates of o, = 1.9 to 2.4 meters. Slowly varying radar bias i{s {rrelevant to the present

investigation, and its presence is unimportant.
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Figure 4-32. 3-Sec Prediction Errors on Laydown Passes
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Figure 4-33. Lateral Prediction Errors with Dofense of Known Pofnt Predictor

For correlated noise, the estimates made by this method are too low. For an attack

segment (Pass 4-6) 10 seconds long a mean quadratic curve wae next fitted, and deviations
from the mean were processed to develop an autocovariance function in down range and
cross range components. The curvature of the quadrtics corresponded to a mean cruss

range acceleration of 0.12 g and a down range acceleration of 0,43 g.
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Figure 4-34. Elevation Prediction Errors with Defense of Known F'c!nt Predictor

The croes range standard ‘eviation of pcsition erro. was about 3.4 meters, and the
down range standard deviation was about 3.7 meters. Both autocorrelation functions had
identical shapes, indicating that they described the noise and not target path perturbations.
The shape was a lightly damped oscillatory form, and for this single set of data the noise
structure could be described as the sum of a white noise component of standard deviation
0. 8 mever, a damped exponential with stanoard deviation 2.8 meters and time constant 0. 8

i
!
3
!
1

se-onds, and an undamped sinewave with standard deviation 1.6 meters and period about
6 seconds.

Lo o i AR e,

4-39
_d




.su.-;.:.;@f?,’“i!‘f‘“ﬂ*’f"'*m‘”‘i“”“"’““’“"“""—*”"‘*""‘» R e R R e e e TR L e o S — st"-%

Vertical Error

+30

LATERAL
PREDICTION ERROR 0
IMETERS)

TIME OF FLIGHT

-3
PASS 4 8
-0 -150 -100 -80 ) Y
TIME {$EC) 4000197 ’g
N
Figure 4-35. Variation of Lateral Prediction Error with Time of Flight A
for Defense of Known Point Predictor A
Table IV~1. Minimum Simultaneous Prediction Errors with Defense of Known 3
Poiat Predictor on Dive/Glide Bomb Passes :
Pass Latitude Error (m) Vertical Error (m) *]
4
1-3 0 0 !
3-3 0 0 ;
3-5 +5 o +8 5
3'6 +3 +3 "
3-17 +5 +5 ‘
4-2 -5 -5
4-3 -10 -10
4-6 +15 -2
4-8 5 ' 6
\
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Figure 4-36. Defense of Known Point Predictor Errors on Dive/Glide Bomb Flights 1, 3
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Figure 4-37. Defense of Known Point Predictor Errors on Dive/Glide Bomb Flight 4
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Subsequent computations by Frankford Arsenal localized the oscillatory component
to angle tracking. On most paths, range noise was essentially white. The source of the
oscillatory component is not known, and its period and magnitude were large enough to
interfere with attempts to examine the "'microstructure’ of the target path perturbations.

The raw radar data was smoothed by Frankford, but the smoothing was insufficient
to remove all of the radar noise. A rough estimate is that the residual radar noise had an
amplitude and spectral content sufficient to prevent reliable inferences about target accel-
erations less than gbout 0.20 g.

4,.8,2 Effect on Prediction Error Statistics

For a short segment of Pass 4-6 during which heading changed as shown {n Fig-
ure 4-39, the Frankford computations of downrange prediction error over a 7.6 second seg-
ment at 0.1 second intervals were developed as histograms for 1, 2, and 3 second times of
flight. These are shown in Figure 4-40. Figure 4-41 shows the mean and standard deviation
about the mean for this data set as a function of time of flight. The mean increases as the
square of time of flight. The standard deviation is proportional to time of flight, which
would be expected {f it resulted from radar noise. The corresponding estimate of standard
deviation of velocity is 2.5 meters/second.

If this value of 2.5 meters/second is assumed characteristic of any data point, the
standard deviation resulting from residual radar noise would equal the displacement of the
mean prediction error caused by target maneuver, when the maneuver equalled about 0.18 g,
and maneuvers up to 0. 36 g would be imbedded in the 20 band.
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Figure 4-39, Heading vs. Time for Data Sample
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Histograms of Down-Range Prediction Error on Pass 4-6 Segment
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Figure 4-41. Mean and Standard Deviations of Down Range Linear
Prediction Error of Pass 4~-8 Segment

On the other hand, during evasive maneuvers the target accelerations are many
times greater than those associated with sensor noise. Figurc 4-42 shows how the major
accelerattons rise above the noise (but with a shape distorted by noise), and Figure 4-43
shows corresponding estimates of rate of change of acceleration. ''White noise'' {s some-
times used as an approximation to rate of change of target acceleration. This 18 clearly not
correct for high acceleration regions, and the question of whether it is a fair representation

for the very low acceleration segments cannot be resolved from this set of FACT data be-
cause of the radar noise.

The prediction errors associated with the major acceleration peaks have been
examined by reading error peak magnitudes at each of three times of flight for a number of
error peaks. The results are shown in Figure 4~44. Each line corresponds to the same
acceleration maximum on a particular pass. For eacl . the maximum error is very
closely proportional to the square of time of flight, as>.‘ W .d be expected.
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4.9 CONCLUSIONS

The FACT data currently available allows a number of important conclusions to be
derived. Among these are

(1) All of the attack modes on which data was taken contath relatively predictable,
low maneuver segments, ranging in length from about § seconds to over 15 gec-
onds. Hence one may be optimistic about the usefulness of predicted fire air

L i i £ S it o R

defense systems.

(2) The change of dive angle with time has a characteristic pattern, previously
unknown (to the present writer at any rate) which may possibly be exploited in
prediction algorithms.

S TR TS VPR T

(3) The change of target velocity with time is closely related to the change of altitude
with time in verification of the '"‘conservation of energy' concept. Exploitation of
this relation allows prediction errors along the flight direction caused by target
acceleration to be removed without {ncurring the penalties of using an acceler-
ation measuring filter.
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" (4) Laydown delivery modes appear deadly to the attacker, if the defense can
azquire and track the aircraft at low altitudes. i
(5) On the average, the ''defense of a known point" algorithm in its simplest form s ‘
inferior to conventional prediction. However, it appears to possess a unique and
unexpected capability of being almost exactly right in both coordinates (looking
up the sight line) simultaneously at one point on each target path. Possible ex-
ploitation of this capability suggests further investigation. :

PR B 7TV

(6) High acceleration path segments show a surprising similarity across passes, in
that turns tends to be at about the same rate on almost all passes for as long as
5 to 10 seconds, and rate of change of dive angle in the pull-up after weapons
delivery {s likewise at about the same value across passes. This conaistency
may be eliminated by special instructions to the piiots, but a pilot has so many
functions to perform {n an attack that elimination of these patterns may be
difficult.

| The major deficiency of the current data is that the sensor radar tracking noise pre-

| vents examination of small target accelerations during the relatively predictable flight seg-
ments. It was anticipated that this might be the case in setting up the experiments, but the
risk was acceptable since the important question at that time was whether such segments
existed at all. Existence having been confirmed, the microstructure is next in importance.

4.10 RECOMMENDATIONS

The FACT program should be a continuing effort as long as the military services
retain an {nterest {n air defense, since the data {s basic to missile systoems. Tho data 158 a
requirement for the optimum design of predicted fire systems. It is also of value to missile
designers.

The following data categories are recommended for acquisition and augmentations

(1) Accelerometer records taken on-board aircraft flylng attack paths similar to
those reported on in this section. These records will allow analysis of the small
aircraft accelerations which are masked by radar noise in the present data set.

(2) Flight path records on attack hellcopters. Aviation Week reports Soviet activity
in this type of weapon system. The helicopter paths are expected to be quite
different from jet aircraft paths. '
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(8) Flight path records on aircraft delivering stand-off weapons, and the subsequent
trajectories of the stand-off weapons. The launch aircraft path will depend on
the type of weapon guidance, (guide all the way, launch and leave, etc.) and
samples of each avatlable type should be recorded. The stand-off weapons them-
selves are expected to have highly predictable trajectories, and if this is con-
firmed, definitive estimates of the probability of countering them directly with
local defenses can be made.

Field evaluations of predicted fire systems, of which a number are now planned
(HITVAL, GLAADS evaluations and others) should be exploited, both to augment the data
base on flight trajectories and because the evaluation in each case can be improved by deter-
mining what [raction of the system error is attributable to flight path characteristics alone.

Finally, a standard set of FACT paths should be maintained and contimously updated
for use in developing and demonstrating new prediction algorithms. The simple linear pre-
dioctors used in the present report suggest an approach that may be developed. The data can,
in FACT, be issued as a challenge to prediction algorithm designers to provide an objective
means of comparing the effectiveness of any candidate prediction algorithm,
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S8ECTION 5

COMPARISON OF GUN, ROCKET AND PREDICTED-CORRECTED
ROCKET-ASSISTED PROJECTILE SYSTEMS

6.1 INTRODUCTION

Unguided rockets have a long history of successful application in surface to surface,
air to surface and air to air roles. The origins of successful ground to ground applications
lie centuries in the past, and ''the rocket's red glare'' refers to the use of Congreve rockets
in the siege of Fort McHenry in 1814,

Unguided rockets in air defense applications have & combat history of relative ineffec~
tiveness, beginning with World War II. Limitations on production rate of antiaircraft guns
caused the British to turn to rocket batteries to supplement the home defense against bomb-
ers. An anecdote, unverified, regarding this use of UP (unrotated projectile) batteries is
that the first experimental battery shot down a German raider over London with its first
salvo. UP batteries were then produced in large quantities, and were never agein credived
with kills,

It was repor that a 3.7'" antialrcraft gun battery required 332 men to service
8 barrels, but a rocket battery required only 274 men to service 128 barcels, Hence one
got a lot of action with limited manpower, and equipment which was considered to require

less precise manufacturing facilities.

The principal disadvantage of the unguided rocket in the air defense role has been its
large angular and time of fligit dispersion, as compared with gsn :flred projectiles. It has
a unique advantage in its ability to project a warhead at very high velocities from relatively
lightweight ground launch equipment. The rocket also develops a lower maximum accelera-
tion for a given burnt velocity than that experienced by a gun fired projectile with equivalent
muzzle velocity, and in the early days of praximity fuzes and guidance electronics, more
fuze options were available to rockets, and of course, the first few decades of guided mis-
silry used rocket vehicles.

A natural line of development is to attempt a compromise between the rocket and the
gun, utilizing the efficiency of the gun for an initial boost, and the tact that rocket velocity is
additive, to obtain high velocities with relatively lightweight launch ¢quipment. The range
of optiona extends from simple closed-end tubes for rocket launch through gun-boosted
rockets to rocket-assisted projectiles, with the fraction of total velocity provided by the
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rocket decreasing in the same order. Currently, rocket assisted projectiles (RAP) to
extend the maximum range of existing artillery pleces in surface to surface fire are
operational.

One should also include the 'travelling charge" concept in conventional guns as a
sort of gun-boosted rocket. In this concept the propellant charge is attached to the projec~
tile base and more of the propellant energy is acquired by the projectile, rather than being
lost to acceleration of the propellant gascs, than is the case with propellant burning in the
chamber of the gun. Apparently this concept has not yet attained operational feasibility.

Gun boosted rockets experienced a short period of developmental activity in the
1940-1950 period, and among the developments which attained field test stature was a system
firing 2.75'" spin rounds from a gun with moderately high rate of fire. This weapon was
installed in an aircraft and testea in combat in Korea. A field artillery application was also
field tested. These developments stopped when it was believed that guided missiles would
be a preferred solution.

Currently the Javelot gun~-boosted rocket system represents the sole entry of its type
in the competitdon for predicted fire antiaircraft defense systems.

A system type that is occasionally proposed utilizes a battery of rockets, all of which
are fired in salvo at a single predicted point. Porcupine apparently included this type of
launcher as one of its weapons options. An advantage is that the rate and acceleration
requirements on the servoe to lay the mount can be relatively low, and the launcher may be
relatively low cost. A disadvantage is that there is a limited flexibility in choosing the firing
point, and no opportunity to average across unfavorable target path segmenta, ag a contin-
uous fire system does. This system type will not be considered further in the subsequent

paragraphs.

In the following paragraphs, an attempt is made to appraise the relative advantages
and limitations of guns, gun boosted rockets, and rockets in an air defense role. The major
uncertainty is the degree to which the original rocket handicaps of angular and time of flight
dispersion can be reduced using the best modern technology. It turns out to be difficult to
make a case for the gun-boosted rocket until these values can be made competitive with those
attainable with conventional guns. '
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A relatively unexploited systern type for air defensc, however, consists of a gun :
fired projectile with in flight trajectory correction. Occasional attempts to activate a sys-
tem of this type in the past have been negated by the success of guided rockets. However,
the costs of air defense guided missile systems, as reviewed in Section 8, have escalated




to the point where a reexainination of this system type seem appropriate, and an outline of

' pou;hlo oonoepts and potential is developed in the final paragraphs of this section.

A qualitative comparison of system characterietics is provided in Tabie V-1, Sub-
sequent sections provide quantitative data on the liated parameters, to the degree such data
is available, as well as simple estimating relationships for parametric comparison.

§.2 COMPARISON OF CHARACTERISTICS

In the following paragraphs, some of the constraints and performance capabilities of
gun, rockets and hybrids are compared, to atiempt to identify unique advantages of rocket
and hybrid systems.

5.2.1 Muzgle Energy of Guns

This index ia of value in comparing guns, since there is a rather well defined upper
limit to the muzzle energy that can be developed in a specifiad gun tube,

Define:
Ey = muzzle energy
C = caliber
Pmax = maximum design pressure
L/n = gun length in calibers.

Pmax has increased from about 38, 000 pai in 1900 to present day values of about
60,000 psi. L/N over the same period has increased from about L/35 to the L/90 of the
Oerlikon 35mm AA weapon. The increase in muzzle energy associated with these improve-
ments is about the seme as that associated with a 1.5 increase in caliber.

The acceleration of the projectile in the tube is given by
mdv/dt = p(t) A (6.1)

where
m = projectile mass
v = velocity
p = pressure on the projectile’'s base

A = sectional area of the projectile (tube bore)
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4 Table V-1. Qualitative Comparison of System Charaoteristics

£ Rocket Assisted

v Projectiles to

E_ Gun Boosted

System Gun Rockets ~ Rocket

: Angular Dispersion | <1.0 Intermediate 4-7

of Projectile (mils)

Velocity Dispersion <0.5 Intermediate 1-3

(%)

;

‘ Maximuin Practical 1200 (Full Caliber) 4500 m/s 38000 m/s

Velocity (m/s) 2000 (Sub-Caliber) (Without Staging)
Erosion of Tube at High Intermediate Very Low

; High Velocity

Heating of Tube High Intermediate Very Low

f

Lo Complete Round High Lowest High

: Wt. for Very :

i High Velocity and :

- Effective Payload 3
Cost per Round of Moderate Highest Moderate ,
Ammunition .
Recoil Force High Inte rmediate Low :

‘ Weight of Gun or High Intermediate Moderate !

: Launcher and

i Platform with

5 Servos

Rate of Fire Very High Depends more on design ingenuity

:g than on system type

‘ Reload Time Depends more on design ingenuity than on system type

2 Fire Control Same requirement for all predicted fire systems

E and Sensors

? Crew Probably same requirement for all predicted fire systems
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Integrating this expressinn, rwuzzle energy Eq iz obtained as

Eg = np,,, &/4C° (L/n)

where
1= paverage/ Prmax
-1 L
L A
and
C = caliber
L/n = gun length in calibers

miadid e el a0 38

nak cdid,

(5.2) 4
]
j

(6.8)

(6.4)

L/n is normally measured from the face of the breech to the muzzle, hence it is
greater than the actual projectile travel. However it i8 remarkable that values of 7 in the
neighbarhood of 0.50 are obtained for guns of all vintages of this century, implying a maxi-
mum potential future gain of a factor of only 2.0 in muzzle energy if Pmax could be held

constant and the full caliber length L/n were avajlable for its application.

The energy expression can be written in the form
“/mEg/C® = np_ (L/n)

in which case both sides have the dimensions of pressure.

(8.9)

Data have been assembled from open sources® @O ®on a large number of guns

whose parametexs span the following ranges

a. Design vintage: 1890 to modern
b. Caliber: 0.30" to 16.0"
¢. Muzzle velocity: 1600 f/s to 6300 f/s
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o. Length in oalibers: L/10 to L/140 (two heavy 12'" seacoast mortars of 1890
vintage are included to fill in the low end of the L/n range)

d. Projectile weight: 0.0007 1b to 2340 1b

pmax: 38,000 psi to 70,000 psi

f. Muzzle energy: 2246 {t 1bs to 264, 900,000, 000 ft 1bs,

Figure 5-1 shows (4/1r)E0/03 plotted vs p,...(L/n) as a soatter diagram for the
data collected. Considering the range of individual parameters, the small scatter shown by

B R T ‘
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the points is remarkable.
An estimating relationship which fits the trend of the data is

0.82
E, /e - o.012 (40'“&’,‘0) (E%)] x 10% pei (5. 68)

where L/n is dimensionless and p is in psi.

_ All of the points are for guns firing full caliber rounds; the highest velocities repre~

‘ sented are 3855 f/s (Oerlikon) and 5200-5500 {/8 (German L/140 Paris Gun of WWI). Above
about 4000 f/8 one should probably apply a correction for the loss of energy to the powder
gases, in which cuse the estimating relationship would be slightly modified. On the other
hand, no such trend was observed to rise above the scatter in a separate computation, within

348 OISO a oo = = 2 i
T e it e Cadted S i sematiiBik

the velocities available.
{ .

The important observation is that given a p,..., a caliber length, L/n, and a caliber
C, the muzzie energy which the designer has available to allocate between projectile weight
and muzzle velocity is constrained within fairly well defined boundaries. The easiest way to
get riore muzzle energy is to increase the caliber; on the other hand, advances in materials
and design and construction methods over the years have allowed a steady tmprovement in
in usable L/n, hence {n muzzle energy in a given calfber.

Pmax
Increase inp . 1s correlated with increaae in L/n because of interior ballistic

constraints. As a result of this correlation it is possible to show E, /C3 vs L/n alone with

small scatter, as in Figure 5-2,

The really great advances in gun tube design do not appear in these scatter diagrams,
they appear in the great reduction in tube welght over the years, in spite of the increase in
Prax’ and in increased tube life.
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Figure 5-1. Specific Muzzle Energy of Guns versus Maximum Pressure and Caliber Length
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To a non gun designer, it would be interesting to fit the data points by least squares
to the estimating relationship

Vo = wp Cﬁ (L/n) (5.7)

and the scatter would be reduced somewhat. Gun designers would no doubt prefer to do a
proper design analysis,

The results of some design studies for gun-launch of multi-stage meteorological
rockets by Murphy.®are shown in Figure §-8 for caliber lengtha up to L,/300, and muzgle
velocities exceeding 6500 f/8. The gun assumed as a 16.7" smoothbore. Experimental
results of firing in this program with a smaller caliber gun will be found in reports on the
HARP program.

5.2.2 Velocity vs. Propellant Weight

An approximate relationship among propellant weight, projectile weight, and muzzle
velocity for guns is ootained by defining a specific energy Eg (ft 1bs/1b) for the propellant,
and assuming that this is divided between the projectile and propellant gases, with other
losses to friction, heating, ete., absorbed in the second term.

At the muzzle

2

+k w 2

(E,) = (l/2)wpv0 2 prop 0

wpr op (5.8)

The coefficient k, i8 3ometimes teken as 1/6, or pessimistically, as high as 1/4.
Using the value 1/6

v 2

prop p 2 2
vy - (Vg /3)

weight of propellant

£
"

4
n

weight of projectile (including sabot weight for subcaliber rounds)

<
n

muzzle velocity

(2gEg)1/2
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Figure 5~3. Muzzle Velocity vs.Shot Weight and Caliber Length for Design Series
This expression implies a maximum muzzle velocity of

/2

o~ 1
Vmax = &) 8

m (6.10)

for very light projectiles.

Figure 5-1 shows the ratio of propellant weight to projectile weight for a large num-
ber of gun/propellant combinations. All are full caliber solutions with the exception of the
Dardick HIVAP "Tround''.

The low velocity points are for howitzers where there is no great emphasis on mini-
mizing the already small propellani weight. The points close to the lower boundary of the
sketched envelopes are for modern high performance automatic weapons. The Dardick
HIVAP é is of a radically different design from the cther guns. It {s.an experi-
mental model with extremely high rate of fire, and ""open breech' configuration. The
Hutton 0,22-37 is a hobbyist's single shot weapon built to demonstrate to disbelievers
that adding powder always increases velocity, until the tube blows up, (Known in the hobby
presg as the Hutton "Eargeshplitten Loudenboomer'" it used 108 grains of powder and a
15 grain Cal 0. 22 bullet to get 7200 {/s, 'until the barrel burned out",)

The muzzle energy developed by a projectile, as a fraction of the total obtained from
the propellant is obtained from (6. 8) as

Ey/E = ((1/2)wpvozl/(gEswpmp) (6.11)

6-10
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EO/E

m =10/ (5.12)
The band sketched in Figure 5-4 for recoilleas rifles shows the penalty paid in

propellant/projectile ratio for diversion of some of the propellant gases to recoil reduction,

Rocket data are more tedious to assemble from open sources than gun data because
of the off and on vagaries of rocket development programs. Table V-2 summarizes a limited
amount of data Eenerally from Jene's Weapon Systems and the International Defense
Review.

Ncte the encry for the German WWII "Fllegerfaust".® This relatively unknown
weapon consisted of a shoulder fired launcher containing nine 20-mm rockets which were
intended to be fired in air defense in two salvos of five and four rounds each, spaced by
one-tenth second.

Data on gun boosted rockets are even more limited, and a few examples are given
! in Table V-3. Javelot and ACR éare modern systems, the latter employing both
unguided and guided projectiles with gun boost and rocket sustainer. The artillery RAPs
are also modern, intended to extend the range of conventional artillery pieces. The T131
is a member of a family of weapons designed along gun lines in the 1940-50 era.

The differential equation for rocket acceleration during burning may be written
approximately as

- mdv/dt = Ve dm/dt - D(v) (5.13)
where
m = rocket mass (time varying)
v = velocity
Vo = @ "characteristic' velocity of the propellant gases
D(v) = drag force

Ve {s defined in terms of a "specific impulse" Isp (sec) of the propellant by

- ve = gl (50 14)
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The offective value of 1 sp to use in this approximation depends on air density, For a
partiocular solid propellant rocket, I__ =245 seconds at sea level, as compared with 280 se-
oonds in & vacuum,

sp

et P e A5 R iR «‘;uj

Stutz, in a hook dated 1959 suggests that for solid propellant | - may be in the range
160 to 240 seconds, and that liquid propellants may have I'p in the range 200 to 350 seconds.
A great deal of propellant research and development has been done in the space and anti- '

.

ballistic missile programs which may not have been yet exploited for application to more %
mundane rockets. Hence the Stutz figures are probably quite conservative. 3
Eq. 5.13 can be integrated in closed form for only a few functional approximations to
the drag function. Performing the integration formally, one obtain >
(v 4)/v
wy/w, =e b e (5.15) j
3
where >
wy = rocket weight at end of burn
W, = initial weight
vp = incremental velocity over initial velocity (initial velocity
is zero if fired from rest, positive if fired from gun-boost)
Av = velocity loss to drag
= | @) .
v -I me) dt 6.168)
where
4 = burn time
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4w will be amall for short burn times. For the "Super-Loki Dart" listed in the table,
it reduces the burnt velocity by about 10% from the gero drag value.

The weight of propellant is |
Yorop * Yo "™ | ®.17 E

' “:1

3

Hence ,.
¥

V+ V)Y ,ﬁ

“orop/™ = © b e - 5.18)

:

Se g

and ignoring &v, for small values of wp mp/wb

w prop/wp ¥ v /v e (5.19)

o ottt i s 2tk it iR it

Compare this with the corresponding gun expression

I asiatiieme $

arinatdl O e e mmed Al an L a

2
wpmp/w o = (vo/v.) (6.20)
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] Clearly, for low muzzle or burnt velocities, the gun uses propellant {ar niore effi-
ciently. On the other hand, for high velocities, the square law overtakes the linear law, and
the rocket uses propellant more efficiently. Moreover, since the rocket expression applies
to incremental velocity, a combination gun plus rocket can be principle take advantage of gun
efficiency for boost, and rocket efficiency for the final velocity increase.

i et e e

[ R NI R

Figure 5-5 shows a scatter diagram of the ratio of propellant weight to weight of the
projectile at burnout for a number of rockets as a function of velocity at burnout. The tri-
angles are World War II rockets not listed {n Table V-2. The approximately l{near varia-
tion of the ratio with burnt velocity is clear,

In Figure 5-6 gun {ired projectiles and rockets are compared with regard to efficiency
of using propellant as a function of velocity. The bands cross at about 4000 {/s.

However this index overemphasizes the comparative efficiency of the rocket, since
burnt weight is used as a parameter. Burnt weight includes the weight of the motor case,
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Figure 5-5. Propellant Weight/Weight at Burnout versus Burnt Velocity for Rockets
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which probably contributes little to terminal effect. The gun fired projectile, on the other
hand is practically all "effective welght''. On the other hand, the index does not penalize the
gun fired projectile for the weight of the cartridge case where one is used to contain the

powder.

The efficiency of the gun's use of propellant can be further increased by attaching the
propellant to the base of the projectile. This 18 known as the "travelling charge" and has
been investigated at least as far back as German work in World War II. To the present date
no practical solution of the associated design problems has been achieved.

Effective utilization of very high propellant to projectilie weight in guns by conven-
tional solutions require sophisticated interior ballistic design. Muzzle velocity dispersion
is adversely affected by relatively short travel in the tube after the all-burnt point is reached.
Angular dispersion and projectile yaw at launch are adversely affected by exhaust pressures
which are very high above atmospheric. Burning which persists too long increases muzzle
flash, - the gun is sometimes said to "spit powder''. 8Small arms hobbyists often use rela-
tively high charge to projectile weight ratios to obtain high velocities and {f one plots charge
to weight ratio ve. muzzle velocity from such sources one notes that the associated comment
"excessive flash' ig associated with ratios lying outside the band of Figure 5-8.

5.2.3 Complete Round Weight vs, Velocity

Use of a cartridge case for gun fired projectiles, and a motor case and nozzles for
a rocket impose weight penalties. A few values are given in Table V-4.

Cartridge cases have become progressively lighter over the years. Aluminum cases
allow about a 30% weight reduction, but there have been design and operational problems
which have retarded their adoption. Caseless aimmunition for guns has been under develop-
inent at least since the German work in World War 11, and a modern application is to the
GAU 7A gun system for aircraft.

Caseless motors for rockets represent an interesting challenge. No feasible solution
appears to have been proposed.

If one assumes that the cartridge case weight for gun fired projectiles, including
igniter, is about proportional to the weight nf the charge, so that

Woase © }‘gwprop (6.21)
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Table V-4. Case Woights

Propellant Case Weight/

Gun Caltber (mm) | Charge Weight®8) | Case Weight(k8) | Charge Weight
Oerlikon 86 0.340 0.672 (steel) 1,976
Rarden 30 0.14 0.350 2.50
HS 831L 30 1.16 0.850 2.50
Rocket
Super Loki 102 17.1 8.1 9.38
Booster

1 one obtains an estimating expression for the ratio of projectile weight to complete round

weight as follows: §
;
Yor= wp + wprop * Woase (6.22) %
as obtained previously .
]
_ 2,f, _ '
wpmp/wp = (vo/v') /[l (Vo/vmax)z] (8.23) ;
hence
2
1=(v, /v )
Wo/We = 0_ max 3 (.24)
1- (Vo/Ymax) * (Vo/Vy
where v 2. v 2/(1 +A (8.286)
x s g) )
and v 2. 2g8E (5.26)
s 8 ,
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To terms in vo4 this expression can be simplified as

1

w /w ¥ 3 3
1+ (vo/v) 1+ o/ Ve ]

p’or

< Vv
and Vg < m

For rockets, if the motor case and nozzles are assumed to be about proportional to

the weight of the propellant
WYease ~ Ar wprop (6.28)
and Yhd = weight of warhead
Wor = Ynd * wprop + w(:“e (6.29)
Then
Wpg/Woo = L+ age b AN Ve Ly (6. 30)
and for small values of vb/ve this may be approxlmated as
Wpd/Yor = e (112 (v +8v)/vg (6.31)
The maximum velocity that can be attained as payload is reduced to zero is limited
by A, and

e * 2 max’Ve - 14 (/A ) (6.32)

The ratio of projectile weight to complete round weight is shown va. muzzle velocity

for a number of gun fired projectiles in Figure 6-7. The more modern the design, the higher
the payload fraction at a glven muzzle velocity. No data is at hand to plot the GAU 7A round,
but an upper limit curve is sketched, assuming that Ag = 0, and Vg = 6000 f/s.

The gun boost stage of ACRA is also shown.
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In published data on rocket characteristics, there is an unfortunate tendency to list
on.y the HE content of the warhead, sometimes simply designating this weight as ""'warhead".
It is believed that the warhead weights used in this report a: ¢ complete including metal and
fuze, unless HE content is specifically designated.

Figure §5-8 plots warhead weight as a fraction of rocket launch weight for some
modern air to ground and surface to surface rockets. Also shown is the trend from
Figures §-7 for gun fired projectiles with brass/steel and with aluminum cases. By this
index of effectiveness the operational rockets do not show up well at velocities below about
1000 m/s. For aircraft applications this disadvantage is more than compensated for by the
relatively small installatior weight and reaction forces compared with guns.

The advantage of the rocket for yery high velocities is indicated by the points for the
Super Loki Booster plus Dart payload,® which has been developed fcr meteorological sound-
ings. Super Loki is a development of the Loki argglrcraft rocket, which was, in turn, a
much modified descendent of the German Taifun. The 8uper Lokl booster case is aluminum
and its weight plus nozzles, payload attachment fitting etc. 18 about 36% of the weight of the
solid propellant. This i8 a high ratio, compared with the corresponding ratios achieved in
ICBM and space rocket designs, but is evidently much lower than the ratios achieved by the
other rockets plotted in the Figure.

5.2.4 Projectile Weight vs. Muzzle Velocity and the Use of Subcaliber Projectiles

With a given gun, muzzle velocity can be increased by lightening the praojectile.
Stutz suggests that perturbations about a standard projectile weight-muzzle velocity pair
can be mace assuming constant muzzle energy. This is optimistic for very high projectile
n.uzzle velocities, and AMCP 706-14 suggests an approximation for limited changes based
on the assumption that mv? = constant with a>2.0 (2.5 to 3.3 depending on propellant type).

Comparing this power law with Eq. 5.12

2
Egy = Ep, [x - Vo/Vm) ) (5.12)
E. =E_(v./v. )28 . 33)
02 s 0 0s
where E are muzzle eno gy by each expression, v, is muzzle velocity, v, _ic

01,02 0 Os
muzzie velocity at a ""design point' abou! which pciiurbations are to be taken, Es is muzzle
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:
energy of the projectle at that point, and Em and Vi 8re maximum muzzle energies and
: maximum muzzle velocities as defined for Eq. (5.12). If we equute the energies EOI 02 and 3
: ! H
7 the first derivatives with respect to Yo at the design point, we obtain a local match of the two 1 4
3 i
3 equations for ' »
g *z
: 2 _ a-2
E v s/ve) == (5.34) i
When a subcaliber round is fired, the incremental weight of a sabot is incurred, and

a portion of the available muzzle energy is used in accelerating the sabot. Modern sabot
designs are relatively light, when compared with those first used in anti- tank projectiles,
for example, but since the sabot must seal the tube, it is an increasing ratio to projectile
weight as projectile weiglit is reduced. An APDS design (possible Bofors) used as an

as cada meawCaaddii b

example by Stutz suggests that sabot weight should be taken as equal to projectile weight for
a 37.5 mm core fired frosn a 75 mm gun. The modern Dardick HIVAP experimental gun
however required only a 15 grain sabot for a 36 grain flechette projectile fired from a cal
0.30 tube.

e aM AL e s
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The series of modern gun/projectile designs referred to in Secotion 5.2.5 have been
plotted in Figure 5-9 showing muzzle velocity vs. projectile weight, referred to a "standard"
pair of reference values. The points for both full caliber rounds and subcaliber rounds of
both spin and fin stabilized types follow a power law up to muzzle velocity increases of 50%
above standard. Both the 40-mm and 30-mm points fall on the same curve, ‘'Standard"
velocities used as reference for the two weapons are 3396 {/s and 3300 f/8 respectiveiy.

The Bofors point from Stutz is shown; it is relatively inefficient. A point is shown for the
Dardick, referenced (perhaps unreasonably) against a conventional cal 0. 30 gun with the
same L/n.

- ca
uLL"MAMALh. s

Note that the full caliber points fall on the same curve as the subcaliber points for
the design weapons up to 50% velocity increments, suggesting that the sabot weights are

AT € e mtmaans
PRI ST AR optroninios

very small for these points.

Sy T W’UWWW‘W WH""‘ -

it b b

From Eq. 6.34 with a = 2, 60, the corresponding value of v for the straight line
segment is about 2.1 Vog* ©OF about 7,000 /s, with Es/Em = 0.77 at the design point.

Figure 5-9 also shows Eq. computed as

TAFGT W TN PHE
kY

2
wp/wps = 1.3[(vy,/Vy)" - 0.23] (5. 36)

RS Ade an cnun il - LR RAL L

In summary, it appears that even with subcaliber projectiles, and the best of modern
conventional gun design, muzzle velocities of the order of 7000 /8 will be difficult to achieve
in practical designs. ’

T,

. 5.2.5 Exterior Ballistics

Projectile drag force can be considered as composed of

IMISTREEITCT T [ S T
. P

(1) Wave drag
(2) Base drag

(3) S8kin friction

Figure 5-10 shows how these compare for a cone-cylinder shape as a function of

e uadh BERG R L

Mach number. The nose shape for this form determines thc wave drag. The drag coeffi-
cient CD" is referred to the maximum cross rectionai area of the shape, perpendicular to
its long axis, A,,'

f
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Figure 5-10. Drag Bulldup of Cone Cylinder

There are several systems of notation for drag coefficient in use. They are

D = Cp, (p/2) A, v (U.S. aerodynamicists)
= K pC? V2 (U. 8. ballisticians)
= Kw (PE) V2 A (German ballisticians)
Here D = drag force
e = air dqnstty in mass unitg/volume
A = A, = maximum cross section area of projectile
V = velocity
g = gravitational acceleration

CD AND KD are dimensionless, Kw is not.
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Conversions are
Cp = (B/w)I(D = 2.64 Kpy

CD = 2¢KW (8.38)

Some of the aerodynamics references use CD: and A T to refer to the projectile cross
sectional area. This is a convenient index to distinguish CD: from CD referred to wing and
fin areas of missiles.

Referring to Figure 5-10, wave drag depends primarily on the apex angle of the nose;
the smaller the angle, the lower the wave drag component. Base drag can be reduced by
boattailing. For extremely long, thin shapes, with very small nose angles, skin friction
limits drag reduction by elongation for a given internal volume.

Figure 5-11 compares drag coefficient vé. Mach number of three spin stabilized
projectile shapes, as given by Stutz*. It is convenient to have a single number to compare
projectile drag, and this will be taken as drag coefficient at Mach 2: CD2' Figure 5-11
suggests that C,,, = 0.20 is attainable with spin stabilized projectiles.

Above about Mach 1.2 for low drag spin stabilized projectiles, the variation of CD
with Mach number can be approximated by a power law. For approximate computations it is
convenient to assume a square root variation,

Cp = Cpy @/my/? (6. 39)
The projectile acceleration is then given by
dv/dt = - D/M (5.40)
where D = drag force
m = projectile mass
and using the square root approximation dv/dt = -2kv3/ 2 (5.41)
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Figure 5-11. Drag Coefficient Variation with Mach Number for Spin Projectiles

/2 (pg/4) (5. 42)

o 1
where k = CDz(A/wp) @v,)

A = projectile cross sectional area v
Y, = projectile weight
vy = velocity of sound a

p = air density !

Time of flight t, and remaining velocity v at a range D are then obtained as

/2

D/t = v, (1-kvo’1 D) (5. 43)
_ L ~1/2..2
v =V, Q kvo D) (5.44)
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Projectile ballistic data in the literature on new weapona is often given in terms of ]

time of ilight to one or two arbitrary ranges. 3
A collections of such published data was provided in the report of the Phase I ?i
AFAADS contrasct. 1
3

i

_ The above relations can be used with such scattered data to obtain an estimate of the
value of an which, with the "3/2 power" drag law would match the publighed points. The
computational equation is

1/2

Cpg = 0.1689 g ] [1 - (D/vot)] (5. 45)

where w projectle weight (kg)

muzzle velocity (meters/sec) g

<
(=]
i

w)
"

slant renge (meters)

-
n

time of flight to D (seo) ;
C .

]

caliber (mseters)

C = projectile drag coefficient at Mach 2

D2

On applying this expression to the projectiles of the referenced AFAADS list, we find
that with few exceptions, when several range/time pairs are given, the computed values of
CDZ differ by no more than about .03, and in some cases are identical to two decimal
places. The result of this computation for a few current operational weapons and projectiles

are shown in Table V-5.

Compared against an objective of CD2 = 0.20 it is clear that there i8 potential for
iraprovement.

Data on a series of advanced design projectiles by the U.8. Army Armament Com-
mand has been made available by Mr. S. Goodman. The computations of equivalent CD2 at
3-km range are listed in Table V-6. It will be noted that a value of Cpy = 0.211is inferred
for the SRC designs of spin stabilized projectiles, - an achievement for which someone

deserves a commendation.
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Table V-5. Equivalent Drag Coefficients at Mach 2.0 of Operational Projectiles

WPN CAL (mm) CD2
RH202 20 0.30
AMC 621 20 0.42
HS 831 30 0.30
OERLIKON 3856 0.27
BOFORS 40 0.27
BOFORS 57 0.29
BOFORS 120 0.28

The inferred Cp2 values for the fin stabilized rounds are in the range 0.13 to 0. 15.
These excelleat values present a startling contrast to the CD values for fin stabilized rounds
of WW 1l vintage as listed in AMCP 706-242.

Also listed in Table V-6 are the fraction of weight of the projectiles devoted to HE.
Improvements by factors of 2 and 3 over the HE content of current standard rounds should,
in conjunction with the low drag shapes, provide order of magnitude improvements of effec-
tiveness of the complete syatem from projectile design alone.

HavingZ achieved a low drag design, the projectile/gun designers are still not home
free, however. Figure 5-12 shows.CD for the Oerlikon round as inferred from Oerlikon firing
tables. Thiz round does indeed have a very low drag. Note the drag rise near muzzie
velocity, hbowever. Assuming that the inferences from the firing tables have been computed
correctly, one may possible attribute this drag increment to the initial projectile yaw, at
the muzzle, produced by the destabilizing effect of propellant gases, or by vibration of the
L/980 tube so that the full advantage of the low drag shape is not realized until the initial yaw
rate has damped out.
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Table V-6. Equivalent Drag Coefficients at Mach 2.0 of Developmental and Low Drag

Design Projectiles
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SPIN Stabilized Rounds
» ?mtnon
No. Type CAL/SUB (mm) CDz of Weight in HE
2 STD 40 0.33 .19
4 SRC 40 0.21 0.24
6 SRC 40/30 0.21 0.14
2A STD 30 0.25 -0.12
3A SRC 30 0.21 0.236
5A SRC 30/22.5 0.21 0.19
2B STD 20 0.30 0.07
3B SRC 20 0.21 0.156
FIN Stabilized Rounds
Fraction
No. CAL/SUB (mm) Cpe2 of Weight in HE

1 40 0.14 0.30

3 40 . 0.15 0.31

5 40/30 0.14 0.17

7 40/20 0.13 0.16

1A 30 0.15 0.25

4A 30/20 0.14 0.33

1B 20 0.1% 0.24
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Figure 5-12. Drag Coefficient of 35-mm Projectile, Inferred From Firing Tables

With regard to drag of rockets, a survey of WWII estimates on then current designs
as given in AMCP 70624@ shows extremely high drag coefficients. No modera data is on
hand. However considering what modern aerodynanic theory has contributed to projectiles,
as shown in Table V-6 one might hope that comparable low vatues can now be achieved for
both spin and fin stabilized rockets and rocket-boost projectiles.

Rl R ad i asten A st R

Rockets with finite burn time derive a drag advantage in that they need not penetrate
the very high velocity, high drag regions. Studies of optimum burn schedules for rockets
according to various critsria such as minimum time to specified range show that the optimum
paths are compoeed of only the following three types of segments (1) burn at maximum rate,
(2) burn at constant velocity, (3) coast. 5{) nding on the terminal criteria, from one to all
three types of segments may be utilized. @

.
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Unfortunately time does not permit the development of typical optimal solutions in the
present report.
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6.2.6 Tube Life of Guns

Some of the most spectacular achievements of the gun designers in receat years have
been in the increase in the life of gun tubes. The new M110E2 203-mm artillery piece is
aexpected to have a tube life of 3000-4000 roypds at maximum charge, compared with
1100-1200 for the 175-mm M107 and Mnoﬁ

These values may be compared with the estimates given by Smt@or older artillery
pleces (105 mm) which can be approximated by the expression

L (rounds) = 400 (1ooo/vo)5 (5.486)
where Vo = muzzle velocity in meters/second.

AMCP 706-15(@ cites an empirical expression by Riel for artillery weapons with low rate
of fire which can be interpreted to give relative tube life as

1
1
!
3

tow w2 vy EZE ) (6.47)

_ 0.
(L/Ly) = (R/P)" 5 (W W oo,

o e et s

O ISV )

where = maximum chamber pressure

prop = weight of propellant

muzzle velocity )

n

M < £ %W
!

specific energy of propellant

and the subscript (1) relates to a given gun on which the changes are superimposed. Since
mep ~V2, this would make tube life inversely proportional to the fitth power of muzzle
velocity for full caliber rounds, but only inversely proportional to muzzle velocity for sub~
caliber rounds.

However, for antiaircraft guns, the most severe limitation associated with tube life
is that imposed by sustained fire at very high rates of fire, and the associated barrel
heating.

An empirical curve for the Oerlikon 35-mm gun relates tube life to the number of
rounds N fired in a time T, with complete cooling between such sequences., This curve is
replotted in Figure 5-13.
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The FM's on Duster and Vulcan give the following information on tube life.

Vuloan: Tube life has been increased with time (according to published figures). The gun
fires at a maximum rate of 3000 rounds per minute with 6 tubes. Muzzle velocity
is 8350 f/s. U the whole load of 1100 rounds is fired in one burst, the tube heats
to 1000°F, is still safe, but is warped and must be replaced. The firing time is
1100/3000 = 22 sec. It takes 5 minutes to change a barrel,

If the gun is fired in bursts of 2 x 200 rounds or 3 x 300 rounds, then allowed to
cool for 10 minutes, the temperatures reach a maximum of 520°F. 880°F
respectively, but the tubes are not warped, and do not need to be changed. At
this regime, the life is 36,000 rounds per gun, or 6000 rounds per tube. A later
reference gives a life of 145,000 rounds per gun,

Duster: Each 40-mm gun fires at 120 rounds per minute. If 100 rounds are fired at this
rate, the tube overheats and must be changed. It takes 3 minutes to change a tube.
The life of each tube under normal operation is 12,000 rounds.

These data have been superimposed on the Oerlikon curve in Figure 5~13.

Davi observes that most tubes are now chrome-plated to reduce erosion, and that
of the efforts now underway to reduce the problem of erosion.

"One of the most promusing 18 (0 use erosion~resistant refractory metal liners,
separated from a high-strength-steel outer tube by an insulator which permits the bore to
operate at high temperature without excessive loss in barrel strength. This technique,
together with cooler burning propellants, should permit the building of lightweight barrels
with virtually unrestricted duty cycles".

Most modern antiaircrait automatic cannon do not employ liquid cooling of the tube.
However, the latest Bofors 67-mm weapon is liquid cooled. Considering the capital
investment involved in a modern mobile air defense weapon, of which the cost of the gun is
a very small fraction, it may also be desirable to reexamine the matter of forced tube
cooling, with the object of increasing permissible burst lengths, and increasing tube life
of very high muzzle velocity weapons.

Considering the relative consumption and cost of tubes and ammunition for Vulcan, as
an example, one tube costs about as much as 50 rounds of ammunition (conventional), and
one tube weighs about as much as 30 rounds. If we assume a life per tube of about 6000
rounds we need add only 1/2% to the weight logistics for tubes and about 1% to cost. How-

ever, all other parameters assumed constant, if muzzle velocity were increased by 50%
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(this is, of course, not possible without major gun redesign) we should add 38% to the weight
total, and over 0% to cost of tubes plus ammunition.

The time to chenge all 6 tubes on Vulcan is 20 minutes. The ammunition reload time
is 8 minutes for 1100 rounds. Hence as an upper limit, one need add only about 3% to
reload time for time to change tubes: this need not be done sequentially, depending on the
crew, and is a minor limit. However if muzzle velocity were increased 50% tubes would
have a life of only about 800 rounds and about as much time would be spent in changing tubes
as in reloading ammunition.

Depending on how rapidly the development of long life tubes for very high muzzle
velocities progresses, tube iife may be one of the important factors in choosing between high
velocity guns, and lower muzzle velocity gun-boosted rockets with equal or shorter times
of flight.

5.2.7 Dispersion

The angular dispersion associated with antiaircraft guns can be very small, and esti-
mates of standard deviation of the shot pattern (linear) for a gun fired from u hard mount are
of the order of 0.5 to 1.5 mils. On "soft" mounts, such as aircraft installations, corre-
sponding estimates for automatic cannon in the 20-35 mm range may be as high as 2,0 to
4.0 mils. It may be possible to achieve angular dispersions of gun boosted rockets some-
where between these extremes.

The dispersion in muzzie velocity about its mean value has a stgpdard deviation of
from 0.25% to 0. 50% of velocity for antlaircraft guns. AMCP 706-24 lists typical prob-
able orrors for : ocket-assisted projectile parameters, with values of 1% for specific im-
pulse of fuel, . %% for burning rate, and . 5% for projeallant weight. (A 1.3% ¢ of propellant
weight wae recorded for 26 Super Loki boosterpé The standard deviation is about 1.5
timee the probable error; hence values of 1 t¢c 2% in standard deviation of velocity might be
expected. The effect on total velocity wouid be less than this, since the gun boost velocity
would be expected to have legs than 0. 5% standard deviation.

The 2ffect of inuzzle velocity diszersion on hit prob2tility depends on the lead angle,
and |s & maxi,num at r.i6point, whkere lead is a maximum. For a target velocity vy» an error
in time of flight v, cavses a linear miss

M = vie (5. 48)

65-37

OV PP Y TP TUTP A (" W TP I o TR AT PR ey AT IR T T T T P T Y VT S T T e e Ty PO T g — S vy A



RN et

ey G

gy e

LR

IR

gy

ey

o — gy

i
.
i
H
1

e d s i L iediien Lot LU B ' (o R

WUITTE N T w!

* s e

R ¥ PERRE

|

To a firat approximation, the percent error in time of flight equals the percent error
in muzzle (or burnt) velocity, hence the linear miss is proportional to

M = vttp(e v/vo) (5.49)

However, an increase in projectile velocity will reduce time of flight, so that for a
given range D

2
M-~ vtD(ev/ Vo ) (5. 50)

One might therefore accept an increase in muzzle velocity dispersion which is no
greater than the square of the increase in velocity, -i.e. for a 10% increase in average
velocity, one might accept a 20% increase in muzzle velocity dispersion. A 400% increase,
however, as suggested above for free rockets would be unfavorable.

Conjecturing that both the angular and the muzzle velocity dispersions of boosted
rockets depend on the velocity increment outside the tube, as compared with the boost veloc-
ity, the following estimating relationship is suggested, until enough data accrues to replace
it with a better one:

o2 =0 gz(v g/vt)z + 0 rz(vt/vt)z (5. 51)

Where o 2 18 variance of either anguiar >r & muzzle velocity dizpersion for a gun
syetem, crz is the corresponding variance for a "pure'’ rocket system, v‘ is the boost veloc-
ity provided by the gi'n, A {s the velocity increment added by the rocket, and

v, =V + vV (5. 52)

In later ~cniputations we use the numerical values

0,2 = a2’ /v)? + 160, /vp?) (5..53)
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for angular dispersion in mils, and
2 _ 2 2 2
e, = 0.8)1v 8/vt) + 16(v r/vt) ) (5.5¢)

for the & variance in muzzle velocity.

AMCP 706-242 observes that long burning rockets with thrust appreximately equal to
drag (sustainer) can have a proving ground accuracy very little worse than that of a conven-
tional round fired from the same gun. It is observed also that long-burning rockets are less
affected by wind than conventional projectiles.

For antfaircraft applications, however, range to burnout is preferably short (times of
the order of 1 second) in order to realize the value of the rocket boost over as much of the
expected engagement volume as possible, and the noted possible advantage may not be real-
fzed.

5.2.8 Rate of Fire of Gun Boosted Rockets

Two different design concepts are possible for rocket boost projectiles. One is to
fire the projectiles sequentially by a conventional gun mechanism. Presumeably the Navy 5'
RAP rounds are fired in this way, with the rocket element employed to obtain additional
range with a given gun. The T110 gun, firing the T131 RAP mund, as developed in the 1940s
was of this type, and various versions were built, including an ajircraft mounted weapon, and
a largor caliber field arifllery plece. Alternately, as noted in the tables, the unguided, un-
boosted RAP-14 solution can be reloaded by replacing a loaded containerof 22 rockets on the
mount, with 1 minute required for the reload.

Javelot emiploys an ingenious compromise. Sketches show a battery of 98 tubes,
backed by a contaluer with 96 rockets. The system is reloaded simply by replacing the con-
tainer. The tubes provide the equivalent of gun boost, but their weight is not involved in the
reload package. BSubject to the time delay in replacing the ersatz ''breeches'’, one can con-
tinue to Iire as long as one has loaded replacement breeches.

The trend in guns I8 to fire sub-callber rounds at very hléh velocity. In u given gun,
the impulse per round is reduced as weight of prejectile is reduced, even though muzzle
velocity is increased. The RAP weupon, however, obtains some of its velocity increment
from rocket burn after launch, hence the gun mus: fire the whole rocket, with the warhead
weight increased by the welight of propellan: in the rocket, and by che weight of the rocket
motor case. Thus even though the gun velocity may be reduced, the muzzle momentum per

6-39

. - = = o ———— i e = remmaae oy
ymns e it It e — = r—— p——er yw=yry



[ o e dtics e v ol ittt s etk e e Yo e Ve o N st S = oy - EanY

rommd may be rate of fire increased, and for extremely high velocity objectives, the system/
mag de imited by receil force, within 2 mobile design.

5.2.9 Iamtallation Weight

Thw low recotl force associated with rockets has made them attractive for aircraft
instatiations. Mewever, the launcher weights for use on supersonic aircraft represent much
higher fractions of tie weight of the rocket load than was possible with the subsonic WW-II
aircraft.

The weight of launchers for surface fired rockets depends on the sophistication of the
laylng mechanism. Table V-7 shows a few examples of launcher weight and the weight of
rockets carried. The RAP-l@ launcher weighs about three times as much as its load, it
has hydraulic laying, and is designed for field artillery use. The SCLAR (Italian)® launcher
for fixed installation on vessels is notable for its relative'y high angular velocity and accel-
eration capabilities, which approach those of an antiaircraft system.

By comparison, a 105-155 mm Field Artillery howitzer weighs about 20,000 kg, and
the towed version of the Oerlikon twin 35-mm antiaircraft mount weighs about 4200 kg.

A field version of the SCLAR might weigh at least as much as the RAP-14 laucher,
exclusive of fire control and sensors hence as much as the towed Oerlikon. However, if its
20 rockets were fired in 2 seconds, with a warhead weight 20% of rocket weight, it would
project 70 kg. of warhead per second. The Oerlikon mount at about the same welght fires
about 10 kg of projectiles per second. This unreliable comparison does suggest possible
welght savings in fire unit weight of rocket systems compared with gun systems, some of
which may carry over Into intermediate gun-boosted rocket systems.

Unfortunately the Javelot weight estimates which would make this conjecture more
reliable are not aveilable at this time.

6.3 8UB-OPTIMIZATIONS OF GUN-BOOSTED ROCKETS

In this section we consider trade-offs between gun boost and rocket burning to achicve
a specified total velocity at the end of burn. The basis for the comparison i8 minimization of
the complote round weight. A seconrdary consideration (s the reaction impulse on the mount
for each round fired. An alternate basis of comparison which should be investigated is fir .
unit effectiveness for a given all-up weight of fire unit.
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8.3.1 Parameterg Trade-offs

To estimate the weight of a complete round in terms of the weight fired from the gun,
the expression used is

1 - (v/v 22
= (5. 55)

1 - (vo/vm‘m)2 + (vo/v x?

wﬂred/ Wer

For unboosted projectiles, the weight fired is simply the projectile weight. When a
rooket shell is fired, the expression relating warhead weight to weight fired (rock- weight)
is

_ -vw/v. _ A
whd/wfire g = @+ e b e r (5. 56)
and in this section we Ignore the small correction to b for velocity loss to drag during burn,

and assume short hurn time.

The product of these two expressions gives warhead weight as a ratio to complete
round weight in terms of muzzle velocity Yo at the gun, and the velocity increment Y The
sum of these is the velocity at the end of burn

Vot © Wy + v (6.57)

We assume a conservative value of rocket specific impulse, I 8p = 225 sec;
Vo T 2200 m/s. For the gun, Vo which depends on the propellant apecific energy and the
material of the cartridge case is taken optimistically as 1100 m/s. The maximum velocity
for the gun alone Vimax is treated parametrically, with a conservative value of 2200 m/s and
a very optimistic value of 3300 m/s. The parameter A r defining the weight of the rocket
motor case and nozzles as a fraction of the propellant weight is treated paremetrically, with
an optimistic value of 0.25, and a conservative value ~f 1.0. These values limit the maxi-
mum burnt velocity increments that can be attained by the rocket to 3540 and 1525 m/s
respectively. The maximum velocity for a combination of gun and boosted rocket is the sum

of the two maxima.

As noted earlier, the gun alone is always the most efficient means of projecting a
bullet at low muzzle velocities, in terms of complete round weight. As the desired vclocity
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is increased, however, there is a velocity beyond which the velocity inorement is most
efficiently obtained by a rocket.

L2 Figure 5-14 we show warhead weight/complete round weight vs. boost (mugzle)
velocity for various total velocity objectivea. The pessimistic rocket parameters Ap = 1,0
and the conservative gun parameter vpmax = 2200 m/s have been used.

Below about 600 m/s the gun alone is the preferred solution, above 600 m/s the gun
boosted solution is preferred, For all cases the rocket alone is inferior to the gun alone.

The maximum total velocity which can be achieved with the combination gun-boost is X
the sum of the separate maximum velocities, which for this case is 2200 m/s8 + 1525 m/s =

3725 m/s. However the combination can in fact attain velocities not achievable by either
glone.

Figure 5-15 shows a similar set of curves, but with the optimistic valuax = 0.25 -
assumed for the rocket. In this case the maxin:nm rocket velocity is 3540 m/s and therc are 38
oonditions under which the rocket alone Is superior to the gun alone, For thees cases, how- .
ever the combination is superior to either, '

In Figure 5-16 we show the effect of varying the maximum gun velocity v max fora :
total velocity of 2200 m/s. With an efficient rocket the position of the optimum is unchanged, |
most of the velocity increment is provided by the rocket. With a less efficlent rocket, more
is required of the gun, and a small increment of effectiveness is obtained with the 3300 m/5
maximum assumed for the gun.

When the total velocity objective is reduced to 1100 m/s there is very little difference
in payload/complete round welght between the two values of Vmax for the gun, as shown In
Figure 5-17.

To make the examples more specific, we assume a total velocity objective of 2200
m/s, and a warhead weight of 1 kg. For the gun alone this is, of course, the projectile
weight. Figure 6-18 shows the weight of a complete round, the weolght fired (rocket, or
projectile for the gun alone) and the impulse of firing, defined as mass fired x boost velocity.
The efficient rocket parameter A r- 0.26 is used, and most optimistic gun velocity Vimax -
3300 m/s 1s used to allow a comparison across the spectrum. In estimating the momentum
of recoil (impulse) the weight fired has been increased by an amount proportional to
propellant weight required at each boost velocity.

E
|
E
g
|

f Figure 5-18 indicates thct the boost velocity which gives a minimum complete round
] welight 1s about 550 m/s, at which point the impulse per round is less than half that of the gun
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solution. With only slight increase in complete round weight, the boost velocity could be
reduced to 300 m/s and the imnpulse would be about 1/3 that of the gun alone.

Figure 5-19 shows the same parameters for a total velocity objective of 2200 m/s

and A\, = 1.0; v = 2200 m/s. In this case neither the gun nor the rocket alone can meat -

the objective with a finite warhead and the estimated impulse per round has a minimum at

about the same boost velocity at which the weight of complete round has a minimum of
1400 m/s. However, the complete round has ten times the weight of the warhead it

projects.

The aimple approximating relationships used in this section suggest that a gun-
boosted rocket solution may have significant advantages in reducing the recoil force on the
launcher and in meeting 2 warhead/velocity objective with minimum round weight, as com~
pared with gun or rocket solutions alone. The reduced recoil force can result in a lighter
mount that that required for a gun solution.

It would seem desirable to continue with more exact computation for this type of :
system, emphasizing the application of advanced propellant and materials technology to
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design studies of the rocket element, and with more reliable dispersiop estimates, prefer-
ably based on experimental data.

; ‘ : 5.3.2 Effect veness Comparisons

There are so many unknowns with regard to realistic design parameters for advanced
gun-boosted rocket systems, that comparisons on a systems basis must be considered highly
conjectural. Hence the following estimates should be constdered mainly as an effort to
organize some of the estimates in an orderly way. The methodology is so simple that the

reader disagreeing with any individual parameter can easily change it, and quickly determine
its effect on the result,

The fire units considered are (1) a ""free'' rocket system, (2) four gun-boosted rocket -
systems using optimistic and pessimistic values of the rocket paramsaters, (3) the Oerlikon
36-mm system as a reference for which firm weight information exista, and (4) three
hypothetical 40-mm systems based on the advanced 40-mm low drag projectile data.

The comparison is based on the assumption that the payoff of a gun-boost system will
be realized in short time of flight, hence a total hoost plus burn velocity of these systems is
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set at 2300 m/s. An alternate basis for comparison would be to keep time of flight equal to
that of a gun system, and determine whether a lighter fire unit could be realized,

The gun boost and rocket systems are estimated for a warhead weight equal to the
Oerlikon projectile weight (0,55 kg) but with a slightly higher fraction of the weight in HE.
The terminal effect defined as the probability that a hit causes a kill 18 taken as increasing
with the square root of the weight of HE.

Average recoil force is assumed to be proportional to the number of rounds fired in
one second multiplied by the muzzle momentum per round with one half the propellant weight
for boost added to the weight of the projectile fired. For the gun boosted systems the number
of rounds fired in one second has been adjusted to keep this value below 6500 kg. The
average recoil force of Vigilante was about 7500 kg, so that the systems compared are con-
sidered to be capable of mounting on a single self-propelled vehicle.

The tactical situation consists simply of firing a one second burst against an incoming
target with presented area represented as a circle of 1-meter radius. This is a relatively
small target area. Average range is assumed to be 3 Iim.

For the gun-boost systems the random dispersion was estimated by the expression

given earlier, depending on the velocity Increment given by the rocket burn,

Since the object 1s to highlight the advantage of short time of flight, a slightly maneu-
vering target was assumed which produced an alm bias constant during a burst, random a-
cross bursts, with computations for acceleration variances of 1 and 2 m/ 32.

Table V-8 compares the system characteristics, and Table V-8 shows the results of
the kill computations.

To estimate ammunition costs, the approximate values given in Table V-10 were
used.

Sume basis for these cost estimates 18 given in Section 8 '"Cost Considerations, "

The rocket and gun boost aystems are limited by the random round to round disper-
sions as estimated. The gun systems are limited by the target maneuver. Hence the gun
systems would be benefited by a more sophisticated prediction scheme which reduced bias
at the expense of random dispersion, but the gun-boost systems would require dispersion
reduction to benefit from such improvements.

For the systems as defined, the burst kill probability of the best gun-boost system {s
about equal to that of the best gun system, to within the reliability of this simple computation,
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and this holds true for »oth levels of target nvaneuver. This is also true for the estimated
psumber of rounde of ammunition expended per kill. .

Since it has been assumed that the more complex RAP rounds would cost from 2 to
3 times as much per kilogram of weight as the simpler unboosted rcunds, the estimated
oost per kill with the rockei-assist weapons is fromi two to three times that of the gun
system.

Note that since in all cases, for this 1-gecond burst, kill probability is under 9.10,
there is only a minor gain in increasing the random dispersion of the gun systems to an
optimum value. If firing were continued to, say 3 seconds, there would be a small incre-
" mental advantage for this situation of the guns over the RAP systems, from this source.

From these crude estimates it would appear, therefore, that for the situation con-
gidered, and with the assumptions made, there is no advantage in gun boosted rocket systems
over the best gun designs. The fact that they work out to approximate equality in effective-
ness, however, suggests that it would be desirable to continue with limited design studies
and evaluations to estimate the possibility of reducing dispersion of the gun boosted systems
to smaller values than those assumed, and to make production cost of the ammunition
approach that of conventional and APDS projectiles of equal all~up weight.

The computations should be considered only as a means of comparing the systems
represented, rather than absolute values characteristic of predicted fire antiaircraflt
systems. The geometric situation is one in which the target presents its smallest aspect.
At the same range of 3km, but at 30° approach aspect, the kill probabilities would increase
over those shown by factors of from 2,0 to 3.0 as a result of increased presented target
area alone, and the rounds per kili and cost per kiil would be reduced by similar factors.

5.3.3 Controlled Dispersion

Javelot proposes an ingenious method of last-second control of projectile direction
by using "'splayed' tubes, each of which is installed at a small, but different deviation from
the mean axis of the launcher. Beginning with a full load, one could then

(1) Fire a salvo biased in the direction of an observed target maneuver
(2) Fire a salvo with predetermined angular dispersion

The usefulness of this concept depends on how small the inherent dispersion of indivi-
dual rounds can be made. If the gun-boosted rocket dispersions can in fact be brought down
to magnitudes comparable to those of conventional guns, the method would provide a simple

way of controlling dispersion in successive salvos against a target as a function of range.
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