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FOREWORD 

(U) The Boundary Layer Tranaltion Specialist« Workshop was held on November 3-5, 

1971 at Aerospace Corporation, San Bernardino, California. The objective of the 

meeting was to make transition specialists aware of the most recent data and techniques 

for transition prediction and to focus on the solution of design problems associated 

with boundary layer transition. 

(U) The Proceeding, of the meeting haw been compUed by Aerospace Corporation, 

San Bernardino Operation., under Contract No. F04701-71-C-0172 a. TOR-0172(S2816- 

16)-5. The Air Force program monitor la Col. C. Zimmerman, USA F (SAMSO/RNS). 

The Proceeding, were edited by William D. McCauley and submitted for publication In 

December 1971. 

(U) The chairman and co-chairmen of the meeting were Dr. Richard A. Hartunlan, 

Dr. Frank L. Fernandez and William D. McCauley of the Aerospace Corporation, 

respectively. Principle contributors selected for their demonstrated expertise in the 

field of Boundary Layer Transition include those listed as authors in the Table of 

Contents. The session and committee chairmen are indicated in the meeting notes 

which follow. 

(U) The proceedings consist of four volumes. Volume I contains the Keynote address 

on the NASA Transition Study Group and the session on Transition Design Problems 

and Information Needed for Their solution. Volume II contains the session on Recent 

Flight Test Transition Data and Correlations. Volume III contains the session on 

Recent Ground Test Transition Data and Correlations. Volume IV contains the session 

on Boundary Layer Stability Theory, Tests and Transition Modeling, and the recom¬ 

mendations of four committees fc t future efforts on boundary layer transition. 
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UNCLASSIFIED ABSTRACT 

(U) BOUNDARY LAYER TRANSITION 
SPECIALISTS WORKSHOP, Volumes I 
through IV, Edited by W. D. McCauley 

TOR-0172(S2816-16)-5 
Volumes I-IV 
December 1971 

The workshop consisted of lntr° ¿niclpantson four committees, 
investigation sessions and a session lnvolvl^^ aoeclalists aware of the most 
■toe obiectlve of lhe mooting was to mate transition spjotellM^aw ^ o[ 
recent data and tochiiiques ior tranBltii n p * U xho first session showed 
design problems associated with boundary layer^trans!a„d 

how transition affects reen ry frustum ablation, reentry observables, 
ablation, transpiration cooled nosetips, f™® . ttl deaim. The second session 
plasma attenuation, vehicle ® gltlon^ata aiKi prediction techniques obtained 
presented ABRES reentry vehic third session presented recent data 
since the previous meeting four presented recent 

S^ÄoÄ rfforta*onboundary Uyer 

(Secret Formerly Restricted Data Report) 
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MEETING NOTES 

(U) About four years ago SAMSO/Aerospace held a similar meeting to make 

transition specialists aware of the recent flight test data, discrepancies between 

laboratory and flight data and correlations of flight transition data which were being 

used for transition prediction but were not compatible with all of the trends of the 

laboratory investigations. Since that meeting, a significant amount of additional flight 

data has been obtained by SAMSO/Aerospace and a variety of transition correlations 

have been developed utilizing the seemingly abundant data. * Unfortunately, none of 

these correlations has resulted in completely successful prediction of transition 

occurrence on flight vehicles and some surprises in the low altitude occurrence of 

transition during reentry were obtained most notably on the SAMAST and EVTO-2B 

vehicles which are shown in detai1 in the proceedings. 

(U) Dr. Mark Morkovin attempted to instigate a similar type of meeting through 

the NASA committee on which he served over a year ago. Though this meeting did 

not materialize it was probably Instrumental in establishing the NASA Transition 

Study Group. Dr. Ell Reshotko reports on the activities of this group in the proceedings 

as our keynote speaker. This approach of Integrating theoretical and ground test 

efforts, understanding facility limitations and developing quiet tunnels for transition 

research should ultimately yield a more complete understanding of transition phenomena. 

(U) The success of the meeting can really be attributed to the caliber and efforts 

of the chairmen, speakers, and attendees who were invited to participate. The meeting 

was organized around five primary sessions. Introductory remarks by Dr. Brian D. 

Henshall, Associate General Manager, Aerospace Corporation, San Bernardino Operations, 

and a keynote address by Dr. Ell Reshotko on the NASA Transition Study Group set the 

stage for the meeting. The first session Transition Design Problems and Information 

* Though abundant data exist it is with few sensors per flight, 
différent configurations and different materials making separation of the variables 
which affect transition difficult. 
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Needed for Their Solution, chaired by E. Hertler of Aerospace, was organised to show 

how transition affects reentry vehicle design in terms of nosetip thermostructure and 

ablation, transpiration cooled nosetips, frustum ablation, reentry observables, plasma 

attenuation, vehicle dynamics and space shuttle design. The second session, Recent 

Flight Test Transition Data and Correlations chaired by Dr. N. Jaffe of Aerospace, 

was used to present the ABRES flight transition data and flight data correlations 

obtained since the meeting which occurred four years ago. Since the results of the 

first two sessions were for the most part classified, they are presented in the classified 

Volumes I and II of the proceedings. The third session, Recent Ground Test Data and 

Correlation chaired by Dr. W. R. Warren of the Aerospace Laboratory, presented the 

most recent work obtained throughout the government laboratories. Examination of 

these papers in the proceedings shows the significant influence of the NASA Transition 

Study Group already being made on quiet tunnel development and resolving discrepancies 

between transition results from the various government facilities. 

(II) The fourth session, Boundary Layer Stability Theory, Transition Modeling, and 

Confirming tests, chaired by Dr. John Läufer of the University of Southern California, 

gave the most recent results of stability theory applications, additional confirmation 

of the theory by supporting tests, and an attempt to construct an analytic model of 
o 

transition. In the fifth session, Workshop Committees and Recommendations, was 

chaired by Dr. R. Kenneth Lobb of the Naval Ordnance Laboratory; all of the attendees 

and speakers of the workshop were Invited to participate on committees of their 

specialties, and considering the many problems associated with their specialties, to 

come up with recommendations for studies or approaches for solutions to these 

problems. There were four committees in this session Including: 

Committee A: Theoretical Approaches 

Dr. Ell Reshotho, Chairman 

Committee B: Transition Data Correlation Approaches 

Dr. Leith Potter, Chairman 

Committee C: Transition Flight Test Efforts Needed 

Dr. Frank Fernandez, Chairman 

Committee D: Transition Ground Test Efforts Needed 

Dr. Mark Morkovln, Chairman 

s 
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The results of these committee meetings were summarized by the committee chairmen 

to all of the workshop participants. These summaries were taped at the meeting, have 

been transcribed and are presented in Volume IV of the Proceedings. 

(U) In the organisation of the meeting, many individuals contributed to its success. 

Most notable was our secretary, Shirley Jelen, the Technology Division Administrator 

Gordon and the projectionist Bob Lemke. Publication of the proceedings occurred 

in a timely manner through the dedicated efforts of George Waggoner in our publications 

department. 
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SECTION 1 

PROGRESS IN COMPRESSIBLE BOUNDARY LAYER STABILITY COMPUTATIONS» 

(Unclassified) 

by Leslie M. Mack 

Jet Propulsion Laboratory, Pasadena, Calif. 

ABSTRACT 

Progreis -d. .inc. th. fxr.t S«n B.tn.tdino Tt.n.ltlon Wotk.hop in 

1,67 in th. conput«tion of th. .Mbillty of l«.in.r co«pt...ibl. bound.ry 

Uy.t. on th. b..l. of th. Un...i..d p«r.ll.l-fl<". theory i. d..crib.d. 

Both th. vi.cou. .nd invi.cid conput.r progr.ni. in u.. .t th.t tine h.v. 

been inpred. Ei,.nv.lo.. .nd .l,.nfunctions of »0- .nd thr..-din.n.ion.l 

t«por.l or .p.tin! di.turh.nc.. in .ither two- or thr.c-din.n.lon.l boon nr, 

layer. c.n b. ccput.d. Th. ... of th. Gr.n-Schnidt orthonom.lir.ti on t.ch- 

nique pomit. th. vi.cou. problm to b. .ol,.d .t .xtrm.ly high Reynolds 

numbers. A. on. «..«pi. of . «.bility dcuLtion. th. thre.-dlneus.on. 

frequency r..por,.. i. c<»put.d .. . function of dovn.trearn portion .t three 

unit Reynold. nunb.r. for . given input di.turb.nc. spectrum. A. another 

.,.^1., it i. »hown th.t damped dl.turb.nc.. vhich tr.v.l f.t.r th.n the 

fee .treem lead to . temperature rev.r.al phenomenon for highly coo e 

boundary layers. 

In addition to th. ..lf-.xcited di.turb.ncc. of th. usual stability 

theory, the forced r..pon.. of th. bound.ry Uy.r to .xt.rn.ll, lnpo..d dis- 

turb.no.. 1. of l»t.r..t, p.rclcul.rly in connection with .tudie. of tr.n- 

.ition in conventional auper.onic mind tunnel.. The vi.cou. and Invi.cid 

stability program, h.v. b..n modified to compute the forced response of a 

boundary l.,.r to an ext.m.1 pr...ur. di.turb.nce of .pecified wave length 

nnd ph... velocity. Wh.n th. ph... velocity 1. auper.onic with respect 

' Thl. paper pre.«nt. th. remit, of one phase of research carried out at 

h. Jet Propulsion Labor.tory, California In.titute of Technology under 

Contract No. NAS7-100, .pon.ored by the National Aeronautic, and Space 

Administration. 

1-1 



the free stream, this diaturbance is a sound '#ave. The calculations show 

that according to the viscous theory, but not the inviscid, there is a 

region starting at the leading edge in which disturbances of all frequencies 

grow as they travel downstream. The length of this region is inversely pro- 

portions1 to the frequency, and can extend well into the region of instabil- 

ity of self-excited disturbances. Results are given as a function of Mach 

number; as a function of frequency, phase velocity and wave angle at - 4.5; 

and as a function of wall temperature at M1 - 5.8. 

INTRODUCTION 

At the present time the linear stability theory is the only theoreti¬ 

cal tool available for studying boundary-layer transition. When this theory 

is applied to the undisturbed laminar profiles of velocity and temperature, 

it provides the frequency response of the boundary layer. The unstable fre¬ 

quency range and the growth of each frequency are given as functions of Rx> 

the free-stream x Reynolds number, where x is the downstream distance from 

the origin of the boundary layer. With the unstable frequencies known it is 

possible to assess the probable importance to transition of various sources 

of external disturbances. Computations of the disturbance amplitude as a 

function of mean-flow parameters such as Mach number, wall temperature, 

pressure gradient, etc. give some information as to the effect of each of 

these quantities on transition. 

The asymptotic stability theory has proved to be inadequate for Mach 

numbers above about 1.5, and recourse is made to direct numerical solutions 

of the linearized stability equations, which are further reduced to ordinary 

differential equations by the parallel-flow assumption. Even at low speeds, 

where the asymptotic theory can yield useful results, ease of computation 

and the completeness and accuracy of the numerical results has led to in¬ 

creasing use of direct numerical computations. Versatile computer programs 

such as those of Landahl (Ref. 1) and Reynolds (Ref. 2) are in common use. 

A key development in the numerical integration of the stability equat.ons 

was made by Kaplan (Ref. 3) and is incorporated in both of these programs. 

This development makes it possible to carry out the numerical integration 

at virtually any Reynolds number, no matter how large. 
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Computer programs for the integrarlo., f the expressible stability 

equations have been heveloped by Brown (Ref. 4) and the present author 

(Ref 5) The extensive numerical results obtained from the Uttar program 

r. companion program for the integration of the invlscid stability equa¬ 

tions have been collected together in a single volume »'f' <>>• c ‘ 

of the theory. These calculations, based on the 
includes an exposition ot tne ene y 

parallel-flow theory, give excellent agreement with the stability exper m„ 

of Kendall (Ret. 7). later worR by Brown (Ref. 8), *tch attempted 

the parallel-flow restriction, does not agree with these experiments. 

in the present paper, after a description of both the in.iscid and 

viscous computer programs, the principal results of the stability theor> 

arc reviewed. Then two topics of particular importance to the «an tie 

problem are taken up, the growth of a disturbance whose power spectre, 

known, and the effect of wall cooling on the maximum disturbance ampUtu 

at H - 5.8. The remainder of the paper is devoted to a problem that es 

outside of the usual stability theory, but which can be treated by similar 

methods. *,is problem is the forced response of a laminar boundary to a 

moving sound wave, and it has direct bearing on the question of transi . 

in supersonic wind tunnels. 

DESCRIPTION OF COMPUTER PROGRAMS 

InviscidEquations , 
A system of two linear first-order ordinary dif.erential equattons i 

integrated from the free stream to the wall by a variable step size, variable 

order Adams-Moulton integrator. For neutra, and damped disturbances 

integration proceeds along a contour with a rectangu.ar indontat.on a tue 

critical point. The proper contour is chosen automatically, hut can e 

specified as input if desired. 

The disturbances are of the form 

q#(x,y,z,t) = q(y) exp [Ho*: + ßz - («0] 

where ,(y) is a complex amplitude function vith y the coordinate normal to 

the wall. « and ß are dimensionless wave .Vers, and . is the dimensionless 
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frequency. The reference velocity is the free-stream velocity Uj and the 

reference length is 

* * * * t , 
L = (x Vj/Uj) “ X /t 

where the asterisks refer to dimensional quantities, the subscript 1 refers 
«V 

to freo-stream quantities, and v is the kinematic viscosity coefficient. 

Also 

„ * *, * h 
R “ U.L /v, = R 5 . 

1 1 X 

Either a (and ß) or tu, or both, can be complex. When a and ß are real 

and tu complex, the disturbance grows temporally; when a and ß are complex and 

tu is real, the disturbance grows spatially; when a, ß and tu are all complex, 

the disturbance grows both temporally and spatially. Wlten ß * 0, the dis¬ 

turbance is two-dimensional; when ß ¿ 0, the line of constant phase in the 

x-z plane is oblique to the x direction and the disturbance is three-dimensional. 

The angle il; between the normal to the constant-phase line and the x direction 

is the wave obliqueness angle. The oblique spatial disturbances are required 

to have constant amplitude along the constant phase line. 

There are three basic options in the program: 

1) The equations are integrated for any specified values of a, u> (or c = u’/«) 

and 

2) The following eigenvalue searches can he carried out: 

Type of nislnrb.ince 

Temporal : 

Spatiai: 

Constant 

b) 

c) 

d) 

a) 

b) 

c) 

d) 
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phase velocity = ■"A 
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Tempora1/Spatial: a) 

b) 

a » ffr + io^ 

U) » u)r + iu)^ 

The eigenvalue searches are completely automated, and may be operated either 

for a fixed number of iterations, or until preset convergence criteria have 

been satisfied. 

3) Response to external pressure field (see final section). 

For every specified a, c and there is a solution. Both a and c are 

real (neutral disturbances only). When c <1 - 1/Mj, the external pressure 

field is a sound wave. 

Detailed output can be provided at the conclusion of the eigenvalue 

search, or during the integrations of options (1) and (3), as a function of 

T\, where 

* * * * k 
H - y (Uj/x V* )' 

is the Blasius variable. The output is given at increments h * ATI, and up 

to 10 different values of h can be assigned for selected intervals of y/6. 

Besides the dependent variables and their derivatives, the rms amplitudes 

and phases of the following quantities are computed: u', v', w#, T' (all 

referred to both the local mean flow and the free-stream flow), p/, p/, m 

(mass-flow fluctuation) and T ' (stagnation-temperature fluctuation). In 

addition, the terms of the local energy balance 

at + u àE 
ôx 

+ W ai 
ÒZ 

dU 
dy 

+ T 
dW 
dy 

1 
>MXS t*(pV) + l(pV)+l(pV)] 

are computed, where r and t are the components of the Reynolds stress, 
X ss 

and E is the sum of the kinetic and potential energies. 

E - ¿ +7^+0+1- 

The eigenfunction output can be normalized if desired so that m' 

at the boundary-layer edge is equal to 1.0 (or any other value if provided 

as input). The boundary-layer thickness is computed by the program to he 
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the 0.999 U* point, but can be assigned to be any value. For the forced 

case, the output is normalized such that p7vV of the incoming pressure 

field at Tl = 0 with no boundary layer is 0.00025 (or any desired value can 

be assigned). 

Viscous Equations 

A system of four, six or eight linear first-order ordinary differ¬ 

ential equations, depending upon the particular problem under consideration, 

is integrated from the free stream to the wall. The mean boundary-layer 

profiles may be incompressible or compressible and two- or three-dimensional. 

T,ie disturbances may be temporal, spatial or temporal/spatial, and may be 

two- or three-dimensional. The program has the same three basic options as 

the inviscid program: (1) integration of equations only, (2) eigen.alue 

searches, and (3) response to an external pressure field. In addition to 

the parameters a, w (or c) and ^ of the inviscid theory, there are two addi¬ 

tional parameters: the Reynolds number R, and a new dimensionless frequency 

F which is independent of x* for a given frequency when the free stream is 
•k 

independent of x . 
* * 

u> V, 

R 

The possible eigenvalue searches are: 

Type of Disturbance Constant 

Temporal : a) 

b) 

c) 

d) 

c) 

u)i> R 

(üi » or 

or, R 

F , R 
r ’ 

V c¡<- 0) 

Spatial : a) 

b) 

c) 

d) 

er, R 

V “i 
orr, R 

F , R 
r 
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Temporal/Spatial: a) 

b) 

a, R 

F, R 

The detailed output is the same as given by the inviscid program 

except that the amplitudes and phases of the three vorticity components 

are also computed. This output can be supplied at the same points and 

is normalized in the same way as in the inviscid program. 

The program contains three separate integrators: (1) a fourth- 

order Runge-Kutta fixed step size integrator; (2) an Adams-Moulton fixed 

step size integrator with a fixed order that can be specified to be from 

one to eight, and with either a Runge-Kutta or analytic start; (3) the 

same variable step size, variable order Adams-Moulton integrator (or a 

full double-precision equivalent) used in the inviscid program. Tne 

problem of rapid error growth, which is usually circumvented in incom¬ 

pressible computations by Kaplan's purification method, is taken care of 

in this program by the Gram-Schmidt orthonormalization procedure used by 

Wazzan, Okamura and Smith (Kef. 9). Eigenvalues and eigenfunctions can 

thus be computed at virtually any Reynolds number desired. The ortho¬ 

normalization, which can be bypassed completely when not needed, always 

takes place at the initial and final point and either after an assigned 

number of integration steps in the fixed step size integrators, or in all 

integrators when the largest component of the independent solutions has 

grown greater than an assigned magnitude. Eigenvalues have been successful^ 

computed at oR = 31,000 (c^* - 3.3 X 10R) where the largest viscous solu¬ 

tion grows to lO310, and even higher values of oR can be reached. 

RESULTS OF STABILITY COMPUTATIONS 

Summary of Principal Results 
For a comprehensive review of the results obtained from numerical 

studies of the stability of flat-plate laminar boundary layers, the reader 

is referred to the report by the author mentioned in the Introduction (Rer. 6). 

A few of the more important results vjU be summarized here before going on 

to a brief discussion of two investigations carried out since the first Sar. 

Bernardino Transition Meeting. 



1. The flat-plate laminar boundary layer on an insulated wall is unstable 

to inviscid disturbances at all Mach numbers above zero, and to viscous 

disturbances at all Mach numbers. 

2. Whenever the local Mach number of the flow relative to the disturbance 
A JL 

phase velocity, M = M^U-O/T , is supersonic somewhere in the boundary 

layer, an infinite number of instability modes exists. In a wind tunnel 

this situation first occurs at about Mx * 2.2 for neutral disturbances. 

The first mode is the same as in incompressible flow. In the inviscid 

theory the second mode is always the most unstable, and except near its 

critical Reynolds number is also the most unstable in the viscous theory. 

3. The well-known destabilizing effect of viscosity at Mj * 0 persists 

up to about Mj = 3.0. Above this Mach number, inviscid stability dominate 

and the effect of viscosity is only stabilizing, i.o., the maximum ampli¬ 

fication rate increases monotonically to its inviscid value as R -• •. The 

effect of viscosity on the second and higher modes is stabilizing at all 

Mach numbers. 

4. First-mode three-dimensional disturbances are more unstable than two- 

dimensional disturbances at all supersonic Mach numbers. This effect is a 

maximum near Mx = 3.0, where the most unstable disturbance is at ^ “ 65° 

and has a temporal amplification rate at R * 1000 about 20 times larger 

than the most unstable two-dimensional disturbance. 

5. The effect of cooling the wall is to stabilize the first-mode disturb¬ 

ances, but not the higher-mode disturbances. The effect on the higher meces 

is to increase their unstable frequency range with little effect on their 

maximum amplification rates. 

Effect of Mach Number on Amplification Rate, Amplitude Ratio and Unstable 

Frequencies 

Figure 1 gives the maximum spatial amplification rate at R “ 1500 

as a function of Mach number for the first and second modes. The wave 

angle of the most unstable first-mode disturbances is marked on the figure. 

The first-mode curve ends at Mx * 8 because beyond that point there is no 

longer a discernible maximum amplification rate in the first-mode region. 

The fractional change in amplitude can be written 
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so the amplification rale - ^ is a measure of the relative instability 

of two boundary layers for equal changes in R. 

I 
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Since the maximum amplification rate exists only at a single Reynolds 

number for each frequency, Fig. 1 gives an incomplete idea of how the actual 

amplitude of the most unstable disturbance changes with Mach number. More 

complete information is obtained by integrating the amplification rate to 

obtain the amplitude ratio A/Ax, where A, is the reference amplitude at the 

neutral stability point. Figure 2 gives the maximum amplitude ratio at 

R - 1500 as a function of Mx for both the first and second modes. The two- 

dimensional first-mode results are also shown to emphasize the necessity of 

considering three-dimensional disturbances in order to obtain a correct idea 

of the instability of a supersonic boundary layer, and also to show how much 

smaller are the amplitude ratios at supersonic speeds than at low speeds when 

the Reynolds number is held constant. Of course, indefinitely large amplitude 

ratios can be produced at any Mach number by going to sufficiently large 

c 

Reynolds numbers. 

Of almost equal importance as the maximum amplitude ratios are the 

frequencies of the disturbances which have these amplitude ratios. If these 

frequencies are not present in a boundary layer, then their large amplitude 

ratios are irrelevant to the transition problem. In order to give an idea of 

what the dangerous frequencies are in various situations, Fig. 3 presents 

numerical values of the frequency of the most amplified disturbances in the 

wind tunnel and also in atmospheric flight at two altitudes. It can be seen 

that even second-mode disturbances can be of rather low frequency at suffi¬ 

ciently high altitude. 

The term most amplified disturbance refers to the disturbance for which 

A/A, is a maximum, and is to be distinguished from the most unstable dis¬ 

turbance which is the disturbance for which the amplification rate is a 

maximum. 
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Rcsponsf of Boundary Layer to a Specified Input Disturbance 

A boundary layer disturbance does not have a single frequency and 

wave angle, but has its energy distributed over both of these quantities. 

If the spectrum of the input disturbance is known, then the stability theory 

can be used to calculate the downstream development of the spectrum and thus 

the disturbance amplitude as a function of Rx. In order to carry out this 

calculation, it is first necessary to obtain boundary-la, r response functions, 

A/A1 vs. iu*Vuf\ for several wave angles and at a number of Reynolds numbers. 

Typical response functions are shown in Fig. 4 for a 60° disturbance at Mx - 4.5. 

With E(tu,0 the power spectral energy density of the input disturbance, 

the input amplitude is given by 
tt/2 00 

It is assumed that A, is independent of R so that in the absence of instability 

the entire boundary layer has a uniform disturbance level. As a result of 

instability, the disturbance amplitude at Reynolds number R in the unstable 

region is given by 

In the boundary-layer response function Aj is the amplitude at the neutral- 

stability point. 

As an example, the source of the boundary-layer disturbances is con¬ 

sidered to be die sound radiated from the side-wall turbulent boundary layers 

of a wind tunnel. The idea here is that the sound field plays only a passive 

role. It provides disturbances in the boundary layer to be amplified or 

damped by the stability mechanism, but does not otherwise interact With the 

boundary layer. Since K(u),i)i) is not known, it is assume d that E is independent 

of ill, and that E(uj) is identical to the free-stream power-spectral density 

measured by Läufer (Ref. 10). The above expression for A"(R) then simplifies 



In this calculation, A/Aj was computed In an approximate manner. 

Instead of the true spatial amplification rate, temporal amplification 

rates were computed and transformed to spatial rates by using the phase 

velocity instead of the group velocity. As a result, the numerical values 

that follow arc somewhat in error. If the response curves are cross-plotted 

as functions of ^ for fixed values of dimensionless frequency F, then the v 

integral can be evaluated once and for all as a function of F. Since E(ui) 

is not a function of F, but of some other dimensionless frequency proper to 

the radiating turbulent boundary layer, the uj integral must be evaluated 

in dimensional terms. E(o)) actually varies slightly with unit Reynolds 

number, but since this dependence is not well established, E will be assumed 

to be independent of unit Reynolds number. Consequently A(R) is a function 

of which in a wind tunnel is equivalent to the unit Reynolds number 

*. * 
Ut hx . 

The results of the calculation of the energy density E at Rx/in * 10 

are shown in Fig. 5, where Lx and Ug are the turbulence integral scale ana 

average source velocity, respectively, used by Läufer as reference scales. 

It is clearly seen that a peak develops in the power spectrum at the most 

amplified frequency. This peak grows rapidly and shifts to lower frequencies 

as the Reynolds number increases. 

The area under each spectral density curve in Fig. 5 is equal to * . 

Laufer's spectrum is normalized so that Aj * 1. In Fig. 6, where A is plotted 

as a function of R, three different results are shown. The uppermost curve 

gives (A/Ax) , i.e. all of the energy is in the most amplified frequency. 

The wave angle is 60° and the frequency at each Reynolds number is different. 

This curve gives the largest amplitude that can be produced by the instability. 

The group of three curves immediately below;this curve gives the disturbance 

amplitude at three different unit Reynolds numbers when the input energy is 

distributed with frequency in accordance with Laufer's spectrum, but at the 

same time is concentrated at the single wave angle of 60°. The other group 

of three curves gives the disturbance amplitude when the energy is distributed 

uniformly over all wave angles as well as with frequency by Laufer's spectrum. 

From Fig. 6 it can be seen that with the energy distributed both in 

frequency and wave angle, it is necessary to reach a R^ of about 5 X 10 for 

n.l! > «il Jl! * . II. Ll u .-... !Ü 
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the disturbance amplitude to increase 100 times when ■ 10s. In the 

same wind tunnel in which Läufer made his measurements, transition is 

observed to start at about ■> 7 x 106 at this unit Reynolds number. 

Clearly some other mechanism in addition to or in place of linear instabil¬ 

ity amplification must be present in a supersonic wind tunnel to account 

for such lew transition Reynolds numbers. This mechanism is believed to 

be the forced response of the boundary layer to the sound field and is dis¬ 

cussed in detail in the final section of this paper. 

Effect of Cooling on Maximum Disturbance Amplitude at Mt c 5.8 

As previously mentioned, cooling the wall stabilizes the first mode 

but not the second and higher modes. Indeed at ■ 5.8 the second-mode 

amplification rate increases with cooling. Experimental measurements of the 

effect of cooling on the transition Reynolds number have given a mixed picture 

of the actual situation. In some facilities, no effect of cooling could be 

found, while in others an initial stabilization was found only to be followed 

at lower wall temperatures by a destabilization. The latter effect has oeen 

termed temperaU e reversal. Occasionally, further cooling caused a second 

stabilization, an effect called re-reversal. 

If input disturbances have frequencies only in the first-mode range, 

then cooling is certainly stabilizing. However, if there exists in addition a 

band of high frequency disturbances, these disturbances could become excited as 

the boundary layer is cooled and the second-mode unstable frequency range shifted 

to higher frequencies. Further cooling might then make the unstable frequencies 

higher than the input disturbance frequencies and re-reversal would occur. V.’ith 

a wide band of second-mode frequencies present, one might at first expect little 

effect from cooling. A calculation at M1 = 5.8 of the maximum amplitude ratio 

(A/A.) at R » 1500 as a function of the ratio of wall to recoverv temperature, 

T^/Tj^, confirms this expectation. With Ax considered to be independent of R, 

the maximum amplitude is almost constant with T /T„. 
W K 

Instead of considering the input disturbances to exist uniformly 

throughout the boundary layer, an alternate view is to consider that they 

are introduced into the boundary layer at some fixed point, or fixed R , 
X 

ne*r 
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„ , „ in such a case, the da«.plnfe region upstrea» of the 

:.6i.n i. - ^t-nt m .teaming ^ 

<t a downstream position as 1. the «foe t, 

obtained with both assumptions are shown in Fig. 7. i g 
. . nlace of the group velocity.) The upper curve gives (A/ iaax 

hás be a_ _ i niiw/c» oivGs ÍA/A )_» where has been useu in -- --- . ,. x 
. j .. «i T /T The lower curve gives (A/A ; 

which is almost independent of T /TR. 
w - _ „„.i ÍA/A 1 is strongly dep 

max 
ich is almost inuen«»«»- -- -w- r 

_ in/x (k/K ) is Strongly dependent 
A is the input amplitude at R ■ 10 » q max 
Ao is the xnp F first.mode region through 

t /t As T /T is reduced from unity, tne 
upon Tw/Tr. w r reaching the unstable second-mode 

the disturbance must pass before reaching mt. 
which the aistuiu« rate at each Reynolds 

d crnhUized i.e., the maximum amplification ra 
region is stabilized, T /T The result is that 
„umher decreases moootonlc.lly with decreasing T/TR. The 

. _-. -n.. k Kpromes eaual to A_ at iw,ar ■(I/A ) also decreases, and eventually A__„ becomes equal to A at T./T_ - 0.25 max 
o'max , 

The existence of multiple unstable mndes mc.ne that tbete ate^u p e 

solutions present for .11 « and R. *a cooling proceeds below T/TR 0 , 

tbe unstable second-mode solution, change from the family of solutions or 

ril damping in the flrst-mode teginn -»Ung to . se g 

family for Which damping deer««, with cooling. H.is second ‘ 1S 

Che for the feet that user the leading edge the phase velocity is . er 

"L the free-stream velocity. Indeed et R X 10* - 1-0. the moat ampli d 

. R = 1500 for t /T - 0.05, the phase velocity is greater th 

11 frith, leading edge\c R - 1050. With the dl.tuth.nce^followlng this 

second family, a further decrease in Tw/TR ”'7 reBuU consequently, 

and the second ^ i.yers provided the 
a reversal phenomenon exists tor nigniy 

input disturbance is introduced at e fixed point. 

RESPONSE OF BOUNDARY UVER TO * MOVING SOJND WAVE rovths 

The prediction from the etebility theory of only smell disturban, g 
K . . X._to start sufiRefted 

at m . b b at the point where transition has been observed to start suggested 
at Mr “ ai. une r _„<nH tunnels. 
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mechanism, must actively interact with the boundary layer to provide the 

observed growing disturbances in a region that is stable according to 

stability theory. 

The problem is now one of forced oscillation, rather than the free- 

oscillation stability problem. The boundary layer is driven by the external 

sound field, and what is to be calculated is the steady-state, not the 

transient, response of the boundary layer to the individual frequency com¬ 

ponents of the sound field. Each frequency component moves with a phase 

velocity that can be determined by experiment. The boundary layer response 

is a neutral solution of the linearized, parallel-flow stability equations 

which has the. same frequency and phase velocity as the particular external 

frequency component under consideration. In the free stream, this solution 

must include the external frequency component, which will be referred to as 

the incoming sound wave, and in addition it will also have a second part 

which is the outgoing, or reflected, sound wave. At the wall the same 

boundary conditions as in the stability theory are to be satisfied. 

Method of Solution 

The method of solution used in the stability theory can be readily 

adapted to solve the forced problem. In the stability theory, independent 

solutions are obtained analytically, and the ones which satisfy the boundary 

conditions at y » are integrated numerically across the boundary layer to 

obtain the wall values of the dependent variables which are needed to satisfy 

the wall boundary conditions and to carry out the eigenvalue search. Two of 

the independent solutions are of direct application to the present problem. 

In the inviscid theory, they give the flow over or under a moving wavy wall. 

When the wavy wall moves supersonically with respect to the free stream, then 

the flow over the wavy wall is an outward propagating sound field with respect 

to a position below the wavy wall, and the flow under the wavy wall is an 

inward propagating sound field with respect to the same position. Con¬ 

sequently, these two solutions are just what is needed to represent the 

reflected and incoming sound waves. With respect to the receiving laminar 

boundary layer the incoming sound wave is produced in a turbulent boundary 

layer at y - » and moves inward; the reflected wave originates in the laminar 

boundary layer itself and moves outward to y -• ». Figure 8 shows the radiating 
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j lnv„r the receiving laminar boundary layer, and the 
turbulent boundary layer, the receiving Tf , > i - l/M 
„ach waves of the inching and reflected sound fields. If cr > 1 

then thc disturbances sre no longer s^nd uaues. but two esponentUU, 

decaying pressun* fields. 

In the viscous theory, two of the independent solution, sre slno.t 

identical to the inviscid solutions escept for a snail viscous oec.yt.re¬ 

in the stability problen, the intoning sound wave solution, which 

c > i - 1/M, increases exponentially with increasing y, is not use 

n does not satisfy the boundary conditions at y - There ore, a 

is necessary to do to solve the forced problen is to add th s -lutono 

those already used in the stability theory. Slnee ' ' 

et the wall are unchanged and one »ore solution is .variable, there are 

e^ solutions to satisfy the boundary condition, for all values of », 

e and * and there la no longer an eigenvalue proble» to solve, 
r 

Effect of Freouency at M, ■ 4.5 

„„»erous viscous and inviscid calculation, have been carried out for 

e series of frequences in the »ensured frequency range o the wrnn t. ^ 

sound field and with phase velocities also in the Measured range. Fig - 

elves the results of the viscous calculations at M, ■ 4.5 for two-dusen 

S i r - 0 65 The ratio of »' , the peak rns »ass-tlow flue 
disturbances an r • • the r»a »«ss-flow fluctuation of the 
tuation in the boundary layer to » jfO), the rms » 

mcoMing wave at y - 0 in the absence of the boundary layer, is used cha 

acterizc the boundary-layer response and is given as a function oeynl. 

her It is seen that disturbances of all frequencies grow starting 

radii elge, reach a peak at a Eoynolds nu»ber that varies inversely 

with frequency, and then decline in .»plitude. The lower the frequency, 

the higher the maximum value of m p/m I(0). 

In the inviscid theory, once cr and * have been specified, the only 

d « Tn Fie 10 the mass-flow fluctuation ratio is 
remaining parameter is a. In Fig. m 
plotted .gainst d for cr - 0.65, * - 0. A significantly different re.u 

is obtained than fro» the viscous theory. Since F - ortr/R, * dUtu' 
will have the dimensionless 

of given frequ.ncy traveling at a constant cr will 
... V. «_.««t-lu areordine to Fig. 10 

u«luc of a increase linearly with R 

1-15 

.'.f.'.i.x.nssM. 



U 
a purely inviscid disturbance would experience no growth in traveling down¬ 

stream through the boundary layer for Of > 0.0075, and the growth for smaller 

ot is insignificant compared to a viscous disturbance. The initial growth of 

Fig. 9, which is just what is found in experiment, is a purely viscous phenomenon. 

The response curves for the five frequencies of Fig. 9 are also given in Fig. 10, 

and they show that for a viscous disturbance the decrease in amplitude which 

follows the region of growth is described closely by the inviscid theory. This 

result is in contrast to the stability theory, where inviscid amplification 

or damping rates are only approached by the viscous theory in the limit R 

Another quantity marked in Fig. 10 is the Reynolds number of the peint of largest 

a which is plotted on each viscous curve. It is seen that the higher the fre¬ 

quency, the lower the Reynolds number at which the inviscid curve is attained. 

Effect of Phase Velocity at M1 - 4.5 

The effect of the phase velocity on the boundary-layer response is shewn 

in Fig. 11. The upper group of curves are viscous results for five values o: 

c at the single frequency of F x 104 - 0.08125. At low Reynolds numbers, where 

the growth is almost linear in R, the response increases mcnotonically with 

increasing c . (At Ml = 4.5, the largest cr for which a two-dimensional dis¬ 

turbance is supersonic is 0.778.) At R * 200, there is a 357. decrease in m'? 

as c decreases from 0.75 to 0.50. The situation is different at P. * 1000 
r 

where the maximum response is produced by the c^ * 0.65 disturbance, and the 

response for K 0.75 is 107« lower. 

The results of inviscid calculations for ot = 0.0-+ are given by the lc..er 

curve. Since this curve continues to rise to the right as cr is increased 

beyond 0.40, the viscous curves must rearrange themselves in the same order 

as at low Reynolds numbers. Figure 10 shows that for c^ * 0.65 t;.e viscous 

curve for F x 104 “ 0.08125 merges with the inviscid curve at abcuc R = 1001, 

and the shapes of the c^ “ 0.40 and 0.50 curves in Fig. 11 sun^v-r. that w..e .. 

merger Reynolds number may be even lower. Therefore, the invisci. resulta 

suggest that the maximum response continues to decrease as is rtducec be .cv 

0.40. 

o 
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Effect of Wave Ancle at M1 ■ *>■> 
h ‘ —7nglf on the ecowO, of the mass-flow fluctuation 

~ it,; » - - - »■ ■ - - - • “• 
ratio is shown in Fig. u ™ T tWo.dimensional disturcmcc. 

mu o 1S7 clianRC from the growth of a two am 
there Is less than a 154 chanBe resI>0„sc until at v - 5D' 

w , 3 a5° there is a sharp drop in the response 
However, above fn 

« i - ^ liiore is u »11 «fci' ^i» 
However, above v . _ ¿s0 Tlie relative iree-stream 

• •!«. nniv S27o of the maximum at . 
the maximum m p thig disturbance is the most 

. c a cn° disturbance is l.Ol*4** 80 
Mach number of a 50 , th c * 0.65 are subson Mach number of a 50 is u ith c » o.65 are subsonic 

oblique supersonic .laturhance. All ^ Ur8ar for 
Thp limiting wave angles ace, 

or larger wave angl • _ the u„ltlng val„e of t 1. 66-. 
smaller cr. For example, wxth cr 

Ampl i rude of Fnflert-ed Sound Wav.e_jm 1 11L,, ¡ t r response o: 

Thc present calculation gives not on ^ ^ strength of the 

the boundary layer to an at the wall. Figure 13 gives 

reflected sound wave and the p amplitude of the in- 

- ratio of the ^ gles the ratio of 

coming wave as a function prt.ssui:e fb.ctuation of the inching 

the pressure fluctuation a . , r fient In each figure the 
wave al the wall position with no boundary ayer pa • results 

- - “th; ::1:1:: u... ^. 0. 
for a series of frequencies. Acco g a„d p'fOl/p'.W) - <>• 

*M - 1.0 and p'W/pV« ’ 2 0i "hen " • V 1 
The dimensionless wave number « can be written 

2rr t 

""Vi ** 

* r at the edge of the boundary layer, and 

where is R6/x , the Bl®8 UBthickness to wave length. Thus at or = ?, 6/x is ‘hc 'r:;::::::: h : ,«m chu^ss end *0 s^ «ave ^11^ 
the boundary layer effcctl y ^ layer. The reflected 

a5 fro. a solid surface in *e -b cnee ^roming wave so that 

wave bas the same amplitudo and Phu e (a ^ ) UnU, , . ., 

rhe wall pressure fluctuation is twice P ^ 

the boundary layer is Infinitely thick compsr ^ a„pLleude 

reflecLion is the same as from a constant pressure surface. 
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Of the reflected wave is again equal to that of the incoming wave, but its 

Phase at T] = 0 differs by 180° from the incoming wave. Thus the pressure 

fluctuation at the wall is zero. Between these two limits the amplitude 

of the reflected wave is always greater than the amplitude of the incoming 
wave. 

The viscous results are quite different. For small a, AR is always 

less than A minimum exists in AR for each frequency, and the magnitude 

of ^ at the minimum decreases with increasing frequency. A similar minimum 
/»V to».. / f\\. 
exists in p (0), but it is located at a larger or than is the A minimum. 
• ** * K 
If the Ar minimum were to reoch zero, thon that porticul.r o wooid constante 

a stability eigenvalue for the family of incoming neutral waves. In the 

stability theory this type of disturbance is not considered because for 

c > 1 - 1/H, ft becomes a subsonic disturbance whose smplitude increases 

exponentially with increasing y. However, if there is such cn eigenvalue, 

Fig. 13 indicates that It would he for a high frequency and a low Reynolds 

number. The minimum AR for F x 104 « 1.3 occurs at R = 75. 

Effect of Mach Number and Wall Cooling at Mj * 5.8 

A few calculations have been made for a disturbance of frequency 

F X 104 = 0.08125 and phase velocity cr = 0.65 in other than the M1 « 4.5 

insulated-wall boundary layer. In Fig. 15 the disturbance growth in the 

insulated-wall boundary layers is shown for M* = 4.5, 5.8 and 7.0. The 

,axi,num value of the ratio mWm^O) increases with increasing Mach number, 

and the location of the maximum moves to lower Reynolds numbers. At R = 600, 

imrrcnsos by 30¾ from - 4.5 to 7.0, and the percentage increase 

1S Pr°bal’ly hifih,'r aL low^ Reynolds numbers. Since in a supersonic wind 

tunnel m'^O) also increases with Mach number, the magnitude of m’ increases 
even more than does the ratio. P 

Hie effect on m^/m^O) of cooling the wall is shown in Fig. 16. 

Cooling has a large effect on the response and lowers the maxi mum mass-flow 
fluctuation ratio by 46% as Tw/Tr is decreased from unity to 0.40. Also the 

response as u function of Reynolds number is considerably flattened so that a 

value of m'clusi to the maximum persists over a wider Reynolds number range 

than for the insulated-wall boundary layer. 
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SECTION 2 

J.P.L. EXPERIMENTAL INVESTIGATIONS* 

(Unclassified) 

Janes M. Kendall, Jr. 

Jet Propulsion Laboratory, Pasadena, Calif. 

ABSTRACT 

Experiments relating to boundary layer transition at Mach numbers 

between 1.6 and 5.6 are described. Hot-wire anemometry is used to obtain 

detailed information on the origin and growth of flow fluctuations in the 

region of the boundary layer ahead of transition. The results, which apply 

specifically to wind tunnel flows, indicate several important differences 

between the processes at the higher Mach numbers and at the lower ones. 

INTRODUCTION 

It has been recognized for several years that boundary layer tran¬ 

sition on test models in supersonic wind tunnels is influenced by turbulence 

produced sound in che tunnel stream. The defect that this represents is 

not unimportant, for there is even now no laboratory facility which has 

proven satisfactory for transition testing. The realization of a suitable 

facility and the reconciliation of laboratory data with flight results will 

require a much deeper understanding than exists at present. 

The mechanism of transition has been far less thoroughly explored 

for supersonic flows than for subsonic ones, partly because theoretical 

guidance has been lacking. During the recent years, however, Mack has 

developed the stability theory for compressible flows and given extensive 

numerical results. These are presented in Ref. 1 and summarized elsewhere 

in these proceedings. The theory has been experimentally confirmed for a 

Mach number M_ ■ 4.5, Ref. 2. 
Oft 

This paper presents the results of one phase of research carried out at 

the Jet Propulsion Laboratory, California Institute of Technology, under 

Contract No. NAS7-100, sponsored by the National Aeronautics and Space 

Administration. 



With theoretical results thus available, the present experiments 

were undertaken to investigate the relationship between stability and 

transition. Hot-wire anemometry is being used to study the flow fluctua¬ 

tions naturally present in laminar boundary layers in the region preceding 

transition. M * 4.5 was selected for the initial experiments because the 
CD 

stability theory is known to be correct. It quickly became apparent that 

a mechanism other than that of instability was operative at this Mach number, 

and the program was directed toward an exploration of the new effect and 

toward determination of the range of Mach number where it is important. 

Some of the early results of the program have been reported in 

Ref. 3. It is indicated there that for M^ * 4.5, and probably for M^ - 3.0, 

the tunnel sound field forces fluctuation energy into the boundary layer in 

a region immediately aft of the leading edge of a test plate. The lergy 

is observed to grow several-fold larger ahead of the station for which sta¬ 

bility theory predicts the onset of amplification. Some results for M^ * 2.2 

are also included in (3), and these indicate that the situation is rather 

different than at the higher speeds. 

Recently, Mack has developed a program for the numerical canputation 

of the response of a boundary layer to an external sound field. This is 

described elsewhere in these proceedings. In addition, the experiments 

have been extended in several directions. The principal emphasis of this 

paper is upon interpretation of the M^ = 4.5 flat plate results, including 

a qualitative comparison with the new theory, but various other results are 

described as well. 

EQUIPMENT AND TECHNIQUES 

The experiments were carried out in the JPL 45 X 50 cm supersonic 

wind tunnel. The flat plate tests were made on a 35 cm long, 1.27 cm thick 

steel plate that spanned the tunnel width. The bottom edge was bevelled 

10 deg. The top or working surface was ground and lapped to bring the leading 

edge thickness to a value less than 10"3 cm. In some experiments reported 

here, the thickness was temporarily increased by affixing a strip of 0.025 cm 

thick steel strip to the bevelled surface, flush with the leading edge. Some 

measurements were also made on a sharp-tipped, 4.0-degreo half angle steel 

cone 42 cm long. 
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All measurements were obtained by the use of constant-current 

hot-wire anemometers. The signal-to-noise ratio remained acceptably 

high to frequencies of about 0.5 X 108 to 1.0 X 10B Hz, depending on 

flow conditions. The hot-wire overheat was maintained at a pre-selected 

value by a current-controlling servomechanism. As the wire was traversed 

through a boundary layer normal to the plate or cone surface, a location 

of maximum voltage fluctuation was recorded, except at - 3.0 where two 

nearly equal peaks were found. The profile of signal energy was approxi¬ 

mately self-similar for all stations along the layer not too close to 

transition. All measurements in the layer were made at the location of 

the peak, and the signal there was taken to represent the fluctuation 

level throughout the layer. 

Two types of hot-wire measurement were made. In the first kind, 

obtained only at - 4.5, the hot-wire overheat was varied for a particular 

location in the flow in order to obtain mode-diagram plots. Straight-line 

plots were obtained for both the free stream and the boundary layer fluctua¬ 

tions. The intercept of the line with the ordinate indicates the numerical 

value of the total temperature fluctuation, and the slope indicates the 

mass-flow fluctuation. For the higher overheats, the hot-wire voltage is 

proportional to the mass-flow fluctuation to within a few percent. In the 

second kind of measurement, this result is used for the interpretation of 

comparative voltage measurements made in the free stream and along the 

boundary layer length. 

Auxiliary equipment used with the hot-wire sets included a wave 

analyzer (Hewlett-Packard 310A), a 100 point correlator (Princeton Applied 

Research 101A), a correlator consisting of a 0-600 p,sec delay line and analog 

multiplier, and a voltage comparator circuit for probability density meas¬ 

urements . 

RESULTS AND DISCUSSION 

A. Flat Plate Results, ■ 4.5 

Among the data of Ref. 3 are the fluctuation energy spectra measured 

in the tunnel stream and at various stations along the boundary layer length. 

These data were converted to an amplitude ratio A/A^ for comparison with the 
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stability theory. A is the square root of the energy at any dimensionless 

frequency F - uav/u^3 , and is the same quantity in the stream ahead of the 

plate; u), v, and u are the frequency in radians, the kinematic viscosity snd 

the stream speed. Amplitude ratio data are presented in Fig. 1 for • flow 

with twice the unit Reynolds number, Re, of that for which data were given 

in Ref. 3. The stations of measurement are denoted in terms of R, the square 

root of the x-Reynolds number. A principal difference between the two sets 

of data is that the aft-most station is at the location of maximum fluctuation 

energy in the transition zone for the case presented here. 

The stability theory does not predict the results well. It indicates 

that the highest and lowest frequency waves are unamplified, whereas it is 

seen that waves of all frequencies grow more or less in parallel. The theory 

predicts that the fluctuation growth is not appreciable at any frequency for 

R <; 400, even for the most amplified 60-deg waves. Experimentally, a several¬ 

fold growth exists at R 2; 400. 

In contrast, the forcing theory predicts a substantial amplitude ratio 

at low values of R. The ratio increases monotonically with R up to R 700-1000, 

depending on frequency. The fastest growth occurs at R ^ 300, where ratios of 

the order of 10 are indicated. The results are reasonably insensitive to the 

parameters'of frequency, wave speed, and wave obliqueness. 

Figure 1 includes the prediction of the forcing theory taken directly 

from Mack's results for the case R * 300, wave angle i|( ■ 0, and wave speed 

0.65 u . The predicted values exceed the experimental ones at a corresponding 
OB 

R by about a factor of two. It is expected that when account is taken of the 

wave obliqueness and of the fact that the reference level A^ contains the con¬ 

tribution of waves from the bottom half of the tunnel and which do not impinge 

upon the plate, that closer agreement will result. 

It is added here that amplitude ratio results obtained at ■ 3.0 and 

5.6 resemble those of Fig. 1. 

Information about the source and about the development of the boundary 

TgyQ£ waves has been gained by the use of the cross-correlation technique. 

For the measurements described here, one hot-wire probe was affixed to the 



bevelled bottom edge of the test plate with the wire being 0.1 cm directly 1 

below the leading edge. A second probe was in the boundary layer on top of 1 

the plate In lateral alignment with the first. Examples of the cross corre- 1 

lation coefficient Ria ■ eiea/«/ ei2eaa are giv®n f°r three positions of the 1 

second probe in Fig. 2a. Here, e1 and ea are the fluctuating voltages of 

the two probes. 

The relatively high degree of correlation represents direct evidence 

that the boundary layer waves are caused by the free stream sound field. For 

the smallest value of x, Ria takes a maximum value of about O.S. This is 

believed to reflect the fact that the reference wire below the plate is exposed 

to waves approaching from all directions, whereas only waves from the top half 

of the tunnel should induce boundary layer disturbances. Although results are 

given only for stations to x * 7.5 cm, measurements were carried out at close 

intervals to x - 30 cm, near the end of the transition zone. Even here, the 

correlation was significant, as will be shown below. 

Similar measurements were also carried out in the empty tunnel. The 

two probes were offset laterally just enough to avoid wake or wave interference. 

The results, presented in Fig. 3, show that the correlation nearly vanishes 

within a length much shorter than the 30 cm length over which boundary layer 

waves continue. 

The Fourier transform of the correlation data yields a somewhat more 

direct understanding of the wave development in that it gives the spectral 

decomposition and eliminates the need to compare curves whose shape varies 

with distance. Cross-power spectra computed from the correlation curves are 

presented in Fig. 4. The reduction of gain required in consequence of signal 

growth is indicated. 

It is seen that most of the energy is contained in the low frequency 

waves, as is true of the individual signals. The spectra remain approximately 

Invariant with distance to at least x ■« 10 cm, R ■ 850, indicating that those 

waves coherent with the sound field at the leading edge grow no faster nor 

slower than do any others making up the total signal. Beyond this station, 

the coherent waves do not maintain their relative growth. 

2-5 

. . . . ■, ., ' . - : , u I, M.,: -iq.,, 

"T: . 
ÉMÉMÉtiMÉÉMMllÍÍÉaHÉlikaHlÉWÉiÉiitállH 



U 
The phase of a transformed correlation curve yields a determination 

of the wave speed. The wave speed, expressed as a fraction of the stream 

speed, is shown in Fig. 5 as a function of frequency for several stations 

along the boundary layer, and for one separation distance in the empty tunnel. 

The speeds indicated are the average prevailing ever the interval of measure* 

ment rather than the local value. 

It is seen that the waves accelerate during their streamwise travel, 

approaching a speed approximately equal to that predicted by stability theory. 

The theoretical result is included in the figure. The acceleration is regarded 

as significant. The forcing process yields boundary layer waves that move in 

register with the sound field. Because the sound field is necessarily super* 

sonic with respect to the stream, as can be seen from the empty tunnel result, 

the forced waves are also supersonic initially, and, according to stability 

theory, are unable to self-amplify regardless of the Reynolds number. However, 

the sound field has been shown to have a very finite coherence length, and 

thus any particular wave is subsequently free to propagate without influence, 

i.e., in a . ordance with stability theory. The instability amplification favors 

waves of a certain speed. The trend of the wave speed toward the stability value 

has already been noted. 

It 'is of interest to determine the limits over which linear theory might 

be applicable. For the particular case just described, several results taken 

together indicate the onset of nonlinearity to occur in the vicinity of x • 15 cm. 

These are as follows: 

a) As reported in Ref. 3, the probability density of the hot-wire signal 

in the stream and in the forward stations of the boundary layer is approximately 

Gaussian-distributed. At x * 20 cm, it is strongly non*Gaussian, resembling 

that of a sine wave, although the signal itself does not resemble a sine wave. 

b) As reported in Ref. 3, the lateral scale of the fluctuations in the 

forward stations of the boundary layer corresponds to that of the free stream. 

In recent experiments, it was found that for x 5» 17 cm the scale became much 
\ 

smaller. 
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c) The cross-correlation power spectra of Fig. 4 remain nearly 

; to X =- 15 cm and then decline. The uncorrelated fluctuation* 

.ble for the decline may arise from nonlinear processe*. 

d) Coles' experiments in the same tunnel, Ref. 4, show the minimum 

tress to occur at x ~ 15 cm for the present value of and Re. 

The final process of transition seems to be different at this Mach 

number than at the lower speeds described later. Here, the fluctuations 

grow larger along the plate length until their peak-to-peak mass-flow 

fluctuation becomes a major fraction of the mean mass flow of the stream. 

No isolated turbulent spots or bursts have been observed in the hot-wire 

signal. 

B. Cone Results, «= 4.5 

A limited number of measurements similar to those for the flat plate 

have been carried out on a 4.0 degree half-angle cone, mostly at - 4.5, 

but at lower speeds also. 

As a general result for the case of zero incidence, no particularly 

important differences between the plate and cone flows have been noted. 

Fluctuation spectra on the cone at Mw - 4.5 were analyzed to obtain ampli¬ 

fication ratio data to compare with Fig. 1. The dimensionless frequencies 

and values of R were reduced by /3 to account for the thinner layer on the 

cone. The results resembled those of Fig. 1 except that the ratio at any R 

was approximately twice that on the plate. 

The effect of angle of incidence was investigated by comparing the 

wide-band hot-wire signal growth along any ray of the cone with the results 

for zero incidence. The most pronounced change was noted on the windward 

and leeward rays, where the growth was suppressed and enhanced, respectively. 

The signal energy along the leeward ray for a 1.5 deg pitch angle is compared 

with that for zero pitch angle in Fig. 6. The difference in growth, with 

corresponding movement of the transition point, is attributed to an alteration 

of the mean flow profile, which in turn affects both the sound forcing and 

instability mechanisms. 
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C. Low Mach Number Results 

Measurements were made at * 1.6 and 2.2. These are the speeds 

at which Läufer and Vrebalovich carried out their boundary layer stability 

experiments, Ref. 5. Both the Laufer-Vrebalovich results and the present 

ones, some of which are presented in Ref. 3, indicate important differences 

from the * 4.5 case. Here, it is found that the fluctuation energy at 

the closest approach behind the plate leading edge exceeds that of the stream. 

Läufer and Vrebalovich suggested that this is the result of an interaction 

between the stream fluctuations and the leading edge shock wave. The sub¬ 

sequent development of the boundary layer fluctuations, not too close to 

transition, is in nominal accordance with stability theory. That is, growth 

or damping occurs at frequencies so indicated by the stability theory. 

The sound-field forcing mechanism does not seem to be very effective. 

Correlation measurements like those for - 4.5 were repeated for « 1.6 

and 2.2. The M * 2.2 results are shown in Fig. 2b. Although a disturbance 

incident upon the leading edge produces a boundary layer wave, the relative 

response is only about a third of that at - 4.5. The reduced sound in¬ 

tensity prevailing at this Mach number is already accounted for in taking 

the coefficient of correlation. For M. - 1.6, the correlation was virtually 

undetectable, and is not presented. This does not indicate that the boundary 

layer fluctuations are not the result of free-stream ones, but rather that the 

reference hot wire primarily senses a component of the stream fluctuation 

to which the boundary layer response is indirect. 

An indication of nonlinearity in the production of fluctuation energy 

near the leading edge of a plate or tip of a cone has been observed at M^ - 1.6. 

The tunnel stream fluctuation level was intentionally increased by means of an 

air jet in the tunnel settling chamber. The stream fluctuation energy at the 

model location was approximately doubled by the jet. The boundary layer on 

the plate and on the cone showed an order-of-magnitude increase in energy. 

An attempt to check the Laufer-Vrebalovich suggestion concerning the 

-origin of fluctuations was made by comparing the fluctuation behavior on a 

flat plate with and without a leading edge blunting strip 0.025 cm thick at 



M -1.6. As indicated in Ref. 3, bluntness strongly suppressed the 

fluctuation growth at M. - 4.5. Here, virtually no change in the flue- 

tuation level at any station along the plate was detected. 

One of the more significant differences between low and high Mach 

number flows concerns the production of isolated turbulent spots. As 

indicated above, no such spots were observed for - 4.5. For - 1.6 

and 2.2, very intense turbulent bursts were clearly evident on the oscillo¬ 

scope at x-stations less than half way to transition. The production rate 

and propagation speed of such spots have been reported by Spangenberg and 

Rowland for M ■ 1.96 in Ref. .6. 

SUMMARY OF FLAT PLATE RESULTS 

For M, - 4.5 a several-fold fluctuation growth is observed ahead 

of the station R - 300, and can be accounted for by sound-forcing theory. 

Instability amplification becomes effective at about this R and may account 

for subsequent growth, but detailed comparison with linear theory has not 

been made. The onset of nonlinearity occurs at R ^ 1000. The breakdown 

of large amplitude laminar fluctuations occurs without evidence of turbulent 

spots. A similar chain of events appears to prevail at M^ » 3.0 and 5.6. 

For M «= 1.6 and 2.2, fluctuation energy is produced at the leading 

edge, but this may not be important in comparison with the subsequent ampli¬ 

fication, which takes place in nominal accordance with stability theory. 

There is little evidence of sound-forcing. Turbulent spots are probably 

an important part of the transition process. 
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Figure 2-1. Fluctuation Amplitude in a Flat Plate Boundary Layer 
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Figure 2-4. Spectra of Cross-Correlation Coefficient 
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Figure 2-6. Fluctuation Energy along Leeward Ray of a Cone at Incidence 
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SECTION 3 

RECALCULATION OF BROWN'S STABILITY RESULTS 
(Unclassified) 

) 
by Louis I. Boehman 

University of Dayton, Dayton, Ohio 

ABSTRACT 

A number of investigators have questioned the validity of W. B. 

Brown's boundary layer stability calculations for the case when the terms 

involving the mean flow velocity component normal to the surface (v-com- 

ponent) are included in the stability equations. Brown's results for M=5 

have been recalculated using improved numerical techniques. These cal¬ 

culations and calculations with the parallel flow equations show that 

Brown's results are incorrect and that, contrary to his predictions, the 

use of stability equations which include the v-terms does not lead to im¬ 

prove«^ agreement between theory and experiment. The maximum ampli¬ 

fication rate obtained with the augmented stability equations is considerably 

less than that obtained with the parallel flow equations and thus does not 

agree with the experimental data of Kendall. 

INTRODUCTION 

At the 1967 Boundary Layer Transition Study Group Meeting, 

W. B. Brown (Reference 1) presented a paper which concluded that at 

M=5 good agreement between boundary layer stability theory and experiment 

can be obtained only if the mean normal velocity terms (v-terms) are 

included in the stability equations and if all three momentum equations are 

used in the stability equations. Brown's conclusions were drawn on the 

basis of comparison of his calculations to the M=5. 8 neutral stability data 

of Demetriades (Reference 2). At the same meeting Kendall (Reference 3) 

presented experimental amplification rate data at M=4. 5 which showed 

good agreement with theoretical calculations of L. M. Mack based on 
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inviscid oblique first-mode waves. Later in 1967, Mack (Reference 4) 

calculated an amplification rate curve for viscous oblique first mode waves ,.J 
using the full set of parallel-flow stability equations and obtained even 

better agreement with Kendall's data. Mack (Reference 4) compared the 

upper-branch neutral point computed by Brown at M=5 with his calculations 

and concluded that, "It appears that if one accepts the Kendall experiment 

as decisive, then, in the absence of something dramatic occurring between 

M=4. 5 and 5. 8, the validity of the results of both Brown and Demetriades 

are suspect. " Morkovin (Reference 5), noting the discrepancy between 

the calculations of Brown and Mack, argued that the inclusion of the v-terms 

without including the streamwise derivatives of mean flow quantities may 

be the reason why Brown's results do not agree with Kendall's data since 

the equation of continuity of the mean flow is not satisfied when only the 

v-terms are included. Morkovin (Reference 5) has also questioned the 

appropriateness of using the Demetriades data to justify linear stability 

theory predictions. 

In Reference 6, an extensive analysis of Brown's work was presented ) 

by Boehman. We concluded that there were a number of reasons why 

Brown's results were probably in error. It was shown that the streamwise 

(x) derivatives of mean flow quantities could very easily be included into 

the stability equations and that on the basis of the effect that these terms 

had on certain coefficients in the stability equations at M=5, Morkovin's 

objection did not appear to be the reason why Brown's results were in 

error. In Reference 6, serious questions concerning the accuracy of 

Brown's numerical procedures were raised, and in addition, Brown's 

apparently inadvertant use of a negative value of the bulk viscosity coefficient 

in most of his calculations was noted. The main conclusion of Reference 6 

was that Brown's calculations should be redone in order to conclusively 

demonstrate the relative importance of including the v-terms and the 

streamwise derivatives of mean flow quantities. 
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Improved numerical procedures were developed in order that 

Brown's calculations could be redone with confidence in the reinita. In the 

present paper, these improved numerical procedures are described and 

calculations with the complete set of linear stability equation, with all of 

the v-terms included are pre.ented along with calculations at M*4. 5 and 

M=5 with the v-terms neglected. The results are compared to the calcu¬ 

lations of both Brown and Mach and to the measurements of Demetriade. 

and Kendall. 

ANALYSIS 

Except for numerical procedures, the analysis used in this paper 

is identical to that used by Brown a. described in Reference. 7 and 8. The 

stability equations are not. however, identical to Brown'., since as noted 

in Reference 6. his system of equations is not complete. The derivation 

of the .lability equation, including both the v-term. and the .treamwi.e 

derivatives of mean flow quantities is given in Reference 6 and will not be 

repeated here. A ninth-order »y.tem of linear first order differential 

equations is obtained when the v-terms are included and following the 

procedure of Brown (Reference 1. 7 or 8), the ninth order sy.tem is 

reduced to an eighth order system. The eighth order system is set up 

as follows: 

I a..Z. 
ij J 

j=l 

I b..Z. 
ij J 

(i=l, 2.8) (1) 

where 

and where the row index, i, in Equation (1) is set up in the following 

order 
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Row Index 

1 

2 

3 

4 

5 

6 

7 

8 

Equation 

Zi = Z2 
First momentum (x-direction) 

Continuity 

Second momentum (y^direction) 

Z5 = Z6 
Energy 

Z7 = Z8 
Third momentum (z-direction) 

U 

The matrix coefficients a_ and b.. used in the present calculations 

are given in Appendix I of this paper since not all of these coefficients can 

easily be deduced from those given in Reference 6 where the a and b are 
ij ij 

given for the eighth-order system when both the v-terms and the streamwise 

derivatives of mean flow quantities are included in the stability equations. 

The terms missing in Brown's system of equations correspond to a . b , 
r 83 27 

b47’ b48’ b81’ b83’ and b85 °f this PaPer* 

The system of equations (Equation (1)) is written in the form 

ö 

C..Z. 
lJ J 

where 8 

:.. = Y à. 
il i 

k= 1 
likbkj 

d,k = 
-1 

(i=l,..., 8) (2) 

(3) 

In Reference 6, it was noted that Brown's method of solution to this 

system of equations for the region outside of the boundary layer probably 

was not sufficiently accurate for the case when the characteristic equation 

of the system had repeated roots or very nearly repeated roots. One of 

i 
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the greatest difficulties that arises when the v- and/or the x-derivatives of 

mean flow quantities are added to the stability equations is that the 

characteristic equation corresponding to the stability equations can no longer 

be solved analytically and, thus, the characteristic values and character¬ 

istic solutions must be obtained numerically. In Reference 6, a typical set 

of characteristic values was presented for the system of equations which 

included only the v-terms and which definitely indicated that there were 

repeated or very nearly repeated roots; at least two pairs of roots differed 

only in the 9th and 10th significant figures. The presence of repeated or 

very nearly repeated roots requires that the numerical method used to 

obtain the characteristic values be highly accurate. A further complication 

arises because most elementary methods for solving for the characteristic 

vectors corresponding to the characteristic values do not generate a 

system of linearly independent characteristic vectors when repeated or 

nearly repeated characteristic values exist. 

The ALLMAT Arbitrary Matrix Eigensystem Solver algorithm 

(Reference 9) was used to generate the characteristic values for the 

calculations presented herein. ALLMAT does not however generate 

independent characteristic vectors corresponding to repeated or very 

nearly repeated characteristic values. Before one can select a method 

for solving for the characteristic vectors corresponding to repeated 

characteristic values, one must first determine if independent charac¬ 

teristic vectors exist. Let = X^ be a pair of repeated characteristic 

values. If there is only one independent characteristic vector a solution 

of the form 

Zl=K1k<1>eX,y + K,[1[«2>+yk.(1,]eV ill 2i7i (4) 

must be used for a pair of repeated roots (see Reference 10, page 204), 

where k.^ is a solution to 
i 
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* (1) 
(C,. - X 6..) k. = 0 

ij 1 iJ J 
(5) 

^ i 2 \ 
where C.. denotes C.. for y ^ 6, and k. ' is a 

ij i) i 
is a solution to 

(6) 

If there are two independent characteristic vectors, then the usual form 

of the solution 

(7) Z. = K. k.' 
i 1 i 

is used (Reference 11) where k/^ and are the two linearly independent 

solutions to 

(8) 0 (m=l, 2) 

., The rank of the (C.. - X.6..) determinant can be used to decide if one or two 
ij 1 iJ 

independent characteristic vectors exist for the pair of repeated roots. If 

the rank is one less than the order of the system, independent characteristic 

vector exists. If the rank is two less than the order of the system, then 

there are two independent characteristic vectors. 

The MFGR subroutine (Reference 12) is used to determine the rank 
$ 

of the (C.. - X.6..) determinant. For all calculations performed to date, 
ij 1 iJ 

the rank of this determinant has always been 2 less than the order of the 

system for all pairs of repeated characteristic values. In addition to 

determining the rank of j* determinant, the MFGR subroutine is ideally 

suited to the task of calculating characteristic vectors since the normal 

output of this subroutine includes information on which elements of a 

characteristic vector can be arbitrarily specified and expresses the 

remaining elements in terms of the arbitrarily specified ones. 
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It is recognized that the determination of the rank of a matrix is 

subject to numerical error and that an independent check should be per¬ 

formed on the accuracy of characteristic vectors obtained with an 

algorithm based on rank determination. Accordingly, after all charac¬ 

teristic values and corresponding characteristic vectors have been 

obtained, they are substituted into Equation (8) and the residuals are 

calculated. In all cases to date, these residuals have always been less 

than 10"10 indicating an acceptable degree of accuracy in determining 

both the characteristic values and their corresponding characteristic 

vectors. It is interesting to note that the characteristic vector obtained 

from the output of the MFGR subroutine for a non-repeated characteristic 

value yields considerably smaller residuals in Equation (8) than the 

characteristic vector obtained from the ALLMAT subroutine. Thus, in 

our calculations, ALLMAT is used only to calculate characteristic values 

with all characteristic vectors being calculated from the output of the 

MFGR subroutine. 

NUMERICAL INTEGRATION PROCEDURE 

The boundary conditions used in this analysis are the same as those 

of Brown (References 1, 7 or 8) as well as the basic approach to solving 

the complete eigenvalue problem. The solution in the boundary layer is 

accordingly 

(9) 

(i * 1. 2, 8) 

where the denote fundamental solutions defined by the initial 

conditions 

zi(j) (0) = 6lk (j-1, 2, 3, 4 and k*2j) (10) 
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Attempts to numerically integrate the system of equations using standard 

numerical integration procedures met with very limited success. Because 

of parasitic error growth, the four fundamental solutions became very 

nearly dependent at the edge of the boundary layer. Only the lower branch 

of the neutral stability curve for R0 < 1000 could be determined in a 

straight-forward manner. Brown's method of differential corrections 

(Reference 13) was then used to extend the range of the calculations. 

The use of this method made it possible to determine the lower branch out 

to an R0 of about 1500 and the upper branch out to R0 = 900. In order to 

calculate a M=5 neutral stability curve for the same range of R0 as that 

of Brown, it was finally necessary to use an improved numerical integration 

procedure. The Gram-Schmidt orthogonalization procedure (Reference 14, 

15, 16, 17, and 18) was applied in order to control parasitic error growth 

during numerical integration. 

The application of the Gram-Schmidt procedure to boundary layer 

stability problems has been adequately described in the fluid mechanics 

literature as far as determining eigenvalues is concerned. The determina¬ 

tion of eigenfunctions corresponding to the eigenvalues however is not so 

well described and will be presented here. Conte (Reference 16) presents 

a description of the application of Gram-Schmidt orthogonalization to 

determining both eigenvalues and eigenfunctions. Conte notes that the 

eigenfunctions can be constructed without reintegration from information 

generated during the orthonormalization process provided certain infor¬ 

mation is stored at each integration mesh point. Following Conte, the 

orthonormalization process applied to the system of equations represented 

by Equations (9) and (10) can be written as 

i1"1’'”» Kt:::?,"1’ 
where yx denotes the first mesh point where the four linearly independent 

o 

o 
3-8 



fundamental solutions Z.(k) (Vj) obtained by any standard integration pro¬ 

cedure are orthonormalized. The elements of the P^. matrix are generated 

from information obtained during the application of the Gram-Schmidt 

recursion formulas for orthonormalizing a set of vectors. Using the 

usual inner (dot) product notation for two vectors, (a, ß) denoting the 
. ■’i 

inner product of the vectors a and ß, the elements of P are given by 
"J 

(Reference 18) 

,.v P. 

V 
i=¡ « 

< ° 

l w.. 
' JJ 

if i < j 

if > j 

if i = j 

(12) 

where 

w.. = 
JJ 

i,««. t<V/2 (13) 

and 
j-1 
^ (Z(j). (14) 

i=l 

Z<j) = t(j)/w.. 
Jj 

(15) 

Equations (13), (14), and (15) together constitute the Gram-Schmidt 

orthonormalization formulas. Comparisons of Equations (12) through (15) 

shows that the elements of P.. are available as a byproduct during the 

orthonormalization process although they are not actually themselves 

needed to orthonormalize the If the P.. are formed and stored 

* Conte (Reference 16) incorrectly lists the Pj: for i<j. His equation for 
Py will give the proper result for j = 1, 2 and whenever i=j-l but will be 
incorrect for other i and j. 
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at Yj and if the initial conditions and fundamental solutions are stored at 

each intermediate integration mesh point, then the solution over the range 

0 £ y á Yj can restored to a common basis by transformation according 

to Equation (11), that is, by postmultiplication of the fundamental solution 

matrix at each mesh point and at y*0 by P... The resultant initial condition 

matrix Z. (0) now represents the initial conditions for each fundamental 

solution which would yield its corresponding orthonormalized solution at 

Yj and all intermediate mesh points upon straight-forward integration from 

y=0 to y=yj. The postmultiplied Z.^ are stored at each mesh point instead 

of the Z.J and the integration is then continued from the point yj with the 

initial conditions "z.^^y^ to the next mesh point, y2, where orthonormali- 

zation is desired and where a new P„ matrix is formed and stored. The 

solution over the range 0 á y £ y^ can again be restored to a common 

basis by postmultiplication of the fundamental solution matrix at all mesh 

points between y=0 and new P— matrix. This process is 

continued until the edge of the boundary layer (y=6) is reached at which 

time a final orthonormalization is performed, P_ at y = 6 is formed and 

stored, and the Z^' matrix at each mesh point between y=0 and y=6 and the 

initial condition matrix 2^(0) are all postmultiplied by P^). The final 

result of this process is a set of fundamental solutions which are ortho- 

nrrmal at y=6. These new fundamental solutions can then be linearly 

combined to satisfy the appropriate combination of initial and final boundary 

conditions, thus determining the in Equation (9). If the proper values 

of cr . a , c , c , and R were chosen so that this set of parameters con- 
1 3 r i 

stituted an eigenvalue, then the eigenfunction could be obtained simply by 

forming the linear combination 

4 

Z = V C Z(j) (16) 
i £- j t 

j=1 

at each mesh point. In actual practice of course the eigenvalues are not 

known a priori but must be determined by means of an appropriate search 

u 
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procedure with the consequence that the procedure outlined above is 

unnecessarily time-consuming since the fundamental solutions are not 

required at the intermediate mesh points but only at y=0 and y=6 in order 

to search for the eigenvalues. Therefore, the above procedure is modi¬ 

fied so that only the initial condition matrix Z.^(O) is postmultiplied by 

the P matrix each time when the orthonormaiization procedure is carried 
ij 

out. This provides sufficient information for the search procedure to be 

carried out and for the combining coefficients, C., in Equation (16) to be 

determined. Then after an eigenvalue has been determined, the eigen¬ 

function can be constructed by proceeding backwards from the endpoint 

y=6. Recall that at each mesh point where an orthonormalization was 

T<j> carried out the Z J' are stored and that this matrix represents the initial 
i 

conditions used to integrate the fundamental solutions from one orthonor¬ 

malization mesh point to the next. Also suppose that the interval (0, 6) was 

divided into m equal meshes of length h so that y^ = nh, (nsl, 2,... m) and 

that orthonormalizations were carried out at p points ynl, yn2.ynp. 

Since the endpoint is one of the orthonormalization points, 6=yn and 

zi(j)(6) = £ Z.(k)(6)Pkj(6) (17) 

k=l 

Let y be any mesh point between y_ and y_ . Then applying the same 
s p ..ip-t 

transformations used in Equation (17) to Z.^ (y_)» reconstructed 

fundamental solution matrix at y becomes s 

4 

= Z zi<k,<y.>V6’ 
k=l 

and the eigenfunction at y is given by 
o 

4 

zi«y.> = I zi<j,».>ïïj 
(18) 

k=l 
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which can be written as 

4 4 

k=1 j = 1 

or as 
4 

(19) 

k=l 

y n 
P-1 P 

where Ck(p-1) is defined as 

(20) 

Ari soon as the point yB moves to the left of ynp_i» the vector Ck(p-1) in 

Equation (19) is replaced by (Reference 16) 

Ck(p-2) = Pkj(p-l)C.(p-l) (21) 

and 
4 

(22) 

k=l 

< y < y 
7s n y n 

P-1 

This process is continued until the initial point y=0 is reached. An 

immediate check on the accuracy of the eigenfunction so obtained is 

available at y=0 by comparing the values obtained in the backward 

resolution with the initial values obtained during the forward integration, 

that is with the linear combination 

... 
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j=l 

formed at the end of the forward integration. Typically, these values 

agree to within six significant figures in our calculations. 

CALCULATIONS AND RESULTS 

The following comment, apply to all of the calculation, de.crlbed in 

this paper: the mean flow profile, were obtained by .olving the compre..ible 

flow laminar boundary layer equation, u.ing the procedure de.crlbed by 

Mack in Section II of Reference 19; the „.component of velocity wa. 

calculated by integrating the mean flow continuity equation, the Prandtl 

number, .pecific heat, and .pacific heat ratio were ...umed con.tant; 

the stagnation temperature wa. taken to be 100 T; and the bulk vi.co.lty = 0. 

An integration step sise of 0.04 was used with orthonormal.a.tion. per¬ 

formed at the end of every two integration .tops. The fourth-order Rung.- 

Kutta integration procedure was used for all integrations. 

The result, of our calculation, for M=5 flow over an in.ul.ted flat 

plate at aero incidence are given in Table 1. In Figures 1 and 2. these 

result, are compared to Brown's neutral stability calculation, a. presented 

in Table 2 of Reference 7. In Figure Î. a comparison is mad. to 

Cemetri.de.' M=5. 8 data a. pre.ent.d in Reference 2. Al.o shown in 

Figure 3 is Brown's neutral .tability curve a. presented in Figure 6 of 

Reference 7. While Brown's neutral stability curve represents a 

reasonable curve-fit to hi. tabulated results, the scatter in hi. computed 

data is large. In addition, hi. neutral stability wave number and phase 

velocity calculation, shown in Figure 2 exhibit a disturbing amount of 

scatter Thus, even without the benefit of new calculations, there .. 

reason to suspect the validity of Brown's result, for the case when he used 

all three momentum equation, and the v-terms (his eighth-order system). 
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Brown also performed calculations with the v-terms included in a sixth- 

order system using the Dunn-Lin transformation to account for oblique 

waves (Reference 8 ). Brown's neutral stability curve for this case, as 

shown in Figure 1 of Reference 7 is also compared to our calculations in 

Figure 3. Substantially better agreement is obtained between our cal¬ 

culations and Brown's in this case. This observation lends credence to 

the conclusion that it is not the addition of the v-terms to the stability 

equations which is responsible for the marked difference between Brown's 

sixth-order and eighth order results, but rather that this difference is due 

either to numerical inaccuracy and/or to the use of an incomplete eighth 

order system. 

Of course, the above discussion says nothing about the validity of 

our own calculations. To our knowledge, Brown is the only source of 

compressible flow stability calculations with the v-terms included in the 

stability equations. Thus, further comparisons can only be made, at this 

time, to parallel flow results and experimental data. Such a comparison 

is presented in Figure 4 where our M=4. 5 calculations are presented for 

V = 0 and V ¿ 0. Also shown in Figure 4 are Mack's results and Kendall's 

measurements which are taken from Figure 3 of Reference 4. Figure 4 

shows that the maximum amplification rate calculated with the v-terms 

included is about 50 percent less than that obtained from both Kendall's 

experimental measurements and parallel flow calculations. The agreement 

between Mack's parallel flow calculations (i|[ = 55°) and ours = 60*) is 

seen to be quite good although it would be desirable to make a comparison 

for the same wave angle. 

At the present time, we have not performed those calculations for 

ilf = 55 8 at M=4. 5, although results are available for t|f = 55* at M=5. In 

Figure 5, these M=5 results are compared to Mack's M=4. 5 results and to 

our calculations with v ¿ 0. The agreement between these two sets of 

parallel flow equations is excellent and again, the maximum amplification 



rate for the v ^ 0 calculation« is about 50% less than the maximum parallel 

flow amplification rate. The comparison» shown in Figures 4 and 5 serve to 

establish the validity of our calculational procedures. A further check 

was performed by comparing both first and second mode neutral stability 

calculations with Mack's. In Figure 6, neutral stability results for * = 0 

and M*4. 5 are shown in comparison to Mack’s (Reference 20). Here 

the comparison shows very good agreement. Since the analysis and 

numerical procedures used to obtain the results presented in this paper 

are much different than Mack's, the good agreement of our parallel flow 

results with his provides assurance that the non-parallel flow results 

presented in this paper can be viewed with confidence. Therefore, on the 

basis of these comparisons, it must be concluded (1) that Brown's results 

obtained with his eighth-order system are incorrect; (2) including the 

v-terms leads to poorer agreement between theory and Kendall's measure¬ 

ments; and (3) our results provide further evidence that Demetriades' 

M*5. 8 measurements cannot validly be used to justify linear stability 

theory predictions. 

The next logical step would be to include the streamwise derivatives 

of mean flow quantities as well as the v-terms with the expectation that 

perhaps their influences would counteract each other and that closer 

agreement with parallel flow results would be obtained. A few preliminary 

calculations have been performed for M=5 and * 55* with all of these 

terms included and are presented in Table II. A comparison of those 

results with Figure 5 shows that the expected result is not obtained; the 

maximum amplification rate while greater than when only the v-terms are 

included, is still considerably less than the parallel flow result. 

It is interesting to note that while the addition of the v-terms to the 

stability equations has an appreciable effect on the maximum amplification 

rate, the effect of these terms on the amplitude distributions is small. 

Figure 7 shows a comparison of the magnitudes of /, (J). and tt for v - 0 
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and V ¿ 0 with M=5, ofj * 0.04 corresponding to o^c^/R S . 215 x 10"* in 

Figure 5. In Brown's method of solution, the strength of the disturbance 

is specified through /'(0). Following Brown, we have set /'(0) - 1. 

However had we, in the fashion of Mack, set /(6) = 1, then Figure 7 shows 

that the maximum values of these amplitude functions would not be 

appreciably different, since in this case both sets of |/| would be equal to 

1 at y=6 which would cause the peak values of | /| and |^| to be more nearly 

equal for the same disturbance amplitude boundary condition. 

DISCUSSION 

If one accepts our calculations to be accurate and Kendall's measure¬ 

ments to be reliable, then the comparisons made in the preceding section 

lead to the disturbing conclusioi, that improving the accuracy of the stability 

equations leads to poorer ag.reen?¿nt between theory and experiment. 

Speculation as to why calculation « with a presumably more "exact" system of 

equations than the parallel flow equations seems to lead to poorer agreement 

between theory and experiment might center about the following points. 

(1) When the v-terms (but not the streamwise derivatives of mean flow 

quantities) are added to the parallel flow equations, a ninth-order system is 

generated. The assumption that (v/o^ir" is negligible (References 6 and 7) 

is required in order to reduce the ninth-order system to an eighth-order 

system, but for M in the range of 4. 5 to 5, v/ofj can be of order 1 so that 

the validity of this assumption can be questioned. (2) Streamwise deriva¬ 

tives of amplitude functions have been neglected but may be of the same order 

of magnitude as the v-terms and streamwise derivatives of mean flow 

quantities. (3) The assumption that the amplification rate (a^ in the spatial 

formulation or o^c^ in the temporal formulation) is constant may be a more 

restrictive assumption than the parallel flow assumption. (4) 1' iproving the 

accuracy of the stability equations without at the same time increasing the 

accuracy of the assumed form of the solution may not necessarily lead to 

better results. 



... . . .. .. 

The amplitude distribution for |tt| shown in Figure 7 indicates that 

v/oijir might indeed be negligible, although it would be desirable to perform 

calculations with the ninth-order system in order to fully clarify this 

point. With regard to the second point, under the assumption that the 

amplitude distributions are functions of y only, the streamwise derivatives 

of the amplitude functions can easily be included in the stability equations 

as is shown in Reference 6. In view of the third and fourth points, however, 

such fen endeavor may not be rewarding. Furthermore, while the evidence 

in this paper suggests that v-terms and streamwise derivatives of mean 

flow are unimportant in supersonic boundary layer stability, this evidence 

is based on a very meager amount of experimental data; measurements at 

one free stream Mach number, at one wave angle, and at a single Reynolds 

number. These terms arise because of boundary layer growth and the 

suspicion lingers that they may be important in flows with more severe 

boundary layer growth than occurs for flow over an adiabatic flat plate with 

zero pressure gradient. They may be important even for such a flow at 

smaller Reynolds numbers where the v-component of velocity is larger and 

for flows with an adverse pressure gradient, for flows with ablation, and 

for three-dimensional flows. 
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NOMENCLATURE 

Symbol 

c 
cv 
1 
h 
i 
k 
Jt 

M 
P 

R 
r 
T 
t 
UÎ 

W 

y 
y 

Z 

«3 
ß 
V 

Ua 

ir 
P 
o 

Definition 

Reynolds number = p»u£x*/w£, 

phase velocity of disturbance = Cy+iCj 
specific heat at constant volume 
velocity disturbance amplitude in x*direction 
velocity disturbance amplitude in z*direction 
unit imaginary number*\/-1 
thermal conductivity 
characteristic length = x*/R 
Mach number 
pressure 
Reynold« vXr 
amplitude of density fluctuation 
temperature = T*/T» 
time 
mean free stream velocity 
mean flow component of velocity normal to 

wall (y*-direction) 
mean flow component of velocity parallel to 

wall (x*-direction) 
dimensional distance parallel to wall in direction 

of free stream flow 
non-dimensional distance = x*/£ 

■ dimensional distance perpendicular to wall 
Blasius similarity variable * y*R/x* 

. dimensional distance parallel to wall in direction 
transverse to free stream flow 

• non-dimensional distance z*/1 
> disturbance wave number i x* direction 
. disturbance wave number in z* direction 
. angular frequency ^ ^ 
■ specific heat ratio » cpJcVn 
• Kronecker delta 
- amplitude of temperature fluctuation 
- first viscosity coefficient 
- Lees-Lin definition of bulk viscosity coefficient 

= 3/2? 
- coefficient of bulk viscosity, =0 for a Stokesian 

fluid 
- amplitude of pressure fluctuation 
- fluid density 
- Prandtl number 
- velocity disturbance amplitude in y* direction 

Characteristic 
Measure 

U« 

J 

uv£ 
u* 

a/u2 

u 

u 

ii 

UÎ/A 

P# 
flB 

u£ 

o 

il I I ... 
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APPENDIX: ELEMENTS OF THE a.. AND b.. MATRICES 

au = 1 a 22 = |i/R 
1 

* 33 = ^ Ç) 
-1 

a 34 = 
-vMa 
«i 

„ _ , 4 ffiT’ ,4 da x d?» Ojv 
a^ = (0nT) (_a+?)+ R dr dí T 

Eaj, = 
. Ml (iu + Ç) [-v(0fiT)' + 2v' + iofi(w-c)] a4» = rT (3^ + 

y R 3 

= 1 .M = -«l(Y-l)+^>-Y('i-»)“S<?+-j‘*>V 
4 » « 

a66 

a6S = oR 

a?? * 1 aM = + « R ' 3' 

1 r ,4 

age » a/R bia = ^ 

ba = j1 (w-=) +jj;U<3«i + “3S) + Ç«í3 
. V 
b** = If 

t' da 
' R S 

a, w' Win w 
baa = Hf" - 1 I Of' 

11 dE 
1 R dT 

ba* = 
vMaw' . ios 

vw' W 
b* = -TfS- 

w» da w1?' daq . iof^v' , 2 dq d¿> 
R* " R dTS + R ^3 dT dT 

b» = 
■w' di 
R d I 

ba7 (¿u Y Ç) R '3' 
bai = ^ baa * - (0«T) 

b-* = — [-v(finT)' + iof^w - c) + v'] 
«1 

bgg = -1* [ZviMÎj'-iaitw-cJ-v'] 
OfjT 

ba? * * 
«i 

b .^11(1¾.¾) b.aa^ 
bÄ - R Í 3 dT df' ^ R 

bga = (w-c) + ^ (Of!3 + Ofi «3 ) - ("3 ^ + ^ 
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b« = + 9 [-v(enT)" - v' (UnT)' + i«,*' + v"] 

b« =TT -x<|^ +¾) +^>+ <!“+ ö^T i3v'(e”T)' 

+ 2v(fcï)” - 2v [@nT)" ]® - v“ + i«! [(inT)'(w-c) - w' ]) - 

b,l! * 'T(Tll + (IU + 9^r C^^T,’ - 2v' - io^w-c)] 

V - Í2i t' b -i2a±L 
b*7 ■ R T (3ÍT ' dT °*B - R 

b«, = 1 

bai = í<»1(y-1)[1+2yv'^(|h-9] b6a = -2w'-^Y(Y-l)Ma 

bs3 = aiC^ÄnT)' - 2ivr'a?% y(Y-1)M8 b64 * vCTMa (ßnT)' + v'(y-l)Ms 

bee = KMw-cl+^Mo,’ +«,>) -¾1 fr - tfR<T’)a11™ 

. {i^[i(v')a + (w')a] + v'ü} - v^jh^T)' 

3 86 = vÇI__^1dk b,7 = i«s(Y-l)[l + 2(|t»- gv'^-: 

b*^ = 1 bas = ” 
ia^-'du 

R dT 

b84 3 
iOia b s iSa. v' /i. . ^1) 

86 R ' 3 dT dT; 

b87 = tjHw-c) +^(«ia + Of38) + (“U + Ç)“^ .M /«a X «a\ a /—t oL v T* dg 
" R dT >8B s1f 
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TABLE I. 

3000.00 
2500.00 
2000.00 
1750.00 
1550.00 
1350.00 
1160.00 
1100.00 
1050.00 
1000.00 
975.00 
961.35 
977. 20 
930.00 
930.00 
930.00 
930.00 

1050.00 
1200.00 
1300.00 
1000.00 
2000.00 
2500.00 
3000.00 
3500.00 
1550.00 
1550.00 
1550.00 
1550.00 
1550.00 

COMPUTED EIGENVALUES FOR M=5, **55*. 
v-TERMS INCLUDED IN THE STABILITY EQUATIONS. 

‘1 

.0051 

.0063 

.0063 

.0100 

.0121 

.0161 

.0245 

.0284 

.0326 

.0387 

.0434 

.0520 

.0600 

.0430 

.0460 

.0500 

.0550 

.0727 

.0865 

.0928 

. 1039 

. 1160 

. 1240 

. 1293 

. 1331 

.0300 

.0400 

.0500 

.0600 

.0950 

.6883 

.7000 

.7181 

.7315 

.7461 

.7683 

.8045 

.8172 

.8297 

.8439 

.8529 

.8657 

.8746 

. 8539 

.8585 

.8641 

.8703 

.8853 

.8940 

.8973 

. 9023 

.9068 

.9095 

.9111 

.9121 

.8129 

.8361 

.8532 

.8664 

.8968 

'i 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Ü 
0 
0 

-0.00174 
-0.00135 
-0.00110 
-0.00114 

0 
0 
0 
0 
0 
0 
0 
0 

0.01372 
0.01519 
0.01414 
0.01199 
0.00241 
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(OfjC^/R) X 10 
+5 

0.1180 
0.1770 
0.2982 
0.4171 
0.5829 
0.9174 
1.6989 
2. 1058 
2.5800 
3. 2629 
3. 7936 
4.6825 
5.3700 
3. 9483 
4. 2465 
4. 6457 
5. 1472 
6. 1268 
6.4468 
6.4060 
6.0491 
5. 2579 
4. 5103 
3. 9265 
3. 4686 
1. 5734 
2.1577 
2. 7522 
3. 3539 
5. 4966 

ï 

¡ 
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FIG. 2 
versus

REYNOLDS NUMBER, R )
, Neutral Stability Wave Number and Phase Velocity 
Reynolds Number. v-Terms included. M=5.

FIG. 3. Comparison of Non-Parallel Flow (v^O) Neutral Stability 
Curves for M=5 with M=5, 8 Measurements of Demetriades.
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FIG. 4. Comparison of Space Rate of Amplification for v^O and v=0 
to Mack's Theoretical Results (v=0) and Kendall's Measurements, M=4. 5.

FIG. 5. Comparison of Space Rate of Amplification for v^O and v=0 at 
M=5, f=55 “ to Mack's Theoretical Results (v=0) at M=4. 5, ^=55®.
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SECTION 4 

A STUDY OF HYPERSONIC TRANSITIONAL 
BOUNDARY LAYERS 

(Unclassified) 

by F.K. Owen and C.C. Horstman 

Ames Research Center, NASA 
Moffett Field, California 94035 

ABSTRACT 

Surface thin film gauges have been used to determine the extent of the transition 

region, intermittency distribution, and disturbance convection velocities In the boundary 

layer on a sharp 5* half angle cone at M« = 7.4 in the Ames 3.5-Ft Hypersonic Wind 

Tunnel. Ih addition, extensive hot wire correlation and disturbance convection velocity 

measurements have been obtained In the transitional hypersonic boundary layer on a 

cone-ogive-cylinder In the same facility. These data suggest that turbulence production 

in a hypersonic transitional boundary layer is created by highly three-dimensional dis- 

turbances originating close to the wall similar to previous observations In incompres¬ 

sible flows. 
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INTRODUCTION 

fii spite of the extensive experimental and analytical work which has been conduct¬ 

ed in supersonic and hypersonic transitional boundary layers in recent years, there is 

still much speculation regarding the detailed structure of and mechanisms influencing 

boundary layer transition. 

Morkovin1 and Läufer2 have pointed out that, at high free-stream Mach numbers, 

the sound field which radiates from the turbulent boundary layers on the wind tunnel 

walls is a major source of free-stream disturbances and must be considered in all 

transition experiments. Recently Pate and Schueler3 have shown that the effects of 

aerodynamic noise on boundary layer transition may be related to a number of wind 

tunnel parameters including Mach number and unit Reynolds number. However, the 

conclusions of Pate and Schueler cannot be extended to all wind tunnel transition data. 

For example, the transition data of Mateer and Larson* show little unit Reynolds num¬ 

ber dependence which would not be expected if the effects of aerodynamic noise were 

dominant, fii particular, noise cannot explain the unit Reynolds number effect observed 

in the ballistic range experiments of Potter5 where, in the absence of significant free- 

stream disturbances the variation of transition Reynolds number with unit Reynolds 

number was comparable to those observed in noise-contaminated wind tunnels. It is 

apparent that more data are needed to determine the effects of free-stream distur¬ 

bances on boundary layer transition. 

A better understanding of the transition mechanism could be obtained if experi¬ 

ments were designed to obtain a more complete picture of the structure and extent of 

the transition region together with fluctuation measurements in the free stream rather 

than the mere determination of a single transition "point" from mean surface measure¬ 

ments, which has usually been the case, fiideed Läufer6 has pointed out the general 

failure of experimenters to exploit the advantages of hot wire anemometry for fluctua¬ 

tion measurements. Consequently very little is known about the structure of hyper¬ 

sonic transitional boundary layers. 
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Since turbulent flows vary not only in time but also in space, their investigation 

must involve an examination of both the spatial and temporal statistical structure. 

Space-time correlations can contribute to this study since they give evidence of the 

heredity and structure of turbulence, as well as the convection velocities of the vor- 

ticity and entropy modes relative to the average mass transport velocities. Such mea¬ 

surements have been made in incompressible turbulent boundary layers (e.g., Favre 

et al.^) but, to the authors' knowledge, no such measurements have been reported in 

hypersonic transitional boundary layers. 

The purpose of this investigation was to provide detailed measurements of the 

structure of hypersonic transitional boundary layers. Data on the intermittency distri¬ 

bution, disturbance convection velocities, and extent of the transition region are pre¬ 

sented. Extensive hot wire correlation measurements are also presented. Free- 

stream fluctuation measurements have also been made in an attempt to determine the 

influence of free-stream disturbance level on boundary layer transition. 

EXPERIMENTAL DETAILS 

Wind Tunnel 

The Investigation was conducted in the Ames 3.5-ft Hypersonic Wind Tunnel. In 

this facility, high-pressure air heated in a pebble-bed heater flows through the 1.067 

m-dlam test section to low-pressure spheres. Using the nominal Mach 7 contoured 

nozzle, the test conditions were T0 = 835° K, P0 - 13-122 atm, M« * 7.4 for the 5 

half angle cone experiments and T0 = 667# K, PQ * 14-28 atm, M« - 7.4 for the cone- 

ogive-cylinder experiments. The test core diameter was approximately 0.70 m with 

axial Mach number gradients less than 0.12 per meter. The nozzle had an annular in¬ 

jection slot in its subsonic portion through which helium or air was injected to provide 

thermal insulation between the nozzle wall and the hot airstream. 

Test Models 

All the surface thin film gauge measurements were made on a sharp 5 half angle 

cone at a wall to free-stream temperature ratio of approximately 0.4. Five thin film 
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gauges were mounted flush with the model surface at distances between 20.3 and 61 cm 

from the cone apex. 

The hot wire fluctuation measurements were made in the transitional boundary 

layer on the cylindrical portion of an axisymmetric 10* sharp cone-ogive-cylinder. 

This test model was 300 cm long and 20.3 cm in diameter. The wall to free-stream 

temperature ratio was 0.45. Details of the two test models are shown in Fig. 1. 

Fluctuation Measurements 

The turbulent fluctuations were measured with a constant temperature anemometer 

system. The frequency response of the system enabled fluctuation scales down to one 

half of the boundary layer thickness to be recorded and correlated. The ac component 

of the hot wire and hot film signals, representing the turbulent fluctuations, was re¬ 

corded on the FM system of a multichannel tape recorder. For the correlation mea¬ 

surements, the signals from two anemometers were recorded simultaneously on two 

tape recorder channels which had been previously checked for phase differences. The 

autocorrelation and cross correlation were then obtained by playing back the tapes 

through an analogue correlator. The fütered correlations were obtained using matched 

1/3 octave filters. 

Cross correlation measurements involve the correlation of signals from two spa¬ 

tially separated measuring positions, with varying positive or negative time delay of 

one signal with respect to the other. Thus if Vj (Xj, yv 0) denotes the signal re¬ 

ceived at one point at time t - 0 and V2 (x2, y2, z2, t) denotes the signal received at a 

second point at time "t" their cross correlation may be defined as 

t\j 

V1V2 

Wa) '^/2 (v*)i/2 

The space correlation, which involves the comparison of the instantaneous signal re¬ 

ceived at two spatially separated points is therefore the cross correlation at zero time 

delay, while the autocorrelation, which involves the comparison of a signal received at 



one measuring station with the signal received at the same point at time "t,” Is there¬ 

fore the cross correlation for zero separation# 

DISCUSSION OF RESULTS 

Transition Measurements 

Typical variations of the root mean square thin film voltage fluctuations for a 

range of unit Reynolds numbers are shown in Fig. 2. The curves clearly show a rise 

from the laminar to the turbulent level with an intermediate peak. Of particular 

Importance is the fact that three distinct points in the transition region can be accu¬ 

rately located: 1) the start of transition, defined as the point where the rms signal 

begins to increase from its laminar value, i.e., where intermittency begins; 2) the peak 

rms signal which coincides with the point where the turbulent burst frequency is a 

maximum (Owen®); and 3) the end of transition. 

Ihtermlttency measurements in the transition region, obtained by passing the ac 

components of the hot film signals through a Schmidt trigger circuit, are shown in 

Figs. 8a and b. There is a close simflarity between the intermittency variations in 

subsonic and hypersonic transitional boundary layers as shown by the good agreement 

between the present data and the incompressible data of Dhawan and Narashima.9 

The influence of unit Reynolds number on the magnitude of the transition Reynolds 

number and the extent of the transition region is presented in Fig. 4. Also shown are 

previous heat transfer transition onset data obtained on an "identical" model in the 

same facility.4 The onset of transition as defined by the heat transfer measurements is 

much less sensitive than the thin film gauge technique, especially at low unit Reynolds 

numbers. It is also apparent from Fig. 4 that Ihe heat transfer technique does not pro¬ 

vide consistent transition "point" data since the onset of transition is detected at dif¬ 

ferent values of intermittency depending on the unit Reynolds number. 

The authors feel that a lot of the scatter in transition data could be attributed to 

the inconsistent choice of the transition "point" indicated by the many different tech¬ 

niques which are and have been used. A more complete picture of transition 
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dependence on the various parameter« can only be obtained from experiments in which 

the posittone of the beginning and end of tranaition are accurately determined. R is of 

interest to note that transition data reported for superaonic and hyperaonic flows are 

not generally based on observations of turbulent spots but rather some macroscopic 

quantity such as skin friction, heat transfer, or surface pitot pressure, whose departure 

from laminar values can be detected only when the intermittency is appreciably greater 

than zero. 

Structure of the Transitional Boundary Layer 

Using a hot wire mounted close to the cone-ogive-cylinder model surface 

(y/ô « 0.05) 115 cm from the apex, the beginning and end of transition were determined 

to occur at tunnel total pressures of 12 and 30 atm, respectively. For reference, lhe 

mean velocity profiles obtained from total temperature and pitot pressure surveys at 

this location are shown in Fig. 5. 

Figure 6a shows the autocorrelation of the fluctuation signals midway through 

transition (PQ = 21 atm) at several positions across the boundary layer. It can be 

seen from these curves that there is a marked variation of energy distribution with 

frequency across the boundary layer. The power spectral density variations across 

the boundary layer obtained by Fourier transformation of the autocorrelation curves 

are shown in Fig. 6b. It can be seen that the maximum fluctuation energy occurs near 

the boundary layer edge and decreases as the wall is approached. But, close to the 

wall there is proportionately more energy associated with the smaller scale distur¬ 

bances. This "movement" of the relative energy to the smaller scales is believed to be 

due to the large rates of shear in the wall region. Simflar results were also obtained 

at the two other tunnel total pressures. 

The variations of the autocorrelation and power spectral density through the transi¬ 

tion region obtained by a surface thin film gauge on the cone model are shown in Figs. 

7a and b. The very pronounced change in the autocorrelation after the peak (i.e., 

P0 « 61 atm) was observed at all gauge locations and is due to the intermittency in the 

boundary layer. Again it can be seen that there are significant changes in power level 



...... 

muri- 

and distribution with a pronounced energy concentration at the lower frequencies in the 

transition region. This energy concentration in the transition region is caused by the 

turbulent bursts passing over the film that change the mean voltage across the film 

from the laminar to the turbulent level (Owen8). 

The peaks of the cross correlations obtained for various values of wire separation 

distance represent the autocorrelation in a reference frame moving with the distur¬ 

bances or the Tngrnttgian autocorrelation coefficient. It is therefore a measure of the 

lifetime of the disturbance pattern as it is swept along with the mean flow. The varia¬ 

tion of longitudinal correlation coefficient of the total fluctuation field measured at 

optimum time delay is shown in Fig. 8. The optimum correlation decreases as the 

space separation increases. In the case of the filtered turbulent field (Fig. 9) the influ¬ 

ence of frequency combines with the influence of separation distance and y/ô. When the 

separation distanc e is fixed, the higher the frequency the more the optimum correlation 

coefficient decreases. This indicates that the smaller scale disturbances are decaying 

at a faster rate than the larger ones. This more rapid decay of the small scale dis¬ 

turbances explains the selective part played by the longitudinal separation, which 

reduces their contribution to the correlation coefficient of the total turbulent field as 

the wire separation increases. 

A test of Taylor's hypothesis10 that turbulence may b3 regarded as a frozen pat¬ 

tern of eddies being swept past the wire is shown in Fig. 10 for two positions across 

the boundary layer. The longitudinal space correlations and the autocorrelation mea¬ 

sured midway between the two wires are compared. As expected, this comparison 

shows that Taylor's hypothesis is far from satisfied. However, in the fully turbulent 

boundary layer, there was good agreement between the auto and space correlations 

above y/ô » 0.3.11 

The results of a series of filtered cross correlation measurements at two positions 

across the boundary layer are shown in Fig. 11. Each cross correlation curve reaches 

a maximum at some value of the time delay other than zero, clearly indicating the 

presence of convection. A convection velocity of these disturbances may be determined 

by dividing the separation distance by the time delay at which the maximum of a 
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particular croaa correlation occura. No variationa of convection velocity with wire 

apacing were obaerved. Thia waa alao the case for the overall and other filtered dis¬ 

turbance convection velocitiea. 

The variation of the diaturbance convection velocity relative to the local velocity aa 

a function of diaturbance acale la ahown for one wire apacing in Fig. 12. The ratio, 

Uc/U¿, tenda towarda unity aa the acale (\e = Ue/2irf ) decreaaea. Thua the email acale 

fluctuationa are convected close to the local mean velocity. However, aa the acale in¬ 

creases the more Uc/U¿ differs from unity. Near the wall (y/ô - 0.25) the propagation 

velocitiea of the diaturbancea are close to the local velocity whereas they are aignifi- 

cantly lower than the local velocity in the outer half of the boundary layer. 

The variation of the overall and H‘ered convection velocity profiles compared to 

the mean velocity profile la shown in Fig. 13. At a diatance from the wall y/ô * 0.25 

the convection velocities corresponding to the various acales are close to the local fluid 

velocity (Uc « 0.72 Ue). At greater values of y/ô the differences increase with the 

scale, to the outer portion of the boundary layer the large acale disturbances are con¬ 

vected much more slowly than the mean velocity. The transitional surface measure¬ 

ments on the 5° cone (for all disturbance scales) are also shown and can be seen to be in 

good agreement with the hot wire boundary layer measurements. 

The values of the cross correlation coefficient have alao been determined for 

various separation distances normal to the wall as a function of the time delay. Figure 

14 shows the resulting fütered correlation coefficients for the case where one hot wire 

was kept at a fixed distance from the wall (y/ô * 0.15) while the second wire was set 

at different separation distances directiy above the first wire. R can be seen that the 

correlation reaches a maximum value for an optimum time delay ”t" applied to the 

fluctuations sensed by the probe located farthest from the wall. This optimum time 

delay, which is a function of the normal separation distance, has been observed pre¬ 

viously in an incompressible turbulent boundary layer.7 These space-time correlations 

may be interpreted in terms of a disturbance inclination angle to the wall. This angle 

may be determined by dividing the normal wire separation distance by the product of 

¡NÉNI ■— 
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the observed time delay and the disturbance convection velocity at that point In the 

boundary layer. The results ,Flg. 15) show that this «igle Is smallest close to the «11, 

and increases with Increasing distance from the wall. Similar result, obtained In the 

fully developed turbulent boundary layer on the same model“ are represented by the 

solid curve on Fig. 15. 

This disturbance Inclination angle could be Interpreted as a disturbance propa¬ 

gation angle. In which case the trajectory of such a disturb««» would be similar to 

that shown in Fig. 15. h the transitional boundary layer the propagation rate across 

the boundary layer would be considerably faster than In the fully turbulent case, ft Is 

also apparent that there is some variation of the propagation ««lea through the transi¬ 

tion region (l.e.. as the tobû pressure clumges). Toward, the end of transition 

(P = 28 atm) these angles approach the fully turbulent values. The propagation ang e 

of about 20- measured close to the wrtl may be compared with the Incompressible ex¬ 

periments of Kline et where ejected streaks were observed to leave the wall layer 

at an angle of about 10-12 . 

Some insight Into the three-dimensional structure of the« turbulent disturb«.«, 

may be obtained from Fig. 16 where the results of the variation in lateral correlation 

across the boundary layer are presented. Again It can be seen that the lateral growth 

of the disturbances Is much greater In the transitional than In the fully developed turbu- 

lent boundary layer.“ Thus, the correlation data suggest that turbulence production In 

a hypersonic transitional boundary layer may be created by highly three-dimensional 

disturbances originating close to the wall. 

Free-stream Fluctuation Measurements 

Free-stream fluctuation measurement, have also been made in an attempt to deter¬ 

mine if turbulence generation «»1 transition In the model boundary layer are driven by 

the free-stream disturbances. By changing the nossle wall gas Injection It is possible 

to alter the state of the tunnel side wall boundary layer and consequently the free-stream 

disturbance level without appreciably changing the unit Reynolds number. Thus It Is 

ZZu...in,a.!.W.WvUI.1 Jv. n.i;....uiL,.süksiüui ^IslsswH nusAiajLdlilsu..n,.^ .. .„V...:. ...... .,1,.,.... 
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possible to isolate the effects of changes in the free-stream disturbance level without 

associated changes in unit Reynolds number. 

The undisturbed free-stream power spectra presented in Fig. 17 show comparable 

changes in magnitude with variations in either unit Reynolds number or tunnel wall 

boundary layer gas injection. However, transition data obtained with air injection 

showed no significant differences from the helium injection tiata (see Fig. 4). ff changes 

in free-stream power spectra are important to the transition process one would expect 

comparable changes in transition location with gas injection as was found for changes In 

unit Reynolds number. This is not the case. 

The overall free-stream disturbance convection velocity has also been measured 

and. as shown in Fig. 18, is in good agreement with the extrapolation of the data taken 

from Läufer.13 Also shown are the overall disturbance convection velocities in the 

transitional and turbulent boundary layers on the 5° cone and cone-ogive-cylinder 

models. Although the convection velocities are somewhat faster in the fully turbulent 

than in the transitional boundary layer, they are all close to the free-stream disturbance 

convection velocity. It is also apparent that the boundary layer and free-stream distur¬ 

bance convection velocities are traveling supersonically relative to the free stream. 

The free-stream convection velocities did not vary with scale. Since the distur¬ 

bance velocities in the transitional boundary layer vary significantly with scale and y/rt, 

it is not obvious that the free-stream disturbances are driving the boundary layer 

disturbances. ':i 

CONCLUDING REMARKS 

The surface hot film results show that a more complete picture of transition 

dependence on various parameters could be obtained if the onset and extent of the 

transition region are accurately and consistently determined. The hot wire correla¬ 

tion data suggest that turbulence production in a hypersonic transitional boundary layer 

is created by highly three-dimensional disturbances originating close to the wall similar 

to incompressible observations. It is not apparent that these disturbances are driven by 

the free stream. 
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NOTATION 

f frequency 

M Mach number 

p pressure 

Re Reynolds number 

t time 

T temperature 

U velocity 

V' rms voltage fluctuations 

X distance from model cone apex, along model centerline 

Ax separation distance In x direction 

y distance normal to model surface 

z lateral distance around model 

a disturbance propagation angle 

y interm ittency 

Ô boundary-lay er thickness determined from pitot pressure profiles 

X turbulence scale, U/2Tf 

Subscripts 

c convection 

e boundary-layer edge 

i local 

o total 

w wall 

00 free stream 

..., , .... Lki .u ji . ,1. ,,..,,.,1,:1.. 
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SECTION 5 

AN ATTEMPT TO CONSTRUCT AN ANALYTICAL MODEL OP THE START 

OP COMPRESSIBLE TRANSITION* 

Coleman duP. Donaldson, Roger D. Sullivan, and John L. Yates 

Aeronautical Research Associates of Princeton, Inc. 
Princeton, New Jersey 

ABSTRACT 

The results of the first step in an attempt to develop 

a model of compressible transition are reported. The basis 

of the method goes back to the equations used by Reynolds 

many years ago to study incompressible viscous instabilities 

and turbulence. In the work reported here, a simplified 

linearized version of a set of equations which has been 

proposed to study complete transitions and turbulent boundary 

layers in compressible flow are solved by machine computation 

in order to evaluate the general character of compressible 

instability that is given by the model. These results are 

discussed in the light of results obtained from classical 

stability calculations. Finally, by coupling the instability 

calculation to the mean flow equation through the Reynolds 

stress term, the general character of the run-out of 

instability (as defined by the simplified equations) to the 

start of transition is investigated. It is shown that the 

behavior of the critical Reynolds number for instability may 

be no indication of the behavior of the transition Reynolds 

number. The paper concludes with recommendations for 

further numerical studies of compressible transition. 

•This work was supported by the Air Force Plight Dynamics 
Laboratory, APSC, Wright-Patterson Air Force Base, under 
Contract Number F33615-70-C-1032. Results have been published 
as AFFDL TR 70-153, January 1971. 
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LIST OP SYMBOLS 

dimensionless parameters in model equations 

skin friction coefficient 

specific heat at constant pressure 

specific heat at constant volume 

metric tensor 

see Appendix I 

see Equation (29) 

thermal conductivity 

òk 

respectively 

uju 

peak value of K in the boundary layer (see 
Equation (2Ô) 

dimensionless form of K*. and IK (see 
Equations (30) and (31); 

free stream Mach number 

pressure 

average of any quantity q 

fluctuation of any quantity q 

Reynolds number based on free stream velocity 
viscosity and distance z where z » Ô, ô*# < 

temperature 

ratio of wall temperature to free stream stag 
temperature 

velocity components in Cartesian reference fr 

J'th covariant component of velocity vector 

Cartesian coordinate system 



mmmi ji 

O 

a. 

6* 

'J 
'st 

X 

A 

M- s 

P 
a 

4 
ij 

Subscripts 

e 

w 

decay constant (see Equation (32)) 

boundary layer thickness where u/ue = 0.99 

displacement thickness 

Kronecker delta symbol 

u + u. s,t T “t,s 

microscale of turbulence 

macroscale of turbulence 

òü/òT 

first and second viscosity coefficients 

mass density 

u'v ■ 

stress tensor (see Equation (4)) 

dissipation function (see Appendix I) 

free stream condition 

wall condition 
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SECTION I 

INTRODUCTION 

„.jrÂÂSÆSSSÂÂÏÏ. 

obtained from the «eïent advances in boundary layer 
While there is no doubt tlv t0 our understanding of 

t^aly^cal'method^which'th^desl^e^can^use to go^beyond wi 

evaluation of local boundary íf^ci^nd tíè envírÓnSert in 
transition in real environments. Secondée effect 

which a given transition ^ transition takes place 
upon the actual Reynolds number at wnicn tra ltlon Reynolds 
Sat the scatter in e xpe riment a! ly determined transition ^ ^ 

numbers obscures the ture ratio and pressure gradient. 
local Mach number, wall temPer?^r® ^ carefully reviewed The general status of the problem has been careiuixy r 
bS «Œn (Ref. D Who has V^firo^enHn 
unresolved problems concerning the effect of environm 

transition. 

m view of this state of affairs, it occurred to the 

first author of the Pr«e"‘^‘^^^„“u^rlcal eiperimints 

?o '¿^performed 2ould“be u|e^¡^eof ®r*"ttïonf(for exasiple, 
Hac^number^wall^temperature ratio,nPreasur^gradlent^and^^^^^ 

rrirSf aíÂertes Aod.1 f- is, further 

though^has ilXlntl ^hfioLiinl of transition with 
particular emphasis on ‘he case of compressiblejlow^ ^ 

only ' fop3the3onset of îransftïon. The results of these numerical 
studies are presented in this paper. 

Before going on to present these results, s°me. 

SHââHSsssí" “ 

Se Negligible compared to small disturbances that are 
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intentionally introduced into the boundary layer at some 
station where the Reynolds number is very low and the boundary 
layer is stable to these disturbances. The result of a set 
of such measurements would resemble the plots shown in 
Figure 1. As this figure indicates, the disturbances intro¬ 
duced into the boundary layer would initially result in very 
small velocity correlations u'u' . These correlations would, 
because of the low local Reynolds number, be damped until such 
time as the local boundary layer Reynolds number pueo/M. 

became large enough for the boundary layer to be unstable. 
This occurs at approximately the position marked A on the 
figure. From the onset of instability at the point A, the 
disturbances grow in magnitude until such time as the maximum 
value of the Reynolds stress -pu'v' in the boundary layer is 
equal to about 10 or 15 percent of the local friction tw . 

This point is marked B in the figure. From this point on, 
there is a rapid rise in the surface friction which accompanies 
a rapid rise in all the velocity correlations. This rapid rise 
eventually stops after the formation of a typical turbulent 
boundary layer. This point is indicated by the letter C in 
the figure. Following this point, the skin friction decreases 
with increasing length as the turbulent boundary layer becomes 

thicker. 

For the hypothetical experiment we have considered here, 
we make the following observations: 

1. Classical boundary layer stability theory tells us 
something about the behavior of the disturbances that were 
introduced into the boundary layer in regions upstream of 
position A and Just immediately downstream of A . In 
order to apply this theory, we must know the local velocity 
profiles, and we must assume that the disturbances that are 
present are close to the modal shapes that linear theory 
specifies. For a general test, it can be assumed that we 
know the velocity profiles. However, in cases where signi¬ 
ficant disturbances are continually fed into the boundary 
layer from the external environment, the distributions of 
disturbance velocity in the boundary layer may be far from 
those derived from stability theory. 

2. Stability theory tells us very little about the 
behavior of boundary layer disturbances in the region 
approaching the point B where one observes the start of an 
increase in skin friction. In this report, we shall refer to 
the region between point A , the onset of instability, and 
point B , the onset of transition, as the run-out of the 
instability or, simply, the run-out region. 

3. Finally, stability theory tells us nothing about 
the flow between points B and C , l.e., about the nature 
of the flow in a developing turbulent boundary layer. 



Probably the most common definition of the point of 
transition used in experimental studies is the point B . 
This point is chosen because it is easy to define and, perhaps, 
of more importance, it is a point downstream of which aerodyn¬ 
amic heating effects on high-speed vehicles can become truly 
severe. Thus, the designer of aerospace vehicles is most- 
interested in this point. It is, therefore, unfortunate that 
classical stability theory only provides the designer with 
information about point A , and under the rather restricted 
circumstance where disturbances fed continuously into the 
boundary layer are small compared to disturbances that are 
introduced at some point upstream of point A . 

Let us examine this latter point in somewhat more detail. 
In applying stability theory, one picks a point on the surface 
of a body and from this choice determines the local Mach 
number M , local wall temperature ratio T /T° , and the 

local Reynolds number peue6*/Ve . This information, together 

with the local value of the parameter (ó/Tw)dp/dx permits 

one to calculate a boundary layer,profile that is considered 
typical of this point on the body. This profile is then used 
in a stability calculation that freezes this profile for all 
streamwise positions. For this unchanging profile, the 
analyst seeks to determine the growth or decay in time of a 
very special set of sinusoidal waves of length \ that travel 
in the boundary layer at velocity c . For these special waves, 
one finds, in general, that they are damped for all wave 
lengths below a certain Reynolds number called the minimum 
critical Reynolds number and, for higher Reynolds numbers, 
are amplified for a certain band of wave lengths while 
damped for other wave lengths. The situation is shown In 
Figure 2 which is a hypothetical stability plot. In this 
plot, stability limits for the several different modes of 
disturbance that might exist in the boundary layer in question 
are exhibited. For the assumed case, we see there are three 
regions of instability for three different types of disturbance. 
In the case of two of these disturbances, the regions of 
instability overlap. Given a stability diagram such as that 
shown in Figure 2, it is logical to expect that transition might 
occur at different Reynolds numbers under different environ¬ 
mental conditions, depending upon the relative strength of dis¬ 
turbances present that might excite the various modes. The 
problem is, however, even more complicated than this. There 
may be strong excitations in a given environment that produce 
disturbances quite different from t'.ose given by tho eigen¬ 
functions of the linear stability analysis. In this case, 
what is the effect on the stability diagram? It is probable 

If a more accurate solution for the boundary layer is available 
due to the existence of a sophisticated laminar boundary layer 
growth program, then this profile would be used in the stability 
calculation. 
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that one consequence will be a spreading out of the stability 
boundaries depending on how much the eigenfunctions are 
altered by the foreign disturbances. The result may 
then look something like that shown in Figure 3. In this 
figure, the original instability regions have been smeared 
out so that there is a very large region of unstable behavior 
at all but the shortest wave lengths. This behavior is 
probably more akin to the behavior of real boundary layers 
in wind tunnels and on the nonideal surfaces of real aero¬ 
space vehicles than is the behavior shown in the idealized 
case shown in Figure 2. We might then ask ourselves 
whether or not some method could be found that would enable 
one to compute a lower bound on all possible modes of distur¬ 
bance, i.e., some curve such as that shown by the reference 
line in Figure 3. The present study is an attempt to develop 
an analytical tool to do Just that. The method goes back to 
older notions (due to Reynolds, Ref. 3) of computing the growth 
of disturbances. If a successful method can be developed 
along the lines pursued here, it would have the distinct 
advantage of being able not only to identify the point on a 
body at which there could be an onset of instability, point 
A , but in its final form, the points B and C of Figure 1 
as well. The method we have attempted to develop in this 
report is not a linear method, so that it permits the user to 
investigate numerically the sensitivity of a given boundary 
layer to the magnitude of disturbances that might be 
introduced. 

The advantages set forth above are of such importance 
to the designer of aerospace vehicles that the authors have 
taken the view that a concerted effort should be made to 
develop a numerical tool which can go beyond the classical 
stability techniques and provide the engineer with a method 
for treating the problem of transition as distinct from the 
problem of boundary layer stability. The present paper 
reports our first attempts to develop such an engineering 
tool. 
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SECTION II 

BASIC EQUATIONS 

„.„rÄi Äsr s 
that we wish to study. 

sfr+ (puJ),j '0 
(1) 

P 5T + puJui,J "Ù* <Tl)>J 

pcv(if + uJt,j)-puJ,J + gli(kV.J +tKj 

(2) 

(3) 

In these equations. 

Tij " ^(uiJ + “J.i5 + giJXU»k 
(4) 

Following the practice introduced many years ago by 

or;;r^•^U^e ^tantan.ou. 

fluctuation whose average is zero.- We may then write equa 

for both the mean and fiuctuating portions displayed 
These equations for the cas^ of 

thesePequations by means of the example of the continuity 

equation. 

If one puts the expression p ■ p + P' and ui " ^i + ui 

into Eq. (1), one obtains 

|£. + |£l + (pû*3 + puJ' + P'ilj + P’uJ'jj - 0 (5) 

Taking the time average of this equation yields an equation for 

the mean density p, namely, 

|P . -(puJ +p'uJ’)> j 
(6) 
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The equation for the density fluctuation can be found by sub¬ 
tracting Eq. (6) from Eq. (5). One obtains 

áo1 
dt -(puJ' p 'Û1' + p'u J - p 'UJ ) J 

(7) 

ínAÍike manner» one can obtain equations for dü4/òt and 
oul/ot as well as òT/òt and ôT'/àt . 

of F’n«he^ftnerî1^\ara?ter of these equations follows the pattern 
nf and 7 'i In t5e e(luation for the mean quantities p, 

f? *♦- always finds terms representing the correla- 
ions_of fluctuating quantities. In the case of the equation 

for p , the highest order correlations found are the second 
order correlations between p' and 

u. and T 
ui In the equations for 

uiuj p'ui 
y one finds not only the second order correlations 

and uJT* 

p * T'u^ 

P^' but third-order correlations 

, etc. (see Appendix I). such as P,uiuj 

Equations for these correlations may be derived. As an 
example, we mav derive an equation for the second-order 

P' tï°m Eq* if we multiPly this equation by p' and average. The result is * 

òt 
+ ûJ(p^) 

J - 2p'2ûJ 
J 

- 2p‘uJ p 

- (p,2u^ ' ) 

- (2pp + p'2)uJj' (8) 

In a manner similar to that used to derive Eq. (8), one can 
derive equations for the second-order correlations u|u' , 
u|T’ Uj^p , etc. For example, the equation for p*u.' is 

derived by multiplying the equation for òp’/àt by 

then multiplying the equation for duj/dt by p' , and then 

equatforenamely^SU^tS averagln* t0 obtaln the deslrad 



In a like manner, 

òui òuJ 

àt (uiuj> “ u¿ ’ uj 5T 
(10) 

The equations for all the simple second-order correlations are 
displayed In Appendix I. 

By a process similar to that Just outlined, equations 
may be derived for third-order correlations. The resulting 
equations for the case of compressible flow are truly 
formidable. The system of equations will never be closed by 
this process for the nonlinear nature of the equations precludes 
this possibility, even In the case of Incompressible fluids. 
There will always be correlations of order n+1 in the 
equations for the n'th order correlations. 

Ühat.?as been under at A.R.A.P. for some 
time, initially under Air Force sponsorship, a fair measure of 
success has been achieved in computing the development of 
incompressible turbulent boundary layers by a method called 
the method of invariant modeling." in this method, a closure 

of the set of equations for the mean flow quantities and the 
second-order velocity correlations is achieved through a 
modeling of the higher order and pressure correlation terms In 
these equations using the second-order correlations themselves 
and two scalar lengths which are related to the integral and 
miscoscale of the velocity fluctuations. At the present time, 
the modeling which is being studied to allow one to compute 
the complete transition and formation of a compressible 
turbulent boundary layer is given in Appendix II. 

The complete set of equations obtained in this way Is 
?,L?resent belnS programmed for solution at A.R.A.P. under 
NASA sponsorship. A restricted set of equations can be 
derived from this complete set by which one may perform 
numerical experiments akin to stability theory that describe 
the onset of instability as depicted by the model equations. 
To obtain this restricted set of equations, one eliminates 
all correlations from the equations in Appendix II for the mean 
flow variables, and one eliminates all terms of higher than 
second order in the disturbances from the equations for the 
second-order correlations. This is done on the basis that the 
cropped terms are of negligible magnitude at the onset of 
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instability. When this is done, one obtains the following set of 
equations for the steady flow of a compressible fluid: 

“"«J » o (pGJ) (11) 

DUj 

P T5T" 
1 - - à£_ + (12) 

-r DT -1 àp -J-l + Kmn(kT ) 
PCp Es " u i? 1 g ^ 

(13) 

where D/Ds ■ ( ) j . For a two-dimensional boundary layer 

flow, this set of equations is reduced, for the usual cartes¬ 
ian coordinate system (x,y,z) (u,v,w«0) , to 

(pû) + (pv) * 0 (14) 

— ÒÜ -- ÒÜ 

pu fcT pv à7 
àã * 
òx ày y ^y/ 

PC, (5 " ü * “ 17) - ■ If * "©f * I; (“ 5) 

(15) 

(16) 

In this study we shall consider a flat plate flow with Prandtl 
number one so that Eqs. (15) and (16) possess the particular 
integral (Crocco’s integral) 

-2 
C F + j- m C1 + C2u (17) 

Making use of this integral, the mean motion is described by 
Eqs. (14) and (15) with the additional relationship 

T - T + (T° - T )(ü/u ) - (T° - T )(ü/u )2 (l8) 
w W' 

which is obtained from Eq. (17) by applying the boundary 
conditions on temperature at the wall and at the edge of the 
boundary layer. 
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The behavior of small disturbances introduced into the 
mean flow described by Eqs. (1^)> (15)» end (18) can b® 
studied by means of the small disturbance form of the velocity 
correlation equation given in Appendix II, namely, 

- p'u¿ aJu4 - p'uj û^ü, 
- - P'u¿ u'ui,j ' P “i “ “M 

- p ^ 5i,j - p “H 5k,j - “R(p5J).j 

- (p»AVst‘8t ),k 

- Í PbA2/6st68t 

_ r .. 2üju¿ “I 

- »/ste (ui»¿ - *ik f) * 48 J 
- ^ P7^ [gJi(5i,l * "M* ' f 4i5!/],J 

- ‘y P’4 [eJi(5k,, + 5i,k) • I 6k3!»] ,3 

í(J[gJm(»lu¿)(n * (uJ'u¿),i * (“J,uí),k 

6Jm(^Ü¿ - glk I) (19) 

€st 58 us,t + ut,s 

—rr 
K - u^u4- 
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Some time before the start of the present study contract, 
a program was largely completed which would permit the 
solution of a simplified version of this equation on A.R.A.P.'s 
computer. It was felt that this simplified equation contained 
most of the elements of the compressible instability problem 
contained in the more complete equation and could be used to 
successfully study the techniques necessary to obtain accurate 
solutions of Eq. (19) as well as the general nature of 
compressible instability by the modeling technique. This 
simplified equation has been used in this preliminary study. 
It is obtained from Eq. (19) by setting A ■ A and by terms 
containing the p*uj and p’u£ correlations. Some Justifi¬ 

cation can be given for the neglect of the first terms containing 
p'uj and p'u¿ in the right-hand side of Eq. (19) in that these 

terms actually vanish for parallel mean flow and they are not 
contained in the usual stability analysis. The other terms 
containing p'u| and p'u¿ represent the effects of fluctuating 

viscosity and have been neglected primarily for reasons of 
economy. If the correlations p'u| and p'u¿ are left in 

the equations, a very large number of equations must be solved 
simultaneously in order to complete the stability calculation. 
This computation was beyond the capability of A.R.A.P.'s 
computational facility. In spite of these simplifications, it 
is felt that the basic problems of computation and general 
nature of transitions using the modeling technique can be 
studied with the simplified equation. This equation is displayed 
below. 

püJ ( u 

(20) 

( 

oo
f?
; 
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To compute the stability of a boundary layer flow by the present 
method, we will need equations in the coordinate system (1,7,¾) 
(u* v',w') for the following four quantities: u'u' , v’v' , 

, and [PT1" . For the flat plate flow we have considered, 
the equations obtained from Eq. (20) are as follows: 

Dk, 
kl 
W 

2po òü lÿ (2Ï1 ‘ 
M 
ï) 

0 - ÒÜ / K 71 \ 

0¾ k, 
+ Í —jr- - 2Í -4 

òy ’ 
(21) 

Dkg 

P 15b- 2h[ 

h.2- dû à^l 
bX P îÿ -!) 

+ n 
òy* 

- 
2n -4 

(22) 

- Do 
P 15s 

-r ôû , 
= pk2 ^ + - fs1® 

ap — o + p "" 'S1 - 2(1 —^ (24) 
óy¿ \ òy 

In this set of equations, a and b are parameters 
that must be obtained in some way by matching an existing 
exact computation or by comparison with experiment. The 
parameter X is essentially the length scale of the disturbances. 
There is a boundary condition on X that arises from a 
consideration of the model equations near the surface y ■ 0 . 
At the surface, the model equations (21) through (24) indicate 
that we must have òu^u^/òy ■ 0 . This, together with the 

at y ■ 0 , leads to the result 

wwmmm 

U 1 

boundary cohdition uju¿ ■ 0 

is of the form that uju¿ 

5-14 

i 

.......... .... 
Ulk, ill,, .i.il .I 



If this equation is placed in any of Eqs. (21) through (2^) 
we obtain, as the surface is approached 

\ 
(26) 

or 

(27) 

In making computations of boundary layer stability by 
the method being discussed, it has been found that the most 
unstable cases are those with the largest wave lengths. For 
this reason we will choose X « y throughout the region of the 
calculation rather than stopping the growth of X with y 
when some fixed value of X has been reached. This serves 
two purposes. First, it should yield a lower limit value of 
stability Reynolds number for this particular model and, 
second, it eliminates disturbance wavelength as a parameter 
in the computations, thereby reducing the number of compu¬ 
tations required to obtain critical Reynolds number data in 
this preliminary study. 
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SECTION III 

SELECTION OP MODEL PARAMETERS a AND b 

In order to make boundary layer stability calculations 
using Eqs. (I1!), (15), and (18) together with Eqs. (21) through 
(24), the following procedure was originally followed. At some 
Reynolds number sufficiently below the minimum critical 
Reynolds number (either assumed, if no information was available, 
or determined from the calculations after the first few were 
complete), an arbitrary distribution of small disturbances 

in , E2 , and îc^ is assumed to exist in an equilibrium 

laminar boundary layer. The turbulent correlation -u’v* ■ “9 
was initially assumed to be zero. The growth of the mean profile 
with the coordinate x was tracked by the solution of Eqs. (14), 
(15), and (18). The development of the disturbances in the 
boundary layer with x was computed by means of the simultan¬ 
eous solution of Eqs. (21) through (24). When this procedure 
was followed, the following behavior of the disturbances was 
found. First, there was a period of adjustment in a 
length Ax of the order of 100 boundary layer thicknesses in 
which the arbitrary disturbances that were Introduced adjust 
themselves to the shapes close to those appropriate for the 
assumed value of the Mach number and wall temperature ratio as 
well as trying to achieve a shape appropriate to the local 
Reynolds number. This latter adjustment was never quite 
achieved since the local Reynolds number was always changing 
with x .2 

2Por an incompressible boundary layer on a flat plate, the ratio 
of local Reynolds numbers at two points in the boundary layer 
may be written 

For an adjustment distance of 100 boundary layer thicknesses, 
the ratio of local Reynolds numbers is 

in the region near the critical Reynolds number which is 
approximately 1250. This adjustment distance represents roughly 
a 73Ï change in the local Reynolds number since Rô^rôi * vT • 



Following this initial adjustment, there is usually a region 
of disturbance decay if the initial Reynolds number was 
chosen low enough. This decay begins to slacken as the 
Reynolds number continues to increase until at some Reynolds 
number the decay ceases and there is an onset of instability. 
The point at which there is no growth or decay of the 
disturbance is defined as the critical Reynolds number. 
Because the equations for the disturbance are linear and are 
not coupled to the mean flow equations, the behavior Just 
described is independent of the level or intensity of the 
disturbances. This behavior is shown in Figure 4 in which 
the nature of the disturbance profiles at several distances 
downstream of the start of a given calculation is shown. In 
Figure 5, we show the behavior of two measures of the stability 
of the boundary layer that are used in what follows for the 
same calculation shown in Figure 4. These two measures are 

(a) the maximum value of the sum of the three energy 

correlations k^ , kg » and k^ » namely, 

«max * [\(s,) + ^2(y) + V^max (28) 

(b) the integral of the energy parameter 
the boundary layer, namely. 

K throughout 

f 0 ~ - 
IK - J + k. + k3) dy (29) 

Figure 5 shows in a very simple way the general behavior 
of the development of instability as a result of disturbances 
introduced into a boundary layer. The particular example 
that is reported in Figures 4 and 5 is for the case of Mach 
number equal to zero and a wall temperature ratio Tw/Te ■ l . 

The values of the model parameters a and b used in these 
calculations were a ■ 50 and b ■ 0 . We must now discuss 
how these values of the parameters a and b were determined 

Since the instability model that is under consideration 
is a two-parameter model, it is necessary that two separate 
tests be used to determine the values of the parameters a 
and b . The two tests that were used were based on a desire 
to form a connection with classical stability theory for 
incompressible flow. First, we wished to match the critical 
Reynolds number found in classical calculations. This number 
is found to be approximately Rô# » 420 or r6 

Here, 6 is defined as that height at which u/ue 

Second, we wished to have a shape of the profile for 

1200 

0.99. 
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K - ki + îc2 + k3 such that it had the general characteristics 

of the same profile as calculated by classical stability theory. 
It was originally planned that these calculations would be 
made in the manner described above, namely, by following 
the growth of disturbances as the boundary layer developed 
and Ra increased with x . As a result of calculations 
made in this manner, two important conclusions were drawn. 
First, the value of a can range over a wide spectrum of 
values, and the critical Reynolds number can be made to be 
1200 if b is properly chosen. Second, the value of the 
critical Reynolds number determined in this way for given 
values of a and b was too sensitive to the point at which 
the original disturbances were introduced to accurately 
pin down the critical Reynolds number. At first it was not 
known whether this inaccuracy was a result of a lack of 
precision in the computation or was, indeed, a result of the 
sensitivity of the physical problem to small variations in 
modal shape as the critical Reynolds number was passed. 

In order to investigate this problem thoroughly and to 
ensure an accurate determination of the critical Reynolds 
number, the decision was made to run the program in a mode 
similar to the way in which classical stability calculations 

are carried out. 

In this mode of computation, the mean profile of the boundary 
layer is found for the particular case under investigation^ and 
the mean velocity profile is then frozen at the particular 
Reynolds number to be investigated; that is, 

nu,y;Me,Tw/T°) a a0<y;Me,Tw/T,°) 

This assumption also carries with it the condition v ^ 0 . 

By this artifice, the mean boundary layer becomes a parallel 
shear flow of constant R¿ . Disturbances are now intro¬ 
duced into this layer at a_given station and the disturbance 

equations solved for ü = anc* v = 0 . This compu¬ 
tation, is conceptually quite similar to the classical 

stability calculation. 

When the program was run in the mode just described, it 
was found that for any given choice of the parameters a and 
b an accurate determination of the critical Reynolds number 
could be made. The method by which this number was found was 
the following. A mean flow of a given Reynolds number was 
selected. Disturbances were then introduced into this boundary 

3An outline of the way in which the mean velocity profile is 
calculated in this mode of operation is given in Appendix III 
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layer and their redistribution and growth or decay were 
followed by observing the behavior of 

(30) 

and 

(31) 

with X . A typical result of such a calculation is shown in 
Figure 6. In this particular case, the disturbances were 
damped. The fact that plots of Kmax and IK ultimately 

become straight lines on semilog graph paper indicates that 
the disturbances are damped according to the law 

K ~ e 
(32) max 

Here we have used the symbol ot^ to denote the decay constant 

in accordance with the usual notation of stability theory. 

If one performs a number of calculations such as the 
one shown in Figure 6 for several different values of Reynolds 
number and the decay rate in each case is noted, a curve 
similar to that shown in Figure 7 can be constructed. It 
should be obvious from the nature of this curve that a critical 
Reynolds number can usually be determined quite accurately by 
means of only three calculations. 

While the calculation of critical Reynolds number is quite 
straightforward in trying to choose the model parameters a 
and b , the matching of disturbance distributions to those of 
classical theory presents some difficulty. In classical 
theory the modal shapes are a function of both wavelength and 
Reynolds number, as well as Mach number and wall temperature 
ratio. Since wavelength no longer appears in the calculations 
which are considered in this study, the selection of a parti¬ 
cular modal shape that we wish to match is somewhat arbitrary. 
Although it would be desirable to study this point in somewhat 
more detail than was permitted under the scope of the study 
contract reported here, it was decided that an acceptable 
profile for M ■ 0 and T /T * 1.0 would be one whose maxi¬ 
mum value of K for a Reynolds number equal to the critical 
Reynolds number, occurred in the neighborhood of y/ó »0.5 
and was not too flat a distribution with respect to y . In 
this rather imprecise (though, we think, not unreasonable) 
way, a parameter search was carried out for the Blasius mean 
velocity profile to determine the parameters a and b . 



By the process described above and after many calcula¬ 
tions, during the course of which it was found that it was 
necessary to perform very precise integrations over distances 
of the order of 500 boundary layer thicknesses in order to 
achieve accurate modal shapes and decay rates, it was 
decided that a satisfactory choice of parameters would be 
a * 50 and b » 0.01 . The small value of b was forced on 
us largely by the requirement that the profile shape be peaked 
in the neighborhood of y/ó »0.5 . Perhaps this will be more 
clear from Figure 8 when we show two k profiles. Both 
these profiles are for approximately the same and x/ô . One 
is for the model with a ■ 50 and b ■ 0.01 and the other is 
for a ■ 30 and b ■ 0.05 . Both models have roughly the 
same critical Reynolds number. It was felt that the distur¬ 
bance profile for the case a ■ 30 and b ■ 0.05 was too 
flat and that the profile for a * 50 and b ■ 0.01 was 
more representative of what happens in actual boundary layers. 
It is evident that this particular point in choosing a 
desirable model needs considerably mort study. 

Once the model a * 50 and b » 0.01 had been found to 
meet the Initial requirements we had placed on the model, an 
investigation to find out whether, when b is as small as 
0.01 , the terms which contain it enter the calculations in 
any significant way was made. Calculations were run for a ■ 50 
and b * 0.001 and b - 0 . For all intents and purposes, the 
results obtained were the same. On the basis of these results, 
the final model selected for this study was a * 50 and b ■ 0. 



SECTION IV 

CRITICAL REYNOLDS NUMBER CALCULATIONS 

Once the selection of parameters in the model equations was 
complete, an evaluation of the way in which the model described 
the onset of instability for compressible turbulent boundary 
layers could be carried out. To do this, calculations were made 
of critical Reynolds numbers for Mach numbers 0, 3> 6, 9, and 
12 for wall temperature ratios ranging from 0.05 to 1.20. 
The critical values were determined from the amplification 
curves plotted in Figures 9 through 13. These plots, 
following the customary procedure for classical stability 
calculations, are given in terms of the nondimensional para¬ 
meters Rô* and o^ô* . It will be noted from these figures 

that the effect of lowering the wall temperature at all Mach 
numbers, but especially at low Mach numbers, is to lower the 
critical R . This behavior is emphasized in Figure 1^ 
where we have plotted the critical values of R read from 

Figures 9 through 13 as a function of T /T° . The effect of 
W w 

T /T° on R¿* crit shown in this figure is largely due to the 

effect of wall cooling on the ratio of à* , the displacement 
thickness, to 6 , the thickness defined by u/u ■ 0.99. This 
is evident from Figure 15 where we have plotted6 R^ crit versus 

T /T° with external Mach number as a parameter. We note here 

that there appears to be an adverse effect of wall cooling on 
R¿ crit . The favorable effect of Mach number on R¿ crlt is 

expected. 

The fact that the critical R¿ for a given Mach number 
decreases with wall cooling does not imply that the start of 
Instability would move forward on a flat plate as cooling is 
increased. In fact, the opposite is true, as may be seen from 
Figure 16 where we have calculated the critical value of Rx 

corresponding to the critical value of R¿ given in Figure 15 
and plotted these results against wall cooling with Mach number 
as a parameter. Two things are apparent from this figure. 

ij 
It should be noted here that each data point on each of these 

figures represents a complete stability calculation such as that 
shown in Figure 3. Each data point required approximately 2-1/2 
minutes of computation time on a CDC-6600 computer. Although it 
had originally been thought that these production runs could be 
carried out on A.R.A.P.'s computer (an IBM 1130), it was found 
that the computation times proved inordinately long, roughly 
11 hours per data point. In addition, the Hl-digit precision of 
the CDC-6600 in comparison to the 7-digit precision of the IBM 
1130 slightly improved the accuracy of the results. 
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First, the lowered skin friction attendant to wall cooling at a 
given Mach number causes the length of boundary layer run 
required to achieve a given to increase sufficiently to 
more than offset the effect of wall cooling in lowering the 
critical value of . Second, the effect of Mach number on 
the length of run required to achieve instability at a g^ven 
wall cooling ratio is quite large. For example, at Tw/Te ■ 1.0 

the Reynolds number for instability increases from something 

like 6.4 X 10** at M * 0 to something like 2.7 x 10^ at M ■ 12 

The amplification information shown in Figures 9 through 
13 can be plotted in a way that illustrates an important point 
and allows another comparison with classical stability theory. 
In Figures 17 through 21, we have plotted the nondimensional 
amplification rate o^ô» divided by as a function of 

Ró* . The ratio cx^ôVRj* ■ ^M-g/PgUg is a direct measure 

of the amplification of disturbances with x for the case of a 
constant external flow. It is seen that for each Mach number 
and wall temperature ratio the amplification increases with R¿* 
after the critical Reynolds number has been passed, but appears 
to approach asymptotically a maximum value at large Ri* 
Equivalent curves computed by means of classical stability 
theory do not approach a maximum value of amplification at large 
Reynolds number but rather reach a maximum at some finite 
Reynolds number which is a function of disturbance wavelength 
and then decrease again at larger Reynolds numbers. The Reynolds 
number at which maximum amplification takes place increases with 
increasing wavelength. Although we do not obtain this wavelength 
dependent property of classical solutions, the magnitudes of 
the maximum amplification reached in the present calculations 
are comparable in magnitude but slightly smaller than those 
computed by classical stability methods (see, e.g.. Refs. 5 
and 6). For example, at M = 0 and T /T° = 1, we find 

W V? 

(Ref. 5) 

= -2.36 x 10"6 , present method 

Also, a comparison of the damping factor a.ô» found in this 
study with the results of Mack for other Mach numbers (Ref. 6) 
indicates that the values calculated here are of the right 
order of magnitude but are somewhat smaller than classical 
stability results. 

It might be useful to point out here that, for real flows, 
measurements do not, in general, show the fall-off of amplifi¬ 
cation with Reynolds number predicted by classical theory. 



It is of considerable interest to calculate the final 
disturbance distributions in the boundary layer as a 
function of Mach number, wall cooling ratio, and Reynolds 
number when the boundary layer is very close to neutral stabil¬ 
ity and when the boundary layer is definitely unstable. These 
results are shown in Figures 22 through 26 for M ■ 0, 6, and 12 
for the case of an adiabatic wall and for the M ■ 0 and 
M = 12 for the case of a highly cooled wall (T /T: ■ 0.05). 

W V? 

It is interesting to note the movement of the region of 
turbulence production to the outer regions of the boundary 
layer as the Mach number is increased even for the case of 
high cooling ratio. One should also note the very significant 
change in disturbance profile shape with Reynolds number for 
high cooling rates at Mach number zero. This may well 
indicate that, for blunt body laminar layers on high speed 
reentry vehicles where such conditions exist, the actual dis¬ 
turbance profiles may never be able to adjust to their appro¬ 
priate local shape. This would imply that classical stability 
theory or the present method run in a mode analogous to classical 
stability theory is not really adequate for dealing with the 
stability of such flows. It would be far more appropriate to 
do stability calculations for such a case using the method 
devised by Nagel5 (Ref. 4) with ü * ü(x,y) or by the present 
method in the boundary layer growth mode, i.e., for ü ■ ü(x,y). 

5 
It is the opinion of the authors of this report that the 

excellent technique to study compressible boundary layer 
stability developed by Nagel under Air Force sponsorship a few 
years ago has received far too little attention. It would 
appear that many important questions concerning boundary layer 
stability might be answered by rigorous exercise of the 
programs developed by Nagel for the Air Force. 



SECTION V 

RUN-OUT CALCULATIONS 

Calculation of stability limits such as we have discussed 
In the previous section are of considerable Interest from an 
academic standpoint. They are not, however, of great import¬ 
ance to the designer of aerospace vehicles. The designer would 
like to have information concerning the Reynolds number at 
which skin friction or heat transfer starts to Increase as 
transition actually starts. In addition, he would like to know 
what the effect of roughness or external disturbance levels 
would be on this particular Reynolds number. In what follows, 
we will adopt the most common definitions of transition Reynolds 
number, namely, that Reynolds number defined by the wetted 
length at which an Increase in skin friction or heat transfer 
occurs. In our calculations, we will assume that this point 
can be related to the point at which the maximum value of the 
turbulent stress correlation -pu'v' has grown to the point, 
where it is equal to 10g of the local surface skin friction;^ 
l.e., the point at which 

- (pu'vM^jj - 0.1T (0) (33) 

2 
If both sides of Eq. (33) are divided by p.u./2 , we obtain 

iíísâi. 0.05C. (3<0 
Pe f 

In order to carry out such a computation, the disturbance 
equations (Eqs. (21) through (2¾)) are solved in conjunction 
with the mean flow equations ((1^), (15)» and (18)). Now, 
however, we wish to include in some way the effect of the 
generation of the turbulent stress correlation - u'v’ on 
the growth and shape of the boundary layer. To accomplish 
this, we add this stress to the right-hand side of Eq. (15) so 
that it becomes 

(35) 

g.--.. — , ■— - 

Actually, it would be desirable co choose a somewhat higher 
number. However, to use the present model calculations in which 
third-order terms are neglected for stress levels higher than 
0.1 would be stretching the applicability of the method past the 
point where any credibility can be attached to the results. 



Time and funding under the research contract reported here 
permitted us to carry out only a few complete rug-out compu¬ 
tations. These were made for M ■ 0 with Tw/Te " 1*0 

0.05 for a case of high initial turbulence level and partially 
carried out for M ■ 0 and M » 3 with Tw/Te »1.0 for a 

case of low turbulence level. 

The initial conditions for these runs were those of the 
boundary layer at the critical Reynolds number as determined 
from the runs described in the previous section, except^that the 
turbulence intensity was scaled to make Kmax » 3 x 10” for 

the high level case or Kmax = 3 x 10 for the low level case. 

The seven differential equations governing the motion 
(Eqs. (14), (18), (35), and (21) through (24)) were then solved 
simultaneously to track the development of the boundary layer 
in the streamwise direction. Figure 27 shows the results of 
the high level disturbance calculations for M ■ 0. We note 
here that the cold wall case was more stable than the insulated 
wall case as determined by the calculations of the previous 
section. Thus for Tw/T° » 0.05, the run-out calculation 

starts at R « 9.0 x 10^ and for T /T° ■ 1.0, it starts at 
Xj, we 

R * 6.5 x 10 . It is immediately obvious from the figure 

that, although the cold wall case was more stable (in the 
sense that the critical Rx was higher), transition occurs 
sooner. The actual Reynolds numbers for transition as we have 

defined it are 1.45 x 106 for Tw/T° - 1.0 and 6.9 x 105 

for T /T° * 0.05. The implication of this result is that one 
W 6 

should not Judge transition by the criterion of boundary layer 

stability. 

The effect of disturbance level on transition can be seen 
by comparing the results for M * 0 and Tw/Te ■ 1.0 shown in 

Figure 28. Although the run-out calculation for low level 
disturbance is not complete, it is obvious that transition will 
occur at a Reynolds number of approximately 2.8 x 10° which is 
considerably larger than for high level disturbance. Also 
obvious from Figure 28 is the fact that transition at Mach number 
three occurs at higher Reynolds numbers than at Mach number zero, 
both because the boundary layer is more steble at M « 3 and 
because the amplification rates are smaller. An estimate of 
transition Reynolds number for M ■ 3 and Tw/Te ■ 1.0 derived 

from Figure 28 is Rx » 6 x 10^ . 

At the start of this program, it was hoped that run-out 
calculations such as those presented might be made on A.R.A.P.'s 
IBM 1130 computer. This hope was not realized. In the course 
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of the study, the requirement for accuracy in these calculations 
as a result of the very long integrations that are carried out 
precludes the use of a small computer for these studies, both 
from the standpoint of accuracy and of time. The run-outs shown 
in Figure 28 required 24 and 11 minutes on a CDC-6600 computer 
for M ■ 0 and M ■ 3, respectively. This could work out to 
some 100 and 46 hours, respectively, on our IBM 1130 computer. 
For this reason, only the four run-outs shown in Figures 27 and 
28 were completed under this study contract. 



SECTION VI 

COMPARISON WITH EXPERIMENTAL RESULTS 

At the start of this program, it was not known whether 
there would be some relatively simple relationship between 
critical Reynolds number and transition Reynolds number. In 
the previous section, it was shown that the problem of transi¬ 
tion, as defined by the present model, is such that Judgments 
concerning transition cannot be related to the behavior of the 
critical Reynolds number. In view of this fact, it is unwise 
to compare our stability results with measurements of 
transition. 

Had more time and funding been available, it might have 
been possible to compare our results with detailed measure¬ 
ments of disturbance growth in unstable laminar layers. In the 
absence of this information, all that we can say at this time 
is that the amplification rates predicted by classical theory 
are generally found to be of the right order of magnitude when 
tested against experimental observations. Here it must be 
pointed out, however, that the prediction of classical theory 
that amplification rates decrease after reaching a maximum is, 
in general, not observed experimentally. Since the maximum 
amplification rate results found in this study are in general 
agreement with the maximum rates of classical theory, it is 
probable that the present results (insofar as stability is 
concerned) would, in a general way, agree with experiment. 

A great deal more work must be done before any conclusions 
can be drawn concerning the agreement between transition as 
predicted by modeling techniques and as measured experimentally. 
If such studies are to be made, it is strongly recommended 
that the full model equations be programmed and used to make 
these studies. 

Perhaps it will suffice here to present the few quasi- 
linear run-out computations completed in this study with some 
experimentally observed transitions. This is done in Figure 
29. In this figure, both the stability limits found in this 
study and the results of the four run-out computations that 
were made are compared with the general trend of experimental 
results as taken from numerous sources. The general level and 
trend of the results is correct as far as can be discerned 
from the minimal data available. 

Perhaps the most important aspect of this figure is that 
it emphasizes the very significant differences between the 
behavior of critical Reynolds numbers and transition Reynolds 
numbers. These differences are due to both disturbance level 
effects and to the strong effect of wall cooling and Mach 
number on amplification rates. 



It is hoped that, sometime in the near future, sufficient 
funds can be made available to perform a complete set of run¬ 
out calculations in which the effects of disturbance level, 
Mach number, and wall cooling ratio are studied. 
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SECTION VII 

CONCLUSIONS 

1. It appears from the results of a study of a model of 
transition that a tool useful for the study of compressible 
transition might be developed. 

2. Th'? method studied yields amplification rates that agree 
in magnitude with those of classical stability calculations. 

3. The computations show that there is a strong favorable 
effect of Mach number on wetted xength critical Reynolds 
number as well as transition Reynolds number. 

4. Wall cooling has a favorable effect on critical Reynolds 
number. 

5. Wall cooling has an unfavorable effect on transition Reynolds 
number for M = 0 and Tw/T° = 0.05 . 

6. It may be concluded that it is unwise to try to directly 
relate the results of a minimum critical Reynolds number 
calculatior to the prediction of transition Reynolds number. 

7. The present method of simulating transition is capable of 
giving direct estimates of the effect of disturbances on 
transition Reynolds number. These disturbances may be intro¬ 
duced either externally, as in the case of wind tunnels, or at 
the surface of the body, as in the case of ablating surfaces. 



SECTION VIII 

RECOMMENDATIONS 

Because of the encouraging results found in the study 
reported here, it is reconunended that : 

1. A complete set of run-out calculations be carried out 
using the preliminary model of boundary layer instability that has 
been investigated in this report. 

2. A complete compressible transition model be programmed 
and checked out. 

3. Once completed, this program should be used to perform 
an extensive series of numerical experiments on transition. The 
effects of the following parameters should be investigated: 

(a) Mach number; 

(b) wall cooling; 

(c) continuously applied external disturbances; 

(d) continuously applied surface disturbances. 

4. The program should be used to calculate transition for a 
large number of cases where transition has been measured in 
carefully documented environments. 



APPENDIX I 

COMPLETE STEADY STATE EQUATIONS 

Mean Density 

J \ _ _ / ' 11 ^ (paJ);J = - (p'u )(1 

Mean Velocity 

(paJ 1j - - p,j 

- ü^FÜJ^j - (p,u¿uTr)>J • 

Mean Temperature 

(paJ t p'uJI)T(J = - (p T>UJ,)(J - (5Jp'T')( 

*k'k 

Density Fluctuation 

üVf = - 2p^üJj - 2p'J' p#J - 

- 2p(p'u^) - (p,2^j) 



"""■: 1 ". 

Density Velocity Correlation 

pûJ(püJ)^ = - + 2p'uj(p'u^ - p'uj pû^j 

-rr, __ x -rr__ _2-rr 
- p'uJ (pu^j) - ujuJ pp^ - p U^j 

- p(p'u¿u',')jJ - 2p'u¿uJ' p(J - P'ZUJ' 51(J 

- 3îj - 

- (p'P')^ + P'pji + P'tJj 

Velocity Correlation 

pû->(4^)(i - - ^¡¿ úJú1(J - T^ï ûJûkiJ - pu¿uJ' Û1(J 

- p^(J - u¿u¿(püJ)(J - (?u¿u¿uJI)(J 

- (“Jp'uiu¿),j - p'u¿uJ' 5i,j - p'uiuJ' Vj 

- u¿p;k - u¿p;i+ uítí!j ♦ “RTj 
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WWPWIPWI'WWP 

.-J? . - p(T'u^ ’ )p j - pp'T' 

Density Temperature Correlation 

pü^T^îj + p,c üJt,j 

- pp'J1 ? j + 2^(7^),j 

- p(p'T'uJ1)^ - 2(p'T'uJ,)pJ - p'^Xj 

- 2p,2T' - û^(p'^T')j “ P2 T'u^j 

- pp^I - ^ 5 

Velocity Temperature Correlation 

púJ(T'u¿) ^ + p'u¿ üJîj + p'T* ûJû1^ = T'u|(p'uJ ) j 
—P" 
i'UJ 

- (pT'u'u^î^ - (üVt'u^j - pu«uJ' 

-_ -»X _ rr _ 
- pT'u*5 - p'u|uJ T^J - p'T'u J 

- -P“ . <t>' , H' 
- T'p;i + t'ti,j + ui r - ui c: 
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Temperature Fluctuation 

T'j + p'T' ûJTj = I T^(p'ujl - pT'u^y 

- I (pT'V)^ - I (p'T'áú3)(J 

* P,T'uJ‘ ?,J * ^ 5fJ 

. gn U3¡ - 2¿E1 uJ’ t 2¿£. - 2¿S1 

Definitions 

1 + “i.j1 -14¾] 

TJ,= s*U<uj,i + ui,J> + p’ [8W(aj,i + 5i,J 
) - 

* = ay* 

» = S^k 

*' = a3^' + u3;^ 

H' = g 
k' 

- r ÒT 

g, . - i àr - k. àï 
* ÒX1 ÒX 

2 .k-i “I 

ï V.iJ 
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APPENDIX II 

BOUNDARY LAYER MODEL EQUATIONS 

Mean Density (p) 

' = - pü^j - (p'u^ ' )^j 

Mean Velocity (û^) 

p^i j = - p'uj u^j - aJ)(3 

* gJlc(A^ [(P~),k » j,j 

+ iI[8ji(5i,¿+ - f éí5fi],j 

Mean Temperature (T) 

, pu^T j « T(p'u^' ) j uJp^) 

••’ll 
* S “Ík • Gí,ji - I *j “i(J 
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Density Fluctuation (p1 ) 

uJpj| = -2p^ - Sp'J'p^j + gkj(A Æ P^)ij 

P L 

* sJi (“R - Sw t) * xj*"f 4j “ï; 

7P 

illl) 
Lv p ' » ^ ^ 

“7? t ksT PW 

+*111%' (2gW Mu}ui 'Sjí 
JÍ(í¡S¿ - gik |j * Vj) - I 6j urm ^ + g 
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Density-Velocity Correlation (p'u{) 

• ii • nu^ püJ(^ïï[)J = - P75 ûJS1(J * 2p'ui(p'u )(J - P'ui pu(j 

- p'uJ'(pu1(J) - PP(J 

+ ps^Ía |(p'u¿)^ + (P'^»,]), 

t 2AÆg3k [(Füîl.k. + (P^'.ljp.J * A^gJ1ViI“i,J 

+ 2 tí >/K Tjf ü3j -t üJ( A>/Tt 7J)'j 

+(p l bA2/ «st«81 + A^irj 

- P * x) 

- P2( 7.' (¿S^kí^FI ■ 8J£ 1),1 
7P l 

- y [8ki(Gj,£ * J£,J> -1 ‘j5!«] 

. I 6^(-¾ - «ik |),l[6ta"(ÜJ,n. +VJ> -f 6J 

N 

-2 
+ P (7-U gu 

7P 

¿[i 
2pA/K 

= /,2/- Kv"| t p,ul gik 

+ &(uiui'8li 5)J 7 
ksT 

+ • ..— p ' \x[ ^ + T 

Ka^P 

2p A /K 
( uiU¿ - «1K |)J A Æ 

sj£(uíu¿‘gu 

—1 
- -zr P' [8W(51,£ * ^,11 -|4l5íJ,, 
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Velocity Correlation (u¿u¿) 

\ 

= - px 5Jai,j • p7^ • puhuJ'5i,j 

- p -'^¿(pü'’),,, ♦ gJi(pA ^ [(“iu|)|k 

* (^¿),l])(J + A^iJ [(^I),k+ (p^'.l] 51„ 

< A'Æ8Ji[(PT^I),l + (P^'./J^kj 

- (p [»A2/‘st€8t + l),k 

- (p [bA2/£ete8t + 

(a/€st£8t * t)(^¿ - glk I) 

a[gJi(q^);J)i - 2 ^¿]+ S J [gJi(^¿)„ 

+ P 

(uiuJ'),k * (“¡F’’),! * gJi(uiuk - «Ik 1),/] 

-^[«■’'(“l,/ + “/,!> ‘I 61 5fJ,j 

- -T“ P'u¿ 
P 

_«Ji(5k,/+ 3i,k) - f ‘i 5!/],j 

2p AÆ V k Jk 3 

{«Ji(Si,i + ü/,l) - I 4i 5f J - [(x pF)„ 

u Tv/^ 

2p AvT (ujui ‘ «di f J«Ji(ak,/ *5/,k)-f 6ksî/] 
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APPENDIX III 

LAMINAR BOUNDARY LAYER PROFILES 

To calculate the laminar boundary layer profiles needed in 
the present study, we follow a similarity method suggested by 
Lees (Ref. 22) and explored in deta.*1 by Back (Ref. 23). The 
method is outlined below for the spev 1 case of unaccelerated 

flow treated in this report. 

Application of the combined Levy-Mangler transformation 

(III-l) 

to the boundary layer equations for an unaccelerated perfect 
gas yields the following ordinary differential equation 

(III-2) (Cf")' + ff" ■ 0 

where the prime denotes differentiation with respect to q . 

For a power law expression for viscosity 

(III-3) 

the function C becomes 

(1 - - Sf'2^'1 

1 - S / 
(111-4) 

where 
T, 
w 

*w " 
e o (III-5) 

Note that for n ■ 1 , we have C ■ 1 and Eq. (III-2) reduces 

to the Blasius equation. The boundary conditions on (III-2) are 

the following: 



The velocity profile and other important physical quantities 
are calculated from the solution of (III-2) as follows: 

U_ 
U. 

T 

1/2 

f'(n) 

gw * (1 ■ gw)f’ - 
1 - s 

Sf,2 

(III-7) 

(III-8) 

[e^n + - sf f'2 dnj 
n-n .99 

(III-9) 

n 99 - value of n where u/ue -0.99 

6*R1/2 
X 

0R 
1/2 

/00 

+ Sf'Hl - f) dn 

0 

Í X - S2 I f'(1 - f') dn 
0 

/Ç(rh) f"(0) 

6* 
h ■ ■gr 

(III-10) 

(iii-ii) 

(III-12) 

(III-13) 

Equation (III-2) was integrated numerically by the Runge- 
Kutta-Qill method. Following Back, quasi-linearization was used 
to facilitate application of the boundary conditions. The 
FORTRAN computer program executes in approximately 6 minutes on 
the IBM 1130 and in 1.5 seconds on the CDC-6600. 
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Figure 1. Results of hypothetical measurements of r and (u'u')ma-. 
W mOlA 

for a boundary layer on a flat plate with disturbances 
introduced upstream of the Initial measurements 
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Figure 2 
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STABLE 
VJJNSTABLE 

#2 

UNSTABLE 

^ DISTURBANCE 
MODE # 3 

Typical stability diagram in which several different 

types of disturbance are introduced 
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Figure 3. Probable spreading of regions of instability due to 
& environmental effects. A reference line is shown 

indicating a possible lower bound for all disturbances 





R» Rftcritl«« 

Figure 5. J^havior of Kmax and IK with Rx for M 0 
and T^/Ig * 1.0 

5-45 

iiki'Wi ....... iANIHliil MÜMM 



\ 

Figure 6. 

.... 

Behavior of Kmax and IK after introduction of 

disturbances for = 600, M = 0, and Tw/T° = 1.0 
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Figure 7. Typical plot used for the determination of the critical 

Reynolds number Ró* crit * Ró*^al^* * 
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Figure 3. Comparison of typical disturbance distribution shapes 
for the two models: a = 30, b = 0.05 and a =o50, 
b = 0.01. Ró a 1100, x/ô s 30, M = 0, and T^/T^ * 1.0 

5-48 



..-""WW.. ..Ill.. "W1 ■ '■ ™. "PW 
•i i iiiiiiiiiiifcii«iiiiwiirarfrr^f ...* 

U 

) 

K_ 

Figure 9. Amplification a^ó* as a function of R¿* at M 
for several wall cooling ratios 
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Figure 10. Amplification aiô* as a function of Ró* at 
for several wall cooling ratios 
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Figure 11. Amplification c^ô* as a function of R¿* at M ~ 6 
for several wall cooling ratios 
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Figure 13. Amplification a^ô4 as a function of R¿# at M 

for several wall cooling ratios 
12 
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P’lgure l4. Dependence of critical Reynolds number based on Ó* 
on wall cooling ratio for several Mach numbers 
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Figure 15. Dependence of critical Reynolds number based on 6 
on wall cooling ratio for several Mach numbers 
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Figure 17. Amplification o^ôVR^* as a function of for M = 0 
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Figure 18. Amplification c^ô*/^* as a function of R¿* for M 3 

5-58 

VJ 

Ö 

\ 
. .-.... 



X 10' 

j! 

50,000 

Figure 19. Amplification a16*/Ró» as a function of Rô* 
for M = 6 
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Figure 21. Amplification o^ôVR^* as a function of R¿* for M 12 
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Figure 22. Disturbance shapes for M = 0 and T /T° = 1.0; 
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critical Rô » 1250 
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Figure 24. Disturbance shapes for M 
critical R. = 8000 

6 and T /T° 
w e 1.0; 
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Figure 25. Disturbance shapes for M = 12 and 
critical Rô = 29,000 
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Figure 26. Disturbance shapes for M 
critical = 13»500 

12 and Tw/t£ = 0.05 i 
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Figure 27. High disturbance level calculations for M - 0. 

0W<°> = 3 - IO' ) 

5-67 

............ 



M
=

0 

T:sF^|pW^i^r,^p|iir<n-|ii»?»r,'’’'Pff '1 '^flíípwTpip'11T PtHI !. .. 1.mil. ... iiin Itou.—¿U-» 
if 

fi 

K 

Ç0‘ 

5-68 

U 

on 

T3 
c 
(O 

O 

II 

S 

U 
O 

<M 

C 
O 

■P 
CO 

3 
ü 

CÖ 
ü 

P 
3 
O 
I 

§ 

<0 ^ 
>VÛ 
0) I 

r-H O 

V 
o y 
c 
CO CO 

II 

P 
m 

TJ 

* 

PS 

J 
CO 
CM 

t 
ã 

I 

O 

ÉriUrftfhÉÉUÉWfiikMttÉliÉiÉtaÉiNiMdliilÉiiÉf^" U»,-!..., ■ ... 111,,1^11...,,,1^.1.^^.4...... il." II 



0 MADDALON, HENDERSON 

V MCCAULEY, SAYOAH, BUECHE 

A SANATOR, DECARLO, TORILLO 

O STETSON, RUSHTON 

O STAINBACK 

O MATEER, LARSON 

□ SOFTLEY, GRÄBER, ZEMPEL 

d SOFTLEY 

X Dl CRISTINA 

O TANI 

I NAGAMATSU, GRÄBER, SHEER 

I SHEETZ 

b SCHUBAUER, SKRAMSTAD 

d CARY 

d DEEM, MURPHY 

À WHITFIELD, IANUZZI 

PRESENT DATA! 

K mox (0) T*/y 
0 3 X 1.0 

V 3 x'0‘4 1-0 
A 3 XIO'4 0.08 

0 

-L. I-1_I_I_I_ 

0 2 4 6 8 10 12 
Me 

Figure 29. Comparison of present stability calculations for critical R 
and transitional Rx from run-out calculations with x 
experimental results. 

5-69 



REFERENCES U 

1. Morkovin, Mark V.: "Critical Evaluation of Transition from 
Laminar to Turbulent Shear Layers with Emphasis on Hyper- 
sonically Traveling Bodies,"AFFDL-TR-68-lK9, March 1969. 

2. Donaldaon, Coleman duP.; Sullivan, Roger D.; and Rosenbaum, 
Harold: "Theoretical Study of the Generation of Atmospheric 
Clear Air Turbulence," AIAA Paper No. 70-55, presented at 
AIAA 8th Aerospace Sciences Meeting, New York, January 1970. 

3. Reynolds, Osborne: "On the Dynamical Theory of Incompressible 
Viscous Fluids and the Determination of the Criterion, 
Phil. Trans. Al86, 189^. 

4. 

5. 

Nagel, A.L.; Savage, R.T.; and Wanner, R.: "Investigation of 
Boundary-Layer transition in Hypersonic Flow at Angle of 
Attack," AFFDL TR-66-122, August 1966. 

Wazzan, A.R.; Okamura, T.T.; and Smith, A.M.O.: "Spatial and 
Temporal Stability Charts for the Falkner-Skan Boundary-Layer 
Profiles," McDonnell Douglas Report DAC-67086, September 19oö. 

6. Mack, Leslie R.: "Boundary-Layer Stability Theory," JPL 
Report 900-277 Rev. A, November 1969. 

7. Maddalon, Dal V.; and Henderson, Arthur: "Boundary-Layer 
Transition on Sharp Cones at Hypersonic Mach Numbers, AIAA 
Journal, Vol. 6, No. 4, March 1968, p. 424. 

8. McCauley, W.D.; Saydah, A.R.; and Bueche, J.F.: "Effect of ^ 
Spherical Roughness on Hypersonic Boundary-Layer Transition, 
AIAA Journal, Vol. 4, No. 12, December 1966, pp.2142-2140. 

9. Sanator, R.J.; DeCarlo, J.P.; and Torillo, D.T.: "Hypersonic 
Boundary-Layer Transition Data for a Cold-Wall Slender Cone, 
AIAA Journal, Vol. 3, No. 4, April 1965, PP- 758-760. 

10. Stetson, K.F.; and Rushton, G.H.: "A Shock Tunnel Investigation 
of the Effects of Nose Bluntness, Angle of Attack, and Boundary 
Layer Cooling on Boundary Layer Transition at a Mach Number of 
5.15," AIAA Paper No. 66-495, Los Angeles, June 1966. 

11. Stainback, C.P.: "Some Effects of Roughness and Variable 
Entropy on Transition at a Mach Number of 8," AIAA Paper No. 
67-132, New York, January 1967. See also NASA TN D-4961, 

January 1969. 

12. Softley, E.J.; Gräber, B.C.; amd Zempel, R.C.: "Experimental 
Observation of Transition of the Hypersonic Boundary Layer, 

AIAA Paper No. 68-39, 1968. 

5-70 

... 



13. Softley, E.J.: "Transition of the Hypersonic Boundary Layer i 
on a Cone: Part II, Experiments at M = 10 and More on Blunt- I 
Cone Transition," GE Space Science Lab., MSD, Document No. I 
GE-TIS-R6ÖSD11I, October 1968. J 

14. DiCristina, V.: "Three-Dimensional Laminar Boundary-Layer I 
Transition on a Sharp 8° Cone at Mach 10," AIAA Journal, Vol. 1 
8, No. 5, May 1970, p. 852. 1 

15. Tani,1.: Boundary Layer Transition. Annual Reviews of Fluid 
Mechanics, Volume I (Annual Reviews, Inc., Palo Alto, 1969). 

I 
16. Nagamatsu, H.T.; Gräber, B.C.; and Sheer, R.E.: "Roughness, 

Bluntness, and Angle-of-Attack Effects on Hypersonic Boundary 
Layer Transition," J. Fluid Mech., Vol. 24, Part 1, January 
1966, pp. 1-31. 

17. Sheetz, N.W., Jr.: Boundary Layer Transition on Cones at 
Hypersonic Speeds. Proc. Navy-fclASA-LÏV Symposium on Viscous 
Drag Reduction (Plenum Press I969). 

18. Schubauer, G.G.; and Skramstad, H.K.: "Laminar Boundary Layer 
Oscillations and Transition on a Flat Plate," NACA Report 909, 
1948; J.Research National Bureau of Standards 38, 1947, pp. 
251-292; J. Aero. Sei. I4, 1947, pp. 69-78. 

19. Cary, A.M., Jr.: "Turbulent Boundary-Layer Heat Transfer and 
Transition Measurements for Cold Wall Conditions at Mach 6," 
AIAA Journal, V01. 6, No. 5, May 1968, pp. 958-959. 

20. Deem, R.E.; and Murphy, J.S.: "Flat Plate Boundary Layer 
Transition at Hypersonic Speeds," AIAA Paper No. 65-128, 
January 1965. 

21. Whitfield, J.D.j and lannuzzi, F.A.: "Experiments on Roughness 
Effects on Cone Boundary Layer Transition up to Mach 16," 
AIAA Journal, Vol. 7, No. 3, March 1969, pp. 465-470. 

22. Lees, L.: "Laminar Heat Transfer over Blunt-Nosed Bodies at 
Hypersonic Flight Speeds," Jet Propulsion, Vol. 26, 1956, 
pp. 259-269. 

23. Back, L.H.: "Acceleration and Cooling Effects in Laminar 
Boundary Layers - Subsonic, Transonic, and Supersonic Speeds," 
AIAA Journal, Vol. 8, No. 4, 1970, pp. 794-802. 

5-71 

J 



(This page Intentionally left blank) 

t 

5-72 
n 

... ttillÉMÉiÉUÉiÉi ÉÉÉÉÍHÉÉÉÉÉÉIÉ 



J

SESSION V

WORKSHOP COMMITTEE 
RECOMMENDATIONS

Dr. Kenneth Lobb, Chairman



flomiTTEE A - THEORETICAL APPROACHES 

Dr. Ill Rcshotko, Chairman 

Tha itana diacuaaad by tha Coomlttaa on Thaoratical Approachaa can be 

ll.t.d M ihow i« tÄU I. ÍMicrily, th. th.ot.tlcl .«*1« that w 

vith cm1 ba divided into three categoriaa. 

Tha firet category ia that of linaar atability. In thia category are 

«tocrtUd th. ch.r.ct.rl.tlc .{ th. booDdaty Uy.r uh« vl««d » • ll«*r 

o.dilator. Th. It«. U.t.d 1. th. Lln..t SubiUty colmo of Tdl. I «• 

th. futon that .ff«t th. boundary layar profila., banca da charact.r- 

latlca of th. «dilator. Cat.*»ty tw - ««ptlrity - d.al« dth tb. 

Input disturban«. th«..l«i. It Include, th« dncrlptl« of h« th« 

antar th. boundary layar «d «hat thalr .ltn.tur. la ln th. dl.turbuc. 

fl«. Tha rupoua of tha boundary layar *h«a charactarl.tlc. u « 

«dilator an d..crlb.d by ct.,.ry On. atudl« to th. dl.turbuc. ll.t.d 

ln Category Tvo r.pr.aant. th. lnltl.1 11«« portl« of th. tramltl« 

pro«.«. Tha third c.t.gory of th.oretlc.1 «pproach la that of "««Motion ^ 

th««" Including Mn-ll«.r pro«««. An aunpla of » trandtlon th.o«, 

1. eh« Donald.on-T.t.. approach to trnaltloo through iny.rlnt «doling 

which vu dMcrlbad at thla vorkahop by Dr. Tat«. In a trawltlon theory 

you atart fr« .cratch dth Navler-Stok« «nation, auming an .pproprl.t. 
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TABLE I 

THEORETICAL APPROACHES 

LINEAR STABILITY RECEPTIVITY TRANSITION THEORIES 

(Eigenvalue problema) 

Piet Plate & Cone 
Temperature level 
and dletributlon 

Pressure Gradient 

Suction and Blowing 

Bluntness 

Roughness 

(Non-eigenvalue problema) 

External Pressure Flelde 

Free Stream Turbulence 

Entropy Dleturbances 

Model Vibrationa 

Invariant Modeling 

Non-linear disturbance 
equations 

Include distortion of 
mean flow due to tv 

Mode coupling 

Turbulent Energy level 
approaches 

Angle of Attach 

Sweep / 

Other 3D 

Longitudinal Curvature 
/ 

Streamwlse Vortices 

Transverse Curvature 

disturbance input (and each theory needs some kind of Input). Then you let 

the calculation run as far as you think It can or should go. In addition, 

you must choose a transition criterion based either on disturbance energy 

level, a comparison of Reynolds atraso with viscous stress or some equiva¬ 

lent criterion. When the calculated quantities reach the point where they 

satisfy the chosen transition criterion then the transition Reynolds number 

can be Identified from the calculation. Table I lleta a number of forms of 

transition theory and the non-linear elements that enter into them. 
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Now, let me go back and discuss some of these In a little more detail. 

So far the linear stability theories have received the greatest emphasis and 

within this category most attention has been given to the sero pressure 

gradient cases of the two-dimensional flat plate and cone at sero angle of 

attack. Attention has also been given to temperature level In these calcu¬ 

lations but not to axial temperature distribution. There are other factors 

which modify the two-dimensional boundary layer (when 1 say two-dimensional, 

I mean also axi-symmetric) in the sense that they modify the profile. In a 

linear stability calculation, one studies the stability of a profile so the 

key thing with respect to linear stability Is that anything that modifies 

the profile changes the nature of the amplifier. Factors that change the 

profile of a two-dimensional boundary layer are: (Table I, Category 1) 

pressure gradient, suction and blowing, bluntness and roughness. We can 

also go Into three-dimensional problems by Introducing, for example, angle 

of attack and sweep. Other factors which may change the profiles are longi¬ 

tudinal curvature, streamwlse vortices (whether arising from longitudinal 

curvature or from other defects or aspects of the geometry) and transversa 

curvatura. 

In Category 2 (Table I) we have the various kinds of disturbancas that 

may axlst and wa hava to figure out how they couple with the boundary layar. 

Tha Information generated to date on the external pressura flalds indicates 

that they seem to enter rather cleanly from a theoretical point of view. 

We do not as yet have as workable a theoretical procedure for Introducing 

free-stream turbulence and entropy disturbances Into the boundary layer. 



The introduction of model vibrations into the theory while conceptually not 

difficult has yet to be studied. 

There has been some progress in developing the elements of sosw of the 

non-linear processes and transition theories but not to the point where they 

are sufficiently Independent of empiricism to yield any new Information. 

The empirical elements of these theories are themselves in a state of flux. 

The basic objective of people engaged in theoretical work is to under¬ 

stand mechanisms, to understand physically how the elements of a given prob¬ 

lem in mechanics work. Ue have before us in Table I the elements of the 

transition problem and now we simply have to get busy and start putting them 

together in an understandable way. From the Committee discussion, the ele¬ 

ments that seem most neglected to date are in Category 2 and it is felt that 

in the iunediate period of time there should be concentration on this cate¬ 

gory. More can, of course, be done in the area of linear stability, par¬ 

ticularly for problems other than those Involving zero pressure gradient 

boundary layers. As far as the transition theories go, they are interesting 

but it is not clear as to what Intensity of effort should be put into them 

at this time. We agree however that there should be no lessening in the 

effort on transition theories. But if one is seeking to attack theoretically 

an area which can be most fruitful for understanding of mechanism and for 

the help that it might give to experimentalists, we feel that the problems 

to study are those concerned with free-stream turbulence, entropy distur¬ 

bances, radiated sound, bluntness and roughness. 
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COMMITTEE B. TRANSITION DATA CORRELATION APPROACHES 

MR. LEITH POTTER CHAIRMAN 

Appropriately, we started by considering the purpose of correlations. 

We think that's to help the designer and advance the general understanding 

of the problem. Then we got on to some of the details which I shall review 

now. 

Several of the members felt that improved consistency in the inter¬ 

pretation of the full-scale flight results and uniformly rigorous computation 

of flow conditions would be big assets. The flight data, of course, come 

from a number of different types of sensors; e. g., thermocouples are 

buried differing distances below surfaces, transition is inferred from total 

drag, from base pressure, etc. I think most of us who don't normally work 

with those data felt that the reports at this meeting showed a considerable 

improvement in the quality of the flight data. Nevertheless, people who 

work on flight data believed that they could be still Improved by a more con¬ 

sistent manner of instrumentation and interpretation of the results. 

Another point is that it would be a great service to would-be corre¬ 

lators if the data from flights were more widely available. Obviously, it's 

quite a task to put the flight data in a form that can be used directly for 

studying correlations of transition. Perhaps the data could be made avail¬ 

able to appropriate organizations after screening by a critical group familiar 

not only with the flight techniques and data interpretation, but also familiar 
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with transition research. Such a summary booklet should contain all x j 

pertinent vehicle and flow conditions. The manner of determining tran~ 

sition location should be defined, or the data given so that the individual 

worker could make his own determination. The local flow conditions 

should be included, ail calculated in a consistent and suitably rigorous 

mannet. Now this sounds like a big order, but a few people have been 

doing it. We heard them reporting at this meeting, but we felt that some 

other correlations or some other ideas about correlation might be forth¬ 

coming if others had access to the data. I don't know whether making a 

body of selected flight data available is feasible, but that's not a problem 

for committee recommendations. We only suggest that it be considered. 

The third point is that we feel that correlations that omit known \ 
V I 

parameters, or parameters where there is evidence of importance, must 

be viewed with considerable reserve. Success in collapsing the data is 

certainly one requirement for a successful correlation, but maybe not the 

whole story. When parameters that are believed to be important are not 

included in the correlation, then one wonders how much one can trust the 

correlation. 

Some of the people in our meeting then wanted to list parameters. 

It's very possible that in our haste we might have forgotten something, but 

here is our list: 
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Edge Mach number 

Edge unit Reynolds number (or associated quantity) 

Wall-to-adiabatic recovery enthalpy ratio (or as Beckwith has 
pointed out, possibly a more effective parameter is the wall- 
to-boundary layer edge enthalpy ratio) 

Total temperature or total enthalpy may be a factor 

Pressure gradients in all three dimensions 

Temperature or wall enthalpy gradient 

Chemical composition of the boundary layer (that is, “¡e composition 
of the fluid adjacent to the surface conceivably is a factor, as 
pointed out by Berkowitz, et al. in this meeting) 

Angle of attack 

Rate of change of angle of attack 

Mass transfer, M (blowing or sucking) 

Distribution of M 

Surface roughness and waviness 

Surface vibration 

And I haven't even listed the other factors that might be important in the 

wind tunnel environment. These are just the things we thought of that are 

necessary to look at when analysing flight conditions. It was pointed out 

too that the correlators often tend to ignore the factor of memory (or the 

history of the boundary layer) and tacitly assume that the input disturbances 

of importance are covered by the things that I listed earlier, the local Mach 

number, Reynolds number, etc. 
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Two current types of transition problems ere emphasized during 

our discussion, although it is by no means assumed that other cases are 

solved. One of these recurrent problems is the prediction of transition 

conditions in the nose region, say for S/Rj^~< 5, where transition is 

very near the stagnation point. Now the same parameters probably apply 

there, but the priority or the ordering of the parameters may be different. 

For example, flow property gradients normal to the surface should not be 

ignored. There is a need for new data, but we shouldn't ignore the old 

data which some of our younger associates may not have heard of, such as 

the X-17 experiments. This stagnation region transition problem merits 

renewed attention. The same can be said about three-dimensional lifting 

body flows which give rise to new parameters such as cross-flow Reynolds 

number, as discussed by Pate and Adams. These subjects have been 

covered in reported research, but there is not an abundance of data, at 

least not in the form one would need for correlation purposes. 

Finally, it was emphasized that simply succeeding in collapsing 

the data by taking fractional roots of the parameters and extensive use of 

log paper is not really the final test. The final test, as someone demon¬ 

strated to us during this meeting, is the uncertainty band resulting when 

the station of transition is predicted in physical coordinates. And so the 

sensitivity of the parameters is something to consider in evaluating corre¬ 

lations. 
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COMMITTEE C TRANSITION FLIGHT TEST EFFORTS NEEDED 

DR. F. L. FERNANDEZ, CHAIRMAN 

The panel on Flight Test Experiments addressed questions related to 

the problems of flight measurements and flight test planning. First, we 

obtained some indication as to what kind of flight measurements are needed, 

above and beyond the kind we now make. Secondly, we attempted to suggest 

new forms of flight experiments. Considerable time was devoted to describing 

our problem domain to the panel members. By "our problem" is meant the 

ABRES type of problem. It was quite surprising to much of the audie ice that 

we were addressing primarily the flow in the first four and five nose radii from 

the stagnation point and that we are concerned with the problem of angle of attack. 

It was felt that this had been covered during the first day. It was also quite sur¬ 

prising to most attendees that we were addressing situations where, under the 

best of conditions, our boundary layer was a rather strange one; that its thick¬ 

ness, in some of the critical regions was perhaps less or, at best, just slightly 

more than the smallest height of some of the roughness being discussed. People 

were shocked that we were talking about boundary layers a few mils in thickness 

in the nosecap region and about materials whose inherent roughness is also 

several mils. Indeed, we were not speaking of small roughness buried in the 

boundary layer. 

It was generally agreed that, when we go to angle of attack and attempt 

to obtain data up near the nose region, the present techniques employed, such 

as a backface thermocouple measurement, are inadequate. The approach which 

will have to be taken in order to interpret what is going on, or to provide us with 

an alternative to flying many vehicles to categorize what is happening, is to use 

a complement of ground test data and what would be considered as high-risk 

flight test experiments. By this is meant the following: We may be forced, after 

going through a suitable ground test program to try to isolate the main parameters 

for our case, to instrument a graphite nose tip, knowing there is a chance that, 

purposely, it may fail. In designing the experiment, we will have to guarantee 

that, if the failure of that tip takes place due to the holes that have been drilled or 

what have you, the failure will take place at a different altitude regime, say, than 

the one at which we want to make our measurements. Other variations on this, 

such as sacrificial skins, also must be considered. These are felt to be high-risk 
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experiments. Admittedly, this is a different way of thinking than we are 

accustomed to. Ordinarily, we design nose tips as best we know how and then 

tack on the instrumentation without jeopardizing the survivability of the nose tip. 

The severity of our present situation may justify high-risk experiments such as 

those described above. 

Additionally, there are other points to consider. From the theoretical 

and ground test people, we need simple scaling laws that will aid in defining our 

flight instrumentation. Listing ill of the possibly important parameters is of little 

use. The ground test can and should be used, perhaps, to shake out some of these 

parameters and give us more information as to what we should look for with a 

limited amount of instrumentation in order to put together any reasonable flight 

experiment. For example, it may be that we can get-all the data we need out of 

a sphere that is one foot in diameter rather than one inch. In this case, we may 

be able to configure a flight experiment where we can, indeed, put the instrumenta¬ 

tion in a sphere and fly it. We need help in these areas from the ground test and 

theoretical people. It would seem that one of the basic products of any theory 

should be scaling laws, even if it does not come out with a number. This is the 

first thing a theory must give if it is to be of value--some scaling laws that 

indicate how to plot the data once it is obtained. Hopefully, some of these theories 

will give us scaling. 

Finally, it does not seem improbable to ask that careful calculations be 

performed for some of the cases where it is felt we have good flight test data. 

For the most part, this problem has been relegated to the background, and many 

researchers, for the past ten years, have been working on hypersonic wakes, etc. 

Techniques that are from ten to fifteen years old are still being used to calculate 

the laminar flow that should be the thing that all the pirameters like receptivities, 

etc., are feeding on. People are still trying to do transition correlations using 

locally similar techniques. Present computers allow one to do good laminar flow 

calculations where there should no longer be a question whether there is a factor 

of two in predicting displacement thickness or momentum thickness. One can 

include things like mass addition and the real pressure field. These calculations 

are difficult, but not necessarily out of scope. They are certainly not out of scope 

when comparad with the cost of running an experiment at a large wind tunnel. 

These were the main areas of discussion and, although we were unable to 

fully answer the questions posed, it was agreed that the problem is sufficiently 
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critical that we must finally contemplate some higher risk experiments in 

flight to obtain the proper data. 





COMMITTEE D._TRANSITION GROUND TEST crruma --- 

.CHAIRMAN 
DR. MARK V. MORKOVIN 

Because of un.chedol«! tat.rf.r«nc«, we "»round-te.tor." had a rather 

short and disorganized «eating. Within o«r group there are etrong feelings 

and some differences of opinion on transition research In ground facilltlee. 

I trust that those of our group who «y feel that what I report her. doe. 

not reflect well enough our overall view, and «..de will .peek up et the end 

and register any omissions or their own separate views. 

We started our discussion attempting to respond to Frank Fernandes’ 

Comittee C. In particular to the challenge of ecallng their flight treneitlon 

via blunter «id larger -odels (with better epetlel reaolutlon) In ground 

facilltlee. L-edletely. thi. brought u. up egelnet the key proble» for 

aeaningful ground teetel Identification of the do.ln.nt lector, or cue« 

for traneition on the prototype flight.. For. it 1. the re.trlcted .ub.et 

of factor, which control the .peclflc type of trewltion »de In the given 

co.pl« overall environ«« (Fig. 1 of .y "Open Que.tlone", y..t.rd.y> -Ich 

provide the guide to potentially eucceful ed hoc .ding. Thu. we were 

told lust a couple of hour, ego that the ABRES type tr.n.itloo on .lender 

bodies with «detete blunting 1. apparently not .endive to dl.turb.nce. In 

the free .tres». Thi. would rule out .ding with «plltud« end «../fre¬ 

quency ch.ract.rl.tic. of th. fr..-.tr«. di.turbanc... Sine, the letter h.v. 

be« Identified by Kendl, P.te, .nd Co. .. prl«r, fetor. In tr.n.lllon on 

slender bodies In wind tunnel., th. ...enc. of th. proble. of ground .ful.tio. 

ha. b.« illustrât« In thi. contr..t. To be In th. .erne ball p.rk nan. 

that w. have to .Inulate th. eube.t of controlling factor, (cue..). 

in th. rol. of a ..rvlc. group, th. ground «perinentor. need to heve 

th. flight p«pl. .nd the design«. h.lp to d.fln. th. likely dc.in«.t c«,... 
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of ABRES transition, shuttle transition, Project X transition, etc., in order 

to be of more direct use to such programs! Frank's earlier conaents end 

challenge indicate that there are no viable alternatives to such cross-dis¬ 

cipline cooperation. The two transition forums organized by our hosts have 

laid the groundwork for such cooperation. 

Important national programs point us in the direction of the ball park 

with a combination of conditions of high unit Reynolds numbers and roughness 

with low wall-to-recovery temperatures, Tw/Tr» and with or without ablation. 

This is a difficult, catch-aa-catch-can proposition to be faced by the ex¬ 

perimenters in terms of the peculiarities of their facilities. As I smphasized 

in my presentation,this ball park ia unlikely to be truly illuminated until 

we understand better the vexing problem of temperature sensitivity - the zigs 

and zags of my Figures 3-5. I have asked Leith Potter to follow me with extra 

comments on these conditions of high unit Reynolds number and low TjTx about 

which he has done a lot of thinking in connection witn ballistic range». 

The aforementioned free-stream disturbances in supersonic tunnels con¬ 

taminate the boundary layer on the model so that the significance of tunnel- 

observed transition with respect to that in flight must be questioned. We 

feel that testing in contaminated tunnels remains meaningful with respect to 

transition mechanisms and mild lower bounds whenever the transition mechanism 

or "cause" is clearly dominant. For instance,strong ablation or strong wall 

blowing almost surely override the influence of tunnel wall irradiation, viz. 

Stalmach's presentation. Kendall'» documentation of the (relatively slow) 

manner in which the dieturbances lead to transition supports our communal 

feeling that "differential" testing and experimentation in contaminated tunnels 

makes some, though limited sense. Kendall himself demonstrated the "differential 

effect» of email blunting of a flat plate, and of small angle of attack on a 
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slender cone directly in terms of the evolution of the growing boundery-leyer 

fluctuations. 

Almost with the same unaminlty we felt that for blunt bodies with sub¬ 

stantial roughness the tunnel contamination is likely to play a secondary role. 

The "early" transition process (Rq < 300) on blunt bodies, especially with 

high cooling, apparently does not represent "normal" amplification process 

into which the irradiation from the tunnel sidewalls would significantly 

couple. Insofar as the ABRES transition includes features of the early blunt- 

body transition, there could then be some possibility of scaling experiments 

in wind tunnels. This meeting, I believe,provided extra motivation for the 

tunnel people to exercise their ingenuity and flex their facilities in this 

direction. 

Our group agreed that a continued effort in definition and spectral 

classification of free-stream disturbances was desirable in connection with 

typical transition tests in wind tunnels. While it may bring out additional 

perplexities, as Bertram's and Owen's reports yesterday exemplified, we feel 

strongly that such an effort is necessary (though not necessarily sufficient) 

for the clarification of the embarrassing differences in results between dif¬ 

ferent tunnels. 

Despite the preceding several fruitful areas of research in contaminated 

tunnels, any such transition results remain tainted. We generally support 

the push towards "quiet tunnels". Besides the Mach 2 and 4 tunnels reported 

upon by Ell Reshotko on Thursday, there was a feeling that we should be con¬ 

cerned with developing a quiet tunnel with high enough Reynolds number to ba 

able to observe uncontaminatad transition at Mach 10-12. This would aim at 

the Important extrapolation of R^^ to really hypersonic conditions and its 

2 5 J 5 4 
likely uncontaminated dependence on M (M ’ , M * , M , or what?). Mach 10-12 
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makes a good target because such conditions remain within the range of 

reliable instrumentation as well as of good enough theory: Leslie Mack's 

new computer program extends its usefulness to perhaps M ~ 14. 

The shortness of our meeting was more than compensated for by the fact 

that most of the ground has been carefully considered by the NASA Transition 

Committee as described by Eli in his keynote address, and to some extent in 

my "Open Questions" presentation (which is an updated version of my status 

report to NASA, leading to the formation of that Committee). You-all will 

find additional ideas and suggestions in these reports, e.g. concerning the 

needed interplay between experiment and theory and between different facil¬ 

ities. Committee D did not really get to the ballistic range questions - 

Eli's and Potter's papers report a consensus on the desirable and feasible 

experimental targets. 

Personally, 1 would like to commend to you a broader utilization of the 

general "spoiler" technique of testing for sensitivity to various parameters 

which was used so effectively by Potter in connection with vibration effects 

of the ballistic models. For instance, flights through "known" turbulence, 

purposely introduced into the ballistic range, would tell us whether the ABRES- 

type models "have the right" to be insensitive to free-stream disturbances as 

we are told that they are in atmospheric flight. Also, I would be willing to 

bet that acoustic radiation from the range sidewalls generated by the sabot 

impact (the radiation which Potter showed us how to avoid in his now classic 

R/L range studies) makes little difference to the model boundary layer, be¬ 

cause of scale mismatch, leading to negligible receptivity for the disturbances. 

On-purpose, sidewall-banging excitation of the free stream with other conditions 

unchanged from thore of Potter could validate this conjecture, and with it the 

many ballistic range tests where the sabot-bang contamination is present. In 

other words, perturb for sensitivity those disturbances and parameters that 
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you cannot reduce: if you can't like then, join theml Even in flight teats, 

larger bodies can have strips or wedges of their surface covered with known 

surface roughness while comparable segments retain their normal smoothness. 

The effects of free-stream disturbances, temperature history, and other 

parameters, would then be the same and could make the transition diagnosis 

much more definite. Etc., etc. 

This brings us to the desirability of returning periodically to "standard 

conditions" for checks on repeatability in presence of the large complex of 

unmeasurable or unmeasured environmental parameters. Bertram's report yester¬ 

day on the case of non-repeatability of the results under presumably identical 

wind-tunnel conditions is not an isolated instance. It only drives home the 

fact that the twin features of large amplifications and vast number of inputs 

and modifiers make the transition process non-deterministic as compared to, 

say, the quasi-deterministic turbulence itself. Several people in our group 

made strong pleas for systematic extra measurements defining the environment 

including free-stream spectra and vibrations, so as to minimise and/or explain 

such discrepancies. Of course, one can go just so far with these expensive 

and time-consuming techniques without adequate theoretical modeling to provide 

the conceptual framework. Nevertheless, more can be done at moderate costs, 

say by monitoring the wind tunnel sidewalls. 

Pleas were also heard for redundancy of transition measurements themselves 

We have known for some time that as Mach number increases the domains of essen¬ 

tially laminar and highly agitated flow coexist not only in spanwise direction 

but also in the direction normal to the flow. Bertram’s vivid example yesterday 

underscores the fact that different instruments are "blind" and can give sub¬ 

stantially different samplings of the same elephant - hence the plea for re¬ 

dundancy of transition identification. 
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1>. ABSTRACT
The workshop consisted of introductory remarks, a keynote address, four reporting in­

vestigation sessions and a session involving all participants on four committees.
The objective of the meeting was to make transition specialists aware of the most 
recent data and techniques for transition prediction and to focus on the solution of 
design problems associated with boundary layer transition. The first session showed 
how transition affects reentry vehicle design in terms of nose tip thermostress and 
ablation, transpiration cooled nosetips, frustum ablation, reentry observables, plasma 
attenuation, vehicle dynamics and space shuttle design. The second session presented 
ABRES reentry vehicle transition data and prediction techniques obtained since the 
previous meeting four years ago. The third session presented recent applications of 
stability theory, additional confirmation of the theory and work toward transition 
modeling. In the last session the meeting participants worked on four committees to 
arrive at recommendations for future efforts on boundary layer transition.
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