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ABSTRACT 

The "Studies in Optics" described are directed 

towards the assessment and improvement of laser output 

characteristics and to problems in the use of the coherent 

output of a laser in optical systems. The various aspects 

of this work are clearly interrelated but for clarity are 

grouped into four parts.  Section II consists of a study 

of techniques for assessing and improving laser beam pro- 

pagation characteristics including apodization of coherent 

imaging systems and holographic methods of measuring the 

amplitude and phase of pulsed laser beams.  The design of 

efficient solid state lasers is addressed in Section III 

with particular reference to methods of enlarging the 

TEM  mode size and the correction of thermally induced 

optical distortion in repetitively pumped ruby laser rods. 

Section IV is a stud)'- of laser beam steering techniques 

leading to devices in the multi MHz range using a new 

large bore argon-ion laser design with \ntra-cavity 

modulation.  The final portion (Section V) is concerned 

with procedures for overall lens evaluation using optical 

transfer function data exemplified by the specif1« data 

on a 3 inch f/4.5 wide angle lens. 
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SECTION I 

INTRODUCTION 

This report consists of four parts which represent 

separate but interrelated research efforts, each under 

the direction of a separate principal investigator. 

The broad area that defines the research is the 

study and the assessment, improvement, and use of the 

output characteristics of lasers.  Section II is concern- 

ed with a study of techniques for assessing and improv- 

ing laser beam propagation.  The most significant results 

of this part relate to the apodization of coherent systems 

to control the deleterious effects usually associated 

with coherent image formation.  These studies, of course, 

assume a fully coherent beam.  In pulsed laser systems 

the beam is often only partially coherent, but even when 

coherent the output wavefront contains significant amplitude 

and phase variations.  To predict the performance of 

systems using this type of laser (as an illuminant, for 

example, in an imaging system) it is necessary to be able 

to measure the amplitude and paase of the laser output. 

Hence new holographic methods were developed to enable 

these measurements to be made. 



Clearly associated with the problems mentioned above, 

are those questions that relate to the design of efficient 

solid state laser systems with high energy power and low 

beam divergence.  Section III reports on successful attempts 

to improve these parameters including techniques for en- 

larging the TEMoo mode size and the correction of thermal- 

ly induced optical distortion in repetitively pumped ruby 

laser rods. 

One of the main ultimate uses of lasers is for a wide 

variety of illumination, imaging and recording devices. 

For these applications it is important to consider scanning 

the illuminating beam -- the importance of scanning in 

a recording device is clear.  Hence, one aspect of the 

present study, reported in Section IV, was a new beam- 

steering technique that could lead to beam-steering devices 

in the multi-MHz range.  This technique involves the lock- 

ing of a set of transverse modes having a common long- 

itudinal quantum number.  In the successful initial study 

the experiments were carried out with a specially designed 

large aperture argon ion laser; electro-optic beam de- 

flection is achieved by intracavity modulators. 

Finally, the problem of a peripheral optical device 

cannot be ignored.  Thus Section V is a report of a 

—^.^j 



continuing study of the optical transfer function, its 

measurement and application, which formed an integral 

part of the overall program. As an example of the pro- 

cedure a map of the optical transfer function and the 

use of the evaluation program in a systematic study of 

a 3 inch f/4.5 wide-angle lens was completed. 



SECTION II 

STUDY OF TECHNIQUES FOR ASSESSING AND IMPROVING 

LASER BEAM PROPAGATION CHARACTERISTICS 

A.  SOME DESIGN CONSIDERATIONS IN COHERENT SYSTEMS* 

L. Gruber and B.J. Thompson 

1.  INTRODUCTION 

With the emergence of the laser as an optical source, 

and with the present demands on resolution and image quality, 

the effects upon optical systems caused by the coherence 

of the light can no longer be ignored. Although it is 

realized that many optical systems are operating in a co- 

herent mode, nothing is done to take this fact into account. 

For example, it is known that both Critical and Köhler il- 

lumination can, under certain circumstances, provide a high 

degree of coherence in the object plane of a microscope. 

Because of this, the resolution in the image is noticeably 

reduced.  Microdensitometer readings of bar targets have been 

improperly interpreted with regards to the position of the 

edges, simply because coherent object illumination had been 

used.  In optical data processing systems, coherent object 

illumination is needed, yet the optical system is designed 

without taking this fact into account; the result is very 

poor image quality.  Indeed, it is recognized that there 

is a basic physical difference between   images formed 

coherently and incoherently, but most optical systems are 

designed as incoherent systems. 

In image forming devices, it is usual to strive for 

diffraction limited performance.  This is laudible if the 

system is to be used is an incoherent imaging system.  If, 

however, the system is to be used with coherent object il- 

lumination, then other considerations become important. 

Several studies have been made of coherent and partially 

* This chapter gives in part the work of graduate student 
Leonard Gruber and is contained in his Master's thesis. 

PRECEDING PAGE BUNK 5 
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coherent image formation of a variety of objects showing 

edge ringing effects and mensuration problems associated 
19 

with the  noriLinearity of the image formation   .  Many 

difficulties, such as errors in the measured separation 

of two relativly well resolved points  , arise directly 

from this diffraction limited condition. 

Rather than seeking specific apodization functions, 

a method of coherent apodization will be explored here 

so that some of the deleterious coherence effects pre- 

viously mentioned may be either eliminated or reduced. 

The possibility of achieving this and an understanding of 

the origin of these effects should be of interest to the 

optical designer. 

a.  Concepts of Partially Coherent Light 

To properly discuss the process of Image formation 

in optical systems, it becomes necessary to use the 

theory of partial coherence.  However, rather than engaging 

in a lengthy discussion of this theory, only those terms 

and concepts which are necessary for understanding the 

work to follow will be introduced here. 

The basic function in the theory of partial coherence 

is the mutual coherence function ri?(T ), defined by 

r12( T )=r(x1^x2^)=<v(x1^t)v(x2,t+T)>, (ij 

where V(X,t) , is the analytic signal assoc     with a 

cartesian component of the electric field vector, T is a 

time delay.  Note that T^CT), is in general a function 

of seven variables six space and one time delay 

* The brackets indicate time average, i.e., 

<f*(^,t)f(-]<2,t+ T)>ave = ^     l/T /V^.t)^,^ T )dt 
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variable.  The normalized form of the mutual coherence 

function is called the complex degree of coherence 7  (T) 

where, 

712(T)-r12(T)    r11(0)r22(0). 

vs    12(T)-I/C .   a2712(T) 

wh ere ri2(0) is an abbreviation for FCx^x 0) 

(2) 

ri2(T) is a measurable quantity.  If T^r),   is known in 

any one plane, its functional dependence can be determined 

in any other plane.  It can be shown that the mutual co- 

herence function obeys two wave equations, 
2   / N , /„2  .2 

V. ,. f ■ ) 

s=l,2.        (3) 

ox2 
2 

where v,, is the Laplacian operator in the coordinates of 

Xg, and c  is the velocity of light. 

In most optical systems, it is the mutual intensity 

function,  FCx^x^O), which is of importance. When all 

path differences (AL), in an experiment satisfy 

!AL/C = |T| «1/AV, (4) 

Av being the spectral width, the mutual coherence function 

can be written as 

r(x1,x2,T) = r(x1,x2,0)exp(-2irivT), (5) 

If equation  5  is  substituted  into  the wave  equation 

(eq.   3),   it  follows  that  the mutual  intensity function 

satisfies  the Helmholtz  equations 

vs
2r12(0) +k

2r12(0)=o, s=1>2. (6) 



b.  The I mpulse Response of an Optical System 

The impulse response of an optical system is defined 

as the response of the system to a point object input. 

From diffraction theory, a relation can be obtained 

between the object optical field V u(T,t).     and V. (x.t). 
ob im 

the image optical field(refer to figure 1  for the geo- 

metry.), 

00 

Vim(X't)= £, Vob(i",t)K(x-Öd?. (7) 

K(x-^) is called the amplitude impulse response.  In writing 

equation 7 as shown above, we have assumed a stationary 

optical field.  That is, K(x-F) does not change in 

functional form as the object optical field is explored. 

In practice, imaging systems are seldom stationary over the 

entire object field, but it is usually possible to divide 

the object field into small "isoplanatic regions", within 

which the optical system is approximately stationary. 

In an optical system, the aperture plane a and the 

image plane x are a fourier transform pair, i.e, 

00 

K(x)=/ A(ä)exp(-ikäx/ Z0)da, (8) 
—CO I i- 

* The assumption is made that we are dealing only with 
thin lenses.  This assumption gives us the convenience of 
having all the pupil planes and aperture planes coincide 
with the thin lens plane. 

8 
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where k^lw/'h, 

00 . 

A(ä)= / K(x)exp(ikäxy z^dx. (9) 
—oo 

A(a) is the aperture function or the exit pupil distribu- 

tion.  It follows from equation 7 that a basic observa- 

ble quantity,  the intensity in the image plane, can be ob- 

tained, 

Iim(^)"<Vim(^t)Vlm(^t+ T)>' (10) 

which upon substitution of equation 7 into the above 

becomes 

^^^ ü<Vob(^t)Vob(^t)>K(x"?)K (x^ )d^ C11) 

Equation 11 is quite general and the bracketed term is just 

the mutual intensity function in the object plane.  From 

equation 11 it is observed that the process of image 

formation is a function of two basic quantities:  the 

amplitude impulse response K(x-i;),  and the mutual in- 

tensity function.  If the object illumination is assumed 

* Since V. (x,t) is independent of the frequency v, it 

should be understood that quasi-  monocromatic radiation is being 
usec. 

** The assumption is made ti.^t the amplitude impulse re- 

sponse is not a function of time. 



to be statistically independent of light  from another 
* 

point .  The mutual intensity function can be written as, 

r12 (0-1^(1)6(1-1'). (12) 

And the intensity in the image plane is (from equation 

11) 

00 

Iim(X)= L  W^*-^' (13) 

where we define S(x-^) as the intensity impulse response; 

S (x-Ö=K(x-ÖK'(x-i"). (14) 

If however, the object illumination is completely correlated, 

that is, coherent over the object plane, the mutual in- 

tensity function then factors as 

ri2^'Voh(eiKb^' C15) 

and equation 11 becomes, 

-     CO 1 

W*)-  LUob^K^H2- (16) 

Both coherent and incoherent object illumination re- 

present two limiting cases of image formation with par- 

tially coherent light.  In general, image formation is 

a linear process with respect to the mutual intensity func^ 

tion.  It is important to realize that an image can, as 

shown by equations 13 and 16, be formed under quite 

different physical processes.  Furthermore, since a co- 

*To  be precise, a true incoherent field is a physical 
impossiblity because of diffraction.  However, consis- 
tent with the given experiment, an incoherent field can 
be defined. 

** Henceforth, we will assume that the optical field is a 
function of position only, i.e^Vi? ,t)—4 {](?) . 



herent process is linear in complex amplitude, and an 

Incoherent process is linear in intensity, we should not 

expect     the resultant intensity images of the same 

object, formed with coherent and incoherent illumination, to 

be identical;  indeed,they are not. 

2.  DESIGN CONSIDERATIONS 

a.  Coherent Apodization 

\ 
When bar targets are photographed using coherent 

illumination, three anomalies immediately become apparent: 

a. Speckle 

b. Edge ringing 

and upon close measurement of the image size, 

c. Mensuration problems and  image shift 

Equation 16 governs the image forming process when 

coherent object illumination is used.  Edge ringing and 

mensuration problems are caused by the fact that the 

image intensity I, (x), is produced by the square of the 

convolution of the complex object distribution U h(i), 

with the amplitude impulse response K(x-^).  This process 

differs from the usual incoherent process in two important 

respects : 

a. The image forming process is  nonlinear, and 

b. The amplitude impulse response, unlike the in- 

tensity impulse response, can be negative or complex. 

Not much can be done to remove the nonlinearity of the 

imaging process, except for using low contrast objects . 

However, the form of the amplitude impulse response can 

be altered by changing the distribution of light across 

the aperture plane.  Apodization is concerned with the 

possibility of determining the amplitude distribution 

in the aperture plane in order to achieve some prespecified 

12 
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disfribution in the image plane.  Classically, people 

have studied the theory of apodizatior but for reasons 

other than reducing coherence effects in optical systems. 

Many of the properties and theorems developed by these 

earlier workers are particularly important in this inves- 

tigation. 

A good summary of the work already carried out in 

studying apodization problems can be found in Wolf's re- 

view article on the diffraction theory of aberrations5. 

Most of the previous work has been directed towards apo- 

dizing an incoherent system, thereby changing the inten- 

sity impulse response.  The usual procedure is to expand 

the intensity distribution over the aperture plane in a 

convenient set of functions: Hermite, Legendre, etc. 

Luneberg  tackled  the apodization problem on a purely 

formal basis.  He demanded that the Fraunhofer diffraction 

pattern satisfy certain constraints, and by the use of 

Lagrange multipliers derived integral equations which the 

aperture function must satisfy.  Using a similar technique, 
7 8 

Osterberg   has coated objectives with absorbing films in 

such a manner as to reduce the width of the central peak 

of the Airy pattern and thereby increase the resolution 

for the system.  Barakat and Jacquinot and Roizen-Dossier10 

have written review articles on the general apodization 

problems, and they have to some extent considered apodizing 

coherent systems. We should consider here the problem of 

coherent apodization. 

The function A(a) is the amplitude distribution over 

the aperture plane.  For physical realizable systems, 

IA(a) "I, since the optical system is passive.  In any 

real optical system the aperture is fixed and is of finite 

extent.  Therefore, it is in general  impossible to find 

a pupil function corresponding to a diffraction pattern 

Cor impulse response) chosen arbitrarily.  This is an 

obvious consequence of the fact that the amplitude im- 

L3 
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pulse response K(x), and the aperture function A(a), are 

Fourier transform pairs. 

It should be noted that the Rmrier transform re- 

lation places severe limitations upon the possible 

solutions available to remove the coherence effects mentioned 

earliei.  There are two methods available for finding an 

AOO such that these coherence effects are either eliminated 

or minimized.  First we can try an empirical approach. 

That is, we can arbitrarily place over the clear aperture 

various functions and then examine the resulting amplitude 

impulse response for each of the functions.  This approach 

has been tried, and Jacquinot and Roizen-Dossier   have 

summarized the results.  We can also try a formal or more 

systematic approach, as described earlier in this section. 

However.this latter method has no advantages, in this case, 

over the empirical approach, as will be shown later. 

Further, the main objective here is not to make an exhaustive 

study of apodization functions, but rather to investigate 

the merits of using coherent apodization as a technique 

in reducing coherence effects.  Once this has been established, 

it will naturally be important to find the optimum 

apodization function which minimizes the coherence effects. 

b.  A Possible Solution 

With the constraints imposed upon K(x) and A(a) from 

the previous section, it remains to find a suitable 

apodization of the pupil, such that the coherence effects 

mentioned are no longer present or at least are minimized. 

Mensuration problems, edge ringing^and image shift are 

believed to be caused by the fact that the amplitude 

impulse response can be negative.  This means that certain 

portions of the image field can subtract from other portions. 

The incoherent process involves a convolution of the intensity 

impulse response S(x) which is always positive, thus no 

14 



e subtraction is possible.  It would therefore seem desirabl 

to design a system so that the amplitude impulse response 

is always positive and real.  This is at least one proper- 

ty that should be demanded of K(x). 

A suitable amplitude impulse response that satis- 

fies the real and positive condition, is a gaussian dis- 

tribution.  Furthermore, since a gaussian transforms into 

a gaussian, a gaussian apodization of the pupil is dic- 

tated.  However, the exit pupil will always be of finite 

extent, and hence the gaussian distribution will be 

truncated.  Because of -his truncation, the amplitude im- 

pulse response will unfortunately have oscillatory be- 

havior.   The degree of oscillation will depend upon the 

extent of truncation.  It is important to determine the 

effect on the amplitude impulse response of this truncation 

by the pupil.  Truncated aperture distributions have been 

investigated in beam divergence problems in laser propagation 

Far field calculations have been made by Kauffinan11, Buck12, 

and Bloom  . and the near field has been studied by Campbell 

and Deshazer 4.  However, our interests and requirements 

are different from those of these workers.  The effect of th 

gaussian apodization and truncation upon the image of 

coherently illuminated objects will be examined in the 

next section.  It will be interesting to see how well 

the coherence effects are affected by the proposed 

apodization. 

3.  EXAMPLES OF IMAGING SHOWING THE EFFECTS OF COHERENT 
APODIZATION ^LiNj. 

a.  Image of a Two Point Object 

Lord Rayleigh, in 1902, was the first to consider 

the question of two point resolution.  His criterion of 

15 
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stating that tha two points are just resolvable when 

the maximum of one intensity pattern falls on the first 

minima of the intensity pattern of the second point, is 

not a basic resolution law.  Rayleigh's resolution criterion 

is also based on the tacit assumption that the two point 

sources are incoherent with respect to each other.  A more 

definite resolution criterion has been given by Sparrow 

and it is used extensively when partially coherent illu- 

mination is used.  The Sparrow criterion states that the 

two point sources are just resolvable if the second de- 

rivative of the resultant image intensity vanishes mid- 

way between the respective geometrical image points** . 

Barakat  has investigated the problem of two point 

imaging for both coherent and incoherent illumination. 

His results discuss the application of the Sparrow cri- 

terion to apodized systems.  However, our interest  in 

apodizing the system is not to increase resolution, but 

to remove coherence effects.  Also, rather than con- 

sidering the two extreme limits for imaging, the theory 

of partial coherence can be used to develop a more general 

approach.  The formulation followed here has been developed 
3 

by Grimes and Thompson  for non-apodized systems. 

The intensity in the image plane is found by pro- 

pagating the mutual intensity function in the object space, 

to the image space, through the optical system.  By rewriting 

equation 11 in more general terms, the mutual intensity 

*  The Sparrow criterion was originally defined for incoherent 
imaging, but it can easily be applied to the case where 
partially coherent illumination is used. 

** By geometrical image separation we mean that if b is 
the two point separation in object space, the separation of 
the intensity maxima in the image is b', where b,=mb, m being 
the geometrical lateral magnification of the optical system. 

16 



function in thj image plane is 

_     ob 
where xs is an image coordinate, ?   is an object coordinate 

and p and q are object and image distances respectively 

from the thin lens plane (see figure 2). To obtain the 

image intensity, set x^x^x,   then equation 17 becomes 

hJ^   'JJW  hJ2>  K( ^ +%di"ldF2 (18) 
ob 

The mutual intensity function in the object space is 
given by 

W^l'^ " rob^l^2)t^t^2^ (19) 

where t^) is the amplitude transmittance of the object. 

For two equally bright points, separated by a distance 

2h,    t(£ ) is given by 

t(Fs)=Mns-b) + 5(?a+b), s-1,2 (20) 

rob^l^2^ is the mutual intensity function just before 
the object plane, and can be written as 

rob^l^2) = V^l'M' (21) 

where Io is the normalized intensity and TC^,?.) is the 

complex degree of coherence between tha two points in the 

object plane.  Substituting the right hand side of the equa- 

tions 20 and 21 into equation 19, the mutual intensity 

17 1 
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function just after the object plane is 

rob( ^1^2)=Io ^l'^ 0^rb)^F2-b)+^(F1+b)6(?2-H3)+      (22) 

6 (^-HD) 6 (T2-b)+6 (^-b) ö (T2-HD7| 

Substituting the above equation into equation 18, we 

obtain for the intensity in the image plane 

W*):=IohK(*"b,)|2 +|K(x+b*)(2 + Re[2-y(b-b)K(x-b)K(x+b,).    (23) 

Re denotes the real part. For a two dimensional, loss- 

less, diffraction limited system, the amplitude impulse 

response is 

[""^(kax/c,)] ^ 
| ka x/q    | 

K(X) =2a I ka'^/q^J E  2aA(Kax/q), (24) 

where J^ is a Bessel function of order one, a is the 

half width of the clear aperture stop and k=27r/>  .  The 

square of equation 24 is the familiar Airy pattern.  The 

dotted curve in figure 3 show the intensity distribution 

for equation 23 assuming that 7(b,-b)=l   and K(x)  is 

given by equation 24.  It is clear from the figure that 

the distance between the maxima of the intensity distri- 

butions does not correspond to the geometrical separation 

2^.  (The vertical center line in figure 3 indicates 

where the geometrical separation should be.)  The image 

shift shown in the figure is possible for all values of 

7(b,-b), even when 7(b,-b) = 0.  However the image shift is 

more pronounced when 7(b,-b) #), since the cross term  in 

equation 23 can then contribute to the resultant image 

intensity.  Because the cross term can have negative 

values, certain portions of the image field can subtract 

19 
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from others, thereby causing a greater degree of image 

shift.  It can be seen from figure 3 that in the coherent 

case, the image shift can be as great as ten percent of 

the geometrical separation between the two points. 

To remove this image shift when coherent illumina- 

tion is used, a gaussian filter will be used to apodiza 

the exit pupil of the system.  For a two dimensional, 

circularly symmetric system, the amplitude impulse re- 

sponse is now given by, 

K(x) = A / exp-( a/C)  Jo(axk/q)ada, (25) 

where A is a constant and c is the half width of the 

gaussian filter".  Equation 23 was evaluated on a com- 

puter, using equation 25 as the amplitude impulse re- 

sponse.  7(b,-b) was set equal to one, thus coherent 

illumination has been used.  The results for one parti- 

cular separation of the two points (2b=.298 mm), are 

shown in figure 3, for various values of c.  These re- 

sults indicate that the position of the intensity maxima 

is a function of the amount of apodization.  If the value 

of c is .2 mm, the intensity maxima will coincide with the 

geometrical image separation (2bl=.892 mm).  Since figure 

3 is a plot of equation 23, it is not possible to see 

how the amplitude impulse response is affected by the 

apodization.  Figure 4 is a plot of the amplitude im- 

pulse response itself.  The dotted curve is the unapo- 

dized amplitude impulse response, which is, for a cir- 

cularly symmetric exit pupil, 2aA(kax/q).  The solid 

curve indicate how the amplitude impulse response is altered 

* The half width of the gaussian filter is obtained by 
setting a=c. At this point the amplitude of the gaussian 
has fallen to e~l. 
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by the apodization.  It is clear that the outer ring 

structure of the amplitude impulse response is attenuated 

by the apodization filter.  For the particular apodiza- 

tion shown, the half width c of the gaussian filter is 

.4 mm.  In regions where KCx-b') or KCx+b')  are negative, 

the cross term Re 27(b,-b)K(x-b'^(x+b1)  in equation 

23  will subtract from the other two positive terms. 

The degree of subtraction is dependent upon the amplitude 

of the ring structure of K(x).  Therefore,by varying c, 

it is possible to control the amount of subtraction. 

For a particular gaussian filter, it is instructive 

to examine the intensity in the image plane for a wide 

range of two point separations, or for varying degrees 

of truncation of the filter.  Let us define a dimension- 

less quantity 6=2b'ka/q.  As 5  varies from about four to 

a value of ten, the separation of the intensity maxima 

can be measured and compared to the corresponding geo- 

metrical separation 2b'.  Figure 5 is a plot of R, the 

ratio of the measured separation to the geometrical separa- 

tion 2b1, vs Ö.     The fact that R for the apodized case 

is always closer to one  than in the unapodized case, 

strongly indicates that the gaussian apodization will 

always minimize image shifting for point source inputs, 

wheji coherent illumination is used. 

It is quite possible that for certain values of 0, 

there occurs little or no image shifting.  Under these 

circumstances, it would be important to see how the 

gaussian filter affects the resultant image intensity dis- 

tributions.  For 6=10, the image shift is almost negligi- 

ble.  It is clear from figure 6 that in this case the 

gaussian filter has almost no effect upon the positions 

23 



Figure ü>. The ratio R of the measured to the gaussian 
separation of the two images as a function of 
S  (2 b'ka/q) for a gaussian filter of half 
width .Ii mm. Square symbols represent un- 
apodized points and circles represent apodized 
noints. 
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of the intensity maxima.  The major effect which the fil- 

ter has is to reduce the overall intensity in the image 

plane as the half width of the filter is decreased.  This 

property of the filter should be expected since the 

gaussian filter is absorbing in nature. 

Finally, it should be re-emphasized here that the 

sole reason for apodizing the system is to remove the 

specific  coherence effects mentioned earlier. 

Although the gaussian filter has either eliminated 

or reduced the image shift, it should be noted that for 

a given 7, chis has been accomplished at the expense of 

decreasing the systems resolution (see figures 3 and 6), 

and at a loss of illuminance in the image plane.  There- 

fore, if an image of a coherent object distribution is 

near the resolution limit, the advantages of apodizing 

that system to remove the coherence effects will naturally 

be diminished. 

b.  Images of Slit and Bar Targets 

The analysis of the preceding section, using delta 

function inputs, has essentially shown how the gaussian 

apodization affects the amplitude impulse response.  It 

would now be appropriate to see how the apodized optical 

system images real object distributions.  Because of 

their importance in optics, the images of edge and bar 

targets  will now be considered.  Edge objects are used 

extensively in instruments designed for determining the 

transfer functions of optical systems based on edge trace 

analysis.  Standard bar targets are often used to esta- 

blish resolution criteria for photographic systems. 

The image of an edge with partially coherent ob~ 
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ject illumination was first examined by H. H. Hopkins   in 
1        4 

1951.  Other workers, notably Kinzly ' , Skinner ,and 
18 Considine  ,have considered the effects of coherent ob- 

ject illumination on the image of an edge. 

Bar targets exhibit the same coherence effects as 

edge objects.  Therefore the discussion in this section 

will be limited to analyzing the images of slit and bar 

targets using coherent and incoherent object illumina- 

tion. 
4 19 Skinner and Parrent and Thompson  have already 

investigated images of a slit for coherent and incoherent 

object illumination for a one dimensional, diffraction 

limited case.  If a slit, of width 2b, is illuminated 

incoherently, an object intensity distribution is defined 

as 

Ku(0   M (26) 
o    (<r| > -ob     ...   ... ^ 

The image intensity for this object distribution is 

found by substituting equation 26 into equation 13 thus. 

(X) - Jlo  JK(f + |)/2d^ Iiip(x) - |l„ |K(i  £)/ "d?, (21) 

-b 

where q and p have already been defined (see figure 2). 

For a slit which is illuminated coherently, also of width 

2b, the complex amplitude distribution is given 

(assuming no phase variation across the sli«.) by 

and equation 16 becomes. 

// o q P 
I. (x) -" — -  ■ ^ im 

"-b 

27 

(29) 



.. -  ^ ^—' '-W"J»MrtW 

X    P 
The amplitude impulse response, K(q- + £■) ,   for a 

one dimensional, diffraction limited system can be 

written as a sine* function.  The integrals, equations 

27 and 29, can be evaluated using standard integral 
2 

formulas.  The mathematics is summarized by Thompson 

and will not be repeated here.  If, however, the optical 

system is apodized, the amplitude impulse response can 

no longer be written in simple analytical form.  The 

evaluation of the amplitude impulse response now involves 

calculating finite Fourier transforms.  Equations 27 and 29 

also involve two explicit integrations : one over ?   the 

object coordinate, and another over a, the pupil coordinate. 

To examine the images under the two different modes of 

object illumination, it becomes necessary to calculate the 

following types of Integrals . 

mc _« 
I.  ( x) 
im 

.coh 

incoherent object illumination 
or 

= i W0//A(a)exp("ika(q + p^)daj de, 

coherent, object illumination \ 

m^ -jffT^iv'. f*Me*p(.ika{Z+   ijdad-- I2 

where A(a)   is  any general  pupil  function.     If A(a)   Is  a 

gaussian  filter,   equations   30 and  31  become       i 
Du \f-\ 

IimC(^   =/I
0/j   exP(-a/c)2cos{Ka(| + ^)j   dald;, 

coh''- -Ijhj IT" (x) 
im   v   / 

2 ^ x        i 
exp-(o/c)     cosy  Ka(— + —)   dadf 

(30) 

(31) 

(32) 

(33) 

-b 

"   sine     =    sin(x)/x 

28 



where the slit function is defined by equations 26 and 

28, 2a is the diameter of the exit pupil and c is the 

half width of the gaussian filter/.' The parameters p,q, 

k,b, and a, which determine the optical system, are not 

all completely arbitrary.  These parameters have been 

chosen so that the size of the image is approximately 

ten times the width of the central maximum of the ampli- 

tude impulse response.  The calculations of equations 

32 and 33 were performed on a computer.  In determining the 

effects of the apodization on the resultant image, the half 

width c  of the filter and the .aipil diameter (2a)  were 

the only parameters allowed to vary for each run on the 

computer.  A few typical results of the computer data have 

been plotted in figures seven through seventeen.  Some of 

the important observations to be made from examining these 

figures are summarized here: 

i. Since the gaussian filter is an amplitude fil- 

ter, the intensities in the incoherent cases are severely 

reduced (figures 7. 9. 12, 15). 

ii.   If the amount of apodization is too great, c«a, 

the gaussian filter can act as the limiting aperture stop, 

thus destroying the ability to clearly recognize the image 

as being an image of a slit object (see figure 9). 

iii.  The ringing associated with the coherent image 

has almost been eliminated by the gaussian apodization 

(figures 8, 10, 13, 16). 

iv.  The edge shift associated with the coherent 

image cannot be removed (figures 11, 14, 17).  In fact 

it appears that the gaussian apodization has no effect 

whatsoever upon the position of the edges of the slit. 

Careful examination of the slit edge in the coherent 

29 
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FIG. 9  The image illuminance, IinC(x),for a slit of width 
Zb'^B.Cmm.  Incoherent object illumination has been 
used.  c=.72mm, a=1.0inm ( unapodized, 
apodized). 

V 

FIG. 10 The image illuminance, I  (x) ,for a slit having 
the identical parameters as given in FIG. 9 
however, coherent object illumination has been 
used.  ( unapodized,  apodized). 

FIG. 11 The noi-malized image illuminance for the case where 
the optical system has been apodized with the gaussian 
filter used in FIGS. 9 & 10    (• Iinc(x), 
 Ic  (x) ).  The dotted vertical line represents 
the geometrical position of the edge. 
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r 
FIG. 12  The image illuminance, Iinc(x),for a slit of width 

2b =3.0inm.  Incoherent object illumination has been 
used. c=.8mm, a=1.0mm.  ( unapodized, 
apodized).   

FIG. 13 The image illuminance, ICoh(x),for a slit having the 
identical parameters as given in FIG. 12 .  However, 
coherent object illumination has been used. (  
unapodized, apodized). 

FIG. 14  The normalized image illuminance for the case where 
the optical system has been apodized with the gaussian 
filter used in FIGS. 13 & 14.  ( Iinc(x), 
lcoh(x) )>  The dotted vertical line representsThe 
geometrical position of the edge. 
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FIG. 15 Tbc image illuminance, I  (x),for a slit of width 
2b'=3.Omm.  Incoberent object illumination has been 
used.  c=1.0mm, a=!2.0mm.  (-' unapodized,   
apodized). 

FIC. 16 The image illuminance, I   (x),for a slit having the 
identical parameters as given in FIG. 15-   However, 
coherent object illumination has been used. (  
unapodized,  apodized) . 

FIG. 17 The normalized image illuminance for the case where 
the optical system has been apodized with the gaussian 
filter used in FIGS. 15 & 16  ( Jinc(x),   
Ico^(x) ).  The dotted vertical line represents the 
geometrical position of the edge. 

36 

^JT- :-•' LZ •&•■ ' t 



'"-■- 

Figure 15 

10 
9 
8 

~   7 
s£ .6 

A 
.3 

.1 
1 

*****- »*»*v 

■2.0  -13 -1.0   -.5 

Figure 16 

K(mffi) 

J i    v  I 
.5      10     1.5    2J0 

1.0- 
9- 
.8- 
.7- 

^ .6 - 
« .5- 
M   4- 

.3- 

.2- 
t - 

LJIA I L 

j       Figure 17 
II 

-2.0 -1.5   -10  -.5 .5 
x(min) 

1.0     15   2.0 

37 



cases reveal that independent of the value of c, the re- 

lative intensity at the geometrical position of the edge 

is always .25. 
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4.  CONCLUSIONS AND SUMMARY 

The results have established 

that coherent apodization can be a useful technique in re- 

ducing coherence effects.  It was shown that it was possible 

to reduce image shifting, for 7 = 1, by using the gaussian 

apodization.  With this same apodization, edge ringing 

for slit objects was also reduced but the mensuration 

problems associated with the edge of the slit remained 

unaffected.  These results indicate that perhaps some 

coherence effects are caused by factors other than the 

shape of the amplitude impulse response. 

Until now attention has been focused upon changing 

the form of the amplitude impulse response.  However, 

the nonlinearitj of the coherent process has not been 

considered.  It now appears that the  nonlinearity, rather 

than the structure of the amplitude impulse response, is 

responsible for these mensuration problems. As an illustration 

of this point, consider figure 18 .  As shown, a rectangle 

function* has been used as an approximation for thp. intensity 

and amplitude impulse response.  Figures 18a, b/and c, 

illustrate the formation of an image I^C(x), for the incoherent 

process.  With 1^(0 also being a rectangle function, the 

convolution of this function with S(x-O(figure 18 b), re- 

sults in the image shown in figure 18c.  Note that the 

sloped regions are linear and that at the geometrical 

position of the edge (indicated by the dotted line), the 

Intensity value is .5 units.  The corresponding coherent 

process is shown in figures 18d, 18e, 18f, and 18g . Each 

rectangle function = rect(x) =1  |x| < 1/2 
0  |x| > 1/2 
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step in the coherent process is similar to that in the 

incoherent process, but the indicated operations are 

performed in amplitude rather than intensity.  The final 

step in the coherent process, figure 18g, is to square 

Uim(x) to  obtain the measurable quantity. I?oh(x).  The 
im 

important observation is that the sloped region is no 

longer linear.  The squaring operation has caused the in- 

tensity value at the geometrical position of the edge to 

be .25 units.  In fact each intensity value in the sloped 

region of figure 18g, is nov less than the corresponding 

intensity value of figure 13c.  Thus the edge of the slit 

appears to have shifted inwards, as compared to the in- 

coherent process.  It should now be apparent that men- 

suration problems which arise In coherent imaging processes 

are caused by the  nonlinear process, rather than by the 

structure of the amplitude impulse response. 

It has clearly been shown that the degradation of 

an image in a coherent optical system is not cxn immutable 

consequence of using coherent illumination.   In ar xiizing 

the exit pupil with a gaussian filter, image shift for two 

coherent point objects was considerably reduced.  By ex- 

tending this technique to slit objects, two important facts 

were determined.  First,edge ringing could also ■ >.  reduced 

with the same apodization.  Secondly,    mensui;.:ion 

problems were found to be caused by the  nonlinearity 

inherent in the coherent process, rather than the structure 

of the amplitude impulse response, 

Although a general technique of coherent apodization 

has been outlined here, there remain areas in which this 

work may be extended.  Certainly one should consider how 

this apodization affects the image of objects which have 
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phase as well as amplitude variations associated with 

them.  It would also be interesting to examine the possi- 

bility of having phase variation« associated with the 

filter function A(a).  In fact, now that it has been 

shown that coherent apodization can improve image quality 

in coherent optical syst> .s, these techniques should be 

rigorously applied in finding the optimum filter function 

A(a). 
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B.  D^JVELOPING METHODS TO STUDY BEAM PARAMETERS OF A PULSE LASER 

C. Roychoudhuri and 3.J. Thompson 

1.  INTRODUCTION 

In many applications of laser beam technology like 

coherent optical processing, coherent light ranging, 

laser beam scanning, etc., a knowledge of the complex 

amplitude distribution over the output wavefront is often 

essential.  In precision shop techniques like micro etching 

and welding, or in initiating controlled fusion by high 

energy laser beams, the knowledge of the spot size and the 

energy distribution of the focused laser beam is extremely 

important.  These parameters can be determined very easily 

from the knowledge of the near field complex amplitude 

distribution.  For certain optical techniques the information 

about the far field distribution may be the more relevant 

quantity; this can also be determined from the knowledge of 

the near field distribution, using the diffraction integral 

if the beam is incoherent or the mutual intensity propaga- 

tion integral if the beam is partially coherent.  The objec- 

tive of this study is to develop a method by which the complex 

amplitude distribution (and ultimately the mutual intensity 

function) of a laser beam near field can be determined. 
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2.  POSSIBLE METHODS 

In principle the determination of the intensity 

distribution across a wavefront is straightforward 

since an optical detector responds to the light intensity. 

But the problem of recording the phase distribution of an 

unknown wavefront is of fundamental nature, especially if 

the wavefront is not a very simple one. 

One may apply the Fourier transform technique: 

record the square modulus of the Fourier transform of the 

unknown wavefront and then the inverse Fourier transform 

may be used to find out a partial knowledge of the original 

wavefront.  The problem of complete phase retrieval^ is 

still there, as we can gather a knowledge only of the modulus 

of the Fourier transform instead of the complex Fourier- 

transform. 

Interferometry offers a better method of recording the 

complex amplitude, since interference gives rise to modula- 

tion in the resultant intensity.  The modulation is directly 

affected by the degree of coherence and the amplitude of the 

interfering beams.  In applying this technique to study 

laser beam wavefrents, especially if they are pulsed, the 

required reference beam will have to be generated from the 

very wavefront to be studied. 

The simplest application of the interference technique 
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(2) 
is to record a shearing interferogram   of the wavefront. 

But the interpretation of the interferogram may not be the 

simplest one, especially for complicated wavefronts.  The 

reason is that both of the interfering wavefronts are un- 

known.  A simple and elegant solution to this problem is to 

generate a known local reference beam (l.r.b.) by splitting 

off a part of the wavefront to be studied and focusing it 

onto a small pinhole aperture generating an approximately 

spherical wavefront, or a plane wavefront with the help of 

an auxiliary lens as shown in fig. 19. 

Now for a complete knowledge of the relative phase and 

the  amplitude distribution of a wavefront, we also need to 

know the intemdty distribution of the two wavefronts.  For 

pulsed laser systems it may be very difficult to get a simul- 

taneous record of the intensity pattern of the two interfering 

beams along with the interferogram.  An obvious solution to 

this problem is to record the wavefront holographically and 

to study the reconstructed beam at leisure using a steady 

continuous laser for reconstruction. 

Here it is worth recognizing that the interferogram of 

fig. 19 is already a hologram but only of less usefulness as 

it is an "on-axis" hologram and in the reconstruction the 

wanted wavefront will be mixed up with unwanted wavefronts 

traveling in the same direction.  The solution is already 

known: Leith and Upatniek's^3' off-axis hologram arrangement. 
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Interferogram 

BS1 ^Incident 

laser beam 

Fig.19 LOCAL  REFERENCE   BEAM  INTERFEROMETRY 

SP - Spatial filter,  L - Collimating Lens, BSl 5t 

BS2 - Beamsplitters, M1 & m- - mirrors. 

Hologram 
dent 

laser beam 

Fig 20 LOCAL REFERENCE BEAM   HOLOGRAPHY. 

R - local reference beam;  0 -'object' beam; 

SP - spatial filter;  Ll - collimating lens; 

L9 - optional beam expander; 

BS - beam splitter;  m, & nu - mirrors. 

48 



»■ihm ■«! Bm- iwiiMw^ii n ^.urtM 

We propose the holographic arrangement as shown in fig. 20. 

If necessary, the "object" beam could be expanded using a 

suitable lens system. 

There is one important point to be emphasized here 

regarding the l.r.b.  It will have to be a uniform and 

clean wavefront both in phase and amplitude in order to 

insure a faithful reconstruction.  A suitable spatial 

filter (a pinhole of suitable size with a matching micro- 

scope objective) serves this purpose very well generating a 

uniform, clean,and approximately spherical wavefront. 

We now state our method of determining both the phase 

and the amplitude distribution of a pulse multimode laser 

wavefront.  We are exploiting both l.r.b. holography and 

interferometry, but in two independent steps.  The first step 

is to record a hologram of the pulse wavefront by l.r.b. 

holography with an arrangement shown in simplified form in 

fig. 20, Then the wavefront is reconstructed using a continuous 

TEMQO mode laser beam , and the reconstructed wavefront is 

interfered with a uniform plane wavefront.  The coherent 

plane wavefront can be easily derived from a part of the same 

laser bean used to generate the reconstruction wavefront, as 

shown in fig. 21. The interferogram gives complete information 

about the phase and amplitude distribution of the mulMmode 

laser wavefront.  Our method offers a powerful flexible 

method to study a pulse multimode laser wavefront, since the 
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pulse laser wavefront can be regenerated as a stationary 

one.  Its parameters can be studied by a variety of methods. 

3.  EARLY L.R.B. TECHNIQUES 

a.  Interferometric Techniques 

While working with this local reference beam method, we 

ca»pe to realize that our ideas were not entirely unique.  A 

related method was first suggested by Korobkin and Leontovich(4) 

in early 1963.  They studied the degree of spatial coherence 

of a mby laser by interfering waves from separate sections 

of the wavefront.  Their experiments indicated a high degree 

of spatial coherence between the different parts of the wave- 

front, but did not (and can not) give structure of the phase 

front as a whole. 

Bondarenko et al.   carried out another experiment in 

late 1963 in which the output of a ruby laser was interfered 

with a spherical wavefront generated by scattering a small 

central part of the main beam through a transparent dielectric 

nonuniformity.  Essentially  the same kind of study was also 

(6) 
done      by Davis    in 1967.  He used an appropriately 

coated plano-concave lens to produce the axially symmetric 

primary "object" beam reflected from the plane surface and 

the spherical local reference beam reflected from the 

concave surface. 
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Both the above methods can give rise to reliable deter- 

mination of the phase structure only for a completely coherent 

wavefront.  For a partially coherent wavefront the above 

methods might even be very misleading in interpreting the 

phase information structure from the fringe structure; and 

as such they are not suitable for studying multimode pulse 

laser wavefronts. 

For more convenient and quantitative mapping of a 

complicated phase structure, the reference wavefront should 

(7) 
preferably be a plane and uniform one.  Miyamoto and Yasuura 

nearly demonstrated such an experiment.  They were also 

measuring the phase and amplitude distribution of a laser 

wavefront, only thei:: laser was a continuous He-Ne type running 

in a single transverse and single longitudinal mode.  Their 

reference wave was produced by splitting off a part of the 

laser beam; it was then expanded and collimated by a pair 

of positive lenses.  Like the methods of Bondarenko et al.and 

Davis, this is also an unsatisfactory method for studying 

multimode laser wavefronts. 

A versatile local reference beam should be produced by 

using the entire cross-section of the laser beam and sending 

it through a spatial filter. 

b.  Holographic Techniques 

(8) 
It appears from patent literatures that Cathey   was the 

first to invent the idea of generating a local reference 
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beam (l.r.b.) for holography.  Instead of using a separate 

external reference beam, he passed a part of the object beam 

through a lens and pinhole assembly to the hologram.  Since 

Cathey's idea occurred in the patent literature the idea was 

not well known to the scientific community. 

(9) 
In early 1967, Rosen and Clark   experimented with 

holography without any external reference beam; but their idea 

was not as versatile as that of Cathey's.  Their object was 

very close to the hologram plane and interference between the 

different parts of the object gave rise to the hologram; 

reconstruction of one part of the object was carried out by 

illuminating the hologram by the appropriate part of the 

object beam. 

T  -.    ,rt^-,      . (10,11) 
In late 1967, Caulfield et al.      apparently reinvented 

Cathey's idea of generating an easily reproducible local 

reference beam.  Their original goal was to avoid the problem 

of path matching between the object beam from an unknown 

distance and the external reference beam in the conventional 

L-ith-Upatniek  type of off-axis holography.  Caulfield(l2) 

then realized that this idea of l.r.b. holography could be 

extended further to make holograms of any object of any extent 

and distance, and suggested the construction of a holographic 

camera with a laser as the "flash." 

All the above mentioned works are very much confined to 

the realm of pictorial holography.  Then in early 1970, we 
53 
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started our work to develop a method of measuring the 

parameters of a pulse laser beam running in unidentifiable 

multimode? and we too reinvented Cathey's result but with 

more versatility.  As mentioned in the previous section, we 

started with the idea of recording the pulse laser wavefront 

by l.r.lb. holograpny and then studying all the beam parameters 

at leisure by using a continuous TEM00 laser beam for recon- 

struction.  To test the resolution capabilities both in 

amplitude and phase of the method, we ran three sets of 

experiments with a TEM 0 He-Ne laser and simulated the non- 

uniform wavefront by using suitable masks in the laser beam. 

These experiments are dessribed in the following sections. 

Before concluding this section we should mention some 

of the publications which have some relationship to our work. 

Lurie   , Murata et al.  '   , Ross    ,and Aleksoff 

have done some work on holographic measurement of coherence. 

(18) 
Aleksoff's recent note   ' on "Holographic Analysis and 

Display of Laser Modes" is also worth mentioning here.  In 

our future work on the measurement of the mutu«; 1 intensity 

function of a pulse laser wavefront, we shall discuss the 

limitations and shortcomings of some of the relevant papers 

mentioned here. 
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4.  TEST EXPERIMENTS 

a.  L.R.B. Holography to Reconstruct Intensity Distribution 

In this preliminary series of experiments we have 

successfully demonstrated that l.r.b. holography can recon- 

struct quite rapidly varying intensity distributions.  This 

establishes two fundamental requirements of any local 

reference beam for holography.  That there is a reconstruc- 

tion at all, establishes the essential requirement that the 

local reference beam is a clean and uniform beam.  The faith- 

fulness of the reconstruction demonstrates the reproducibility 

criterion of the l.r.b.  This is an important, point for UP 

as we are going to make holograms of a pulse laser wavefront 

with l.r.b. from the same pulse and then reconstruct it by 

regenerating the reference beam from a different laser. 

Since the test experiment was peiformed with a continuous 

He-Ne laser running in the TEM00 mode, the rapidly varying 

intensity distribution was simulated by inserting known masks 

in the beam.  The experimental arrangement is shown in fig. 22 

The He-Ne laser beam is diffracted by the known mask M, and 

the diffracted beam is divided into two parts with the help 

of the beam splitter BS.  The part which goes through straight 

is used to generate the l.r.b. with the help of the spatial 

filter SP.  The reflected part constitutes the simulated 

rapidly varying amplitude variation of a "multimode" pulse 
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laser; this is our object beam.  Choosing different focal 

lengths for the lens L we can control two different properties 

(although intimately related) of the object beam:  first, the 

frequency of amplitude variation at the intensity recording 

plane I and the relation between the mask M and diffracted 

beam received by the hologram. 

Two sets of records were taken using two different masks: 

an amplitude Ronchi ruling and a phase Ronchi ruling.  in 

each case we recorded holograms under three different condi- 

tions using lenses of appropriate focal lengths for L such 

that the hologram appeared to be successively in the (i) 

Fraunhofer plane, (ii) Fresnel plane and (iii) image plane 

with respect to the diffracting mask M.  The reason for record- 

ing three different plane-holograms is to test the precise 

reproducibility of the reconstructing l.r.b.  For example, it 

(19) 
is established    that the quality of the reconstructed 

image from an image plane hologram is least sensitive to 

deviations in the reconstructing beam from that of the 

original reference beam; it is a little more sensitive for a 

Fresnel plane hologram.  The highest sensitivity is for the 

Fraunhofer plane hologram.  This is because the amplitude 

corresponding to the frequency spectrum of an object is 

spatially dispersed over the Fraunhofer plane; consequently 

any distortion in any part of the reconstructing beam would 

lead to a distortion all over the object corresponding to 

that spatial frequency content of the object.  Whereas for 
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image plane holograms, a local distortion in the reconstruct- 

ing beam will produce, at best, a corresponding local 

distortion in the object; this is nearly true for Fresnel 

plane holograms too. 

The recorded results shown in figure 23 and 24 are arranged 

in an identical sequence, the only difference is that fig. 23 

corresponds to the amplitude Ronchi ruling mask and fig. 24 

corresponds to the phase Ronchi mask.  In both the diagrams 

the three successive columns correspond to (i) Fraunhofer 

plane, (ii) Fresnel plane and (iii) image plane holographic 

arrangements as mentioned earlier.  The pictures in the first 

row are the direct record of the object beam.  The second row 

corresponds to the reconstruction by the original l.r.b. and 

the third row represents records of the reconstruction by a 

l.r.b. generated from a "different" laser beam. 

It can be noted, from a careful comparison of the last 

two rows of each column of both figures 23 and 24 that the 

reconstructions by the original l.r.b. and by a l.r.b. generated 

from a different laser are remarkably similar.  It may also 

be noted that all three columns show almost equal faithfulness 

in reconstruction.  Apparently, the different plane holograms 

do not show different resolution capability.  This establishes 

very strongly that the l.r.b. generated from a different laser 

very closely resembles the original l.r.b.  It is worth 
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FRAUNHOFER PLANE    FRESNEL PLANE     IMAGE PLANE 

THE NOISY LASER WAVE FRONT WAS 
SIMULATED BY AN AMPLITUDE RONCHI MASK 
FIRST ROW DIRECT RECORD, SECOND ROW 
RECONSTRUCTION WITH THE ORIGINAL LASER, 
THIRD ROW RECONSTRUCTION   WITH A 
"DIFFERENT" LASER 

Fig.   23 

First set of results of the test experiment 
referred to in Figure 22. Accuracy in the 
reconstruction of the intensity distribution 
is demonstrated. 
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FRAUNHOFER PLANE     FRESNEL PLANE      IMAGE  PLANE 

THE NOISY LASER WAVE FRONT WAS 
SIMULATED BY A PHASE RONCHI MASK 
FIRST ROW: DIRECT RECORD, SECOND ROW 
RECONSTRUCTION WITH THE ORIGINAL LASER, 
THIRD ROW: RECONSTRUCTION WITH A 
"DIFFERENT" LASER 

Hg.   21 
Second set of results of the test experiment 
referred to in Figure 22. Accuracy in the 
reconstruction of the intensity distribution 
is demonstrated. 
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mentioning that our reconstructed images(second and third rows) 

show a slight deviation from the directly recorded images 

(first row). This is a defect of the very holographic 

process.  The amplitude variation of the "object" beam was 

apparently beyond the linear region of "transmittance vs. 

exposure" curve for the hologram.  This can be taken care of 

by choosing a suitable beam balance ratio and a mean exposure 

level.  The other defect is due to the "hostile" environment 

we are working in.  The entire building vibrates in a wide 

spectrum of frequency of appreciable amplitude.  The spring- 

mounted massive table top on which we are working now, still 

vibrates with some high frequency, although of very low 

amplitude.  This obviously deteriorates the hologram records. 

b.  L.R.B. Holography to Reconstruct Phase 
Structure and Subsequent Interferometry 
to Study Phase and Amplitude of a Wavefront 

As in the previous experiment the phase and amplitude 

variation on the laser wavefront was simulated by inserting 

a suitable phase mask in the beam.  The experimental arrange- 

ment    shown in    figure 25      is essentially the same 

as that shown in cigure 21. The lens Ll images the phase mask 

on to the interferogram plane I where it interferes with a 

uniform plane wavefront generated from a part of the original 

laser beam with the help of the spatial filter SP2 and the 

collimating lens L2. 
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The first experiment was done with a Ronchi phase mask. 

Figure 26 shows the interferograms of the phase wavefront 

recorded directly and from the holographic reconstructions 

with l.r.b. generated under different conditions.  Interfero- 

gram (a) was recorded from the direct object beam and (b) 

was recorded from the reconstructed object beam, the recon- 

struction being carried out with the help of the original 

l.r.b.  The interferograms (c) and (d) correspond to recon- 

struction of the hologram carried out by l.r.b.'s generated 

from different laser beams.  For (c) the l.r.b. was generated 

from the laser beam which was passed through the mask M and 

an ordinary cellophane paper before the spatial filter SPl. 

For (d) the l.r.b. was generated from the clean laser wave- 

front without any mask in the beam. 

Like the previous experiment, the detail similarities 

in the fringe contour and relative visibility of (b) with respect to 

those of (a) establish  the faithfulness of the holographic 

process, and the similarities of (c) and (d) to (b) demonstrate 

the reproducibility of the l.r.b. from different laser wave- 

fronts.  The idea behind recording the interferogram (c) with 

a cellophane mask in front of the l.r.b. generating spatial 

filter was to check the reproducibility of the l.r.b. even 

when the frequency of the phase variation of the laser beam 

is very high and irregular. 
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(a) (b) 

(c) (d) 

Figure 26. First set of results of the test experiment referred to in Figure 
25.    Accuracy in the reconstruction of a fixed frequency phase 
distribution is demonstrated. 
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The second experiment was performed with a standard 

resolution testing phase bar-target.  This mask introduces 

changes in amplitude and phase of varying frequency over the 

wavefront.  The interferograms are shown in figure 27. 

As in the previous set of experiments the comparison of 

(c) and (d) with (a) and (b) in figure 27 establishes the 

faithfulness of the holographic process and the reproduci- 

bility of the l.r.b. from different laser wavefronts. 

We have established an additional point here.  Since 

high frequency bar sets have been reconstructed as well as 

low frequency ones, we can apply our l.r.b. techniques to 

record even a very noisy laser wavefront like "filamentary" 

output from a pulsed solid state laser. 

The analysis of the interferograms of the above experi- 

ments offers the obvious possibility of studying both phase 

and amplitude of the reconstructed wavefronts from the contour 

and visibility of the fringes since the reference beam for 

interferometry is completely known. 

5.  CONCLUSIONS 

In this present report we have demonstrated through some 

simulated experiments the possibility of studying the beam 

parameters of a pulsed laser wavefront with the help of l.r.b. 
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(a) (b) 

(c) (d) 

Figure 27. Second set of results of the test experiment referred to in 
Figure 25- Accuracy in the reconstruction of a variable 
frequency "bar-target" phase distribution is demonstrated. 
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holography in conjunction with subsequent interferometry. 

As is evident from the experimental results, our method 

stands out as a very promising one.  In our future work we 

shall fully exploit the tremendous flexibility and versatility 

of our method to study some actual pulse laser beam parameters 

including the mutual intensity function. 
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C.  TWO SCALAR REPRESENTATIONS USEFUL IN LASER COHERENCE STUDIES* 

Anthony J. Devaney 

1.  Representation of the Electromagnetic Field 

in Terms of Two Scalar Fields 

The problem of determining the coherence properties 

of the light field radiated by a laser is ultimately 

a problem ^f electromagnetism.  In particular, taking 

the output mirror of the laser to lie in the plane £•—O 

with the propagation being into the half-space ?>o   . 

we must solve the homogeneous Maxwell equations 

(34a) £7- £ 0:yt) -  O , 

(34b) r- 3 (r.t )= O  3 

(34c) f fCr^t) >- ^ ^ßCr,t) = O ^ 

(34d) FA BOrt)- -F Tti'CrA) = o^ 

subject to the boundary condition that the electric 

and magnetic fields ^^r^j andßQrf)  be outgoing as 

h-~> oö (i.e., the electromagnetic field should obey 

Somrr.erfeld' s radiation condition at infinity), and 

reduce to specified values on the boundary plane £■ =: O  . 

The description of the optical field in terms of the 

Maxwell equations is inconvenient because of the vector 

The work reported in this section is based in part 
on a portion of the doctoral thesis of A.J. Devaney. 
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character of the electromagnetic field amplitudes 

£[(£,■£)  and S^r^t)  •  For this reason, a great deal 

of effort has been expended, in the past, to transform 

the electromagnetic field problem into a problem in- 

volving scalar fields.  The most notable successes 

in this direction are due to Whittaker (1903) and to 

Debye (1909).  (See also Green and Wolf (1953) and 

(1959) ). Whittaker showed that the electromagnetic 

field can be represented in terms of two scalar poten- 

tials o^r/) and ^ (>, 6 J (caHed "Whittaker potentials") 

in the following manner: 

(35a) £(?,{ )  = r*/>»cio/tO^) j- iv*t £LO<xCr,t) 

(35b) BCr,t)= ■£ P**fto<,Cc/) +■  VK [y* I V2 (>,£; J 
j 

\ 
where ^ is a constant unit vector in the £- direction, 

and where the potentials satisfy homogeneous wave 

equations in regions free of charge and current.  Writing 

(35a) and (35b)in Cartesian component form we find that 

(36a)   ^ (c/J -^-«.Cctl.X^*; Cct) 

^^--(^^^V.Cr^) 
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(36b)   g/r^; = " 2 ^V,^ J ^ ^ ^ Cr;t) 

whore A. stands for the component of the vector A 

in the $ direction. 

A very similar representation to the above Whit- 

taker representation was first used by Debye (1909) in 

his studies on the radiation pressure exerted by elec- 

tromagnetic fields on spheres of arbitrary material. 

Debye found that he could represent the field scattered 

by the spheres in terms of two scalar potentials 77, (T/tJ 

and //j^r^) (called the Debye potentials) in the 

following manner: 

(37a)     £&,{) = r* /VA r rr^r^jj- ~ r* c ft rr^Cr^) 

(37b)       B Cr/tl- ■£ FA ~ Jt Tr' &£> +- rx l?* r Ti^j:) J 

where r  is the radial vector in a spherical coordinate 

system, and where the potentials satisfy homogeneous 

wave equations.  The components of the fields in a 

spherical coordinate system are found to be 

J 
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(38a)    f*Cv,i)-- ± j~r ^TT.CcA) - ^ ^ ^ C**) 

Br(r,i}= - p77^ [js (s""9jt)+ T^ fa]77* Cc,6) 

B* ^ > = -jit* n fr/; ^ ^ ^ - 75 ^ .^ 
The question arises a^ to whether the use of either, 

or perhaps both, of the above representations might be 

useful in the solution of the laser propagation problem. 

Consider first the Whittaker representation given in 

(35a) and(35b) . It is reasonable to approximate the 

field on the output mirror of the laser to be plane 

polarized and, consequently, one finds that 

(39a)     iCü/t)= - t r^*^^6r^ 
J 

(39b) B(j:,t)~  vxlyxl^^Ctijt) ^  . 

Thus, we see that for the case of a plane polarized laser 

field,the field is completely described in terms of the 

single Whittaker potential CY5 Cr,z! ) . 

The Debye representation, on the other hand, 

although not simplifying to a single scalar represen- 
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tation for the case of plane polarized fields, has certain 

advantages over the Whittaker representation.  In parti- 

cular, if atmospheric effects are appreciable this re- 

presentation can possibly be used to approximately de- 

termine the field which results after passing through 

the atmosphere.  (c.f. Born and Wolf (1965) par. 13.5.1). 

The Debye representation, in the form of a multi- 

pole expansion, also has the advantage of including all 

the statistics of the laser field in the multipole moments, 

which are scalar random variables for a statistical rad- 

iation field. 

The above mentioned advantages of describing the 

electromagnetic field in terms of the Whittaker or Debye 

potentials indicates that such representations might 

be of immense value in the study of optical fields. 

This possibility is investigated in the following section 

where it is shown that by making use of these potential 

functions a great simplification in the description of 

the optical field results. 

2.  Representation of the Field Coherence Tensors in Terms 

of a Potential Coherence Matrix 

For the case of scalar fields (e.g. acoustic fields) 

one requires only a single scalar coherence function 

to describe most phenomena of physical interest.  In 

the case of the electromagnetic field,however, one 

requires a number of coherence  functions.  For example. 
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to determine the averaged Poynting vector, i.e., 

(40) <5 > = <. i*a,t)* BCr,tJ > 0 

requires knowledge (except in certain special cases), 

of such quantities as <C^'uCt^Jßi.Cr-0/> etc. Another 

example is given by the field energy density 

(4i) <)£> = < /fO^/V / ß(vJ/'> ^ 

which requires knowledge of such quantities as < ^6^^f£)^ 

Thus we see that one scalar coherence function is, 

in general, not sufficient to specify many quantities 

of interest in electromagnetic theory, and consequently 

in optics.  For this reason one is led  to use the "so 

called" coherence tensors of the electromagnetic field. 

(See for example Mehta and Wolf, 1963).  These tensors 

are defined as follows: 

ELECTRIC COHERENCE TENSOR 

MAGNETIC COHERENCE TENSOR 
,<8 

/w Co,!>A^ = <^8*C'C*/'J Bx-c^t*}/* 
J> 

CROSS COHERENCE TENSOR 
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where X^ = X     if L~ I   , U.   if 6 - ^ and 2- if c = 3    , 

and where the bracket  < > is taken to mean an ensemble 

average. 

In general there are six independent components each 

to the electric and magnetic coherence tensors and nine 

components to the cross coherence tensor.  Thus one must 

(in general) deal with 21 coherence functions when working 

with the optical field I 

Fortunately,by making use of the Whittaker or Debye 

representation of the electromagnetic field it is possible 

to express all 21 components of the field coherence ten- 

sors in terms of, what we shall refer to as  a potential 

coherence matrix.  There are two potential coherence 

matrices, one being derived from the Whit taker repre- 

sentation and the other from the Debye representation. 

In particular, we define the Whittaker coherence matrix 

as being 

(42a)  ^y^.o/,/^^ <<^n/J^^v^;> _, 

and the Debye coherence matrix as 

(42b)  /^'(^'^AA)^ ^Tfta'^TT'Cri^y ) 

where i^~ 0 ^ )   • 

It is clear chat the above matrices have only three 

independent elements .  Furthermore, since, as already shown, 

'rhe electromagnetic field .amplitudes can be represented 

in terms of the Whittaker or Debye potentials, it follows 
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that the electromagnetic field coherence tensors can 

be completely represented in terms of either the Whitt- 

aker or Debye coherence matrix.  In other words, knowledge 

of the three independent components of either of the 

potential coherence matrices is completely equivalent 

to knowing all 21 components of the field coherence 

tensors. 

The determination of the components of the electro- 

magnetic field tensors in terms of the potential co- 

herence matrices is straightforward, but algebraically 

quite tedious.  Figure 28 shows the various field coherence 

tensors in terms of the Whittaker coherence matrix for the 

case of a plane polarized laser field. Note that for this 

case ^l^Co 3^jt'/a.]   vanishes identically unless c = ^-^ , 

and consequently all components of the coherence tensor 

are represented in terms of the single scalar coherence 

function  ^ (r.^t^tx )  - ^Ct,^) . 

3.  Determination of the Whittaker Coherence Matrix from 
the Electromagnetic Field Tensors 

It has been shown (see Fig.23 ) that the field 

produced by a plane polarised laser is completely described 

by the scalar coherence function /TI (J^A; 5 ^2i6^^.A). 

In this section we shall show how to calculate this co- 

herence function from knowledge of certain elements of 

the electromagnetic coherence tensors on the output mirror 

* When we say "completely describe" we mean that from /u^v^O 
we can correctly predict the outcome of any "classical optical 
experiment" (eg, interference experiments). More general 
measurements, such as photon counting experiments, require 
knowledge of higher order coherence functions (c.f.Glauber , 
1963) . 
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ELECTRIC COHERENCE TENSOR 

X 

X 

X y £- 

.L.   J1-      Jx       [-1 O 

.1    o)z     J2      r-7 o 

O O o 

MAGNETIC COHERENCE TENSOR 

X 

X 

y 

^  J n 
JX.Ms JV2J^2  'i 

2Ü- ^±_ n 

X. 
o^2     J 
^^^, jy,^^ '^ 

^x  j Z-7 

CROSS COHERENCE TENSOR 

X 

/ 

X y ^ 

_i ^   ^'   p- 

1.    c^           J2             p 

O O o 
Figure 28 

Electromagnetic coherence tensor? for a plane polarized 
field in terms of the Whittaker Coherence Matrix. 
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In Figure 28,/7a = P^C^^,/») = <*'aCcA)6'fl^&^2>>. 

The entries are such that the rows correspond to the 

first subscript and to the  !Zi j'ti        coordinate, while 

the columns correspond to the second subscript and to 

the  £2 ^ Z!r a,  coordinate.  For example, the electric 

coherence tensor is displayed as follows: 

A 

/ 

/ 

CxW/.A) fZyC*,*^) C»6>.c*/'A) 

-7£ 

rjy Czi&AM 

17K ^/&A^O 
7e 

Uy  CC'^/./i) 
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of the laser.  We shall also give the procedure which 

must be used to determine the Whittaker coherence matrix 

from knowledge of the coherence tensors of an arbitrary 

field on the plane <?-~0, 

Consider first a general electromagnetic field which 

satisfies the Maxwell equations (la)-(Id) and Sommer- 

feld' s radiation condition at infinity, (e.g. the field 

produced by a laser radiating into the half-space ?~ > Q 

It is not difficult to show (c.f.Borgiotti, 1962)  that 

the field (for ^ > o  ) can be expressed in the form 
of ari angular spectrum expansion as follows: 

(43a)  eCr,t^^ZCu^ icKk^^'-^J 
a   y^ 

(43b) Bfrtt)^ -J-XduAJL JL   %^L.)    ^Ct-f-Uj ^- ^9* W* iWWc^'J 
J  J 
O    - cc 

J 

where 

). 

(43-)     io=. U +.1^ ^\f7^^~k^2 
- j 

and where f&yle^ct,) and B^^A^) are the three- fold 

Fourier transforms of the electric and magnetic fields 

on the boundary plane ^- O.  i.e., 

(44a)   iCKk^^ ^Jf iC*,^.o/.)c'C ^    *T  '' 
  0<0 J 

(44b) §^>^^)^\^cl^BC^j^J^oJt)e
l'^''K'h ^'^^ 

— &<> 

81 



Since(34a) and(34b) require     the divergence of 

(43a) and(43b) to be zero, we conclude that 

(45) ±c- £ OJL;<U)± Mc BCt,kt/tu)EzO 

which allows us to decompose these vector fields as 

follows(c.f. Devaney , 1971, p.8): 

-L, 

(46a)   £ (f>vK, *')=- ic*(L*l jZ.&.^v) - ^c I*** < C*'A,«s) 
J 

(46b)     B &'A^) = %**** *' CK^v) - h*Ci**t )^,>v J 

^ifb, /kijtv)  and Wz Cbi/'ti./*)a.Te  recognized as being 
it 

proportional to the projections of F Ck, k^tu)   onto the 

orthogonal vectors -kexQn*^)    an^ ~ '0/c.-c,K'^       respectively. 

In particular, we find from (46a) that 

A 'U 

(47a)   V.^AAJ- All^Al^d- 

•v 

(47b)    JM,.)^-  
c±^lLM7A^d. 

If we use(46a) and(46b)  in (43a) and(43b) res- 

pectively, we obtain the Whittaker representation as 

given in(35a) and(35b).  In particular, we find that 
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(48a) fCTt)- F. I ** I  ^ fifai. *■ Ct-MC^-**1] 
O      - ^ 

(48b)     ß Cr/;. x „^ [^^prp,^^^^^, •'^•r-^ 

From(48a) and (48b) we see that the Whittaker 

potentials are given, for all £ > O ,   by 

+. 

(49a )  V, ^ r/„ = ^^ Q <yUk £ ciKuj) ^■r-.t^ I 

(49b)      ^Ä^=-^-A^ \cti.U^Ci.K*,)e.tC4f'r"U) 

cm r 

The Whittaker coherence matrix ^ii CoJ'CA/^> ^L )     is 

consequently given by (for ^,  and z^ :> O  ) 

^       o  -^    o  -^ 
^^T^^'O-^'^^^^ ) • e 

where 

(50b)   k~ l>>* +- K v ^ t^iT^ F?"7* 
/ /    I / A     / / 1 , —-7 ^ 

J 
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and where 

(51)  olij CMl; *, k'.Ky ) - «^,>./t^. ceji.^) > 

We thus see that, just as c^rv/jand otjCr,t)    are 

completely specified by knowing %>@'Ax/'v')  ^^^C^^K^J   , 

r.he Whittaker coherence matrix is completely specified 
by    4i} C^^'-^jtt'Jly )    •  Furthermore, it is clear 

from (50) that ^V.   is given by 

(32) ^CK^^K,^ Y^dHi \uA^;Cc.i%t,iü\ . 

or, in other words, o^t/f^A^J.'j^^^is  simply the six- 

fold Fourier transform of the Whittaker coherence matrix 

on the plane g^^ - O .  Since, for a general field 

the field coherence tensors /7V .    ,     f7    . and 

'  )ft' xy    can always be expressed in terms of the 

Whittaker coherence matrix in a linear manner, we con- 

clude that by use of (52) we can determine Vf' -   and, 

consequently, ^y £n , r^,/,)  (for J?-.^ > O ) by 

knowing any of the field coherence tensors on the 

plane  £,~ ^ =0. 

As an example, we shall determine ^i (V',rt/, ^) for 

the case of a plane polarized optical field.  For such 

a field all elements of the Whittaker coherence matrix 

vanish except ^ ZCDJII/.^O-T^fa/J.     The various com- 

ponents of the field coherence tensors for this case 
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are given in Figure 28 in terms of /, ^   .  From this 

figure we see that 

(53) T 43?, (£} +7~;)KCi.A) = r?"ct.,t^A) = 

We now perform a six-fold Fourier transform (on 

the plane £, - £j - O ) to both sides of(45)  to obtain: 

(54) - %^C^t-Kl)a».0;i'.^)i:,M>^)= ^ G-M^i'M^') 
J 

where 

(54-) r^c^^^x^j^Y   ^Y      'Co'r^A)ie 

(54)     is   immediately solved  for     0/3z to give 

(55) ^^M.^^.'^^'^ - 
^^,^;V^^) 3 

which when substituted  into (50)    gives 

(56)       I72(t>}tj = 
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From /Tz ££.,zf"0 as given in (56) we can calculate 

all the electromagnetic coherence tensors.  For example, 

from Figure 28 we find that //x (T^^'A) is given 

by 

I 

•"<* x- "ö 

o  - ^ 

where 

(57')    ^=. (/7^7-^-^ ' , 

^= /^i^TiT^ 

The advantages of using the Whittaker coherence 

matrix rather than working directly with the electro- 

magnetic field tensors is dramatically displayed above. 

In particular, only one measurement is needed to deter- 
g a 

mine A^ C^'/^i )  (e.g.,the measurement of   fl^   Cü>,£*,£■,!».) 

on the plane £;=:^ =.0) which, in turn, completely 

specifies all of the electromagnetic field tensors and 

consequently is sufficient to completely predict the 

outcome of any classical optical experiment. 

4.   Summary and Conclusions 

We have, in the previous pages, developed a theory 
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of coherence for general (stationary or non-stationary) 

optical fields which uses only three scalar coherence 

functions.  These three coherence functions can be 

taken to be the three independent elements of either 

the Whittaker or Debye coherence matrices.  From them, 

all of the electromagnetic coherence tensors can be 

calculated and, consequently, they are sufficient to 

completely predict the outcome of any classical experi- 

ment in optics. 

We have also described a procedure which can be 

used to determine the Whittaker coherence matrix from 

knowledge of certain elements of the electromagnetic 

coherence tensors on the plane ?^0(e.g^the output 

mirror of the laser).  For the special case of a plane 

polarized light field we have shown that all elements 

of the Whittaker coherence matrix vanish except for 

^^Cc^r^i/^z [^(jL^q,   and that this function can be 

completely determined from any element of any of the 

electromagnetic coherence tensors on the plane ^,-^=0. 

Consequently, for such a field only one coherence fun- 

ction is completely sufficient to predict the outcome 

of any classical experiment in optics. 

From the previous pages it is clear that the use 

of the Whittaker coherence matrix offers a great deal 

of simplification for describing the coherence proper- 

ties of laser fields.  However, the Debye coherence matrix 

might also be of immense value in describing such fields. 

Unfortunately, the Debye potentials and, consequently, 

the Debye coherence matrix can not be determined from 

the electromagnetic field amplitudes in a manner as 

straightforward as that used to determine the Whittaker 

potentials (c.f.  Devaney , 1971 , Chap. IV).Consequently, 

further work of an analytical nature will be required 
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to fully exploit the Debye coherence matrix. 
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SECTION III 

THE DESIGN OF EFFICIENT SOLID STATE LASER SYSTEMS 
WITH HIGH ENERGY POWER AND LOW BEAM DIVERGENCE 

M. Hercher 
A.  ENLARGING THE TEM^ MODE SIZE OF A SOLID LASER 

1. INTRODUCTION 

A wide variety of applications call for the output of 

a solid laser system to be in the form of the lowest order 

transverse mode (TEM ).  A number of workers have successfully 
oo J 

obtained this mode selection using various techniques.  In 

almost all cases the spot size (2w ) of the TEM  mode (defined 
2 o7 oo     v 

at the I/ez points of the Gaussian intensity distribution) 

has been on the order of 1 to 1.5 mm within the laser rod. 

Often a carefully placed aperture of this diameter within the 

laser resonator is sufficient to eliminate the unwanted modes. 

We des' ibe here a simple technique for enlarging the spot 

size of the TEM  moüe in a solid laser system, thereby in- 
oo J ■> j 

creasing the TEM  power available from typical laser rods.  We 

also show that the spot size can be made independent of small 

changes in the optical power of the laser rod. 

2. REVIEW OF THE GEOMETRICAL MODEL FOR MODE PROPAGATION 

P. Laures  has shown that a simple geometrical construction 

can be used to design and  analyze optical resonators in 

terms of their TEM  modes.  This geometrical construction oo 0 

is  entirely equivalent to the mode propagation equations of 
2 

Boyd and Kogelnik , but has the advantage of allowing an 

immediate visualization of the mode propagation.  The geo- 

metrical construction thus has distinct advantages in design- 

ing complex resonators.  Following is a brief but fairly complete 

summary of the technique -- stated without proof, for which the 
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reader is referred to reference 1. 

Consider an optical resonator comprised of mirrors M, 

and M2 with centers at 0, and 02 (fig.29). Circles C^  and 

C? are drawn on diameters 1^,0.. and M202 respectively.  The 

resonator is stable only if circles C, and C2 intersect. 

Assuming a stable resonator, let the circles intersect at 

two points F.  The distance b between the two points F is 

the length of the equivalent confocal resonator for the cavity 

in question, and the line FF intersects the axis at the beam 

waist of the resonator.  The location of the confocal foci 

F completely determinesthc propagation of the TEM  mode 

both inside and outside the resonator.  The angle 6 at which 

the circles C. and C9 intersect can be shown to be equal to 

2^, where ^ is the angle which appears in the expression for 

the resonant frequencies of the resonator: 

Resonant frequency v    = Trrfq + — (1 + m + n)^] n       mnq  ZL1-^   TT 

where ^ = cos" [(!--) (1 - - )] 
Rl      R2 

In this expression m and n are the transverse mode numbers, 

q is the axial mode number, R, and R2 are the radii of curva- 

ture of M, and M2 respectively, and L is the separation betwe 

M, and M«. 

Given the points F, referred to as the confocal foci 

of the resonator, the spot size and center of curvature of the 

TEM  mode at any point P along the resonator axis can be 
oo 

found as follows (fig.30). 

(1) Draw a circle C, through one point F and tangent to 

the axis at P.  The diameter ^(P) of this circle 

is related to the spot size at P, w(P) by: 

w(P) = [Ad/7r]1/2 
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Geometrical construction for resonator analysis, 
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0(P) 

Center of curvatur 
of wavefront at P 

Figure   30 

Geometrical construction for spot size determination. 
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(2) Draw a circle ^ through both points F and P. This 

circle intersects the axis at 0(P), the center of 

curvature of the TEM  wavefront at P. 
oo 

If a lens of focal length f is located at an axial point 

P (fig. 31); it will transform the center of curvature of the 

wavefront from 0 to 0' according to the usual simple lens 

law [1/f = (1/s) + (l/s')].  if a circle C5 is now drawn on 

a diameter O'P, it will intersect the circle C3 (which is 

the construction circle for determining the spot size at P— 

which has the same value on both sides of the lens) at a point 

F', which is one of the pair of new confocal foci for construc- 

ting the propagation of the TEM  mode to the right of the lens 

ac ?.  From another point of view, the lens at P can be thought 

of as being the element which mode-matches resonators whose 

confocal foci are at F and F1 respectively. 

3.  DESIGN OF A SOLID LASER RESONATOR FOR A GIVEN SPOT SIZE 

We will pose the problem of designing a resonator for 

use with a solid laser which has a given spot size 2w at tne 

laser rod, and which is highly stable and relatively compact. 

For the sake of simplicity we will assume that one of the 

resonator mirrors, M^ is plane and that the laser rod is 

immediately adjacent to this mirror.  Since M. is plane, 

the confocal foci F lie in the plane of the mirror (fig. 32). 

The given spot size, 2w, defines the  diameter D of the construc- 

tion circle C„: 

n    2/ D ^ 7TW />. . 

Now, as will be apparent shortly, in order to obtain a large 

spot size at Mj with a reasonably short resonator, the laser 

rod should act as a lens (or a lens should be put into the 
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Figure 32 

Design of a solid laser resonator for a given spot size. 
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resonator).  Considering the relative scale of the resonator 

and laser rod, the latter can safely b< treated as a thin 

lens immediately adjacent to the mirror M,.  Because M is 

plane, the radius of curvature of the TEM  wavefront iust to 
oo J 

the right of the lens is infinite.  Thus the radius of curvature 

of the wavefront just to the left of the lens is equal to the. 

focal length of the lens, f. We can now draw a circle C 

with diameter f, as shown in fig. 32. This circle will in- 

tersect C3 in two points F
1, which are the confocal foci for 

the resonator on the left of the lens.  The final resonator 

.component is the second mirror. M2.  Its construction circle, 

C2, having a diameter R2 equal to the radius of curvature of 

M2, must intersect (^ at F' in order for the resonator to 

define the desired spot size at M . To keep the resonator as 

short as possible it is clear that M should be a convex 

mirror. 

It should be clear from figure 32 that ti 9 relative stability 

of the resonator (qualitatively defined as the relative in- 

sensitivity of its mode structure to small changes in the 

positions of the mirrors) can be related to the angle 8 

at which the circles C^ and C2 intersect (see fig. 31). When 

0 approaches 0 or - the resonator becomes relatively unstable 

and difficult to align, and when 9 is close to rr/2, the re- 

sonator is highly stable. 

An optimum design would thus ensure that C, and C, inter- 

sected at right angles and defined the desired spot size.  It 

is easy to show that these conditions are. satisfied (for 
2 

given D = TTW /"^  and f) when the radius of curvature of M 

is given by: 

.2 
R. = 2 D f 
2  D2 - f2 
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The length of the resonator, L (assuming M2 to be convex) 
is then given by: 

L = ^ D^_f 

This type of resonator automatically ensures that the spot 

size at M1 will be, to first order, insensitive to small 

changes in the focal length of the laser rod.  (This can be 

seen by referring to fig. 32 and noting that a change in the 

diameter of circle C^ will cause F' to move in such a way 

that it continues to define the same circle C3, which determines 

the spot size at M^  This feature is particularly useful 

in the case of glass or crystal lasers, which tend to become 

weak positive lenses due to thermal effects during optical 
pumping. 

We have found that a Ndrglass laser rod which is 5 to 10 

cm long typically acquires an optical power of 40.2 diopters 

when it is optically pumped to obtain laser emission;  i.e. it 

becomes a weak positive lens with a focal length of 5 meters 

(ruby lasers behave in much the same way).  if We calculate 

the TEMoo spot size for a Nd;glass laser assuming that the 

laser rod has a 5 meter focal length and that the resonator 

is comprised of two plane mirrors 50 cm apart, we find that 

the spot size, 2w. is 1.4 mm.  This number is approximately 

proportional to the fourth root of the focal length of the 

laser rod and the mirror separation, and is in good agreement with 

experimental results.  By properly designing a resonator, as 

outlined above, the spot size in the laser rod can be sub- 

stantially increased.  m the example given below, a resonator 

is designed for a TEM^ spot size of 3 mm.  This would increase 

the TEMoo mode volume and power by a factor of 4.6 over that 

obtained from a typical plane mirror resonator. 
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a.  Example: Design of a Resonator to Give a 3mm Spot Size 

with a Nd:glass Laser 

To illustrate the design procedure outlined above, we 

describe here a resonator which gives a 3 mm spot size (2w) 

with a laser operating at a wavelength of 1 micron.  The 

diameter of circle C, (fig.32) is 

D = Trw2/A =  [(3.14) (0.15)2 / (10"4)]cm = 7 meters. 

Clearly, if f and R are much smaller than D (see fig.32). 

then the spot size at M, will be unduly sensitive to the 

exact locations of NLand M,.  On the other hand a 3 or 4 

meter long resonator is an inconvenience in most laboratories. 

A reasonable compromise is to set f at 2 meters, in which 

case R2 should be 1.24 meters, and the separation between M. 

and M2 should be 1.56 meters.  This resonator is drawn to 

scale in fig. 33. In use it would, of course, require a 

3 or 4 mm aperture at M. to restrict the output to a clean 

TEM  mode.  Note that a plane mirror at Q (fig.33) would 

define the same TEM  mode but would be less stable and would 
00 

cause the spot size at M,   to change with small changes in 

the focal length of the laser rod. 

A resonator of this type has been built and has produced 

the enlarged TEM  spot size for which it was designed.  These 
00 0 

experimental results will be presented in detail at a later 

date. 
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Figure 33 

Nd:glass laser resonator designed for TEM  spot size (2w ) of 3mm. 
oo o 
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B.  CORRECTION OF THERMALLY INDUCED OPTICAL DISTORTION 

IN REPETITIVELY PUMPED RUBY LASER RODS 

It is well-known that solid laser rods generally become 

optically distorted following a high energy pulse of optical 

excitation.  This distortion is primarily due to the non- 

uniform cooling of the laser rod following excitation.  This 

non-uniform cooling produces a temperature gradient which, 

in turn, produces localized variations in thermal expansion 

and thermal variation of refractive index.  In the case of 

ruby, both of these effects are in the same direction and 

combine in such a way that an incident plane wave is distorted 

into an aberrated spherical wave after being transmitted by 

the laser rod. 

There were three stages in our study of techniques to 

correct for this type of distortion in repetitively-pumped 

ruby laser rods: 

(i) make a general study of the optical distortion in 

optically pumped ruby laser rods; 

(ii) design and test a convenient technique for making 

a quantitative measure of such optical distortion; 

and 

(iii) design and test techniques for optically correcting 

specific distortions. 

The first two steps have been completed and we are currently 

working on the third.  In addition, we have been working on 

a technique for modifying the cavity configuration of a laser 

oscillator so as to enlarge the TEM  mode volume and make the 
oo 

TEM  phase and amplitude distribution independent of small 

spherical distortions of the laser rod. 
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1.  GENERAL STUDY OF OPTICAL DISTORTION IN OPTICALLY 

PUMPED LASER RODS 

The problem at hand is to (1) determine the optical 

distortion which exists in a repetitively fired ruby 

laser rod at the time of firing, and (2) to correct for 

this distortion, and thereby improve the overall ef- 

ficiency of the laser system, and considerably increase 

the degree of collimation of the output beam.  We can 

very briefly summarise our current understanding of the 

problem as follows:  Consider a 1 hertz repetition rate 

for the firing of a ruby laser system. After about 10 

seconds, the system reaches a steady state in which the 

dynamics of the system repeat themselves each cycle.  In 

examining a single cycle we will start just prior to the 

firing of the flashlamp^).  The laser rod begins to absorb 

energy more or less uniformly throughout its volume (the 

degree of uniformity depending on thn  pumping geometry: 

pumping systems involving diffuse reflectance of flash- 

lamp light tend to produce more uniform pumping).  This 

energy provides the gain of the laser, but a certain 

fraction of the energy inevitably is dissipated in the 

form of heat within the laser crystal. If    distribution 

of this energy is uniform throughout the      of the 

laser, then the major thermal effect will ue a thermal 

expansion which will certainly cause changes in the 

optical path length of the laser rod, but should produce 
1 2 

no distortion. '       Some distortion will occur between the 

onset of the flashlamp pulse and the firing of the laser 
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(an interval of approximately 0.5-1 msec), reflecting 

non-uniformities in the distribution of the absorbed 

flashlamp radiation, but this is small compared to other 

sources of distortion and can be neglected in all but 

the most sophisticated systems.  It is immediately fol- 

lowing the flashlamp pulse that most of the distortion 

is produced. Lasers rods in systems of the type being 

considered are typically cooled by the flow of water 

over their cylinder surface.  Thus the laser rod, whose 

temperature may increase by tens of degrees Kelvin during 

a single flashlamp pulse, is cooled in such a way as to 

set up a strong radial temperature gradient.  This produces 

radial variations in the optical length of the laser rod 

due both to thermal expansion and to thermal variations 

in the refractive index of the laser rod.  Moreover, the 

radial temperature gradient causes a stress field which 

in turn causes stress-induced birefringence.  Fortunately, 

this is not a serious problem in naturally birefringent 

crystals since the stress-optic effects are resolved into 

components lying along the natural crystal axes and thus 

cause no depolarization of the laser light (this is not 

the case in YAG, which is a cubic crystal). 

In view of our understanding of the mechanism by 

which thermal distortion is produced in ruby laser rods, 

the distortion which we wish to correct for is very nearly 

that which exists just prior to the firing of the flash- 

lamp. We have considered a number of techniques for 

measuring the distortion at various points in the cycle. 

The interferometric technique, described in detail in 
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section 2, was judged most suitable for obtaining data 

from which optical correction plates could be made. A 

simpler but somewhat cruder method for measuring dynamic 

distortion is described below. 

Fig. 34(a) shows a simple arrangement for measuring 

the attenuation of a collimated beam from a He-Ne laser, 

transmitted by the sample laser rod within a specified 

cone angle-  This cone angle is determined by the pinhole 

size and the focal length of the lens L . The transmission 

of the beam within this cone angle can be monitored as 

a function of time following a single flash or during 

repetitive flashlamp pumping. Fig. 35 shows a typical 

oscillcgram obtained in this way, and is annotated to 

indicate our interpretation of the data. Note that the 

thermal distortion of the laser rod persists for at 

least 10 sec, and is thus markedly more pronounced with 

repetitive pumping at 1 pulse/sec.  Steady state dis- 

tortion is reached after 10 to 15 seconds. The pumping 

geometries which we are examining ar- single and double 

elliptical cylinders with one and two flashlamps respect- 

ively. We are pumping at a level which provides a sm^ll 

signal gain of 15%/cm to 20%/cm. This measurement technique 

is being used mainly to provide preliminary data in 

preparation for more extensive measurements. 

txg.   34(b) shows a very simple arrangement which 

allows us to measure quantitatively the optical distortion 

of a laser rod at any point in the repetitive pumping 

cycle.  The lens+pinhole combination acts as a filter which 

transmits wavefronts whose centers of curvature lie within 
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rod within a specified cone angle, 

b) Measurement of the optical distortion of a laser rod. 
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the image of the ptnhole which is formed by the lens.  By 

photographing the laser rod through such a filter it is 

a simple matter to determine the type of distortion intro- 

duced by the various zones in the aperture of the sample 

laser rod. Using the data collected with the pinhole in 

different positions, an aspheric correction plate can be 

completely specified. 

2.  PROTOTYPE SYSTEM USED TO MEASURE OPTICAL DISTORTION 

IN RUBY LASER RODS 

In order to evaluate the exact shape of an incident 

plane wave transmitted by the ruby laser rod, the entire 

laser head was placed in one arm of a Mach-Zehnder inter- 

ferometer. A diagram of the interferometer as it was 

set up in the laboratory is shown in fig. 36. The inter- 

ferometer is a single pass 
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instrument, so that fringes were formed for (n-l)L = m>, m an 

integer (n is the refractive index of the laser rod and L is 

its length).  The ruby itself did not act as a laser since the 

laser head was placed in the interferometer without the mirrors 

necessary for laser emission. 

The entire steel baseplate rested on inner-tube-type air 

cushions, and was essentially equivalent to a 24" x 48" 

standard Gaertner optical table (without rails).  This vib- 

ration isolation was essential since our laboratory suffers 

from severe floor vibrations. Even in a more quiet environ- 

ment it would probably be desirable to use this type of vib- 

ration isolation since the laser support equipment itself 

(e.g. water pump(s), capacitor bank, inductances, heavy relays, 

etc.) is a source of significant vibrations.  The air-cushioned 

table worked well and improved fringe stability very markedly. 

However, even with this degree of vibration isolation there 

were still some problems to solve.  Since the laser head was 

rigidly fixed to the base plate, small oscillations — arising 

from the water-cooling system and the firing of the flashlamp-- 

were transmitted to the table via the laser head.  By using a 

buffer tank in the water flow system, and by mounting the 

interferometer components more securely, these residual 

vibrations could be suppressed. 

Air currents in the room caused some wavering of the fringes 

and the light path in the interferometer was long enough for 

small temperature fluctuations to have some effect on the inter- 

ferograms.  This was not particularly serious (particularly 

since we would ultimately use a short exposure time), but was 

minimized by enclosing the entire set-up in a wooden frame 

with black cloth sides and top. 

It is worth remarking at this point that on many occasions 

we noticed the susceptibility of mirror mounts to be set into 

oscillation when the laser flashlamp was fired;  if a laser 
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rod is to be optically corrected to within a wavelength or 

so, it is obviously necessary to make sure that the laser 

cavity mirrors are aligned and stationary to within a cartiparable 

tolerance. 

As indicated in figure 36> the lengths of the optical paths 

in the two arms of the interferometer were made equal;  i.e. 

there was compensation for the length of high index ruby in 

one arm.  In this way the interferogram fringe visibility 

was constant in spite of changes in the detailed spectrum of 

the helium-neon laser.  A linear polarizer, aligned with the 

polarization of the ruby laser output, was used in front of 

the camera to assure the selection of the proper polarization 

from the helium-neon laser. 

After initial exposure calibration using bl;>ck and white 

film in a 35 ram camera, one roll (100 feet) of Ektachrome 

16 mm film was exposed at two different light levels (color 

film was used because it can be more quickly and conveniently 

processed commercially),  A variety of sequences were photo- 

graphed using different pulse rep rates and flashlamp voltages. 

While the quality of the movie film was not as high as we had 

anticipated, the development of the optical distortion could 

be clearly seen.  Due to the relatively slow shutter speed 

(1/150 sec) at 64 fps, the fringe patterns were washed out 

in the first few frames following each flash of the lamps. 

Figure 37 shows a number of frames obtained in these sequences. 

Fig.37a, b and c show the interferograms obtained before the 

first flashlamp pulse, shortly after the first pulse, and 

just prior to the second pulse, respectively.  Figure 37d,e 

and f show the interferograms obtained just prior to flashlamp 

pulses after the interferograms have reached a more or less 

steady-state cycle.  The distortions in these interferograms 

are not very severe, but serve to illustrate the technique.  In 
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routine use a Polaroid camera with standard black and white 

film would be entirely adequate for obtaining the interfero- 

grams from which correction plates were to be designed. 

3.  PRODUCTION OF OPTICAL CORRECTION PLATES 

A specific ruby laser rod, used in a specific optical 

pumping geometry, and operated at a specific flashlamp volt- 

age and rep rate, will give rise to a specific optical dis- 

tortion which can be corrected with a simple correction 

plate.  One method of correction is to figure the end of 

the laser rod .o compensate for the measured distortion.  This 

is a painstaking procedure and is useful only under one set 

of operating conditions. An alternative method would be to 

figure a glass correction plate, to be used in series with the 

laser rod.  This too is painstaking, but somewhat more ver- 

satile. We have chosen to concentrate on a third method which 

involves a desensitized correction plate which can be made 

automatically on a tape-controlled milling machine equipped 

with a small-radius diamond tool (r = 1 or 2 ram). 

This type of correction plate consists of a ground glass 

plate which has been coarsely figured to provide a scaled- 

up correction.  This plate is then immersed in an index match- 

ing solution to scale down the correction and eliminate the 

scattering at the ground surface.  If n is the index of 

the glass and An is the index mismatch between the glass and 

liquid, then the scaling factor is (n/An) and the coarseness 

of the ground surface which is equivaiant to a quarter-wave 

figure on a polished corrector plate will be (A/4An). For 

example, if the interferogram shows that 15 wavelengths 

of optical correction are required, this can be scaled up to 

1 mm so that a glass plate can be conveniently ground to the 
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proper contour, and then scaled down again by immersion in 

a liquid whose index differs from that of the glass by just 

0.015.  The reflection at the interface will be less than 

0.0037o and the surface figure on the ground glass must be 

good to only about 10 microns. 

While the grinding of the correction plate should ul- 

timately be done by a tape-controlled computer, we foresee no 

difficulty in doing this by hand with an optical milling 

mRchine in order to demonstrate the feasibility of this 

type of correction. 

We plan first to ''optically correct" a random piece of 

glass — such as a poor quality microscope slide -- and then 

optically correct a ruby laser rod and demonstrate its improved 

beam divergence and threshold. 

Although we feel that this type of interferometiic assess- 

ment and subsequent optical correction provides a viable 

means for obtaining low bean divergence from high power solid 

lasers and/or amplifiers, one should certainly not rule out 

other techniques.  For example, the use of disc-segmented 

laser rods avoids the problem of radial thermal gradients en- 

tirely.  Alternately, by going to a liquid laser system 

(either a Nd  ' solution or an organic dye solution) the laser 

medium itself can be flowed and thus replaced between pulses 

in a repetitive sequence. We are exploring the feasibility 

of using a rhodamine 6G laser in this way, with an initial 

emphasis on getting a good idea of the overall efficiency of 

such a system operating at an average power of 10 to 100 watts. 
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SECTION IV 

A STUDY OF IASER BEAM-STEERING TECHNIQUE LEADING TO 

BEAM-STEERING DEVICES IN THE MULTI-MHz RANGE 

J. M. Forsyth and P. Nebolsine 

1.  INTRODUCTION 

This report describes the study of a system for pro- 

ducing a high frequency (50-100 MH2) scanning laser beam 

with moderate resolution (approximately 30 resolution 

elements per line).  The system consists in locking the 

phases of a set of transverse modes having a common long- 

itudinal quantum number.  In this way the close resemblance 

between the wave functions of a curved-mirror optical 

cavity and the wave functions of a quantum mechanical 

harmonic oscillator is applied to produce an oscillating 

wave packet in a plane transverse to the laser cavity axis. 

Such a system was first studied theoretically and 

experimentally by Auston.^ His experiments were perform- 

ed on a He-Ne laser having limited bandwidth and capable 

of supporting only a few low-order transverse modes.  His 

theoretical analysis showed, however, t.iat the number of 

resolution elements in the scanning beam should be propor- 

tional to the number of modes locked in the above way. 

He also showed that the scanning frequency would be equal 

to the difference frequency of adjacent-order transverse 

mode resonances.  The construction of a high-speed scanning 

system with even moderate resolution would, therefore, 

require the use of a laser medium with a considerably 

wider bandwidth than that possessed by the He-Ne system. 

We have begun an investigation of transverse mode-locking 

phenomena in the argon ion laser, a system whose bandwidth 

is an order of magnitude greater than the He-Ne laser. 
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2.  LASER CONSTRUCTION 

Increasing the number of resolvable spots in the 

scanning output of a transverse mode-locked laser requires 

the oscillation of a large number of transverse modes. 

In order to achieve oscillation of very high-order trans- 

verse modes the optical cavity must have high relative 

aperture;  this requires a large-bore laser.  Since large- 

bore argon ion lasers are not available commercially we 

undertook to construct such a laser. 

Helical-coil radio-frequency excitation first reported 

by Goldsborough and Hodges is especially well-suited for 

exciting short, large diameter ion lasers.  Since we had 

considerable experience with radio-frequency toroidal field 

excitation of ion lasers we chose helical-coil excitation 

for our present experiments. We were able to use exisitng 

power supply equipment since the power and frequency 

requirements of the toroidal and helical-coil systems are 

similar. 

The first discharge tubes were constructed out of 

quartz.  Concentric tubes were fabricated with ring 

seals;  the space between the inner and outer tubes 

served as the water jacket.  The ends of the tube were 

ground at Brewster's angle and UV-grade optical quartz 

windows were epoxied in place.  The laser tube was connected 

to a vacuum system and gas reservoir which permitted 

adjusting the filling pressure and control of gas purity. 

Quartz plasma tubes with bore diameters of 6 mm and 

10 mm were constructed.  The 10 mm structure experienced 

catastrophic failure before satisfactory laser operation 

was achieved.  Laser action was achieved in the 6 mm bore 
0 

tube at 4880A. A maximum of 50 milliwatts output was 

achieved at this wavelength. No useful output could be 
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achieved at other wavelengths. A cavity loss of 5% would 

extinguish laser action. 

Failure of the quartz discharge tube envelope is 

caused by the limited heat transfer capacity of thin, 

water-cooled quartz shells.  Since an excitation density 

of at least one kilowatt per cubic cm is desirable for 

efficient laser operation, severe demands are placed on 

the discharge vessel walls.  It is easy to see that the 

surface power dissipation requirements of the discharge 

vessel are greatly increased as the bore diameter is in- 

creased.  If we supply an excitation power, P, to the dis- 

charge over a length of tube,L , then the excitation 

density will be 

E - —2-  
TTT L 

Since only a small fraction (approximately 10"4) of this 

energy is removed as laser output, the walls of the vessel 

must transport an amounc of energy given by F/ITTVL  per 

unit area.  The specific power dissipation requirement, 

S, on the vessel walls is thus seen to be 

S = E r/2 

For a value of E of 1 Kw/cc and a tube radius of 3 mm we 

find that S is 150 w/cm . While this study was in progress 

a report was published giving a figure of 140 w/cm2 as an 

upperdissipation limit for water-cooled quartz structures 

of this kind.  This was in good agreement with our findings. 

The 10 mm bore tube failed with an excitation density of 

800 w/cc, ie. a value of 200 w/cm2 for S.  The same ex- 

citation density allowed continuous operation of the 6 mm 

bore tube;  this represents a value of approximately 

100 w/cm2 for S. 
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Although laser operation at modest excitation density 

could be maintained in the smaller quartz tube, as the 

excitation level approached the limit mentioned above the 

concentration of impurities in the discharge would increase 

to an intolerable level, severely reducing the output power. 

This effect is evidently due to the sputtering of material 

from the vessel walls in contact with the discharge.  How- 

ever, even regions of the tube not in direct contact with 

the discharge were affected.  For example, the optical 

quality of the Brewster windows was severely degraded after 

only 25 hours of actual laser operation. 

It was obvious that a more sophisticated discharge 

vessel design was essential to enable meaningful experiments 

to be performed. Accordingly, while preliminary experiments 

were being performed on the small quartz tube a discharge 

vessel was designed and constructed out of beryllium oxide, 

a ceramic with high power dissipation capability which has 

seen success in small-bore commercial ion laser designs. 

The use of beryllia walls in our laser has solved or min- 

imized the major problems encountered in operation with 

the quartz tubes. We are currently operating a 10 mm 

bore beryllia tube.  The excitation density which can be 

supplied to this tube is presently limited by our power 

supply capacity. 

We will briefly describe the constructional features 

of the beryllia laser tube. This construction is illustrated in 

figure 33. The ceramic tube was made from a solid bar of 

beryllium oxide drilled out to a bore diameter of 0.400 inches 

and an average wall thickness of 0.078 inches. The overall 

length of the ceramic tube was 12.5 inches.  Beryllia rings 

were glassed onto the ceramic tube approximately one inch 

from each end.  Brass assemblies were then epoxied to these 

122 



_i 
< 
u 
to 

UJ 
CO 
3 

cc 
UJ 
tn 
< 
_J 
o 
0) 

CD 

0) 
o 

-P 

(Q 
CD 

0) 

O 

CO 

+3 

n 
o or 

h- — UJ 
UE LL 
^ <J Ul 
um v) UJ Ul 
<— LU x 0. 
^ Oi CD UJ a. 

o 
<U 

0) 

W
AT

 
O

D
t 

E
N

D
 

Q 
o 

X 

a: 
E 
o 

■n 
§8 

X c x E 
E 

Ul 
a. 
QL 

o 
Si 
(T E 

>-o >o oicd Q.0J 
o 
o •H ^^ 

or > Q 

123 



...    in ii ii ini.r«iifaiif;,.lr.itiriw»i^MiiiMiii|iMliM 

rings.  These assemblies carried water inlets while pro- 

viding seals to the pyrex water jacket and the glass- 

to-metal housekeeper seals enclosing the ends of the stuc- 

ture.  The housekeeper seals were soldered to the brass 

assemblies.  Brewster windows of UV-grade optical quartz 

were epoxied to the 20 mm pyrex tubing extensions from the 

housekeeper seals.  The ceramic tube was extended beyond 

the brass assemblies in this design to insure against 

direct discharge contact with the epoxy and solder joints 

in that region. A 12 mm pyrex tube is joined near one of 

the Brewster windows for a connection to the gas handling 

system.  MMan-o-lokM connectors were used between the back 

pipe and the vacuum system to enable rapid changes to be 

effected in the system.  These connectors have proved 

useful and capable of holding vacuum in the 10"7 Torr 

range. 

Operation of the beryllia-bore tube has been entirely 

satisfactory up to now. RF power Is supplied through a 

thirteen turn coil closely wrapped around the pyrex water 

jacket.  It was found that corrosion of the excitation 

coil would lead to electrical breakdown, thus requiring 

special precautions in assembly and operation. The. coil 

is cadmium plated refrigeration tubing and is water-cooled 

in operation.  The laser is driven by a single-stage Hartley- 

type power oscillator through an impedance matching net- 

work.  A maximum DC plate input to the oscillator of 

11 Kw can be achieved.  Under these conditions we measure 

a power of 4.6 Kw in the bore, determined by measuring the 

temperature rise in the cooling water.  This provides an 

excitation density of only 500 w/cc in this structure. 

The gain and output power are thus rather low at present; 
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an output power of 0.1 watt at 4880A is obtained with 

an output mirror transmission of 1%.     Operation at 5145A 

can only be achieved with high reflectance mirrors at 

present.  Nevertheless, such performance is adequate for 

preliminary studies of the type to be described. 

A desirable (though not essential) feature of the 

beryllia tube is its apparent freedom from accumulation 

of impurities in the discharge.  This is similar to 

its performance in small-bore designs , and is undoubtedly 

due to the excellent resistance of beryllia to corrosion 

from the discharge. 

More importantly, the beryllia tube has shown a 

pronounced improvement in the preservation of the optical 

quality of the Brewster windows.  In figure 39 we shew a 

comparison of the optical quality of Brewster windows 

removed from quartz and beryllia discharge tubes.  In 

each case the windows were illuminated by slightly divergent 

light from a He-Ne laser. A shearing interference pattern 

was formed by light reflected from the two window surfaces. 

The surface which remained external to the discharge was 

determined to be flat by comparison with a reference flat. 

Therefore, the fringe structure shown is due to the de- 

formations of the surface which was adjacent to the discharge 

The upper interferogram is from tho window used on the 

quartz tube;  this window had been located apptoximately 

11 cm from the visible end of the discharge column.  It 

was exposed for 25 operating hours.  The elliptical region 

in the center of the interferogram shows the degradation 

of the inner window surface clearly;  the outer area shows 

the original window quality. 

The lower interferogram was made from a window used 

on the beryllia-bore laser for 70 hours.   It was located 

approximately 13 cm from the discharge column during opera- 

tion.  The deterioration is nowhere greater than a half- 
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(a) 

(b) 

(a) Quartz tube window 

(b) Beryllia tube window 

Figure 39. Shearing interfere Tarns 
of Brewster windows. 
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wavelength and is considerably less over most of the 

aperture.  Taking into account the duration of the window 

exposures, an  eight-fold improvement in the stability of 

the optiral quality can readily be claimed. 

The maintainance of high optical quality in the 

cavity is necessary for the study of high-order trans- 

verse mode phenomena.  In figure 40 we show some of the 

output field distributions which are readily observed from 

our large-bore lasers.  The cavity configuration used in 

these experiments utilized a high-reflectance curved 

mirror and a partially transmitting plane mirror separated 

by approximately 60 cm.  The outputs sbown were observed 

with the laser operating just above threshold.  The single- 

axis modes were observed with the use of a single straight- 

edge inserted into the cavity or, s nnetimes, with a 

slight misalignment of the mirrors.  No other intracavity 

stops or wires were used.  The highest order single trans- 

verse mode observed has been a TEMn qfl mode.  When the laser 

is operated well above threshold many transverse modes 

oscillate simultaneously, producing extremely complex 

far-field patterns. 

A very interesting observation is made when the cavity 

geometry is adjusted so that the geometrical ray paths 

within the cavity become re-entrant. (This will occur 

when the longitudinal mode separation is an integral multiple 

of the frequency of separation of adjacent-order trans-erse 

modes.)   Figure 41 shows two examples of the outputs which 

can be obtained.  Instead of a complex field distribution 

we observe Lissajous patterns.  Under these conditions 

the output fields are very sensitive to slight adjust- 

ments in the cavity length.  In one experiment we observed 

that the Lissajous pattern wou!d rotate suddenly through 
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Figure üO, Single transverse modes. 
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Figure hl.    Near re-entrant cavity modes. 
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90 degrees when a mirror displacement of 0.105 inches 

was made.  This is consistent with the expectation that 

the phase shifts for fields distributed along the tan- 

gential and sagittal planes of tilted Brewster windows 

will be different.  Larger displacements will, of course, 

produce a return to the conventionally observed mode 

patterns.  It is interesting to note that the reentrant 

mode patterns are observed over all ranges of excitation that 

we were able to achieve.  Their stability seems to be gov- 

erned by the optical and mechanical stability of the cavity. 

The spectra] bandwidth of the large-bore lasers is 

somewhat larger than that observed for conventional small- 

bore tubes.  Using a scanning confocal Fabry-Perot  inter- 

ferometer we measured a free-running spectral bandwidth 
o 

of approximately 12 GHz at 4880A.  By inserting an in- 

tracavity etalon into the laser, a single mode could be 

tuned over a 16 GHz range.  This indicates that the ion 

temperature of lasers excited in this fashion may be 

somewhat higher than that of conventional, small-bore, 

wall-stabilized discharges.  This bandwidth was larger 

than we had anticipated In our study and indicates a 

possibly greater information handling capability for the 

ion lasers than previously estimated. 

3.  BEAM DEFLECTOR 

Previous experiments on transverse mode-locking in 

He-Ne lasers utilized acoustic vibration of one of the cavity 

mirrors to induce locking.  Such a technique is inherently 

limited in amplitude and tunability. We elected to in- 

vestigate the use of electro-optic beam deflectors as intra- 

cavity modulators.   Several modulator configurations 

were studied;  the simplest and cheapest design was picked 
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for the initial experiments. Ammonium dihydrogen phosphate 

(ADP) was chosen as the electro-optic material. When 

used in a 45-degree Y-cut configuration, the Lransverse 

electro-optic coefficient of ADP is equal to  that for 

potassium deuterium phosphate (KD P) in the 0-degree 

Z-cut configuration.  The unit cost of ADP is approximately 

1/4 that of KD P for crystals of good optical quaUty. 

Unfinished crystals were purchased and fabricated to shape 

and polished in our ovm shop.  The crystals were cut 

in the form of Brewster-angle wavelength-selecting prisms 

and polished. 

The crystals were placed in the laser cavity in 

a cell which contained triangular electrodes in contact 

with the top and bottom surfaces of the crystal.  Since 

the transverse electroroptic effect produces a change in 

the index of refraction for an extraordinary ray traveling 

along the optic axis, such an electrode configuration 

creates a prismatic region within the crystal.  This action 

causes a deflection of the beam which is proportional to 

the applied electrode voltage. 

The use of Brewster-angle faces on the crystal is not 

related to the beam deflection function;  it serves only to 

minimize insertion losses.  The high dispersion configuration 

for the prism was chosen because of the desirability of 

isolating oscillation on one wavelength for preliminary 

experiments.  The effect of operating the laser on 

simultaneous competing transitions in a transverse mode-locked 

configuration will be deferred until the present studies 

are completed. 

Our deflectors were cut from crystals 1.3 cm x 1.3 cm 

x 3.8 cm.  The base of the prism is approximately 3 cm 

when fabrication is completed.  Wa calculate a deflection 
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sensitivity of the order 1.2 x 10  radian/volt in our 

configuration.  In experiments with He-Ne a mirror deflection 

amplitude of 10  radians was reported to give rise to 

mode-locking. Thus we expect to require some few hundred 

volts of drive for the modulator in our case. Modulation 

frequencies in the range 40 - 70 MHz were used in our 

experiments. To obtain the required drive voltage communi- 

cations-type power amplifiers (with 50 ohm outputs) were 

coupled to the crystal electrodes through a reactive 

impedance matching network. Many of the experiments were 

conducted with an RF Communications type RF-805 broadband 

pow^r amplifier capable of delivering 10 watts into 50 

ohms over a frequency range of 100 KHz to 80 MHz and beyond. 

Using a high frequency probe we measure up to 200 volts 

(rras) of drive across r.he cell with this exciter.  An 

additional power amplifier stage was constructed using a 

type 4-65A power tube.  To date we have not found the extra 

excitation capability necessary, however. 

Because of the low gain exhibited by the short argon 

ion laser discharge, successful use of the beam deflector 

in the cavity demands careful attention to minimization of 

insertion loss. Moreover the transmission quality of the 

finished crystal should meet high 'tandards to avoid 

suppression of the delicate high-orJer transverse-mode 

structures. Since the surface quality of materials such 

as ADP deteriorates upon prolonged exposure to a normal 

atmosphere it was anticipated that our crystals would require 

refinishing periodically.  For this reason it was decided 

to do all fabrication in our own optical shop. 

Numerous polishing techniques were investigated, 

including procedures generously described to us by some 

commercial shops.  In the end we have departed from pre- 

viously described and suggested procedures in our own work. 

Most of the techniques tried are capable of producing good 

to excellent surface figure.  However, production of a very 
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low scatter surface remains a challenge.  Our best efforts 

to date involve polishing on a pitch lap using fluorocarbons 

instead of water to carry the polishing powder. Our investi- 

gations in this sphere ere continuing. Very-low-scatter 

surfaces appear to be achievable with water-soluble mat- 

erials. Maintaining surface quality after production appears 

to require storage in a dry environment or the development 

of a satisfactory coating technique.  The production of 

durable coatings is presently limited by the inability 

to heat the crystalline material during vacuum evaporations 

due to its low temperature of decomposition. 

To protect the polished faces of the crystal we 

performed a majority of our experiments in a configuration 

using polished quartz plates separated from the crystal 

faces by a thin film of index-matching fluid.  Various 

fluids were tried;  the best index match was achieved 

with silicone fluids although these tend to scatter light 

significantly.  The performance of the index-matching 

fluids will be discussed further in the descriptions 

of experimental results. 

4.  PRELIMINARY SCANNING STUDIES 

With both the discharge tube and the modulator 

operational, experiments were begun to induce transverse 

mode-locking.  The optical cavity arrangement used is 

shown in figure 42. A partially transmitting plane mirror 

and a high-reflectance curved mirror were used.  The beam 

waist for modes in such a cavity occurs at the plane mirror; 

therefore, the discharge tube will represent the effective 

aperture stop in the system.  To maximize the number of 

transverse modes which will have low diffraction loss 

requires that the aperture stop be located as close to the 

the modulator close to the plane wave region,  so it was 
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not possible to satisfy the previous criterion to the 

highest degree. Since the modulator cell had a length 

of approximately 5 cm, however, the loss in performance 

should be entirely negligible. 

Once the aperture stop is fixed with respect to the 

plane mirror,only the mirror separation and the curved- 

mirror radius remain to be chosen.  For a given separation 

in frequency between adjacent-order transverse modes any 

number of combinations of separation and radius are possible. 

For our purpose it is necessary to chose a combination which 

will produce the smallest value of beam waist in the aperture 

stop.  Since we had a limited selection of high -reflectance 

curved mirrors available, it was a great advantage to be 

able to adjust the modulation frequency and thus the mirror 

separation to obtain the highest possible number of transverse 

modes.  This flexibility would not have been possible with 

piezoelectric intracavity modulation. 

Numerous transverse mode-locking effects were observed 

in our experiments.  The simplest observation was a visual 

one. With no voltage applied to the modulator a complex 

but stationary field distribution is observed in the output. 

When modulation is applied the spatial structure in the 

output disappears on the transverse axis parallel to the 

deflection axis.  (This is observed for both single-ax:? 

and rectangular mode patterns.)  The disappearance oi 

transverse structure on the output is observed to be crit- 

ically dependent on the modulation frequency throughout 

the range of modulator excitation that we could achieve. 

To determine whether our visual observations were 

correlated with mode-locking effects we performed measure- 

ments on both the optical and RF spectrum content of the 

output.  In addition we observed the temporal-spatial 

distribution of the output to determine that beam scanning 

was taking place. 
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The results of the RF spectrum analysis are shown in 

figure 43.  In these experiments a Hewlett-Packard HP-4220 

PIN photodiode with a baseband response in excess of 1 GHz 

was used to detect the optical signal.  Using a Tektronix 

1L20 Spectrum Analyzer the signal was displayed on a 

Tektronix 555A oscilloscope.  Observations were made at 

frequencies corresponding to the separation of adjacent 

longitudinal cavity modes and to the harmonics of adjacent 

transverse modes.  (The fundamental transverse mode interval 

could not be monitored because of pickup from the modulator 

excitation circuitry.)  As shown in figure 43 ,  when the 

modulation is applied at the proper frequency, the output 

fluctuations at the longitudinal-mode interval are suppressed 

while the fluctuations at harmonics of the transverse-mode 

interval are greatly enhanced.  The measurements are shown 

for a longitudinal-mode interval of 240 Mfe and the second 

harmonic (138 MHz) of the transverse mode interval.  Higher- 

order transverse-mode harmonics show similar behavior. 

It is worth noting that theoretically a transverse 

mode-locked laser is very similar to the FM laser--the 

total time-averaged intensity should be constant.  Because 

we were using a detector with a small active area in the 

above measurements we were not performing a time average 

unless the structure of the field distribution were actually 

uniform in space and time.  As a check, then, we examined 

the beat frequency spectrum using a Electro-Nuclear Lab- 
2 

oratories detector having an active area of 20 mm  and 

a baseband response of greater than 200 MHz.  Using this 

detector we observed a greatly reduced output at transverse- 

mode harmonics when the modulator excitation was applied. 

The results obtained with the small area detector are, 

of course, explainable in terms of a localized distribution 
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Modulator 

"off" 

(a) (c) 

Modulator 

'on' 

(b) (d) 

(a), (b) Display centered at 138 MHz 
(Transverse-mode separation ■ 69 MHz) 

(c), (d) Display centered at longitudinal-mode 
separation, 212 MHz 

Figure h3-    RF spectrum displays (100 KHz/div.) 
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of energy sweeping past the detector aperture periodically. 

The reduction in the beat frequency content at the 

longitudinal-mode interval is an indication that a single 

set of transverse modes is effectively saturating the laser 

gain profile. Additional evidence for this was obtained 

from measurements of the optical spectrum with a scanning 

Fabry-Ferot interferometer.  The results are shown xn 

figure 44. These measurements were made with a Coherent 

Optics Model 470 Optical Spectrum Analyzer.  The spectrum 

analyzer had a free spectral range of 8 GHz using confocal 

geometry.  Figure 44a shows a typical oscilloscope display 

of the signal from the spectrum analyzer when no excitation 

is applied to the modulator.  The spectrum is observed to 

fluctuate rapidly wUh an irregular amplitude distribution. 

Figure 44a is an integration of several sweeps;  single 

sweeps show only a few modes oscillating at any instant. 

In figure 44b we see the spectrum obtained with excitation 

applied to the modulator. The spectrum is now relatively 

stable with a large number of modes in simultaneous oscil- 

lation. 

The results of the previous measurements suggest that 

transverse mode-locking has been achieved.  To determine if 

this kind of operation corresponds to the theoretical 

model of a scanning beam we performed the following measure- 

ment . A fast photodiode with very small active area was 

placed in the beam and the time-resolved output examined 

with a sampling oscilloscope.  The output was recorded for 

various positions of the detector relative to the axis of 

the beam.  The results of one series of measurements is 

shown in figure 45. 

The time-resolved measurements were made using a 

Texas Instruments TIXL-55 avalanche photodiode having an 
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(a) 

(b) 

(a) Modulator "off" 

(b) Modulator "on" 

Figure hh.    Scanning Fabry-Perot oscillograms. 
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(a) 

(b) 

5 nsec/div 

(a)    Detector at edge of beam 

(b)    Detector at middle of beam 

Figure US,    Time-resolved output in transverse 
mode-locked configuration. 
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active area of 2 x 10  mm . The risetime was estimated 

independently to be less than 200 psec, using a fast laser 

diode source.  The detector output was displayed using a 

Tektronix 3S2-S2 sampling oscilloscope having a nominal 

equivalent risetime of 50 psec. 

Figure 45ashows the   -rime-resolved output when the 

detector was located near the edge of the beam while 

figure 45b shows the output when the detector was located 

near the axis of the beam.  The  .me scale in each case is 

5 nsec/div.  In this instance it .. n^ars that the pulse 

repetition rate is twice as great    -, the detector is 

located on axis as when it is ioc^L?d n^ar the edge of the 

beam.  We can account for this by noting that a sinusoidally 

scanning beam would cross the detector twice each scanning 

cycle when the detector was located on axis while It 

would fall on the detector only once each cycle at the 

very edge - 

In order to get adequate signal from the dett-ctor for 

the time-resolved measurements it was necessary to focus 

the beam onto the detector surface.  Under the focused 

conditions the total width of the output beam was approximately 

5 mm in the detector plane.  Since the detector has an active 
-2  2 

area of 2 x 10  mirT it is clear that the detector could 
_2 

spatially resolve to 10  of the scanning width or better. 

Moreover, since at a frequency of 69 MHz a scanning spot 

will transverse a line in approximately 8 nsec, the time 

resolution of the detection and display equipment would 

convert to an unambiguous spatial resolution capability 
_2 

of approximately 3 x 10  .  It is clear from the photographs 

that we are not beginning to approach that kind of resolution 

during this m-asurement.  Moreover, these time-resolved 

measurements have been made on several laser/modulator 

systems over a period of a few months and the results 

often are more complex and less readily interpreted ir 

terms of a simple scanning beam.  A comparison of the 
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experimental conditions for these measurements showed 

that results of the type shown in figure 45 were generally 

achieved after a fresh change of some intracavity optical 

component, especially the modulator crystal. As a result, 

we have begun to investigate the influence of the intracavity 

optical quality on the performance of '  cansverse mode- 

locked scanning beam. 

The most important discovery we have made concerns the 

influence of the rapid degradation of the overall optical 

quality of the modulator system and the apparent cause of 

the degradation.  As noted previously, we have not yet 

been able to produce very low-scatter surfaces on the ADP 

crystals used for the modulator.  To reduce the insertion 

loss we have resorted to contacting quartz windows against 

the crystal faces with index-matching fluids.   Twyman-Green 

interferograms of suoh a modulator cell are shown in figure 46 

Approximately 200 - vlts (rms) excitation was applied to 

the modulator for several minutes.  Immediately after turning 

off the excitation the interferogram in figure 46awas ob- 

tained.  Thirty seconds after removing the excitation the 

interferogram was obtained in figure 46b. The interferometer 

was then realigned to give figure 46c.  This shows the 

optical quality of the modulator without the effects of 

excitation.  The same experiment was repeated with a mod- 

ulator cell having no windows and no index-matching fluid. 

In this case no change could be detected in the optical 

quality of the prism under application of excitation. 

It is clear that there is severe degradation of the 

optical quality of the index-matching fluid in the presence 

of a high-frequency RF field.  This degradation has been 

observed in several silicone fluids used for this purpose. 

We have not found a satisfactory index-matching fluid from 
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(a) (b) 

(c) 

(a) Voltage applied 

(b) Voltage off 

(c) Voltage off with realignment 

Figure I16.    Twyman-Green interferograms 
of electro-optic modulator. 
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this standpoint as yet. 

The degradation of the index-matching fluid appears 

to have both a reversible and an irreversible component. 

Shortly after a fresh cell is prepared scanning performance 

of the type shown in figure 45 can be obtained. After an 

hour or more of operation no meaningful results can be 

obtained.  Overnight recovery of performance is observed 

but after a few days a fresh cell must be prepared by clean- 

ing off the fluid from the window and crystal surfaces and 

starting fresh.  The interferograms in figure 46 are taken 

with a freshly prepared cell.  It is clear that even here 

the optical quality leaves something to be desired since 

we use virtUÄlly the whole aperture of the beam deflector. 

Further work on this problem appears inevitable. 

5.  SUMMARY 

During this initial contract period we have carried 

out a preliminary study of the conditions for achieving a 

high frequency scanning beam by locking a set of transverse 

modes in an argon ion laser.  During this phase we have made 

the following important achievements: 

1. We have constructed a reliable, large-aperture 

argon ion laser well-suited to the production of 

high-order transverse modes. 

2. We have used electro-cptic beam deflectors as 

intracavity modulators to produce transverse 

mode-locking in the large-bore laser. 

3. We have determined that high intracavity optical 

quality is essential to the achievement of a 

simple scanning beam in a mode-locked configuration. 

The most immediate problem requiring attention is that 
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suggested by item 3 above.  Improvements in the optical 

quality of our intracavity optics should materially im- 

prove the performance of our present system.  Secondly, 

it is important to be able to operate the present system 

at higher excitation levels so the system will be less 

sensitive to small, sometimes selective insertion losses 

and to achieve more power output.  The importance of mode 

competition effects at higher levels of excitation must 

be ascertained.  We intend to pursue these topics of in- 

vestigation in the immediate future. 

145 



REFERENCES 

1. D. H. Auston, "Transverse Mode Locking", IEEE, J. 
Quantum Electronics, QE-4. 420 (1968). 

2. D. H. Auston, "Forced and Spontaneous Phase Locking 
of the Transverse Modes of a He-Ne Laser",IEEE, J. 
Quantum Electronics, QE-4. 471 (1968). 

3. J. P. Goldsborough & E. B. Hodges, "Helical Coil 
cw rf Excitation of Ion Laser Discharges", Paper 
presented at 13th International Electron Devices 
Meeting, Washington, D.C., Oct. 19, 1967. 

4. W. H. Seellg & K.V. Banse, "Argon Laser Emits 150 
Watts c-w", Laser Focus 6 , 33 (1970). 

5. D. Herriott, H. Kogelnik, & R. Kompfner, "Off-Axis 
Paths in Spherical Mirror Interferometers", Appl. 
Opt. 3, 523 (1964). 

146 



SECTION V 

STUDY OF O.T.F. MEASUREMENTS AND APPLICATIONS 

A. A PROCEDURE FOR OVERALL LENS EVALUATION USING O.T.F. DATA 

David Dutton 

The literature of image evaluation is rich in concepts such as 

spread function, aperture function, optical transfer function, resolving 

power, photographic resolution, encircled energy, Strehl definition, etc. 

Of these the former are extensive functions : OTF, for example, complex 

and two-dimensional. The latter are single merit parameters which abstract, 

in various ways, from the copious information of a complete function; 

which of them is "best" , and its numerical value, depends on the application 

and the receiver. All refer to a single point in image space, and will 

vary with focus and with position in the field; ;md each refers to a single 

wavelength, or one particular spectral blend of the imaging light. 

Thus an attempt to characterize overall imaging performance in complete 

detail leads to a merit function of 5, or 8, or 10 dimensions, hard to cope 

with in human decision terms. The art of lens design has developed to 

handle this complexity, and relies very heavily nowadays on highly sophisticated 

design programs and very large computers. Testing a complicated lens once 

it is built, however, tends to be a much more cursory process. A lens 

designed to work to the diffraction limit can be relatively easy to test, since 

it is fairly easy to tell, even by visual inspection, whether the spread 

function is an Airy disc. Designs which compromise this limit to achieve 

wider field, fewer elements, or the like, require a more quantitative and 

objective testing procedure, if one wants to verify the designer's predictions 
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or the success of the fabrication procedure; and the test, of a completed 

prototype, can in principle become as complex a problem as the design. 

Whatever the test method, a lot of measurements seem to be needed, and these 

traditionally are tedious to make, and once made too voluminous to digest 

easily. A frequently used procedure for photographic objectives is to 

determine, as an overall merit parameter, an over-the-field weighted average 

photographic resolution, normally by a series of photographs of standard 

targets covering the desired field and range of focus, interpreted by 

detailed microscopic examination of the plates by a trained reader, in 

critical experiments by several readers when better statistics are needed. 

"Objective" tests, of which a modulation-transfer function measurement is 

among the most currently popular, tend to be limited to one to three field 

points or a small set of other parameters and can be considered satisfactory 

if the answers resemble the designer's estimates to some degree. Because 

of the massiveness of the potential problem, exhaustively thorough tests, 

even of expensive prototypes of complicated lenses, are probably rarely made. 

Our aim in this work is to explore the practicality of taking a great 

many measurements, but in some automated way, and, then using a large computer 

to digest them; so that a more thorough evaluation, and one adapted to 

human decision making, can be done with no more trouble, or perhaps with 

much less trouble, than traditional methods require.  We wish to base the 

evaluation on some objective physical measurement, and to abstract from many 

raw numbers a kind of pyramidal display of derived merit numbers, matching 

where appropriate some of the traditional quality parameters and perhaps 

adding to the variety of choice, of quality parameters, in new ways which 
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experience will show to be useful. We would like to be able to vary- 

freely the location and orientation of the image plane being tested, 

to find for the actual lens, or have the computer find, an image plane 

which is optimum for one or more merit parameters; and to establish 

empirical tolerances about the optimum. 

For raw data we have chosen photoelectric measurements of the 

point spread function, throughout the image space. To manipulate and 

display the information container   iuch data, it is convenient to 

transform them to the spatial frequency domain via the O.T.F., but the 

emphasis is not on the use of O.T.F. per se.  Neither is there an emphasis 

on our particular way of measuring OTF : we chose an edge-scanning 

technique with digital processing into OTF curves, because the instrumentation 

needed is simple and lends itself to automation, and the results naturally 

adapted to massive use of a computer in the evaluacicn step. 

The procedure calls for first making an "OTF map" by scanning point 

images, in radial and tangential sections and racking through focus, for 

a chosen grid of points covering the field. Intensity in each edge trace 

is recorded digitally on magnetic tape. The tape is read by a computer, 

each scan is reduced to an OTF curve and filed in permanent memory. When 

the map is complete, perhaps with several hundred such curves, the 

evaluation program uses these files to prepare merit figures, e.g. the 

weighted-average MTF, or the predicted photographic resolution ("AWAR"), 

along with numbers that measure particular aberrations such as astigmati; 

or coma, or abstracts such as the Strehl criterion.  The computer can 

.sm 
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then prepare a report in as much detail as wanted, for instance a 

s'tatment of the AWAR value for a particular film, or the average MTF, 

with a note of what is the minimum value of resolution, or MTF, anywhere 

in the field, and where; or a detailed report of how these vary over 

the field; up to finally a full regurgitation of OTF curves, in any 

desired image plane. The program finds an optimum image plane, if desired. 

We have tested the procedure on a standard lens, the same 3-inch 

f/4.5 wide angle reconnaissance lens used in a previous MTF study , 

by mapping 17 field points. We have extensive OTF-measurement data on 

the lens from several laboratories, we know design predictions of MTF on 

axis and at 2/3 full field, and we have some actual photographic resolution 

data obtained by the Air Force Avionics Laboratory with standard tribar 

targets. The evaluation results, to be given in the text, are in satisfactory 

agreement with these cross-checks. (The lens not surprisingly shows defects 

not preaicted by its design, notably azimuthal variations in image quality). 

To assess the practicality of the procedure, in terms of time and 

trouble, we summarize here some numbers rationalized in the text. The full 

map in our example required 554 image scans to cover a 500 ym focus range 

for 17 field points, in one color. Our own apparatus is so far only partly 

automated; actual acquisition time was about 50 seconds per scan, about the 

same time needed by most commercial MTF machines to draw one MTF curve on 

graph paper.  The same equipment with minor changes could be pushed to about 

six times higher speed, and have automatic focusing; ore can make a conservative 

extrapolated estimate of about 2 to 3 hours total running time for a full map. 

This is certainly commensurate with set-up time for such a test under the very 
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best conditions. (In the MTF study, mounting this large heavy lens in any 

new bench took a day or two at best).  Each scan takes about 1 second of 

central processor time on an IBM 360/model 65 computer, with tabular OTF 

output and disk entry of all results. The evaluation program takes about 

2.5 seconds of CPU time to find and evaluate one image plane, a little less 

when doing a series of planes. Computing costs appear to be modest, certainly 

for prototype evaluations. For many applications, half as many field points 

would suffice for the OTF map. 
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1. MAKING THE O.T.F. MA? 

For the evaluation we will wish to have on file a series of OTF 

curves describing the image behavior through the whole focus range of 

interest, and over the entire field. This set will be called the "OTF 

file" . During original processing of the raw image-scan data, some 

numbers are abstracted from these curves, namely the MTF at certain chosen 

frequencies tabulated against focus, to be displayed as "focal-shift curves" 

and kept in another disk file, the "focal-shift file" . 

To make the map, a point image is formed at the desired field point 

and is scanned repeatedly (in our case by a knife-edge scanner attached 

to an observing microscope), racking through focus, in the tangential 

section; and another focus series is taken in •'■he radial section. Each 

scan is recorded digitally on an incremental magnetic tape recorder, and 

carries an identifying record giving the focus, the field point, and other 

relevant apparatus parameters. The edge-trace data are processed using 

2 
formulae due to Tatian  and yield both real and imaginary parts of the OTF. 

Centration of the scan, which affects the linear-with-frequency part of 

the spatial phase shift, is done in the computing stage by locating the 

intensity sample nearest to half ful1 intensity. The phase function that 

results will be zero if the spread function is symmetrical about its 

centroid of intensity. The phase shift obtained thus will measure effects 

of asymmetrical aberrations such as coma, but will not include absolute 

distortion. 
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The whole procedure is as described in Reference 1 

To cope with the physical metrology problem we have again used the 

procedure of Ref. 1, to establish field point location and the focus 

scale. A flat "Reference Plate", made for the test, is rigidly attached 

to the lens mount near the image plane. Holes bored in the plate locate 

the standard field positions, and the surface of the plate is the fiducial 

reference for focusing at each field point.  With this expedient, accurate 

slides and scales are not required of the optical bench. The collimator 

swings to put the image at the center of the desired locating hole. The 

focus scale is a dial indicator attached to the observing microscope which 

is referenced to the plate (by visual focus on the plate surface) as each 

field point is set up.  We must rely en the linearity of the dial indicator 

over the focus range of interest, e.g. 0.5 mm. Visual focusing has a 

reproducibility of about 5 ym; for the example lens an appropriate spacing 

for successive scans is 20 to 40 ym.  The surface of the Reference Plate 

becomes the X-Y plane, the basis of the coordinate system for image location 

throughout the evaluation procedure. 

This approach to metrology appears to work well.  For the kind of 

testing of a sophisticated lens which warrants the whole OTF procedure, 

the fabrication and mounting of a suitable reference plate does not seem 

incommensurate with the rest of the procedure, unless the field format is 

unduly large. Extremely good slides would be needed to do as well. 

During original processing, the focal-shift curves are fit by polynomials 

(usually a cubic). The fitting coefficients are used to locate the maximum 
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of the focal-shift curve Cwhich will be used later in finding the best 

image plane), and can be used to interpolate the MTF into particular 

image planes.  Fitting also serves to weed out occasional records where 

something went wrong during data recording : if a point deviates from 

the fit by more than a certain tolerance, e.g. 0.2 MTF units, that 

CTF curve is labeled unreliable and crossed off the data index. 

Each field point is labeled by a number (the format is described 

later in section 3 ), and the location, in the focal-shift file, 

of the data for that point is indexed, by point number, in the first 

record of the file. Within the focal-shift file are pointers to the 

original curves in the OTF file. 

When this kind of mapping has been completed, for as many field 

points as are wanted for a particular test, the OTi< file and the focal- 

shift file are made available to the evaluation program. 
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2. THE EVALUATION PROGRAM 

The program has been designed on the assumption that a complete 

set of OTF and focal-shift data is accessible in random-access files. 

Sequential access would probably be adequate,  if the original data 

were ordered in respect to focus sequence, and if the field points 

called for in evaluation are ^^ntioned in the correct order. 

There is a short built-in routine for generating appropriate x-y 

coordinates, and assigning zone area weights, upon mention of the field 

point number.  Use of varied fo:mats would require only variation of 

this routine. 

a. Optimum  Image-Plane Location 

One segment of the program finds an image plane which is "optimum" 

in the sense of coming closest to the best-focus positions ( meaning 

the fo:us setting at which KlT for a specified frequency is a maximum) 

for the various field points.  This plane may be allowed to tilt as 

necessary to find the most general plane z = Ax + By + C ; or it 

may be constrained to no-tilt, z =  C.  The latter may be T'.cre appropriate 

if the reference plate plane corresponds to a flange or some analogous 

fixed orientation, as the lens is intended to be used.  In our notation, 

the X-Y plane is the plane of the reference plate and focusing is in the 

Z direction, positive values away from the lens. 

This segment is invoked by data cards which specify a list of field 

points, by their numbers, to be used in establishing the image plane. The 
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computer looks up the focal-shift data in its index and finds the recorded 

best-focus positions for the radial and tangential images for that field 

point. For the focal-shift curves, three frequencies specified at the time 

of the original OTF mapping are used, and cubic coefficients describing the 

MTF-versus-focus curves are available in the focal-shift file for each of 

those frequencies, one of which is specified at evaluation time for inage 

plane location, e.g. 60 c/mm.  A focus for maximum MTF at the chosen 

frequency is taken from the fitting polynomial, for the tangential and for 

the radial sections of each field point. The tangential and radial values 

are treated as separate field points, and each is assigned a zone area 

weight. The zones are segments of annular areas, whose boundaries pass 

halfway between field points, and each annulus is divided into as many 

segments as there were points (uf fhe same field angle) mentioned in the 

list. (The weighting rules are essentially those prescribed in Standard 

Mil-150A for defining area-weighted-average resolution.) X and Y coordinates 

are assigned to each field point by the built-in routine mentioned earlier. 

The plane of best least-squares fit to the observed Z values is found by a 

subroutine, either a general tilted plane or one constrained not to tilt, 

specified by a control parameter at run time.  This will be called the 

"optimum" image plane from now on;  it is optimized with respect to "best- 

focus" and in the example to be described later this criterion, which is 

very simple and easy to apply, appears to maximize all the merit parameters 

yet examined, nearly enough. 

Alternatively, a particular plane may be specified by supplying the 

A,B, and C coefficients; or the program may be asked to analyze a series of 
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untilted planes, racking through focus automatically. 

b. Analysis for Merit Parameters 

(1) Uie O.T.F. 

Once image plane coefficients A.B.C are established, the focus 

z is computed for each field point and an interpolated value for OTF at 

this focus is sought.  Two interpolation schemes have been used. One 

uses the fitting polynomials for the focal-shift curves to compute an 

interpolated MTF at each of the three available frequencies.  Experience 

to date has shown that cubic fits for the focal-shift curves are probably 

adequate to locate maxima, but that often the actual curves have secondary 

maxima and the fitting cubic departs more than one would like from the 

true MTF, 0.1 MTF units perhaps in extreme cases.  We will call this the 

"cubic-fit" interpolation, for short, in the following. 

A more satisfactory scheme uses the original OTF data directly; the 

original curves whose focus settings bracket the desired focus are located 

in the OTF file, and a complete new curve constructed by linear interpolation 

between them.  We will call this interpolated curve a "TINT" curve, for 

short, h the following. 

The two interpolated numbers normally agree; when they are different 

it may mean that the focal-shift curve had too many inflections for a cubic 

or that the original data are lacking in that part of the focus range. In 

the latter case both numbers are apt to be nonsense, since neither inter- 

polation scheme extrapolates reliably. No problem arises if care is taken 

in the original map to cover the whole focus range with adequately spaced 

scans. 
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This operation is performed for each field point specified in 

an "evaluation list" which need not be the same as the list of points 

wh'ch were used to find an optimum plane. For each point, there is 

one interpolated OTF curve (with real and imaginary parts) for the 

tangential section, and another for the radial section. The tangential 

and radial values of the MTF are combined in a geometric mean, at 

each frequency for which original OTF calculations had been made, in the 

case of "TINT" curves.  Each point is assigned an area weight, in the 

same fashion as for plane-fitting, and an area-weighted average over the 

field is made.  While covering the field, the computer notes the minimum 

value of the MTF at any point, and for which image section it occurs 

(this applies to one frequency) . 

A particular frequency, from a choice of three, was specified for 

plane-fitting, and the evaluation report includes the "area-weighted average 

MTF" for that frequency. Numbers from both interpolation schemes are carried 

through the program and may be compared at the end, but the cubic-fit numbers 

will probably be dropped in future.  The average MTF is also available at 

all frequencies,in a table, if asked for. 

Besides the geometric mean MTF, the program keeps track of the 

fractional differences of the tangential and radial values (at one frequency) 

and averages this as a general measure of astigmatism. The absolute value 

of the imaginary part of the OTF is also averaged, as a measure of asymmetrical 

aberration due to coma or vignetting. 
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To guard against nonsense numbers, warning flags are set if 

negative values, or values greater than 1., occur in the MTF estimates. 

(This happens when the interpolation procedures are forced to do an 

extrapolation.)  In the detailed output report, which tabulates all the 

relevant numbers for each field point, the seriousness of such an event 

can be evaluated. Normally some such events can be tolerated. 

C 2 )       Predicted Photographic Resolution 

These estimates are predicated on the use of film threshold modulation 

curves .  According to Lauroesch et al.'  the threshold image modulation 

required for resolution of standard tribar targets of unit contrast can in 

most cases be well represented by a quadratic formula, 

TM = a  + a, f2  . 
o     1 

In our program we read in the a and a- coefficients,  and once the processing 

has reached the stage of reading back one of the original OTF curves, 

thereby establishing the frequency range and increment for the original data, 

a threshold modulation table is constructed and its intersection with the 

interpolated MTF curve (the "TINT" curve) is found, yielding a predicted 

resolution for that point, radial or tangential section, for that particular 

film.  The radial and tangential values are combined in a geometric mean 

(again this is based on the prescription of the standard Mil-150A).  The 

fractional difference of the two values is again retained as an astigmatism 

indicator.  If the TM curve does not intersect the TINT curve within the 

frequency rang^ of the original data, the predicted resolution is set by 
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default to the original maximum frequency plus one increment, and a warning 

flag is set. 

The program keeps track of the minimum resolution that occurs anywhere 

in the field, for which field point and which image section. 

Area-weighted averages are made of the geometric mean (this corresponds 

to the familiar AWAR) and also of the astigmatism parameter, and the radial 

and tangential resolutions separately. 

( 3 )       The O.T.F. Integral 

Several image quality criteria derived from the OTF have been 

4-6 
proposed   . Of these we have chosen, for the present, the integral 

with respect to frequency.  Using a one-dimensional representation, 

if L(x) is the line spread function and T(f) its (complex) Fourier 

transform, then 

T(f) df  =  L(0)  , 
o 

the value of the spread function at its origin, or the gradient of intensity 

in the edge function at its most steeply rising point.  The ratio of 

this number for the test lens, to its value for an ideal, diffraction-limited 

lens of the same aperture, is the "Strehl definition", also closely related 

to Linfoot's "correlation quality" . ' 
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In the evaluation program, each "TINT" curve is integrated from 

the origin out to the highest frequency f^ for which the original 

calculations were made (using Simpson's rule and treating OTF as a 

complex function). The real and imaginary parts are each no^alized by 

the corresponding integral for a diffraction-limited lens of the same 

aperture, ^e result is called S, or -OTF integral- in the following. 

Averages are made of the real part, and of the absolute value of the 

imaginary part. Vae  former number is a measure of how well the lens 

approximates the ideal diffraction behavior over the field, the norm being 

a value of 1.0 ; and the latter is another kind of measure of spatial 

Phase distortion, the norm being a value of 0.  (^ imaginary part 

does not normally enter into the Strehl criterion, except in that the 

real part, which does enter, is diminished;  because it is an odd 

function and vanishes when the integration includes the negative half 

of the frequency axis). 

A warning flag is set il the real part of S exceeds 1. after 

normalization, indicating an unreliable OTF curve has occurred. 

Other derived functions of the OTF could easily be introduced in 

the same fashion, since the complete interpolated OTF curves are available 

at every field point. 

( 4 )    Miscellaneous  Parameters 

The r.m.s. value of the difference between "best-focus" , and the 

image plane being evaluated, is obtained treating radial and tangential 

sections as separate points. The r.m.s. difference in best focus 

between the radial and tangential images is also calculated. This number 

is independent of the image plane. 
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c. Display 

Computer displays are very much a matter of the taste and needs of 

an individual user, but we will describe our own choices briefly, with a 

final glossary of the merit parameters which will be illustrated in the 

next section.  The problem in attempting to abstract from several 

hundred OTF curves is to keep the abstract in reasonable bounds without 

suppressing useful information. We have chosen to make the evaluation 

report in several message levels. 

If Level 1, the simplest, is chosen, the report consists of some 

numbers which refer to a single chosen frequency : the area-weighted average 

MTF, the minimum MTF and its location in the field, and a total count of 

warning flags; plus the predicted photographic resolution, for each 

film requested, as an average • "AWAR" ; the minimum resolution, for 

which field point and which image section it occurs. Coefficients of 

the image plane used are also reported. 

At Level 2, there is added 

(a) A table listing by field point all the individual numbers that enter 

the averages (see Glossary), and the number of warning flags that were set 

for that point (the reasons for the warnings are apparent upon inspection of 

the numbers). 

(b) Averages of the predicted tangential and radial resolutions, computed 

separately; and averages of the astigmatism parameters. 

fc) The averages of the real part, and the absolute imaginary part, of the 

OTF integral S. 
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(d) A complete weighted-average OTF table, listing for each frequency 

in the original computations (e.g. 0 to 160 c/mm at 10 c/mm increments) 

the average MTF, and the average absolute imaginary part of the OTF. 

At Level 3, intended mainly for diagnostic uses, there is added 

(e) A table of best-focus positions from the focal-shift file, that 

were used in finding the optimum plane, the resulting deviations from 

the best-fitting plane, and the locations in the disk files of the 

pertinent focal-shift data. 

(f) Some intermediate numbers generated in the plane-fitting process 

(g) Complete tables of the TINT curves for all field points, both image 

sections, all frequencies; and the locations in the OTF file of the 

original data records, used to make the interpolated curves. 

ClJ Wavelength as a Parameter 

All the above refers to a single color, in the example monochromatic 

green light. To use the procedure for a realistic spectrum, probably the 

most practical procedure is to make the original OTF map using the desired 

spectral blend, by tailoring the light source and detector response spectra. 

If OTF-mapping is so well automated and fast as to permit repetition of 

the map for several monochromatic wavelengths, all the quality parameters 

could become arrays which were combined at the end with suitable weights, 

additively. Monochromatic mapping has great advantages if one wishes to 

compare answers with design, or with measurements made in someone else's 

laboratory. We have not really tackled the spectrum problem in the present 

stage of the program. 
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(2.)  Graphic Output 

What is desirable in more pictorial form again depends on the 

user and cumulative experience with such a procedure. The illustrations 

in the next section were all prepared manually from printed output; 

any of them could have been drawn by the computer, of course, during the 

evaluation run, at a cost (in our case) of a few seconds of CPU time 

per picture. 

d. Glossary of Merit Parameters and Terms 

1. Modulation Transfer Function  , MTF. 

May be an interpolated value referring to a particular frequency, 

e.g. MTF60 ; or a taole. It is dimensionless. We refer to its value, 

for example 0.307, as so many "MTF units" to avoid the ambiguities of 

saying "per cent" . There are MTF values for two image sections: 

tangential, referring to target bars or a scanning edge which are tangential 

to a circle centered on the optical axis and passing through the field point 

in question.  (A term "tangential resolution" is sometimes used to mean the 

opposite,orthogonal section; our usage seems to conform to most practice.) 

For a radial section, the target bars or scanning edge would be parallel 

to the radius of the circle mentioned. (Also called the "sagittal" section). 

2. Area-weighted Average MTF,    M . Average over the field of the geometric 

means of the tan, rad MTF values, with each field point weighted by the 

area of an annular segment whose bounds are halfway to adjacent field points. 

May refer to a particular frequency; or a table. 
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5. Minimum MTF ,    Mmin  .    Refers ^o the lowest MTF at frequency f1   (see 

below) that occurs anywhere in the field, e.g. M . = 0.12 at Point 8,Radial 6  mm ' 

4. Absolute value of the imaginary part of the OTF,     |lmagT| . 

ImagT = MTF sin $ where ^(f) is the phase transfer function. 

We use it as a measure of the amount of spread function asymmetry, due to 

coma or perhaps vignetting effects.  It can be considered a "penalizing" 

merit parameter. It seems a more appropriate choice than $  since, as 

the MTF falls toward higher frequencies, random noise in the answers tends 

to dominate the ratio of real and imaginary parts of the spread function 

transform, and $ values there tend to fluctuate randomly between ± 180° . 

When taking an over-the-field average, the radial and tangential values 

appear as an arithmetic mean. 

5. Predicted Photographic Resolution    R. 

An estimate of the resolution that would be obtained by photographing 

standard tribar targets of unit contrast, in the image plane being evaluated. 

It is an intersection of an MTF curve with a "threshold modulation" (TM) 

curve, the latter approximated here by a quadratic formula whose coefficients 

are assumed to be known for the film of interest.  R is defined for radial 

and tangential sections.  The area-weighted average of the geometric means 

of the rad, tan values has a well-known acronym "AWAR" .  R .  is the J ram 

lowest value that occurs anywhere in the field and refers to either a 

tangential or a radial section. Units are cycles/millimeter or c/mm. 

6. Astigmatism parameters  ,    APM, APR.  Refer to fractional difference 

between radial, tangential values of MTF or resolution respectively, e.g. 

MTF(tan) - MTF(rad)    .__ .    .      r  n APM =  *—-r-. ; —  .  APR is analogous, for R. geometric mean s  ' 

Averages are taken with the usual area weights. 
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7. O.T.F.   Xntegrai   ,     S. 

As used here it means a normalized, partial integral  : 

S      =      i-    fmaX OTFCf)  df 
o    ■'o 

where So is the corresponding integral (same limits) using OTF for a 

diffraction-limited lens of the same aperture.  The real part of S 

approximates the Strehl criterion, and tends to correlate with the 

sharpness of edges.  The (absolute) imaginary part of S is used as a 

measure of spread-function asymmetry, and can be considered a penalizing 

* -1 
merit parameter.    The units of S are mm  : S is dimensionless. 

o 

8. Focus Deviation  , A .   The root-mean-square value, over the field, 

of the (unweighted) differences in focus between the image plane being 

evaluated, and the "best-focus" images for the various field points. 

Radial and tangential values are treated as independent points. Units are ym. 

9. Image Plane Parameters   . 

The plane may be defined by the equation z = Ax + By + C where 

x,y are coordinates of the field point in units equal to full-field image 

height; and z is the focus distance normal to the reference plate, positive 

away from the plate, in ym. 

For display, convenient parameters are the axial intersection distance 

C, the tilt with respect to the reference plate T = (A2 + E2y / R 

where R4 is the full field image height in ym ;  and the Azimuth of 

the intersection of the image plane with the reference plate, 6 ■ tan" (A/B). 

10. Optimizing Frequency    f.. .  A chosen one of the three previously 

fixed frequencies used in abstracting original data. "Best-focus" settings 

used to fit the image plane are those which maximize MTF at this frequency. 

fin the example data quoted in the next section the modulus of S is sometimes 
used, because the program version used at the time computed it rather than 
the real part which is probably a preferable parameter. In the example there 
is no significant difference in the values.) 
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The choice of ^ will influence the answers if the shape of the 

NfTF curves varies with focus such that higher frequencies are best 

transmitted in one plane and lower frequencies in another plane. 

(In our example lens, this property is not. especially evident). 
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3.  EXAMPLES OF RESULTS 

This procedure was tried out on a wide-angle reconnaissance lens, 

field angle ±40° , f/4.5, focal length 3 inches or 76 ram.  It is the 

same lens used in a previous MTF study  and had been extensively measured 

for MTF in a number of laboratories.  For the study it had been equipped 

with a Reference Plate locating 17 standard field points, arranged in the 

circular format shown in Fig.ltf.  To test the evaluation program we 

made a complete OTF map for all 17 points, in tangential and radial 

sections, over a focus range of about 0.5 ram. The map contained 554 

OTF curves in all. The spectrum was interference-filtered green light 

at A5460 ± 50 A.   Of particular use in this evaluation was the fact 

that direct photographic resolution measurements had been carried out 

for some field points, at the Air Force Avionics Laboratory, (See Ref 1), 

so that computerized resolution predictions could be corapared to some 

overlapping measurements made in the traditional way. From the lens 

design data, we had available predicted MTF curves at some focus settings, 

which agreed well with observation on axis, but which did not agree well 

with observation, or among competing design programs, at field angles as 

large as 29 .  We hope to obtain in future new calculations, from the 

original design, of numbers which will be directly comparable with the 

merit figures that the empirical evaluation procedure yields. For 

the present we can test the procedure itself by looking for internal 

PRECEDING PA6E BUNK    "" 

■'■■w*mimi,m*:».*'m*m- ^..mj. m^*«'**ytm.*m'm---mm<*'m9*m'm~"'"•-•*•••'•- *  '-y ■-'■"; '!«■■■-;,. '■ yg—' 



Y 

REFERENCE PLATE 

vig. 47. Diagram of the Reference Plate illustrating the labeling 
scheme or standard field points, and the weighting zones, for the 
circular format used in the example. For the 3-inch f/4.5 lens. 
R = 63.5 mm corresponding to 40 field angle; R = 42.5mm, at 29 . 
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consistency, and begin to acquire experience in interpreting the 

varieties of information which we hope the evaluation procedure can 

furnish. There are also interesting departures in behavior from 

the designer's intentions, most notably variations in image quality 

around the field at a given field angle. 

Our test for internal consistency of the scheme consisted of 

applying the evaluation program to the complete set of 17 field points 

and to two interlocking subsets of 9 points each.  If azimuthal variations 

were purely random all three sets of answers should be roughly the same, 

with their differences measuring the scatter that might be expected 

in a practical sense.  Making this comparison ( the numbers are 

included in Table 1)  we note an area-weighted-average MTF (at 60 c/mra) 

of 0. 22 + .02,  an average predicted photographic resolution (AWAR) 

of 59 + 2 c/mm for medium-resolution film A, of 126 + 8 c/mm for high 

resolution aerial film B.  We would conclude that the procedure is 

consistent enough to be useful. 

When comparing the computer-predicted photographic resolution, 

the results appear to agree with measurement within limits that are 

somewhat better than the scatter of the photographic measurements generally, 

behavior which would seem to make the photoelectric method useful; 

it has the advantag( that once the map is made, the image plane can be 

moved around and nev AWAR numbers obtained quite painlessly.  Fig. 51 

shows the comparison. 
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Apart from testing the reliability of the answers, we would 

like to illustrate some of the possibilities of such a procedure, 

in the other examples quoted. The captions of Table 1 and the figures 

contain most of the discussion of the points we wish to make, but 

here we may summarize.  We can test for field flatness by running 

the evaluation program with different field-point lists, such as the 

axis only, the 29° field points only, or the 40° points only. (Table 1). 

We can explore tolerances on image plane location by asking the 

program to rack through focus, or to vary the tilt of the image plane. 

(Table 1, and Fig. li%     We can see what a multiplicity of OTF curves 

means in terms of the whole field by displaying the weighted-averages 

of the modulus and the imaginary part (Fig. 1*8 )• Behavior of some 

individual field points with focus is illustrated by Fig. JjO. Azimuthal 

variations of image quality, reflecting centration problems of the 

ten elements, or glass inhomogeneities, appear in Figs. 52 and 53. 

Focus shift with spatial frequency can be examined by changing the 

optimizing frequency (Table 1) although this is of course apparent 

in the focal-shift curves that come out when the OTF map is being 

generated. 

The practicality of such a procedure depends entirely on the 

ease with which the OTF map can be made. Anyone who makes MTF measurements 

regularly with any of a variety of instruments can appreciate the labor 

of recording five or six hundred OTF curves; however this can become 

a less crushing burden if the emphasis of the instrument design is put 

on communication with a computer rather than communication with the 
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0 40 80 120 160 
SPATIAL   FREQUENCY    c/mm 

Fig. 48. Overall OTF performance of the 3-inch f/4.5 lens, in the tilted 
plane optimized for 60 c/mm. Heavy curves show the area-weighted averages 
of the modulus (curve M) and the absolute imaginary part (curve 1)  Lieht 
CTSr    the extremes of image quality over the field, with the high- 
est ^f^F occurring at point 2, radial section; and the lowest at point 16 
tangential section. The dashed curves TMA and TMB are the two quadratic' 
threshold modulation curves used in the analysis for predicted photographic 
resolution. r   s ^.^ 
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200 300       400       500 

FOCUS   ^m 

Fig. 49. Behavior of some overall merit parameters as a function of focus. 
Computations were made for a series of untilted image planes. The values 
achieved in the plane of optimum tilt (4.8') are shown as horizontal bars. 
Plane optimization is based on a least-squares fit to positions of best 
focus, i.e. maximum MTF at 60 c/mm. Note that in this example this cri- 
terion yields values of all the merit parameters which are actual maxima, 
even though there is a slight apparent shift in the focus for maximum and 
the "optimum untilted-plane" focus. The MTF  curve shown here is derived 
from direct linear interpolation of original OTF data (see text).   The 
analogous curve derived from polynomial-fit focal-shift curves is not shown 
here, but it does peak at the "optimum" focus. 

At top, the predicted area-weighted average photographic resolution 
(AWAR) for two films. Film A is Kodak 3401 (PlusX), film B is Kodak 3404 
high-resolution aerial film. 

Below, the area-weighted average MTF at 60 c/mm, and the average mod- 
uli"' and average absolute imaginary part of the OTF integral S. For this 
exai! ie the modulus and the real part are essentially the same. The real 
part approximates the Strehl criterion.  Compare focus dependence of the 
area-weighted averages here, with the behavior of individual field points 
in Fig. 50- 
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FOCUS    (/xm) 

Fig. 50. Behavior of some individual field points as a function of 
focus.  The real part of the OTF integral S is displayed for radial 
and tangential sections at point 7 (29° field) and point 10 (40°), and 
for the axis. Location of the optimum tilted image plane, at each 
point, is shown by vertical bars. 

Plots of the MTF at 60 c/mm would be qualitatively similar to these. 
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Fig. 51. Comparison of predicted photographic resolution with direct measure- 
ments using tribar targets. The measured data were furnished courtesy of Capt. 
J. van Workum of the Air Force Avionics Laboratory, WPAFB. There is an ap- 
parent discrepancy in the absolute focus scales which was compensated in this 
display by shifting the experimental data for points 2 and 6 by + 50 ym with 
respect to the axis; the two sets of curves were then registered by aligning 
the maxima at point 1 (axis). Apart from this metrology problem there is good 
agreement in the absolute resolution values, and the focus dependence, between 
prediction and measurement. The prediction analysis used the threshold curves 
shown in Fig. 48. Predictions could not be made beyond 160 c/mm because the 
original OTF-map calculations had been carried only to that frequency ; there 
is no fundamental limitation, except that the random noise in the measured MTF 
values be not large compared to the threshold value. 

Film A is  Kodak 3401(PlusX), Film B is Kodak 3404. 
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FIELD     POINT 

Fig. 53. Azimuthal dependence of the real and imaginary parts of the OTF integral 
S, evaluated in the optimum tilted image plane. Plots of the OTF at 60 c/mm would 
be qualitatively similar to these. Note that image quality (what is shown is es- 
sentially the Strehi criterion) can vary by a factor of 2 at constant field angle, 
in this example 3-inch f/4.5 lens; and there are also variations in the amount of 
astigmatism. A prediction from the lens design would not indicate this kind of 
variation since the ideal lens is radially symmetric; design values would appear 
on this diagram as two sets of horizontal lines (for the R and T sections).  The 
configuration of this lens is such that at 40° field the usable beam passes through 
completely non-overlapping portions of the outer elements, for each azimuthal shift 
of 45 . Visual inspection of the images shows that when the spread function .shrinks, 
with focus, to an approximate istigmatic line, the line is not usually criented a- 
long either the radial or tangential direction expected from the overall lems, but 
may be inclined as much as 5 or 10°. This behavior changes with azimuth in no simply 
describable way, and presumably indicates that there is not a unique optical axis 
bei ause of residual decentering of the elements. 
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human operator or consumer of the MTF curve. Operation of any kind 

of OTF-measuring instrument is basically a repetitious process except 

for mounting the lens to be tested and (usually) moving from field point 

to field point. Most such instruments are already elaborate pieces 

of machinery, in which design refinements to make them more automatic 

would be only small perturbations to the amount of instrumentation 

needed.  In our own laboratory, for more or less mundane reasons, 

the automation of the equipment is only partial and its speed has been 

held down to a human or chart-recorder pace largely for convenience 

in developing, and debugging the way it works. The map in our 

example was made at an acquisition rate of about 50 seconds running time 

per image scan. The digital recording apparatus could easily run six 

times faster ("incremental magnetic tape); the scanning speed could 

probably be made commensurate with this without encountering new 

problems with the mechanical design of the scanner mechanism, and the 

electrical bandwidth used for the present data, 10 Hz, would allow much 

faster scanning of that particular lens's images without deterioration of 

the signal/noise ratio set by shot noise of the observing photomultiplier 

which leads to random errors of the OTF answers.  The operator need not 

intervene for focusing if the observing stage is provided with some 

stepping mechanism under automatic control.  Making coverage of the whole 

field automatic would open a new set of precision mechanical design 

problems -- long accurate slides, etc -- so that in our own case we 

expect to retain operator intervention to change the field point. 

If we attempt a conservative extrapolation of the running time 
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that might be needed by our own system, given the minor changes needed 

to increase its speed to a limit not requiring a new overall instrumentation 

strategy, we arrive at an estimate of perhaps 10 seconds per scan or 

two to three hours running time for a full 17-point, one-color map. To 

this must be added time overhead of mounting the lens and changing the 

field point, in a fashion comparable to any traditional kind of testing. 

Existing building-block technology could of course reduce acquisition 

time much further if the demand for such tests warranted the expense. 

In developing this particular procedure we have been conditioned 

by the ready availability of a large computer (IBM 360/Model 65) 

although programming ingenuity might well make the use of smaller 

machines, or some other kind of map storage than random-access disk, 

feasible.  Our original tapes are batch-processed and normally generate 

complete OTF tables for every scan, plots of the focal-shift curves, 

and a plot of the "best-focus" OTF curve in each series. The central 

processor time taken is just under 1 second per scan.  We have been using 

very copious sampling, for convenience in reducing noise effects, and 

a large core-stored sine,cosine table, rather than a fast-Fourier-transform 

algorithm, for convenience in interpreting the output; so that faster 

processing could be done if that were an issue.  The evaluation routine 

typically takes 2 to 2.5 seconds to find and evaluate one image plane, 

generating printed output only.  We do not consider that computer time 

is an important factor in determining if the procedure is indeed practical. 
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Conclusion 

When contemplating the ease with which an interesting variety of 

evaluation tasks may be done, once an OTF map exists, and the extrapolated 

estimates of the time and trouble the map might take with proper 

engineering of the data acquisition system, the procedure appears now 

to have possibilities for real practical use. We think it is a 

promising approach to the actual consumption, as opposed to formal 

display, of OTF-type test data.  We would like to suggest that 

lens-testers consider embracing the idea of taking what seem at first 

sight staggering amounts of data, with a computer to pre-digest them 

before an attempt at human assimilation. 
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Introduction 

EVALUE is a program written in Fortran IV which processes O.T.F. 

data presumed accessible in two direct-access files, which were created 

by another program ("MTFMOD" ).  Features of the kinds of data and 

formats, in those files, needed by EVALUE, will be described in these 

Notes. 

The files were created by the Fortran statements: 

(1}  DEFINE FILE 9 (600,480, L, K9 )      the "OTF file " 

(2)  DEFINE FILE 10 (50, 1100, L, K10)    the "focal-shift file" . 

The function of EVALUE is to prepare, from the filed data, an 

analysis of overall image quality in a particular image plane or 

series of planes.  It can locate if desired an "optimum" image plane, 

one which best matches positions of focus which maximize MTF at a 

particular frequency.  It prepares a report, which may be furnished 

in three different levels of detail, and which includes area-weighted 

averages of merit parameters such as the OTF, the predicted photographic 

resolution, and others, and may include tabulations of the variations 

of the parameters over the field, up to a complete set of OTF curves 

interpolated into the image plana being evaluated. 

The following notes give a detailed description of the data cards 

used by the program, and the printed output, with summary comments 

on the analysis procedure and algorithms used. 
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I. FIELD FORMAT SPECIFICATION 

The field is assumed to be covered by a grid of up to 17 field points. 

These are numbered 1-17 and the program contains a built-in routine for 

assigning x,y coordinates and appropriate area weights to each point upon 

mention of its number. Arrays storing individual-point parameters are 

dimensioned (17, 2) the 2 refe: ing to two scan sections, tangential and 

radial/sagittal. In our usage, "tangential" refers to an image scan or 

MTF in which the scanning edge or slit, or the target lines or bars, are 

tangential to a circle centered on the optical axis and passing through the 

field point in question. "Radial" refers to orientation of the scanning 

edge or target bars which is parallel to the radius of such a circle. 

The routine contained in the program is based on a circular format. 

Use of other formats merely requires replacement of this routine. Assumptions 

are: 

Point 1 is the axis. 

Points 2-9 are arranged in a circle, spaced 45 in azimuth, on a 

radius R9 = approx. 2/3 of full-field image height 

Points 10-17 arc spaced at 45 around a circle of radius R,, = 
4 

full-field image height. 

The location of points in the field is given by X, Y coordinates. These 

are assigned by the program in units of full-field image height R.. 

Point 10 is given coordinates (-1.0, 0) and has an azimuth of 180° . 

Point numbers increase going around the circle clockwise, so point 11 

has coordinates (-.71, +.71) and azimuth 135  , for example. Point 2 

has coordinates (-0.62, +0.26) r.nd azimuth 157.5  ; and so on.  The 

particular coordinates used are apparent in output only in the most 

detailed report level.  Any of the internally generated (x,y) coordinates 

may be replaced at run time by new values on data cards. 

Weighting zones are separated by circles :  for the axial zone, 

a circle of radius R.. = ^ Rj ; between R. and R a circle of radius 

R = % (Rj + R4)•  At run time, the field points to be used are specified 

in a list. The program counts the number of off-axis points in each ring 
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( lying on R2, or on RJ that actually appear in the list and 

divides the appropriate annular zone into as many equal segments. 

The weight assigned is the ratio of the area of the annular segment 

to the unit circle area (radius R.). Weighting is optional when 

finding a best image plane, and automatic when performing the evaluation. 

There is no provision for changing the weighting scheme via data cards. 

(The weighting rules are based on the prescription for making area-weighted 

averages in standard Mil-150A). 

When finding an optimum image plane, tangential and radial sections 

are treated as independent points. Data from the two sections are usually 

combined by some rule in the evaluation phase; details are given in the 

following. 
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II.  DATA CARDS 

Card 1.  (NTOT, JF, IFIT, IWT, IA, IB, UNIT, NAMEU, IFR(3), IAXIM, 

LAMBDA, FNUM, FOLEN ) 

Format  ( 613, Ix, F10.3, A4, IX, 313, 214, 2F8.3) 

NTOT  specifies the number of field points in a list to follow, 

which will be used in finding an optimum image plane; or 

alternative options : 

If NTOT = + n ( n = 1 ... 17) the following n cards will 

each specify one point in the list. 

If NTOT - -1, the following data card will specify three 

coefficients defining an image plane to be used in the evaluation. 

If NTOT = -2, the following data card will specify initial 

and final values, and an increment, for C and the evaluation will 

be ; ■peated for a series of planes z = C . 

JF 
    specifies which one of three previously chosen frequencies 

(JF = 1 ... 3) will be used for optimum-plane location and 

evaluation.  If JF = 4, the process will be repeated for all 

three frequencies in succession.  Default if blank is JF = 2 . 

IFIT  specifies constraints on the optimum plane. 

If IFIT = 1 , the plane will be constrained to zero tilt with 

respect to the reference coordinate system, i.e. the plane z*  C. 

If IFIT = 2, the fitting plane will be z = Ax + By + C. 

If IFIT = 3, both choices will be used in succession. 

Default if blank is IFIT = 2. 

IWT   specifies whether weights are to be used in the plane-fitting. 

IWT = 1 or blank, no weights 

IWT =2^ weights assigned by zone areas. 
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IA   specifies the level of output information. IA = 1 ... 3 

gives message level 1 ... 3 (see Output description). 

IB 
    spare parameter not used in this version. Normally blank. 

UNIT  A floating-point number giving the value, in inches, millimeters, 

or microns, of full-field image height, the normal unit of the 

x,y coordinate system. Must be included. 

NAMEU  The name of the unit in which UNIT is expressed, 4 characters 

which must be one of the following : " " (4 blanks); "INCH" ; 

"MM " ; or "MUM_" . If blank, millimeters is assumed.  If any 

other spelling is used, the normal unit will be given a default 

value uf 1.0 mm. 

IFR(3)  Integers specifying initial values for the three frequencies 

on which focal-shift curves are based, one of which is opted by 

parameter JF. Values read from the card are replaced by filed 

values as soon as one record from the files has been read. Blanks 

are set to default values 30, 60, and 120 c/mm. 

IAXIM   The integer number in microns at which best focus occurs on 

axis. The number is used only in the output display, and then 

only if the axial point was not included in either field-point 

list, in which case it is replaced by the filed value. Blank 

treated as 0. 

LAMBDA  Integer wavelength in Angstroms which will be used in computing 

cut-off frequency etc. associated with an ideal lens. Must be 

included. 

FNUM   The f/number of the test lens. Must be included. 

FOLEN  The focal length of the test lens, as measured in the same units 

in which UNIT was expressed, i.e. inches, mm, or ym . Must be included. 
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Card 2.  /a/ if NTOT > 0 :  (NPTTCD, NUD(J,I),J=1,2; CRR(J,I).J=l,2 ; 

CC(J,I),J=1,2 )  all for I = 1 . 

Format :  ( 313, 4F10.3) 

NPTT(I)  The number of the field point, 1 ... 17 

NPPC1.!) A replacement of the index value for the record number in 

the focal-shift tile which carries data for the tangential scan 

of point NPTT. If blank, the original indexed value is used. 

If = 999, focus data to follow in the card will be used instead 

of filed data. The NDD value given on the card, if not blank, 

0, or 999, will permanently replace the original value in the 

filed index (located in record 1 of the focal-shift file). 

^P^2»1) The corresponding index correction for the radial scan. 

CRRCM) Floating-point number which will be used as an additive 

correction to the filed value of best-focus setting for the 

tangential scan of point NPTT.  If NDD was 999, the value 

will be used instead of the filed number.  Blank taken as 0. 
CRR^2>1) Corresponding focus correction for the radial image section 

^C1^)  If not blank or 0, replaces the pre-assumed value for the X 

coordinate of field point NPTT. 

CC(2,I)  Replaces the pre-assumed value for the Y coordinate. 

NOTE Normally all the above parameters are blank except NPTT. 

This card is followed by analogous cards specifying the entire 

list (up to n cards, 17 maximum) of field points to be used in 

optimum-plane location. 
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Card 2. /b/ if NT0T=-1 :  (PCCJ), J=l,3) 

Format :  ( 3F10.3) 

PCC1) Floating-point number, in microns per normal unit, to be 

used as coefficient A in the image plane z = Ax + By + C. 

PC(2)  B, above; microns per normal unit. 

PC(3) C, above, microns. 

Card 2. /c/ if NT0T=-2 :  CZSTART,ZSTOP,ZINC) 

ZSTART Initial value of C 

ZSTOP  Final value of C 

ZINC   Increment of C 

Evaluation will be carried out successively in the series of 

untilted image planes z = C. 

_This_completes the data card set for the image-plane-fitting phase. 

Card j.   (JPTCI), 1= 1, m ) 

Format  ( 1713) 

JPT the list of field points, up to 17, to be used in the evaluation 

step, for the image plane specified by previous cards. This list 

need not be the same as the NPTT list. 

This card must be included, but may be blank if a plane location 

only, and not an evaluation, is desired. 

Card j + 1.  CNAFILM(I), CT(Ij,, AT(I) , I = 1,3 ) 

Format :  ( 3C IX, A4, F6.3, E10.3)  ) 

NAFILM  4 characters denoting name or type of film, to be used in 

output display. Data for up to 3 films may be given on this card. 

CT    Coefficient C in the formula TM = C + A f2 to be used 

in computing a threshold modulation curve for film NAFILM. 

CT is in "MTF units" . 

AT    Coefficient A for the formula above.  MTF-units per (mm-2). 

NOTE: -p^g ca:r(j must ijg inciU(jed if previous card is not blank. If 
this card is blank, no photo, resolution computations will be made. 
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III.  FINDING THE OPTIMUM pLnhg 

This segment of ihe program constructs a table of best-focus 

settings versus x and y coordinates of the field point and fits a least- 

squares plane.  If the CRR entry on the point-specifying data card was 

blank, the focus value taken is the maximum of the cubic which best fits 

the focal-shift curve for frequency JF. (The cubic fit was performed 

during original processing of the filed data, and the z-value for the 

maximum is filed in array CF(8, JF) ). The focal-shift file record 

consulted will be the one indexed by that point number in record 1 of 

that file, unless overridden by the NDD parameter at run time. IF 

CRR was not blank, CRR will be added to the filed value; or if NDD was 999, 

will replace the filed value for purposes of the fit (not permanently). 

Tangential and radial image sections are treated as separate points, 

e?rh with an appropriate zone-area weight, when IWT=2. 

A least-squares fit to the plane z = C is merely a weighted average 

of the focus numbers and is done within the main program.  The tilted- 

plane fit z = Ax + By + C is done in a subroutine, "PLFIT" , which in 

turn calls a library subroutine MATEQ to solve the set of 3 normal equations. 

Which fit, and how weighted, is controlled by IFIT and IWT on Data Card 1. 

The C coefficient is the same for both planes, but if only untilted planes 

are of interest PLFIT and MATEQ may be dispensed with (use dummy PLFIT). 

PLFIT has one argument which controls printing of one line displaying the 

plane coefficients and the residual rms error.  (I0UT=1, print; other values, 

no p-int). PLFIT also prints the matrix of the normal equations when output 

level parameter IA = 3. 

Focus - coordinates tables and plane coefficients are transmitted in 

the common block /PFIT/ . 

The main program outputs the coefficients A, B, C, and also the "Tilt" 

of the plane T= tan- { A2 + B2}'5 / (UNI^ in ym) , and the azimuth of its 

intersection with the XY plane, 6 = tan"1 (A/B) . 

For the NTOT= -1, or -2 options, this segment is bypassed and the image 

plane to be evaluated taken from data cards. 
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IV. EVALUATION OF IMAGE QUALITY IN A PLANE 

For plane-finding, a particular frequency "JF" was chosen, also called 

f-. When a frequency argument is implied below, it is frequency f1 . 

Evaluation is done for a list of field points as given in data card j . 

This list need not be the same as the plane-fitting list. Data are recovered 

from the files in the order that points are mentioned in the list; weights 

are assigned according to point number only and may not be altered at run 

time. 

First, x,y coordinates are assigned from the built-in table and a z_ 

value computed for the point from the plane coefficients A,B,C. 

MTF values are obtained for that focus value by interpolation, by two 

different schemes.  (1) The cubic-fit coefficients for the focal shift 

curve at frequency f.. are obtained from the focal-shift file by consulting 

the index for that field point number, and MTF at frequency f.. computed 

from them. C2) The focus-shift file tabulates record numbers of original OTF 

records vs. focus; this table is scanned to find the original records 

which bracket the desired z_ value, and a new OTF curve constructed by 

linear interpolation between them. This is done for MTF and for phase 

angle.  If the Rvalue falls outside the range of the original focus series, 

an extrapolation is made using the last pair of original OTF curves. 

Both schemes tend to produce nonsense numbers when forced to extrapolate, 

hence each MTF estimate is tested and warning flags set if the number is 

greater than 1. or if it is negative. Actual focal-shift curves sometimes 

have secondary maxima; in such cares the cubic fit does not approximate the 

whole curve well (errors of order 0.1 MTF units) although the maximum of the 

cubic seems to be an adequate representation of the location of the actual 

principal maximum.  "Minimum MTF' analysis is based on the cubic-fit 

interpolation at frequency f1. Both interpolated numbers are carried 

through the program.  From present experience it is felt that the linear 

interpolation is preferable and in future versions the cubic-fit number 

may be dropped.  The linear-interpolation MTF is computed at all frequencies 
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in the original tables, namely at a fiequency spacing PINT out to a 

maximum frequency FMAX. The interpolated MTF is called "TINT" and 

from it and the interpolated phase angle a complex function OTF is 

constructed. (Real is MTF cos ^, imaginary NTTF sinfli ). 

The first record consulted in the OTF file supplies F1NT and FMAX. 

It is essential that the entire OTF map be made using the same values 

of these parameters as the Evalue program does not test them at each 

OTF file record.  If this is not true for the map, special routines 

must be written and added to EVALUE. 

For each point there results an interpolated OTF (value at fj, or 

table)for the tangential section, and for the radial section. If data 

for neither section was locatable, values remain at a large default 

setting which will cause the point to be skipped in averages; if data 

for one section only were found, MTF for the other section is set equal 

to the one found. Negative estimates are replaced by 0.001 for averaging. 

For averaging, the geometric mean of the tan,rad values is taken. 

Each tan and rad value is compared with an absolute minimum value and 

the point number and scan section noted for lowest MTF over the field. 

Prediction of photographic resolution. 

When PINT and FMAX are known, a threshold modulation table is 

constructed for each film ( 1 to 3 films) for which the quadratic coefficients 

were supplied on a data card. Intersection of this table with the 

TINT curve is found (with a linear interpolation formula used between 

frequency points, for both curves).  If there is no intersection out to 

FMAX, the predicted resolution is set by default to FMAX + PINT and a 

warning flag set. Note that if the original measurements do not extend 

far enough in frequency (until MTF has dropped below the level of "Cfilm" 

MT1 units), the net result will be an underestimate of resolution. 

OTF Integral. 

The complex OTF derived from TINT is integrated from zero frequency to 

FMAX using Simpson's rule with increment PINT, and the result called 0   r ffmax 
(complex) CSUM 

; 
OTF(f) df 

0 

A normalized value is CNORM(JD) = CSUM/SPART where JD=1,2 refers to 

tangential, radial sections, and SPART is the analogous integral when OTF 

is replaced by T (f), the OTF of a diffraction-limited lens of the same 
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f/number.    This integration is done from the analytic form 
rfmax . _      / 

SPART = T  (f)  df ■    irf ~fc  (sinf - ßcosß -      (ni|; 

where 
fc = cutoff frequency 1 

-i 
tfmax / fc ^ 

0  =  cos 

The units of SPART are mm'1 .      The real and imaginary parts of 

CNORM, the normalized (partial) integral, are displayed under the names 

SREAL and SIMAG.  Overall area-weighted averages are made of the real 

part  (in version 3, the modulus); and the absolute value of the imaginary 

part.  A warning flag is set if the computed value of SRF.AL exceeds 1.0, 

indicating an unreliable OTF curve, and the point is skipped in the averages 

Averaging uses the arithmetic mean, in effect, of the tan, rad sections. 

Afi s ct Z i a/ieous 

As measures of astigmatism, the program takes note of the following: 

best-focus positions (focus which maximizes MTF at frequency f ) for the 

tangential, and for the radial image sections, are compared to get the 

root-mean-square value (over the field) of their difference. This number is 

independent of the image plane.  The rad, tan values tor MTF, and for 

predicted photographic resolution, appear in the parameters : 

APM - tangential 'WF - radial MTF 
Am    —~"    and APR = analogue for Resolution. 

geometric mean MTF 

APM has the name TAST in an output table. 

TEST = difference (geometric mean MTF derived via linear interpolation) 

-  (geom. mean MTF derived via cubic-fit interpolation). 

If TEST is "large" it means that the focal-shift curve displayed too many 

inflections to be fit well by a cubic; or that one or both numbers result 

from an extrapolation and hence may be nonsense. 

Spatial phase shift indicates that the spread function is not symmetric 

about its origin. An origin may be chosen anywhere and if not located at 

the center of an otherwise symmetric function the resulting phase angle 

will vary linearly with frequency, a physically trivial case. The tfTF 

program MTFMOD chooses an origin at the centroid of intensity of the spread 
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function and hence eliminates any lincar-with-frequency p'iase shift 

that does not arise from actual asymmetry of the spread function. 

The phase angle is experimentally determ^ed from the ratio of real 

and imaginary parts of the computed OTF. Noise in the input data 

(for example shot noise of .he photocurreit which denotes intensity in 

the spread function, perhaps vibrations in the measuring apparatus also) 

is reflected in random noise in the answers, and as the MTF becomes 

small, of the same order as the random noise, the computed phase angle 

becomes a random number perhaps of order tit.     In this program 

we wished to have some merit parameter which reflected spread-function 

asymmetry, and have chosen the imaginary part of the OTF, or its 

integral, because such a measure weights the spatial phase shift by the 

MT*  and hence damps out wild noisy fluctuations shown by the phase wgle 

alone 

Some  further details  of the  computing strategy will  be mentioned 

in  the glossary of printed output  which  follows. 
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V,. GUIDE TO PRINTED OUTPUT 

The evaluation report is given at three message levels under control 

of parameter IA as read in at run time.  This version does not produce 

plotted or other graphic output. 

1. (Level 1) NDEX. Contents of the array NDEX as read from record 1 of 

File 10, the focal-shift file, at the beginning of the run. 

NDEX(I,JD) = record number for point I, tangential in JD=1, radial in JD=2. 

2. (Level 1) DATA CHECK.  Parameters from Data Card 1 as read, plus computed 

values of the cut-off frequency for a diffraction-limited lens (circular 

aperture) of the same f/number.    f ■ 1/XF# ;  and field angles 

corresponding to image height R9 = 2/3 UNIT = H,  and R = UNIT. Angle = 

tan"1 (H/FOLEN) . 

3. (Level 1)  FREQUENCY.  On its first appearance, the value on card 1 in IFR 

for the choice of JF on card 1; afterwards, the value obtained from the 

pre-stored data files. This is the frequency for which an optimum plane 

will be chosen, and is the frequency argument of the average MTF quoted later. 

4. (Level 3}  A listing, for each scan section of each point on the plane- 

fitting list, of : (a) the record number in the focal-shift file being used 

for data; (b) the original filed best-focus setting, and the correction if aiy 

supplied on the data card for that point; suppressed at levels 1,2 except 

for the message "No data filed for point ... , ... scan" 

5. (Level 3) CHECK ZONE AREAS.  Normalized areas of the three annular 

zones that will be used for weighting, and counts of the number of points 

in each zone. (The two scan sections counted ai> 2 points). 

6. (Level 3)  Matrix of the normal equations used in FLFIT and transmitted to 

MATEQ. 

7. (Level 1) PLFJT. total count of fitting points, fitting plane coefficients, 

rms deviation from the resulting plane, and sum of the weighting factors 

used. Printed by PLFIT when called by CALL PLFIT(l). 
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8. (Level 1) Summary of plane-fit results : coefficients, tilt angle, 

azimuth angle. A,B coefficients expressed in microns of focal shift per 

normal x,y unit; C in microns. "AXIM=" the best-focus setting for the 

axial point 1, as obtained from the files, if point 1 was included in the 

plane-fitting list; from data card 1 if it was not included. 

9. (Level 31  Listing, by field point and scan section, of the x,y 

coordinates being used for the points; the weight of each; the observed 

best focus («i filed, or corrected); the focus value computed from the 

optimum plane; and the difference of the last two numbers. 

_(£'nd_of plane-finding segment) 

10. (Level 1) Coefficients for the plane being used in the evaluation to 

follow. 

11. (Level 2) Table listing by field point the following : 

Point number 

WT = zone-area weight being used in the averages 
FOCUS = location of the image plane at that point 

^JTF as derived from cubic-fit interpolation. 

GMMTF = geometric mean 
TTAN = tangential 
TRAD = radial 

TEST = (geom.mean MTF from TINT curves)  (geom.mean MTF from cubic fit) 
SREAL = real part      « 
SIMAG = imaginary part  '    of the no™allzed OTF integral, for 

tangential and radial sections. 
TAST = fractional difference of TTAN and TRAD above (rel. to geom mean.) 
FD = focus difference, in microns, between the best tangential image 

and the best radial image. If positive, the tan image occurs further 
from the lens. 

RTN = predicted photographic resolution for tangential target bars, c/mm 
RRD = same for radial bars 
GMR = geometric mean of these 

RAST = astigmatism paramater analogous to TAST = (RTN-RRD)/GMR. 
all the above for film "Name" as in NAFILM array. 

WARN n. Count for this point of warnings, incremented by 1 when : 
(a) TTAN or TRAD is negative  (set to 0.001 in avgs.) 
(b) TTAN. GE. 1. 
(c) TRAD. GE . 1. 
(d) SREAL. GT. 1. 
(e) RTN exceeds FMAX, hence set to FMAX + PINT 
(f) RRD exceeds FMAX, hence set to FMAX + PINT 
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12. AREA WEIGHTED AVERAGES.  " m " WARNINGS. 

m is the total count of warnings issued as above. 

(a) (Level 1) AVG, MTF. NOTE 1. = area-weighted average of GMMTFsabove. 

(b) (Le el 1) MINIMUM MTF = ... at POINT ..., ...SECTION.  Absolute 

minimum of TTAN or TRAD, and where it occurs. 

(c) (Level 2) AVG. MTF. NOTE 3. area-weighted average of the MTF at 

frequency f., as derived from TINT curves. (In case of discrepancy 

this number is probably to be preferred over MTF NOTE 1). 

(d) (Level 1) PREDICTED PHOTOGRAPHIC RESOLUTION FOR FILM name = 

area-weighted average of GMR above. 

(e) (Level 1) MINIMUM RESOLUTION AT POINT ... , ... SCAN 

(f) (Level 2) AVG TAN RESOL = weighted average of RTN above; 

AVG RAD RESOL = average of RRD, ASTIG.PARAMETER ■ weighted average 

of RAST. 

13. (Level 2) RMS deviation of the best-focus images from the plane 

being evaluated; and the RMS value of the astigmatic focal difference, 

14. (Level 2)    Weighted-average real part of the normalized OTF integral 

S;  the value of FMAX; and the value in mm  of the normalizing 

integral for an ideal lens, SPART. 

15. (Level 2) Average of the absolute value of the imaginary part of 

the OTF integral; the maximum (absolute) value of the imaginary 

part, over the field; and where the maximum occurs. 

16. (Level 2)  Complete table, at frequency intervals PINT out to FMAX, 

of the area-weighted averages of (a) the MTF as derived from TINT 

curves; (b) the absolute imaginary part of the OTF derived from 

TINT curves and similarly interpolated phase shift data. 

17. NOTES.  Displayed at Level 3 only. 

18. (Level 3) Complete display of all TINT and interpolated-phase-shift 

data, at intervals PINT out to FMAX, for both tangential and radial 

sections, in the image plane being evaluated. The line labeled 

"FILE9" gives the record numbers, in the OTF file, of the pairs of 

original OTF curves from which the interpolations were made. 
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19. (Level 1) Film threshold data, as read in from data card j+1 ; 

and tables of the threshold modulation curves as used to 

predict the photographic resolution. 

20. NDEX. Contents of this array as it will be re-written on record 1 

of File 10, including any permanent modifications that have been 

introduced on data cards during this run. Also IST10, the starting 

record number for future new records to be inserted on File 10, 

rewritten from its original value. 

End of output. Items 2 - 19 repeated upon iteration with new plane coeffs 

VI. SOME PARAMETERS RELEVANT TO USE ON IBM 360/ Model 65 COMPUTER 

(a) REGION : 90K bytes (hex) 

(b) Execution time for load module stored on disk : CPU, 2 to 3 sec 

I/O, 4 to 6 sec.  (Full map of 17 points, level 3 output). 

(c) Compile time for Fortran source program, level G : about 25 sec. 

(d) The program calls one library subroutine (MATEQ) from the U. of 

Rochester Computing Center library." It solves the set of 3 

normal equations developed in PLFIT and may be replaced by an 

equivalent library routine upon modification of the subroutine 

PLFIT, which is part of the EVALUE source package.  There are 

no other subroutines except the standard Fortran library as 

supplied by the computer manufacturer. 

FINAL NOTE. This version t -ats one color, that for which the original 

map was made. For use with multicolor maps, it is suggested that all 

the merit-parameter arrays be given one more dimension = the nun* ar 

of colors, and combined at the end additively with appropriate weights. 
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B.  THE USE OF SMALL COMPUTERS IN THE OPTICAL TESTING 

LABORATORY 

Douglas C. Sinclair 

We have begun studying the potential uses of small 

computers in the optical testing laboratory.  The purpose 

of the investigation has been to determine ways in which 

small computers can be used to improve optical testing 

technology. 

The original motivation for the study arose from 

the realization that the complete OTF testing of complet- 

ed objectives involved accumulating large amounts of data, 

and that to obtain reliable measurements, it was desirable 

to eliminate, or at least reduce, the amount of human 

interaction with the experimental apparatus (the tedium 

of repetitive measurements increases the probability of 

human error).  Our initial conception was thus to auto- 

mate the data-taking parts of the knife-edge scanning 

equipment developed by Dutton.  The system which we en- 

visioned is illustrated in Figure 54. The computer would 

be used to control the starting and stopp'   of the knife- 

edge, the turning on and off of the ta^     :der  and 

detectors, and the focusing of the relay optics. 

As time progressed, however, it became apparent that 

our estimates of the usefulness of small computers in 

the testing laboratory were too modest, and that the possible 

uses of small computers are much more extensive than we 

PRECEDING PA6E BUNK 
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had originally anticipated.  (In fact, many of the objectives 

of our initially-conceived system have since been implement- 

ed by a commercial supplier of optical testing equipment). 

It appears, at this point, that small computers will 

be used to perform four essential tasks in the optical 

testing laboratory: 

1) Control of data acquisition equipment, such 

as the knife-edge scanning apparatus described 

above. 

2) Signal processing of photoelectric data acquir- 

ed from optical testing equipment; for example, 

the conversion of edge trace data to spread 

functions and OTF data. 

3) Manipulation of processed data for optimum 

presentation; for example, the combination of 

a number of OTF data to compute area-weighted 

average MTF.  It is in this area that the small 

computer appears to have its greatest potential. 

4) Storage of reference material. For example, 

the nominal performance data for a given system 

could be stored on magnetic tape for comparison 

with measured data in the computer. 
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During our study of the uses of computers in the 

testing laboratory, we have considered a variety of 

apparatus in addition to the knife-edge scanner. One 

device which we are currently investigating and which 

looks particularly interesting combines a small computer 

with a rotating Ronchi ruling to produce an "ac grating 

interferometer." 

The optical apparatus is shown in Figure 55. A 

radial grating is mounted on a motor shaft, which rotates 

at a fairly slow speed, so that approximately 1000 grooves 

per second pass by a stationary point near the rim.  The 

grating is illuminated from behind, through a diffusing 

screen, in the usual manner for a Ronchi ruling. The 

apparatus is ruuunted on a stage that permits motion in 

the z-direction.  Directly behind the grating is a lens 

that projects an image of a concave surface under test 

on an array of photodetectors. 

To understand the operation of the interferometer, 

it is helpful to consider the ordinary Ronchi test with 

a stationary grating. Suppose that the motor is stopped. 

Then one will observe, on the plane of the array of photo- 

detectors, a conventional Ronchi test pattern.  If the 

surface suffers from coma, for example, then the pattern 
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may appear as shown in Figure 55. (It is supposed that 

a coarse grating is used). As the motor is rotated, 

the pattern will appear to move across the field (such 

a small portion of the Ronchi ruling is used that the 

lines appear to be straight, instead of radial, and 

rotating the motor appears to translate them in the 

perpendicular direction). The fringes thus move across 

any point in the pattern with a frequency of about 

1000 Hz, and each phocodeSector produces an 1000 Hz 

signal. 

By determining the relative phase of the 1000 Hz 

signals from the various photodetectors, one can map 

the fringe pattern.  The accuracy with which one can do 

this depends on the number of photodetectors, and the 

accuracy of the phase measurement. 

Although there are a number of methods for making 

such a measurement, it appears that the best is to 

utilize the real-time clock of a small computer to make 

the measurement by interval timing.  The reason for 

this is that the data from the interferometer must be 

processed for display purposes, and it is cheaper and 

easier to use the computer for the entire process. 
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The computer thus receives an array of numbers 

which represent the phase of a sinusoidal signal at 

various points of the aperture.  This data can then be 

processed in a variety of ways for presentation. For 

example, the pattern can be altered to eliminate the 

coma component, or presented as an effective (Twyman- 

Green) interferogram*, or the MTF computed, or the spread 

function, or almost anything desired. 

One of the principal merits of the testing inter- 

ferometer described above is its simplicity.  It requires 

no reference optics of high quality, unlike a conventional 

interferometer.  Such a feature is of considerable im- 

portance when testing large optics. 

There are several variations of the above grating 

interferometer which may prove useful.  One obvious 

variation is to locate the Ronchi ruling exactly at the 

center of curvature of the mirror.  The test then becomes 

equivalent to the Foucault knife-edge test and one then 

has an "ac knife-edge test." Another variation is to 

use a point source, instead of the diffusely illuminated 

'«Tt would be necessary to take both tangential and sagittal 
scans for such a presentation, since the grating inter- 
ferograms are effectively the derivatives of the Twyman- 
Green interferograms. 
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Ronchi ruling.  It Is then possible to test lenses by 

putting the rotating grating In the focus. In the same 

manner as the classical knife-edge test. 

At the time of this writing, the study of different 

ways to use small computers In the testing lab has 

reached the point where we are ready to procure specific 

hardware and begin the experimental phase of the program. 

We hope to do this as soon as funding becomes available. 
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