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INTRODUCTORY REMARKS

Jenny Bramley
Night Vision Laboratory
Fort Belvoir, Virginia

I want to welcome this audience to the 1970 Army Numerical
Analysis Conference. As you all realize, this year one particular
topic, namely pattern recognition, has been singled out for
emphasis. ’

My opening remarks on pattern recognition may at first appear
to be directed solely towards a narrow field, but I hope to make
clear that they are much more general.

According to the latest unabridged Webster's Dictionary, the
noun "pattern" has 16 different meanings, including "patron saint's {
day in Ireland." But even if we restrict ourselves to the more
conventicnal meanings of "pattern," such as 'representative
instance" or "typical example," or "mechanical design," or '"form
or configuration,"”" we must conclude that PATTERN RECOGNITION is
the most encompassing of all disciplines. For example, in atomic
theory, we try to recognize the pattern of atomic energy levels,
in electron devices, we want to recognize the pattern of, say, the
voltage-current characteristic, while in numerical analysis, we
obviously try to recognize the pattern of number sequences.

Forgetting these claims to grandeur for our chosen topic, I ]
should like to quote the formulation given by Brick and Owen in
a book called "Computer and Information Sciences':

"Pattern recognition implies the assignment of a name or
representation (be it simple or complex) to a class (or group of
classes) of stimuli whose members have something in common. They
are "similar" in a useful sense. One of the major problems in
pattern recognition is the determination of a set of represen-
tative characteristics which

(a) exploit differences between pattern stimulus classes;
(b) are of minimal sensitivity to variations among members

of the same class, i.e., they are most characteristic
of the class as a whole, and

(c¢) satisfy (a) and (b) with maximum efficiency as measured
over the ensemble of J pattern classes to be handled."




Problems in pattern recognition (in the narrower sense of
the word) arise in a variety of fields, some of which are included
among the papers at this conference. As I see it, once a set of
representative characteristics has been specified, the types of
solutions desired fall into two basic categories:

1. We want to clarify a pattern distorted during trans-
mission or reception so as to make it more readily recognizable
by a human observer.

2, Uzing a specified training data set, we want to design or
train a recognition apparatus so that —- within prescribed limits
of error -~ it can recognize samples not included in the training
set.,

Sometimes, the human observer specified in the first
category may be replaced by a recognition apparatus, i.e., the first
approach acts as a preprocessor for the second.

In conclusion I want to say that we have tried to include both
broad overviews and specific applications among the papers at
this conference. We hope that you will recognize the pattern of
our endeavors.

7\
o

The Army Mathematics Steering Committee, the sponsor of these conferences,
wished to thank the various speakers and chairmen for their help in the
conduction of the 1970 Army Numerical Analysis Conference. Dr. John Giese,
the Chairman of the conference, and the members of his Arrangements Committee--
Jenny Bramley, Francis Dressel, Jack Hillard, and William Sacco--are to be
congratulated on organizing such an informative program on the Theory and
Foundations of Pattern Recognition.
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FEATURE EXTRACTION: A SURVEY

M. D. Levine
Department of Electrical Engineering
McGill University, Montreal, Quebec

I would like to thank the organizers of iue 1970 Army Numerical
Analysis Conference for inviting me here to present this talk today.
The subject of my talk is primarily based on material appearing in a
paper published in the Proceedings of the IEEE entitled "Feature
Extraction: A Survey" and appearing in Volume 57, No. 8 of its 1963 ;
issue [1}. For a complete set of references, I recommend that you i
refer to this paper. The talk will be a presentation of different
slides, but because of the large number involved it will be impossible g
for me: to give the individual credit for most of these.

Let me begin by asking the following question: 'Do we as human
observers know what we are looking for? Do we really know what the
desired features are or should be?" I contend, after considerable
study in this area, that in fact we do not. It is interesting to ’
make a comparison between some of the really fantastic operations that
the human mind is capable of achieving as compared with the rather
mundane tasks that computers have been so far programmed to do.

Slide (1) [all slides are at the end of this article] shows a sample
of scanned letters A which was obtained in a character recognition
project; it is obvious that the different A's vary in many aspects,
however, it is quite easy for a person to recognize all six examples
as a letter A, How are we doing this? Are we using template matching?
Possibly, but in addition, human recognition is very dependent on
context. For instance, if we examine slide (2), I think everyone
would agree that most people would read the words shown as THE CAT
even though the second letter in the word THE and the second letter in
the word CAT are identical. It appears that we are using context in
order to read this., Similarly, slide (3) shows an interesting phenomenon
known as the "Peter-Paul Goblet" [2]. 1In this case, the appearance of
a part depends on the whole in which it is embedded rather than the
contrary, which is usually accepted as the conventional wisdom. Let
us consider slide (4). "Is this an elliptical object or is it a
circle in perspective?" We really cannot answer this question without
the use of context until we examine slide (5) where it becomes

obvious that in fact it is a circle in perspective representing the
hoop being held by the little boy [3]. A similar example is shown

in slide (6). What does this figure represent? If we examine slide
(7) we see that is is a puddle and in fact this really stresses the
importance of contextual information which is required for human

*Those slides for which figure captions (and references in the captions)
appear, refer to this paper.




recognition [3]. Another question we may ask 18 the following: "Are Lk
familiar patterns recognizable no matter where or how they fall on the
retina of the eye? Slide (8) shows that we can tolerate considerable
ambiguity in this respect. If one tilts one's head slightly to the
right, one can see that this figure represents a little puppy; if
on the other hand one tilts one's head to the left, one can see that
the figure could possibly represent the chef in a rather prestigious l
restaurant. Human recognition is very heavily dependent on verbal «
cues as well, For instance, if we examine slide (9), it is quite ‘
difficult for us to decide what this figure represents., However, if i
I present to you a very simple cue by saying that it belongs to a .
rather ill-defined category, such as for example musical instruments,
I think most of your will agree that the figure is recognizable as a }n {
violin. Finally, let me show you slide (10) which represents the | i
"RAT-MAN FIGURE" [2]. If we look at this in one way, we can see a
little rat with a rather long tail scurrying around. On the other ]
hand, with a little bit of imagination we can also see this figure
as the portrait of a man (rather ugly, I guess) wearing large glasses,
which in fact are quite the style these days. It has been shown that
after viewing many animals most people will see this as a rat. 1In
other words, the previous visual cues have conditioned the recognizer
_ > to see this as a rat; however, there are people who will still see

-3 this as a man. My intention in showing you thzse last few slides is
to demonstrate to you that man's capabilities as far as feature
extraction and pattern recognition are concerned are very complicated
and are really rnot well understood. Therefore, when we set ourselves
the task of programming a computer to perform quite similar operations,
we are setting for ourselves a very difficult task indeed.

The main body of my talk will be concerned with two main headings:
the first, micro-analysis and micro-operations, and the second, macro-
analysis and macro-operations. This division is really only helpful
from a conceptual point of view and in fact I think one could put
strong arguments for taking any particular method and considering it
under heading one rather than two and vice versa. I will briefly
discuss under various headings some interesting, or what I consider
the most interesting methods and philosophies. Most of the methods
are unfortunately rather primitive and it will become obvious that a
considerable amount of research is required to develop organized and
theoretical methods for obtaining features. In my talk I will stress
the importance of practical problems for the following reasons:

(1) 1 think that in engineering we should use practical problems
to stimulate the discovery of new techniques and

|
(11) I feel this is where the important real problems arise. i l &

For example, it is not enough to write a program which will categorize ' !'
chromosomes or cells; in an actual situation one finds overlapping
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chromosomes or cells and a very important aspect of such a problem
would be the writing of a program which could distinguish between, for
example, two chromosomes that are overlapping and a large chromosome.
The problem of isolating different parts of a picture in order to
then recognize them is a difficult one for a computer, and therefore
the solution to the problem of deriving geometrical relationships is
not easily found. If we examine slide (11} we see that it is very
easy for us to distinguish figure (a) submerged in figure (d) even
though a rather complicated pattern has been superimposed on the
former. Now I think that if we had to write a program to distinguish
or isolate figure (a) we would be confronted with a difficult task
indeed.

Let us examine the standard conceptual configuration which is
typically used for pattern recognition problems (shown in slide (12).
On the left, we assume that the image is obtained by some hardware
device which could be a flying spot scanner, an image dissector, a
mechanical device or some other digitizer such as for example, in the
case of charts of graphs. In this way we are able to take a picture,
a chart, or any other data and represent them internally in the
computer as a list of data. This is referred to as the transducer
stage. The next stage is the preprocessor or feature extractor
followed by the classifier which classifies the different inputs
to the whole system. Generally speaking, the feature extractor and
preprocessor stage is not really very well defined and is usually
accepted to mean anything that occurs between the hardware, trans-
ducing stage and the output classification stage.

Suppose we are confronted with a real problem. Do we have any
rules or theory to guide us with respect to the feature extraction
stage (slide 13)? Generally speaking, the following three points
are relevant:

(i) What features are important? - in fact we have no theory
to guide us.

(ii) The design of feature extractors has until now been empirical
and uses many ad hoc strategies, and finally

(111) We can usually get some guidance from biological prototypes
and possibly maybe even psychologv.

The first concept which I wish to examine is referred to as
smoothing. Here, we are concerned with the averaging-out of noise
much in the same way as the problem which arises in the case of
electrical noise. The noise in the digitized image case can either
be represented by the absence or the appearance of a signal. An




example of a noisy situation is demonstrated in slide (14) which is
a x80 magnification of a sectioned lung. The structure that is
visible here is the alveolar structure which is prevalent in the
human lung. This slile was used in a project in which I am presently
involved and one of whose main objectives is to obtain the mean
linear intercept of the alveolar structure in the lung [4,5,6].

This measurement can be related to the internal surface area of the
lung which is of interest to pathologists in their study of emphysema.
In order to obtain the mean linear intercept it is desirable to
neglect such things as small specks which are artifacts and the holes
in the alveolar walls. From a physical point of view one knows that
there are not actual holes in the walls but these can arise either
because of the way in which the histological section was obtained or
because of noise in the digitization process. Therefore, the first
difficulty to us in this problem and in fact most such problems

is the smoothing-out or elimination of this noise. One method of
accomplishing this is demonstrated in slide (15). Normally the
image matrix is rectangular and one superimposes on this matrix a

3 x 3 submatrix or window where each element in the submatrix can
assume one of eight light density values, Yl, Yoy « « .5 Y_, where

Y. represents white and Y, represents black. Usfng the relationship
tf‘iat I will show you, we can map the original digitized matrix A
into a new matrix B which has been smoothed or averaged. Slide (16)
shows the algorithm that we used. If the sum of the light densities
impinging on a given submatrix is greater than a threshold and the
middle element is not white,then we set b,, equal to a,.,. If on the
other hand, the middle is blank we set bij equal to Y ~J If the sum
is less than a threshold, then we set bi equal to Y., which is in
fact just making it equal to white. Theile are many problems even
with such a simple method. For example, how large an aperture should
we use? Is 3 x 3 enough? Should we use 5 x 5 and so on? What kind
of aperture? Is there any value in using a square aperture? Maybe
we should use a hexagonal aperture as shown in slide (17). How do
we choose the threshold for the algorithm that I just discussed?
Should we choose it once and for all, or should we make it adaptive
to the actual data? It can be easily shown with such an algorithm
that it is quite possible for us to insert things or remove others
that are of interest to us. Slide (18) shows a digitized version
(matrix A) of the lung section that I showed in slide (14). Slide
(19) is just a close-up of slide (18) showing the different grey
levels represented by a number from 0 (blank) to 7. Slide (20)

j is the smoothed version, matrix B, of the original digitized matrix

3 A and we can see that the lines are generally thicker and the islands
or specks are generally bigger in size.

Another operation similar in nature to the one mentioned above
is that related to filtering operations on lines. Mainly, these
have been used for real time character recognition where one is
concerned with stroke analysis in real time as a person writes on
an instrument such as a RAND tablet. In fact the methods are

h’_‘




similar to those generally in use in numerical analysis. As opposed
to the general averaging problem mentioned above, in this case the
line for the most part is well defined. Usually a thinning operation
is also performed in real time.

i i

Contour tracing is generally used for obtaining line drawings.
The contour or outline carries a significant amount of the information
required for the recognition of objects and an additional advantage
is that it is independent of translation, size and rotation. An
example of the use of contour analysis is the experimental reading
machine for the blind by Mason and Clemens [7]. The contour is
determined before any coding which later can be used in the recog-
nition of the characters. The next slide, slide (21) shows the i
simple algorithm for following the contour. The follower turns right .
after meeting a white element, turns left after meeting a black :
element, but after three similar moves is required to make the
opposite choice. This is necessary since in view of the noise in
the scanning process, it is quite possible to return to an element
and find a different reading. Slide (22) shows a human fingerprint i
which was obtained during a project whose main objective was the -
determination of a digital method for generating a reference point ;
in the fingerprint [8]. The contour was used to determine the
ridge curvature, and then a standard gradient method was employed
to find the direction of movement. In such a noisy situation, as
can be seen from the slide, it is quite difficult to program a
contour follower which will always successfully follow the desired
contour. 3 E ’

)

At this point it is interesting to consider the general area of

line drawings and sketches and indeed the intimate relationship

that exists between the field of computer graphics and pattern

recognition. After all, in both areas of endeavour one is concerned

with visual images as programmed on the computer. An interesting

system where graphics and pattern recognition were used to advantage

is that suggested by Krull and Foote [9]. These authors were

involved with a contour follower whose progress was monitored on a

graphics console and the program so constructed that human inter-

vention was possible when the follower failed. Another interesting

problem in this area is the recognition of faces from photographs.

In order to accomplish this, it 1s necessary to first determine line

drawings and from these perform the necessary pattern recognition.

: In a similar vein is the problem of cartoon recognition, in particular

‘ political cartoons. It is well known that we are able to recognize
faces of different political personages drawn by different cartoonists.
How do we do this? It would be interesting to study this problem

¥ 1 as it may give us some interesting insights into the pattern

recognition in both humans and computers.




Related to contour followers are the programs or algorithms
which perform edging operations. This procedure is equivalent to
that of differentiation and results in a display of the sharp
changes in a given image. The reason possibly for the interest in
this type of procedure is that it is hypothesized that the visual
cortex in the human tends to detect straight lines. What we are
doing here is high frequency filtering as opposed to the averaging
operation discussed previously. Slide (23) is an example of an
image communication system which incorporates separate transmission
of high and low frequency content. This is an example of a possible
picture communication system and is really not suggested as a '
technique for pattern recognition. A possible advantage of this
type of communication system is that fewer samples are required S
for the low frequency data than for the high frequency data which
it is hypothesized contain the information obtained by an edging
operation. Slide (24) shows a typical receptor configuration ,
postulated by Deutsh [10] which was used as an integral part of his
SLEN. One can see that the ON receptors in the middle have a '
weighting of two while the OFF receptors on either side have
weightings of minus one. If we excite this array, for example, with
an even excitation, then the output of this sort of a combination
would be zero. On the other hand, if we convolve this array with
long orthogonal lines, the output would also be zero. Slide (25)
shows how a SLEN might be connected to give us a binary output. We
can now arrange these SLENS in groups to cover a whole field and
Deutch has used this concept to recognize digits. Since we
recognized that edging is a process of differentiation, we may
accomplish this in two dimensions as 1is shown in slide (26). If
we apply an edging operation in two dimensions to a typical scene,
for example an office scene (slide (27)), we can produce a line
drawing of this rather complicated image. The next slide,(slide (28))
shows the lower half of the previous picture. The features are
given by line segments at any one of eight different angles and
the centers of the lines are plotted. Slide (29) shows a close-up
of the previous image. It is quite obvious that this scene is far
too complex for such a simplistic approach and one would have great
difficulty in making any headway with only this type of operator.

e

Another intcresting approach to pattern recognition and preprocessing
is that using spatial frequency response methods as has been done at
the Jet Propulsion Laboratory with respect to the image enhancement
of lunar pictures [11l, 12]. This is accomplished using a digital
filtering or as it is otherwise known, spatial filtering, and is
capable of producing some rather striking results. Slide (30) is
an example of an unprocessed radioisotope scanner chest film. The
horizontal lines that can be seen are rather distracting to the
observer. Slide (31) shows the same film after the removal of the
scan lines and slide (32), after a low pass filtering operation,

o
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which has the effect of removing the disturbing non-random structure.

A comparison of slides (30) and (32) shows the power of these

methods., Slide (33) shows an unprocessed radiograph of bone while

slide (34) shows the same radiograph after the background has been

removed using a high pass filter and the contrast has been enhanced.

A considerable amount of detail is now visible which was not available

in the original film. Slide (35) shows an unprocessed retina photo-
3 graph while slide (36) shows an enlargement of the section which will
be enhanced. Slide (37) gives this area after some contrast ;
enhancement and slide (38) shows the same scene after even further i
enhancement. Note the improved definition of the blood vessel wall |
in a picture which is quite striking.

T R £

s

Shape and curvature are two concepts which are of great concern
in pattern recognition. It has been stated that "inflection points
on a contour are its informationally richest part" [13]. Slide (39) {
shows a picture where the regions of curvature on the original i
photograph have been connected by straight lines. I think it is
obvious to everyone that this line drawing represents a small kitten {
and thus all the pertinent information 1s represented by the curvature.
Slide (40) shows a simple way of coding the curvature along a straight
line where an eight level scale is used for quantizing the directions
along a given curve. This method of coding, called chain encoding,
has been postulated by Freeman [l4) and has been used to describe
pleces in an apictorial jigsaw puzzle. The problem in this case was
to use a computer to solve jigsaw puzzles where only the shape of
the pieces 1s of importance.

Another topic of interest can be referred to as correlation
methods. These are often called either template matching or windowing
techniques. 1In general, the operation can be performed either
optically or digitally. Some of the problems associated with this
type of approach relate to the fact that correlation methods are
' sensitive to translation magnification, brightness, contrast,
orientation, and noise of any nature. Often one reads in the literature

l that by using prenormalization as an initial stage one can then
successfully apply correlation methods. However, prenormalization is
i extremely difficult since even examples of one particular type of

object may not have similar shape. If we do assume that the appli-
cation of correlation methods to pattern recognition by computer is
difficult, an interesing argument arises with respect to human
recognition. I have often discussed this with psychologists who
insist that the basic level of human recognition is premised on the
use of templates. Is this in fact a valid argument? I am prepared
to agree with them that at the lowest level of recognition, even in

3 the computer, it is necessary to use templates. However, a question
does arise as to how high in the hierarchy of pattern recognition
can one go until one reaches a point at which templates are no
longer useful.
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A large number of templates have been postulated in the literature
and some of these are shown in the following slides. Slide (41) shows
an edge detector very similar to the SLEN previously discussed. Slide
(42) demonstrates one of the problems that arises with such an edge
detector where we desire to correlate with respect to an object
exhibiting a certain radius of curvature. We can see the effect that
orientation has by noting that the correlation increases monotonically
with the radius of the object and decreases with the angular rotation
of the edge. Slide (43) shows a window which could be used for
detection of corners; slide (44) shows a line segment detector which
would unfortunately be very sensitive to the width of the line, and
would require extreme uniformity in the lines being detected to be
of any use; slide (45) shows two interesting windows - one for detecting
orthogonal intersections, and one for detecting spots, again of a
certain uniform size. Slide (46) shows an interesting example of
correlation techniques which have proven to be successful. The
application is in the area of real time recognition of hand printed
characters. As the person writes on a RAND tablet, the pattern
recognition program in the computer is required to identify the
printed characters. A property vector is constructed, which describes
the position of the "pen" as a function of time, using the matrix
shown in the slide. The next step is to correlate these vectors.

Note that here we have an extremely valuable piece of additiomnal
information, that is, the temporal information which is usually
not available in the cases mentioned above.

An important concept in preprocessing and feature extraction is
that of connectivity. Let us consider a previous slide where I showed

you the detailed alveolar structure in the lung. Here we were interested

in the mean linear intercept which can then be related to the total
internal surface area of the alveoli in the lung. In order to
determine the mean linear intercept, it is necessary to detect
intersections with the wall structure, which by the way, is known to
form a connected set. It is extremely difficult to detect the inter-
sections using, for example, the intersection detector I showed you

a moment ago. For one thing, it is necessary to ignore all the islands
and specks and other artifacts which are not part of the alveolar
structure. To solve this problem we used the concept of connectivity
which has the effect of labelling the wall structure with one label

as shown in slide (47), and all the other extraneous material in the
slide with other labels which could then later be ignored. Slide (48)
shows a blow-up of the previous slide where the two islands which are
not part of the desired structure are shown to have different labels
than the wall structure itself. It is interesting, that connectivity
is an important criterion for human visual recognition as well, but
the big problem in its computer application is the effect of noise.
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What kind of topological properties can one actually use as
features? There is, of course, an infinite variety and the specifics
will depend on the actual application. People have used lakes, loops,
holes, arcs, arches, curves, etc., etc., etc. Two interesting properties
which are slightly different from the usual ones appearing in literature
are presented by Munson [15]. Slide (49) shows an example of how one
might obtain what is called the concavity in a figure. First a contour
follower is used to obtain the contour of the figure 7 and from this
the convex hull is calculated. The concavity is then defined as
the connected region adjacent to both the figure and the hull.
Similarly, slide (50) shows an example of how one might obtain the
enclosures in a figure. Here we define the enclosure as the connected
regions of ground touching the figure but not the convex hull.

Let me now briefly discuss the concept of macro-processing, where
I again would like to stress that this is really a conceptual cate-~
gorization rather than, in most cases, a practical one. The first
concept of importance here is that of parallel processing an approach
that has been deified considerably in the literature. Everyone
agrees that parallel processing is a good idea but not much has been
produced of a practical nature along these lines. There are many
theoretical ideas on how this could be incorporated into pattern
recognition problems. An interesting application is that of Hawkins
(16] who has used electro-optical techniques in the form of image
intensifier tubes. He was able to perform parallel operations of
addition, substraction, multiply sums, spatial filtering and threshold
logic. As an example, let us consider slide (51) which shows a
typical scene at one moment iu time. Slide (52) shows the same scene
a little later where now a man with a white shirt is standing behind
the tree; notice his shadow in the foreground. Now if we difference
the two scenes in parallel, we see on the resulting slide (53) white
regions which represent the shirt and shadow of the man. Of course,
we are still left with the problem of pattern recognition in this new
scene which is by no means a trivial task.

A feature which is of considerable importance to human recognition
is that of textural information. This type of global concept is
easily recognized by people, but it is extremely difficult to achieve
on a computer. Essentially, in this case, we are interested in the
frequency content of the spatial data. For example, in slide (54)
showing different lung sections, the pathologist is interested in
grading the lung sections according to the degree of emphysema
prevalent. We can see in the slide that the texture, at least in
part of the sections, varies from section to section with the one at
the top left hand corner being a normal lung and the one at the bottom
right hand corner being a diseased lung. To program the computer to
recognize these textural differences would be an extremely difficult
task.
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How do we as human observers describe a given object? This is
usually done by using certain terms describing its shape, and of
course we desire to do this in the computer as well. An interesting
shape descriptor is the medial axis transform due to BLUM [17]. The
gross properties of the MAT are related to thc structural properties
of the pattern and can therefore be used as a description of the
shape. The MAT is generated by causing a given pattern to shrink
down in size by allowing the area outside the pattern to propagate
with uniform velocity into the pattern. The MAT is then defined by

" the locus of self-intersections of the propagating boundary area.
'We may also use a grass—fire analogy to describe the construction
of the MAT. If we consider the pattern superimposed on a field of

grass, and if we consider that a fire is 1lit on the boundary of the
pattern, we may imagine the fire propagating to the center and
extinguishing itself when the waves would meet up with each other.
The lines of extinction can be considered to be the MAT. In fact
this process has been shown to be reversible if the temporal
information is retained. Slide (55) shows typical medial axis
transforms for some simple objects. Slide (56) shows the MAT in
terms of propagating wave as described previously, as does slide
(57). Slide (58) is an interesting demonstration of the possible
usefulness of the MAT. On the left is a simple sketch of a "stick
man" and on the right is the same man, grossly distorted. Note
however that the MAT's in both cases are similar and possibly this
might be used as a powerful method of shape description which would
overcome the usual problems in matching objects helonging to the
same class. Finally slide (59) shows a CRT display of the MAT for
a dog.

I now come to what I consider to be the most promising approach
to the pattern recognition problem, that is, the use of articular
analysis or a linguistic apprroach to produce a two dimensional
pattern recognition language. This is analagous, I feel, to how a
human perceives and recognizes patterns. An interesting book on
this subject is the one by Neisser [2]. Some papers on this subject
have appeared but a considerable amount of research has yet to be
done. It is possible to make an analogy between pattern images and
ordinary language as shown in slide (60). Here we may arbitrarily

‘relate the parts of the image to the characters, the more complicated

structure in the images to sentences, and the overall pictures or
subpictures to paragraphs in a language. This powerful concept

may be organized as shown in slide (61) which shows a hierarchical
configuration for pattern recognition using articular analysis., At
the lower level is the feature extractor which would use methods and
algorithms of the type I have already discussed. The output of this
stage would be fed to a block where names would be assigned to
classes of property lists as described in the previous stage. Next
the program would, using a given pattern recognition language, make
statements about relationships between the objects, the classes and
the properties previously recognized. On the basis of these
statements the algorithm would then produce a classification which
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obviously would be quite different from the normal classification
procedures now found in the literature. I further feel that for this
type of approach to show results one will have to perform the design
of the language in a man-machine interaction environment as shown in
slide (62). Parenthetically, I'might add that we are presently
developing such a system in the Department of Electrical Engineering
at McGill University. At the bottom is shown a person interacting
with a hybrid computer system via either a typewriter or preferably
a graphics display and light pen. The graphics display unit would
be capable of displaying grey tone pictures of quite large matrices
in order that the effect of computer algorithms on images and scenes
can be evaluated properly. In addition, via the display, the person
is capable of interacting with the image scanner, requesting various
scans as desired. This is not such an unusual environment, since it
should be accepted that pattern recognition is intimately related

to images, as is graphics. In this context, an interesting study
would be the relationship between such a postulated two dimensional
pattern recognition language and certain graphics languages now
appearing in the literature.

Finally to end this talk let us examine the tremendous power
of the human brain to perform recognition when the clues presented
by the eye are minimal. Consider slide (63). This is not a set of
meaningless random lines but represents solid configurations: we
all can recognize that this is a washerwoman on her knees next to
her bucket of water!
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Fig. 20. The MAT for both a simple sketch and a distorted
version of a man.
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DIGITAL IMAGE PROCESSING FOR TERRAIN PATTERN RECOGNITION
Lawrence P. Murphy

Geographic Information Systems Branch, Geographic Sciences Division,
U. S. Army Engineer Topographic Laboratories, Fort Belvoir, Virginia

ABSTRACT. The U. S. Army Engineer Topographic Laboratories have evaluated
and tested a prototype digital image processing system for performing pattern
recognition experiments. Tests and procedures are described for evaluating the
Natural Image Computer (NIC) with its systems software, in addition to the
conclusions reached from the analysis. The prototype system was designed as
an exploratory laboratory device for pattern recognition studies and limited
feature delineation capability using vertical aerial photography as an in-
put. The structure of the recognition algorithms is based upon recognition
and correlation t¢ basic feature shapes and statistical characteristics of
the grey scale distribution of Military Geographic Intelligence. The. NIC
is a versatile laboratory device capable of accepting cut film photographs
and producing grey scale digitization of the imagery at 16, 32 and 64 grey
scale levels.

INTRODUCTION. The mapping and intelligence community has developed
photographic collection systems that acquire data at a rate far in excess of
man's ability to utilize or analyze. However, to date little progress has
been made in automating the processes of detection, recognition, extraction,
and symbolization of geographic intelligence and mapping information contained
on vertical aerial photography.

In considering the eventual backlog of mapping and intelligence photo-
graphy, the U. S. Army Engineer Topographic Laboratories (USAETL) of the U. S.
Army Topographic Command (TOPOCOM) initiated a pattern recognition research
program for mapping and military intelligence in 1963. To implement this
pattern recognition research, USAETL contracted with the Aeronutronics Divi-
sion of Philco-Ford in late 1964 to design, fabricate, test and produce a
system study and analysis for a prototype pattern recognition system, the
Natural Image Computer (NIC). This contract included contractor testing of
the system and development of software to identify and extract orchards,
woods, lakes, oil tanks and railroad yards. The prototype NIC system was
delivered to USAETL in mid-1967. In-house testing and evaluation of the NIC
concluded in mid-1969 with the completion of an evaluation report. Though
in-house work is continuing with the system, this paper will describe the
NIC system hardware and software and the tests and results developed during
the evaluation period at USAETL.

SYSTEMS DESCRIPTION. A block diagram of the NIC system with systems
flow is shown in Figure 1. The NIC is a modular system consisting of PDP-7
Digital Equipment Corporation computer, paper tape and small dual magnetic
tape units, teletypewriter, image processor, monitor scope and plovter.

Nine by nine inch film transparencies are mounted on the X-Y film table
which moves in increments of .005 inches under computer control. The flying
spot scanner (CRT) produces a spot of .00l inch at the filw plane, which can
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pe positioned to anyone of 256 by 256 points. When the film table is in a
fixed position, the scanner field of view is therefore approximately 1/4 inch
square at the film. Film density values are digitzed at 16, 32 and 64 grey
level steps for 0.00 to 2.00 diffuse density. The NIC controller is unable

to store this large an array (256 x 256) of multi-level grey level information.
Consequently, a field of 64 x 64 points, or one sixteenth of the 256 x 256
array, is stored in the controller.

During the film scanning operation, the processor can be instructed
to perform a linear-threshold operation at a given X-Y location within the
scanner field of view.

-

This operation is defined as D=1, S >696
D=0, S<28

s§s= I C

I
Ax, Ay Ax,Ay “Ax,Ay

Where D
S
]

binary decision

pre-decision sum

threshold value

CAx,Ay = weighting function

IAx,Ay = image values

The processor performs this operation by deflecting the scanner beam Ax,Ay,
and multiplying the results IAx A by the corresponding stored weighting
function value CAx ol 2y

b

The weighting function, a two-dimensional array of numbers, is designed
to enhance selected local image shapes. Typical weighting functions ''masks'',
designed by the contractor are shown in Figure 2. All of the masks are designed
to produce S = 0 when applied to a field of uniform grey level imagery. A
dot in each mask indicates where the mask sum is accumulated. A generalized
masking routine is available for the operator to quickly develop new mask designs

The sum S can be generated by using either the 0-63 image values
(6 bits) or a binary version of the image value. The binary value of I
is developed by reading the film and comparing the results to a "clip-
ping level" from 0 through 63 when processing in the 64 grey level digitization

mode. If IAx i exceeds or equals the clipping level, the grey level code

value is replaced with a 1 in forming S; otherwise it is replaced with 0.
The main purpose of this process is to emphasize transitions in grey level image-
ry and to provide enhancement of the resulting data.

Ax, Ay

-

Up to 1,024 mask points may be stored in the processor representing any
mask points within that limit. The processor may be directed to output the

binary results of the mask application to the plotter, the monitor CRT or T

transmit the results to the controller. Once the processor has received and
stored the mask data and instructions from the controller it performs the
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operation independently of the computer. The processor can expand the mask by
factors of 2 and 4, and coarsely rotate the mask about the central point of
application.

FUNCTIONAL TESTING. Three types of recognition processes and series of
linear feature tracking tests were performed in evaluating the prototype NIC.
The recognition tests were based on (1) feature recognition by analysis of
image grey scale statistics, (2) orchard recognition by masking techniques
and grey scale analysis, and (3) railroad yard recognition by masking techniques
only.

The recognition testing of woods, lakes, orchards, railroad yards, urban
areas, rivers and bays was based solely on the imagery grey scale spatial
distribution statistics. Sample areas of each test feature were selected at
a nominal photo scale of 1:50,000. A total of 576 test images were used.

The statistical (STA) program was used to develop grey scale statistics for
each of the image types by field scan which is a 64 x 64 point array at 64
grey levels. Twenty-two types of grey scale distribution statistics were
developed for each image tested. An example of computer printout (Figure 3)
is identified as follows:

a. Mean-average grey level of the 64 x 64 field (4096 points)

b. Variance (02) - the averaged square deviation from the mean
grey level.

c. Distribution - the distribution of the 4096 points in
the coded grey levels.

d. Total texture 1, 2 - a measure of texture of the field.
A count (summation) of the first and second nearest neighbors
that are a grey level from the given point.

e. and f. Difference No. 1 and No. 2 - these are detailed lists
of the number of first and second neighbor differing grey
level that were found in the texture calculations.

# g. Run length X and Y - continuous tone column or row grey
level runs in the digitized grey level 64 x 64 array.

From the statistical program output data, twenty-two sets of limit values
were extracted from each of the images processed. The upper and lower limit
(range) of each grey scale distribution parameter was determined for each image
type. A sample of the tabulated data is shown in Table I. This figure illus-
trates the properties that were extracted to form simple decision criteria
limits for determining whether a feature existed in the test imagery. As an
example, in order for a feature to qualify as a wooded area it must have a
mean grey level of 30.48 to 42.87, a variance about the mean of 0.18 to 6.21
and so on, as extracted from statistical data derived from the set of test
imagery. If all of the 22 statistical measures for any image sample met
these simple decision criteria, it was classified as that image type defined
by the decision criteria limits.

49

T (W — T T ——



¢

The next slide (Table II) shows_the resultant false alarms (false
identification) produced when using this simple decision criterion for each
test image type. Column two of the table shows the false alarm rates produced
by accepting the wooded area (120 images) statistical range for a zero woods
error miss decision rule. In reading this column of the table, 19 lakes of
the 48 tested provided grey scale statistical properties which fell within
the range of the wooded area decision rule. Consequently, these 19 lake
images were falsely "identified" as woods. The remainder of the data for g
column two can be interpreted in like manner. If all of the non-wcod test
samples were combined into a class called "other", 26 other images from the
test set of 456 images would have been falsely classified as woods. Conse-
quently, a false alarm rate of 5 percent would result when processing for
wooded areas. ‘

] The same testing technique was performed for each of the features listed
in column one of the table. The range of the 22 statistical parameters for
each test image listed in column one was used to develop a zero error (miss)
4 decision rule for that image type. The results show that high false alarm i
rates occur between many of the tested features.

%
|
{
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ORCHARD RECOGNITION BY MASKING TECHNIQUES AND ANALYSIS OF GREY SCALE

4 STATISTICS. The second series of tests performed on the NIC were in tlie use

‘ of an algorithm as a combination of iterative masking techniques and statis-
tical calculations. It is designed to detect the regular spacing of trees in

an orchard, shrink each tree to a single point and determine the mean and
variance of the sets of distances from every point to its nearest neighbor. The
decision criteria are based on the idea that orchards exhibit uniformity in

the distance of each point to its nearest neighbor.

Orchard feature extraction routines were performed on 96 fields of
known orchards and 186 fields of non-orchard imagery as selected from photo-
graphy of 1:50,000 scale. Data from 15 fields of known orchards were used to i
develop the ETL orchard recognition decision criteria. The decision criteria '
as recommended by the contractor were also tested. The next illustration
(Figure 4) shows a 64 grey level printout of an orchard field with the most
representative grey levels outlined for each orchard tree. This is a sample
of the densitometric information that is analyzed by means of the Orchard
Algorithm. In the first step of the process the NIC determine which grey
level coding in the grey level imagery array accounts for 25 percent of the
4096 array points. This grey level is then grey level clipped, assigning
ones to the tree-sized clusters and zeros to the non-qualifying points. The
resultant binary array is then further processed by the orchard algorithm,

A printout resulting from this process is shown in Figure 5. The elements in
this printout are identified as follows:

S ——

a. Orchard Algorithm - The four columns of 3-digit numbers
list the "closest distance" for each point on the processed
image. The clusters of ones in the orchard binary imagery
array are successively shrank by a series of group detection
and shrinking masks until the center of each tree sized object
is located. The closest distance is the resolution distance
from a point to its nearest neighbor.

te
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b. Mean, Variance, Number - The mean distance (MD) between
tree centers, the distance variance from the mean, and the
number of points (NP) in the orchard algorithm results.

c. SR - A "shift right" is performed using the unmasked
original clipped binary data array. Each value is the number
of points resulting after each one resolution element
right shift and a logical "and" operation. TIwenty-five
one resolution element shifts are performed.

d. SD - Shift down is the same as "shift right" except the
matrix shift is downward (90°).

e. 4D - A diagonally downward shift at -45© through 20 one-
resolution elements with a logical "and" operation after
each shift and a point count.

f. 4U - A diagonally upward shift at 45° processed as in
4D above.

The point counts from the shifting routines result in high and low
values referred to as peaks and valleys in the illustration. The next slide
(Figure 6) shows a plot of these data from the orchard algorithm point out,
This graph shows the periodicities that may be expected by shifting and
logically "anding" a clipped image, element at a time over the original
clipped image. This result occurs only with very regular spacing of discrete
features in rows and columms.

From the orchard algorithm, five values were extracted and two values
calculated for use in forming the orchard decision criteria limits. The
parameters used and decision logic are shown in the next illustration
(Figure 7). The decision parameters used are identified as follows:

1. Mean distance between trees.

2. Distance variance (02) about the mean.

3. Number of points (trees).

4, Ratio of Mean Distance to Variance Calculations.
5. Number of peaks.

6. Number of valleys.

7. Total point count difference (correlation differenge) between
peaks and proceeding valleys in the shifting routine.

Before a field is identified as an orchard, all seven of the extracted

statistical values must fall within the orchard Decision Criteria Limits set
for 1:50,000 scale photography. Two sets of Orchard Decision Criteria Limits
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were used in the testing, the decision criteria limits determined by con-
tractor and a modification of these iimits developed by ETL. The ETL mod-
ification was based on a sample set of 15 test images where the upper limit
of tree spacing criteria was raised tec approximately 50 feet at ground scale,
the variance criteria lower limit was reduced and the correlation difference
lower limit was increased. Ninety-six known orchard images were processed
by the orchard algorithm. The data from this processing were subjected to
the contractor's recognition criteria and the ETL modified decision criteria
limits. Table III shows a summary of the results of this analysis. Using
the contractor's recognition criteria, 70 images were correctly identified
from the test set. Twenty-six (26) images or 27 percent were falsely re-
jected (missed). Eighty-four images were correctly identified using the

ETL modified decision criteria and, thus, produced a false reject or miss
rate of 12.5 percent.

One hundred and eighty-gix (186) non-orchard images were subjected to
the orchard algorithm and decision processing to determine the approximate
false alarm rate for orchards in non-orchard areas. Table IV show the results

" of this processing where 12 different map feature images are identified in

the test imagery. The major part of the imagery falls in the southwest area
of the U. S. as was the imagery used in developing the recognition decision
parameters. Thirty-eight images were falsely identified as orchards using
the contractor's recognition criteria limits producing a false alarm rate

of 20.4 percent. Five test images were falsely identified as orchards using
ETL modified recognition criteria producing a false alarm rate of 2.7 percent.

RAILROAD YARD RECOGNITION BY MASKING TECHNIQUES. The railroad yard
recognition program is based on line and edge mask application to detect
the parallel striations appearing in the imagery. Although not reliably
resolved by the NIC scanner, this appearance is caused by the tracks in the
railroad yard image. Masks shown in Figure 2 of the type represented by
"a" through "g" are used to detect these thin parallel streaks of density
differences. The masks are rotated to each of eight orientations separated
by approximately 22 degrees. These masks are applied over a 128 x 128
element area to detect edges and lines. Distributions of the mask sum
values are accumulated and then printed on the teletypewriter. The print-
out specifies the angle of application for the line or edge mask and the
mask sum values. A typical example of a plot of these quantities for a
typical railroad yard is shown in Figure 8. The number of mask sum points
accumulated at each angular application is shown in this figure. As expected,
a high mask response is noted when the masks are applied in the general
direction of the railroad yard. In this illustration, the railroad yard
was mounted in the NIC scanner with the railroad yard paralleling the x scan
motion.

A series of tests were performed using the railroad yard program as
applied to 25 test images. Ten of the images were known railroad yards
and 15 of the images were non-railroad yards. An example of plots for line
and edge mask results for non-railroad yard and railroad yard features is
shown in the next Figure 9. It is evident from these plots that poor data
separation exists at the output. The line mask sums do not produce signifi-
cantly different plots. The edge mask sums produce greater separation in
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the plots of the data. The most distinguishing event for railroad yards in
either plot is the occurrence of a single high peak mask sum value. Based

on this observation and other angular relationships, the contractor devised
a rallroad yard decision logic which ETL used to analyze the results of the
railroad yard program process data.

The decision criteria used in the analysis of the masking data to
determine the existence or non-existence of a railroad yard is based on the
number of edge and line peaks, angular relationship of the peaks, and first
and second peak ratio values, Twenty-five test images were processed with
the railroad yard program and the resultant data were subjected to the rail=-
road yard decision criteria. The results of this processing are shown in
Table V. This type of processing and logic performs badly as evidenced
by the miss rate of 20 percent, false alarm rate of 40 percent and the
combined error rate of 32 percent where all 25 test images were used.

FEALURE TRACKING. A linear feature tracking program was developed to
investigate the procedures and operational problems associated with the
extraction and delineation of mapping and military geographic intelligence
features. The tracking program was designed to detect the edges of linear
features and output the results on the plotter and teletypewriter. The
program operates mainly in two modes, prediction and search., In the first
mode, the system is given the X-Y location of the linear feature edge to be
delineated and instructed to predict the next probable location of the edge.
In the second mode, if the feature edge is not detected, what search pattern
should be entered to locate the edge? The actual program consists of four
major sections as follows:

a. Tracking Routine - Predicts the most probable next
position of an edge based on the direction of the present
edge point and the last direction moved in arriving at the
present point.

b. Test Routine ~ Applied the appropriate mask as predicted
in "a" above and signals success or failure.

c. Search Routine - When the predicted point fails, jumps
to exploratory routines and searches the immediate area.

d. Operator Assistance Routine - Permits the operator to
initialize the program and assists during the operation
of the program. Allows display of the area, mask scale
factor. change, printout of 64 x 64 grey level area over
the last good point, move scanner table, apply any mask
and print result, reenter starting parameters.

The tracking of program basically entails the application of a long
(approximately 10 resolution elements in length) edge detection mask (see
Figure 10). Sixteen masks representing different angles of applications are
used. To operate the program, the operator specifies, through the teletype-
writer, the grey level operation mode, size of the area to be processed,
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center X and Y coordinates of the initial search area, initial search direc-
tion, mask scale factor, threshold response. Additionally, the teletype-
writer prints the X and Y table movements, and "X" when in the search routine,
or the word "HELP'", along with the current mask number, each time the program
needs help.

Testing of the tracking program consisted of tracking roads on two sets
of photographs at 16, 32 and 64 grey levels. The results of test runs at
16 and 64 grey levels on the first photograph were unacceptable. Using
the same photograph, the tracking program ran at 32 grey levels but, on its
best run, required.operator assistance twelve times.

A second photograph (Figure 11) was used for tracking tests., This
photograph is twice the scale of the first test photograph or approximately
1:25,000 scale. At first, this second photograph could not be road tracked
at any grey level coding. The photograph was subjected to two stages of
photographic enhancement using orthochromatic emulsions in photo lab pro-
cessing. Figure 12 shows the tracking run results using the enhanced
photograph. Although this road would not track satisfactorily at 16 grey
level input coding, the tracking programs perform well at 32 and 64 grey levels.
At 32 grey levels of input, eight breaks occurred. At 64 grey levels of
input, six breaks occurred. The two tests were repeated with approximately
the same results. Even though the test at 32 grey levels produced more
breaks, the resultant plot was smoother and appeared to be a better carto-
graphic representation of the road.

DISCUSSION - EVALUATION OF TEST RESULTS. In evaluating the data and
test results developed during the testing of the NIC, many limiting factors
became apparent to performing automated analysis of aerial imagery. In the
use of imagery grey scale information, the statistical outputs are not only
non-gaussian but are of great range. Within the range of many of the statis-
tical outputs gross discontinuities occur. Limited separation of features
is detected by comparing the range of each statistical output. Separation
of features is not detectable by comparing the peak number of occurrences
in each statistical output.

The results of the grey scale spatial distribution analysis provide
little supporting evidence of the separability of the major map feature
classes or subclasses using the statistical techniques developed by the
contractor. There is evidence that the broad classes of cultural and non-
cultural features may be separated. Other parameters such as shape correlation,
feature height and spectral response will be required in the recognition
algorithms. A considerable effort will be required to collect controlled
imagery by region, season and exposure. Other statistical properties.and
transformations should be sought in developing feature recognition algorithms.

A limited amount of testing was performed using 16 and 32 grey scale
levels as input from the scanner for orchard algorithm processing. It was
apparent that there is an increase in the orchard recognition error rate
with less than 64 grey levels of input to the system. Testing performed
was insufficient for determining the actual performance fall-off rates due
to grey scale resolution. It should also be determined if other types of
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orchard processing and analysis can be developed. The current orchard pro-
cessing routine has been packaged as an automated program at ETL. This
program requires approximately 2.5 minutes of processing by the NIC for
each 64 x 64 element image array before it determines the existence or non-
existence of an orchard.

The results of the railroad yard recognition program testing did not
produce the recognition accuracies reported by the contractor. The high
false alarm rates shown from the ETL testing indicate that other parameters
are definitely required in the recognition algorithm. Indications are that
grey scale statistical parameters will need to be added to the railroad yard
recognition criteria. Modification of the program, recognition parameters
and logic will be required.

The results of the tracking tests show that the present program is
easily mislead by road intersections, grey scale structure edges intersections,
grey scale structure edges intersecting with roads and breaks in ithe road
image. There is a definite indication that fine grey scale information, such
as presented at 64 grey levels, causes the system to be mislead when edge
tracking. The tests showed that tracking at 32 grey levels will produce a
smoother and more cartographic representation of the road.

During the testing, it was observed from the CRT monitor that it is
possible to clip a very narrow range of grey scale values from the photo-
graph representing the road or roads. In this case, much of the edge noise
about the road is eliminated. 1If the tracking program were modified to
accommodate clipped grey levels and apply edge or line masks to this binary
image rather than to the 16, 32, or 64 grey level images, it would perform
with fewer breaks in the plotter road track output.

CONCLUSIONS. Based on the in-house testing of the prototype NIC at ETL,
it is concluded that the NIC is satisfactory for performing experiments in
pattern recognition and delineation from a wide variety of photographic input
materials. However, software and hardware improvements to the NIC should be
made for future work to increase its efficiency and accuracy. This will
improve simulation and modeling and reduce eventual cost of any systems
developed. The statistical criteria limits used in the recogniticn algorithms
are questionable because of the small sample sizes, the narrow regionality
and seasonality of the test image data base used. Broader contextual clues
and more optimal program strategies must be pursued. The lack of automated
data analysis programming for the system causes excessively complex and
time consuming analysis of the output data by the system's user. Some means
for rapidly analyzing the data that the NIC can produce must be developed.

The development of an operational system based on the NIC concept
could evolve only through long range development. Even so, image variability
on a world basis and on the basis of film and processing variability will
restrict the number of automatic pattern recognition operations that may be
implemented. It will be necessary to prepare regional versions of certain
programs as well as scale aud seasonal adaptations. Color and height informa-
tion will be required as inputs to increase the confidence level of the
recognition algorithms. A more realistic first goal would be to develop
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an interim operational system where the man makes the majority of the decisions
in the system. This system is envisioned as providing for the merging of data
from more than one channel of input, a color display with light pen editing
capability, and automatic tracking and output of most lirear and area features.
Pattern recognition and delineation experimentation and development should
continue in the meantime with the NIC. t
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