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Fig.   7-9 From Ivan Flores, "Digital, Analog, Hybrid Shaft-Angle Indicator with Friction- 
less'Optical Gearing'     , Electromechanical Design, May   1958, Copyright @ 1958. 
Used by permission of Benwill Publishing Corp. 

Fig.    7-12 From   NOTES ON  ANA1 ,OG-DIGITAL   CONVERSION  TECHNIQUES,     edited   by- 
Alfred K. Susskind, by permission of the M.I.T. Press. Cambridge, Massachusetts. 
Copyright © 1957  by The Massachusetts Institute of Technology. 
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FOREWORD 

INTRODUCTION 

The Fire Control Series fornis part of 
the Engineering Design Handbook Series which 
presents engineering information antl quanti- 
tative data for the design and construction of 
Army equipment. In particular, the hand- 
books of the Fire Control Series have been 
prepared to aid the designers of Army fire 
control equipment and systems, and to serve 
as a reference guide for all military and ci- 
vilian personnel who may be interested in the 
design aspects of such material. 

The handbooks of the Fire Control Series 
are based on the fundamental parameters of 
the fire control problem antl its solution. In 
all problems of control over the accuracy of 
weapon fire, some method or system of fire 
control is employed that derives its intelli- 
gence from the acquisition and tracking of a 
target; evaluates this system-input intelli- 
gence by computation; and, finally, applies 
the output information to the positioning of a 
weapon along the line of fire. Primary em- 
phasis islaid on the systematic approach re- 
quired in the design of present-day fire con- 
trol equipment and systems. This approach 
involves (l)thorough analysis of the particu- 
larfire controlproblem at hand, ^establish- 
ment of the most suitable mathematical model, 
and (3) mechanization of this mathematical 
model. 

ORGANIZATIONAL BREAKDOWN 

To accomplish the aforenoted objectives, 
the Fire Control Series will'consistprimarily 
of the following fourmain sections, each pub - 
lished as a separate handbook: 

a. Section 1, Fire Control Systems - 
General (AMCP 706-327) 

b. Section2, Target Acquisition, Location 
and Tracking Systems (AMCP 706- 
328) 

c. Section 3, Fire Control Computing 
Systems (AMCP 706-329) 

d. Section 4, Weapon Pointing Systems 
(AMCP 706-330) 

An additional handbook of the Fire Control 
Series is AMC Pamphlet AMCP 706-331, 
Compensating Elements. The following para- 
graphs summarize the content of each of 
these five handbooks. 

Section 1 introduces the subject of fire 
control systems, discloses the basic fire 
control problem and its solution (in func- 
tional terms), delineates system-design 
philosophy, and discusses the application of 
maintenance antl human engineering princi- 
ples and standard design practices to fire 
control system design. 

Section2 is devoted tothe first aspect of 
fire control, i.e., gathering intelligence on 
target position and motion. 

Section 3, because of the complexity of 
the subject of computing systems, is divided 
into three parts that are preceded by an in- 
troductory discussion of the roles of comput- 
ing systems in Army fire control and by a 
description of specific roles played in parti- 
cular fire-control applications. Part I dis- 
cusses the first step in system design, i.e., 
the establishment of a mathematical model 
for the solution of a fire control problem. 
Emphasis is given to the basis, derivation, 
and manipulation of mathematical models. 
Part II discusses the various computing de- 
vices that perform useful functions in fire 
control computing systems. The discussion 
ranges from simple mechanical linkages to 
complex digital computers. Types of devices 
in each classification are briefly described; 
external sources are referenced for detailed 
information where practical. Part III dis- 
cusses the various ways in which the comput- 
ing devices described in Part II can be applied 
to the mechanization of the mathematical 
models described in Part I. It stresses that 
a fire control computing system designer 
needs to apply his talents in three special 
ways: (l)to improvise and innovate as needed 
to meet particular problems that may arise, 
(2) to use ingenuity in obtaining the simplest 
and most economical devices for the particu- 
lar requirement at hand, and (3) to master 
the many problems that result from intra- 
system  interactions when individually satis- 
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factory components are combined in complex 
computing systems. Examples culled from 
actual fire-control-system design work illus- 
trate the concepts given. 

Section 4 of the Fire Control Series dis- 
cusses weapon-pointing systemswith respect 
to (1) input intelligence and its derivation, (2) 
the means of implementing weapon-pointing 
for the two basic types of weapon-pointing 
systems from the standpoint of system stabil- 
ity, (3) general design considerations, and 
(4) the integration of components that form 
a complete fire control system. 

AJV1CP 706-331 presents information on: 
(1) the effects of out-of-level conditions anti 
a displacement between a weapon and its aim- 
ing device, and (2)the instrumentation neces- 
sary to correct the resulting errors. It also 
presents general reference information on 
compensating elements that pertains to ac- 
curacy considerations , standard design prac- 
tices; and considerations of general design, 
manufacture, field use, maintenance, and 
storaee . 

PREPARATION 

The handbooks of the bire Control Series 
have been prepared under the di rection of the 
Engineering Handbook Office, Duke Univer- 
sity, under contract to the Army Research 
Office-Durham. With the exception of the 
handbook titled Compensating Elements, the 
material for the Fire Control Series -- Sec- 
tions 1 and 3 --was prepared by the Jackson 
& TVloreland Division of United Engineers and 
Constructors Inc., Eoston, Massachusetts, 
under subcontract to the Engineering Hand- 
book Office. The Jackson &• iVIoreland Divi- 
sion was assisted in its work by consultants 
who are recognized authorities in various 
aspects of fire control. Specific authorship 
is indicated where appropriate. Overall 
technical guidance and assistance were rend- 
ered by Frankford Arsenal; coordination and 
direction of this effort were- provided by Mr. 
Eeon G. Pancoast of the hire Control Develop- 
ment ^Engineering Laboratories at Frankford 
Arsenal. 

xxin 



AMCP 706-329 

PREFACE 

The Engineering DesignHandbook Series 
of the Army Materiel Commandis a coordi- 
nated series of handbooks containing basic 
informationand fundamental data useful inthe 
design and development of Army materiel and 
systems. The handbooks are authoritative 
reference books ofpractical informationand 
quantitative facts helpful in the design and 
development of Army materiel so that it will 
meet the tactical and the technical needs of 
the Armed Forces. 

The Handbooks are readily available to 
all elements of AMC, including personneland 
contractors having a need and/or require- 
ment. The Army Materiel Command policy 
isto releasethese Engineering Design Hand- 
books toother DOD activities and their con- 
tractors and to other Government agencies 
in accordance with current Army Regulation 
70-31, dated 9 September 1966. Procedures 
for acquiring these Handbooks follow: 

a. Activities within AMC and other DOD 
agencies order direct on an official form 
from: 

Commanding Officer 
Letterkenny Army Depot 
ATTN:   AMXLE-ATD 
Chambersburg, Pennsylvania 17201 

b. Contractors who have Department of 
Defense contracts should submit their re- 
quests through their contracting officer with 

proper justification to the address listed in 
par.  a. 

c. Government agencies otherthanDOD 
having need for the Handbooks may submit 
their request directly to the address listed 
in par.  a o r to: 

Commanding General 
U.   S. Army Materiel Command 
ATTN:    AMCAM-ABS 
Washington,  Ü. C.    20315 

d. Industries not having Government 
contracts (this includes colleges and univer- 
sities) must forward their requests to: 

Commanding General 
U.   S. Army Materiel Command 
ATTN:   AMCRD-TV 
Washington,  D.  C.    20315 

e. All foreign requests must be sub- 
mitted through the Washington, D. C. Em- 
bassy to: 

Assistant Chief of Staff for 
Intelligence 

ATTN:    Foreign Liaison Office 
Department of the Army 
Washington,  D.  C.    20310 

All requests, other than those   origina- 
ting within DOD, must be accompanied  by a 
valid justification. 

Comments and suggestions onthis hand- 
book are welcome and should be addressed 
to Army Research Office-Durham,Box CM, 
Duke Station, Durham, North Carolina 27706. 

XXIV 
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INTRODUCTION 

As pointed out in Section 1 ' of the Fire 
Control Series, computers play a very sig- 
nificant role during the designphase for a fire 
control system, and a computeris an integral 
part of every complete modern fire control 
system. The function of the computer in a 
fire control system can be illustrated by con- 
sidering for amoment the case of an individ- 
ual attempting to hit a moving target with a 
rifle. If he is to be successful, he must esti- 
mate tlie distancetothe target and the rate at 
which the line-of-sightto the target is rota- 
ting and must have aknowledge of the projec- 
tile characteristics, such as velocity and gra- 
vity drop. He must then compute the direction 
in which to point the weapon to achieve a hit, 
and so point the weapon. If a strong wind is 
blowing, he must also take this into account 
for long-range shots. Obviously, if the indi- 
vidual attempted to carry out detailed con- 
scious calculations, his target would have 
disappeared before he was ready to pull the 
trigger. The expert marksman has, through 
considerable experience, learned to include 
each of these factors in a rapid mental ap- 
praisal of the situationat hand. As the target 
velocity is increased and the range extended, 
however, the ability of the individual to apply 
the required correction factors is exceeded 
and successful shots can be achieved only if 
rapid, accurate assistance is provided for 
gathering the required data, carrying out the 
necessary computations, and pointing the 
weapon as required. In the provision of this 
assistance, modern fire control systems have 
evolved (seeChapter lof Section 1 of the Fire 
Control Series). In each of these systems, 
the computer serves as a vital element. 

Until approximately 1950 to 1955, analog 
computers were used almost exclusively in 
firecontrol systemsbecause the digital-com- 
puter art had not yet progressed to the stage 
where tlie required operating speeds could be 

achieved. Now, the demands of many fire con- 
trol problems can be met by either an analog 
or a digital computer, with the choice fre- 
quentlybasedupon such considerations as the 
desire to use the same computer design in 
several different systems or tlie background 
of the particular group of designers respon- 
sible forthe fire control system. (Suchbasic 
factors as cost, size, weight, power require- 
ments, complexity, reliability, solution speed, 
solution accuracy, and the nature of environ- 
mental effects must, of course, always con- 
tinue to receive careful attention in relation- 
ship to the particular circumstances under 
which a given computer is destined for use.) 
Worthy of special note is the recognition 
during recent years of the promising poten- 
tial for fire-control-system applications of 
the digital differential analyzer -- an incre- 
mental computer consisting of a collection of 
digital integrators interconnected in such a 
wayasto solve integro-differentialequations. 

In addition to the use of computers in the 
design phase of a fire control system and as 
an integral part of every complete modern 
firecontrol system, computers have come to 
serve mankind increasingly in everyday tech- 
nology. As a matter of fact, the development 
of high-speed electronic digital-computing 
equipment has created a revolution in tech- 
nology. Because of the pioneer role played 
by the U.S. Army in the development of high- 
speed electronic digital computers, it is par- 
ticularly appropriate to briefly discuss this 
development here. 

Army activity in this field started after 
the outbreak of World War II, when the need 
for rapid computational equipment for use 
in connection with the massive computing 
problems involved in the preparation of firing 
tables and related ballistic data became in- 
creasingly apparent. At that time, some of 
the computations werebeing made by the Bush 

* Prepared by W. W. Seifert, this Introduction incorporates information from various U.S. Army documents--in particular, 
"Historical Monograph, Electronic Computers Within the Ordnance Corps", by Karl Kempf, Historical Officer, Aberdeen Proving 
Ground,   Maryland; published by APG in November 1961. 

|   Fire Control Systems—General (AMCP 706-327). 
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Differential Analyzer. With considerable 
improvements inperformance resulting from 
designmodificationsprovided during the early 
1940's by the Moore School of Electrical 
Engineering at the University of Pennsylvania, 
this machine proved tobe of tremendous value 
during World War 11. Used primarily to com- 
pute trajectories forfiring tables and to pre- 
pare trajectory chartsforuse with VT fuzes, 
this machine could compute a 60-second tra- 
jectory in about 15 minutes. In contrast, a 
human operator using a desk calculator re- 
quired about 20 hours to perform the same 
computation. 

As a result of the urgent need for some 
means to provide accurate computation at 
considerably higher speeds than those obtain- 
able with the Bush Differential Analyzer, 
niuch thought went into the solution of this 
problem. It became apparent at the Univer- 
sity of Pennsylvania that use could be made 
of the fast reaction time of electron tubes in an 
extensive array to add or subtract impulses, 
and thus make possible the design of a ma- 
chine that would deal with numbers in amanner 
that would far surpass the speed and accuracy 
ofthe Bush machine. Accordingly, in 1943 the 
U.S. Army awarded a research and develop- 
ment contract to the University of Pennsyl- 
vania forthe design and construction of ENIAC 
(for Electronic Numerical integrator And 
Computer). This contract was based specifi- 
tally on technical concepts underlying the de- 
sign of an electronic computer that were con- 
tained in an outline prepared by Dr. John 
Mauchly and Dr. J. Presper Eckert, Jr. of 
the Moore School of Electrical Engineering. 

Completed in 1945, ENIAC was the 
world's first electronic automatic computer, t 
Its subsequentinstallation inthe Ballistic Re- 
search Laboratories (BRL) at Aberdeen Prov- 
ing Ground marked the beginning ofthe wide- 
spread use of electronic computing machines. 
ENIAC was a decimal machine in which 
ten decade ring counters -- one per decimal 

place -- and one P M (plus or minus) counter 
formed the basic arithmetic and storage unit. 
Itutilized 19,000vacuum tubes (of 16 different 
types), 1500relays, and hundreds of thousands 
of resistors, capacitors, and inductors. It 
consumed nearly 200 kilowatts of power. Its 
thirty separate units weighed more than 30 
tons. This huge collection of circuits could 
calculate a 60-second trajectory in less than 
the actual time of flight of the projectile from 
the gun to the target. 

Even before the development of ENIAC 
had been completed, however, it was realized 
that a serial binary machine with delay-line 
storage (an early type of memory device) 
would have additional advantages. A binary 
machine would utilize numbers to the base 
two instead ofthe traditional base ten. Num- 
bers would be translated into a series of ONES 
and ZEROS, values that could be easily 
handled by electron tubes arranged either to 
conduct a signal or block it -- a switching 
function that could be handled at high speed. 
Nonetheless, ENIAC remained a solid compu- 
tational workhorse forthe ten-year period of 
1946-55, during which it was in constant 
operation. It was the major instrument for 
computation for all ballistic tables for the 
U.S. Army and the U.S. Air Force -- domina- 
ting the computer field during the period 
1949-52. It was also used for calculations 
relevant to other fields -- weather predic- 
tion, atomic energy, cosmic-ray studies, 
thermal ignition, random-number studies, 
and wind-tunnel design problems, to mention 
a few. (Electronic computers were not yet 
available from commercial sources.) 

ENIAC was the prototype from which 
most other modern computers have evolved 
(see the computer tree of Fig. 1-1). It em- 
bodiedalmost all of the components and con- 
cepts of laterhigh-speed storage and control 
devices. Although built primarily for inte- 
gration of the equations of external ballistics 
by a step-by-step process,  it was sufficiently 

This was an electromechanical analog device utilizing mechanical integrators of the wheel-and-disc type that was developed by 
Dr. Vannevar Bush and his associates at Massachusetts Institute of Technology in the late 1920's. Incorporating improvements 
made in the early 1930's,  a Bush Differential Analyzer was installed at Aberdeen Proving Ground in 1935. 

It should be noted that the Mark I Relay Computer (also called the Automatic Sequence-Controlled Calculator), completed in 
1944 at Harvard University by Howard Aiken in cooperation with IBM engineers and Harvard graduate students, was the first 
automatic computer ever completed. The operation of this machine was based on electromechanical principles. Although the 
machine was efficient, fast, and capable of solving a wide variety of problems, its speed could not approach that of the elec- 
tronic type of automatic computer. 
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flexible to be applied to a wide range of large- 
scale computations otherthan numerical inte- 
gration of differential equations. 

The urgent need for an operational com- 
puter- had made it imperative to freeze the 
engineering design of ENLAC during the early 
stages of development. As work on ENIAC 
permitted, however, the design and construc- 
tion of an improved computer for RRL having 
much smaller size, greater flexibility, and 
bettermathematical performance were pushed 
forward under U.S. Army sponsorship at the 
Moore School of Electrical Engineering, Uni- 
versity of Pennsylvania. The design for this 
computer, named EDVAC (forElectronic Dis- 
crete Variable Automatic Calculator), was 
proposed in 1945 by Dr. John von Neumann, 
one of the world's leading mathematicians, 
who had been attracted by the problems of 
computer design. The major features of this 
computer were the use of the binary system 
ratherthan the decimal system of numeration, 
a serial arithmetic mode, a four-address 
command structure, a total of 16 possible 
operations that couldbe performedby the com- 
puter, and duplicate circuitry for check pur- 
poses. 

EDVAC was also the first computer with 
an internally-stored program and was thus a 
major improvement over ENLAC, which re- 
quired considerable human effort to change 
the different programs. With ENIAC, the dif- 
ferent sections ofthe computerwere connect- 
ed together via plug-in cables that had to be 
changed for each particular type of problem. 
If the computationshad to be interrupted for a 
few days, to permit someotherproblem of high 
priority to be run on the computer, the com- 
plex tangle of plug-in cables had tobe rear- 
ranged manually. Also, when the run was com- 
pleted, the machine had to be "re-wired" for 
the first problem. With an internally-stored 
program device, the instructions are stored, 
each   storage  location is  queried,   and    each 

instruction is interpreted and executed as a 
matter of formality until all the instructions 
comprising a givenprogram are carried out. 

Mork on EDVAC stimulated design and 
constructionby othergroups of a large family 
of similar computers, including SEAC, FLAC, 
DYSEAC, MIDAC," and the later commercial 
types, such as the UNIVAC's (see Fig. 1-1). 
Computer development was further en- 
couraged by the Army via a research con- 
tract with the Institute for Advanced Study, 
Princeton, New Jersey (later supported also 
by the Air Force and Navy). 

From this support of computer research 
came the ORDVAC (for Ordnance Variable 
Computer), the BRL's third electronic com- 
puting machine. This was a parallel binary 
computer that belongs to the group of com- 
puters whose basic logic was developed by 
the Institute for Advanced Study at Princeton, 
New Jersey. The ORDVAC family of com- 
puters includes suchmachines astheAVIDAC, 
MANIAC, ILLIAC, ORACLE, JOHNNIAC, and 
CYCLONE, t 

These different designs constituted little 
if anything new in innate computer design, 
but carried out existing design principles 
using the fruits ofthe ever-advancing tech- 
nology of electronics -- such things as im- 
proved memory techniques, smallervacuum 
tubes, improved diodes, and the like. During 
the early 1950's, a major part of the scien- 
tific computational workload of the Western 
world  was   accomplished on these machines. 

The rapid, competitive evolution of com- 
puters made it apparent at an early stage that 
prospective users and designers of computers 
in industry and in government would benefit 
from a comprehensive survey of designs in 
being. BRL accordingly made a nation-wide 
survey in 1955. This showed that at thattime 
approximately 87 different types of commer- 
cial and scientific digital computers were 
operational    in    this     country.      A     second 

SEAC - Standards Eastern Automatic Computer 
FLAC - Florida Automatic Computer 
DYSEAC - Second SEAC 
MIDAC _ Michigan Digital Automatic Computer 

AVIDAC - Argonne Version ofthe Institute's Digital Automatic Computer 
MANIAC - Mathematical Analyzer Numerical Integrator and Computer 
ILLIAC - Illinois Automatic Computer 
ORACLE - Oak Ridge Automatic Computer and Logical Engine 
JOHNNIAC - John (von Neumann) Integrator and Automatic Computer 
CYCLONE - (an arbitrary name indicating high speed) Iowa State University 
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survey by BRL>, made in 1957, showed that 
this total had risen to 103. A third survey in 
1961 indicated the existence of over 222 dif- 
ferent types of electronic digital computing 
systems, involving tens of thousands of units 
throughoutthe United States. Fig. I- lindicates 
there are approximately 500 different types in 
operation today. 

These computers are committed to the 
solution of almost every conceivable type of 
computingand data-processingproblem -- in 
defense, industry, science, commerce, ser- 
vice operation, and manufacturing. A vital 
element in almost every defense system, the 
computer has become even more significant 
in industry and commerce. 

The overall discussion of electronic digi- 
tal computers given thus far has covered the 
historical development of serial computers 
(representedby EDVAC)and of parallel com- 
puters (represented by ORDVAC). Both of 
these computers are shown in Fig. 1-1 at the 
lower ends of two separate limbs of a compu- 
tertree whose trunk represents the develop- 
ment of ENLAC. As noted in Fig. 1-1, this 
separation tends to distinguish the business 
computers on the left limb from the scien- 
tific computers on the right limb. 

The electronic digital computers that 
have been developed specificallyto meet mili- 
tary needs are identified on the center limb 
of the computertree. Among those indicated 
is FADAC (for Field Artillery Digital Auto- 
matic Computer). This computer was de- 
veloped under the direction of Frankford Arse- 
nal in the late 1950's as a sequel to Field 
Artillery Fire Control System, M35, which 
employed an electromechanical computer 
whose accuracywas adequate forthe shorter- 
range weapons -- such as the 105 mm and 
155 mm howitzers   -- but was  not  adequate 

for guns and free rockets. FADAC repre- 
sents the latest development in connection 
with the ever-present need to solve field- 
artillery fire control problems with greater 
accuracy and speed. 

FADAC is a solid-state electronic digi- 
tal computer whose background is discussed 
in Chapter 1 of Section 1 of the Fire Control 
Series and whose technical aspects are dis- 
cussed in Chapter 4 of the present section. 
Its overall capabilities, however, merit sum- 
mation here: 

1. FADAC canprovide firing data for d 
battery of weapons. On a one-battery-at-a- 
timebasis, it canprovide firing datafor mor- 
tars, howitzers, guns, and free rockets -- with 
complete applicability to any kind of ammuni- 
tion these weapons maybe using. In emergen- 
cies, it canprovide data forup to five similar- 
type batteries on a rotating basis. By using 
the FADAC s memory loading unit, authorized 
field personnel can make program changes 
that permit switching from the solution of one 
type of fire control problem to another within 
just a few minutes. 

2. FADAC could be used with the PUR- 
SUING, SERGEANT, LACROSSE, and NIKE- 
HERCULES weapon systems. 

3. Inaddition to use in fire control sys- 
tems and missile systems, FADAC can also 
be employed in fire planning, survey compu- 
tations, counter-battery computation, reduc- 
tion of meteorological data, and as universal 
automatic check-out equipment 

A universal computer capable of solving 
all field-artillery fire control problems has 
always seemed to lie in the future. However, 
continuous study at Frankford Arsenal on in- 
creasing the application of FADAC has yielded 
results that make this computer a candidate 
for the title "Universal Artillery Computer". 
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PART I 
MATHEMATICAL MODELS FOR 

FIRE CONTROL COMPUTING SYSTEMS 

CHAPTER 1* 

THE ROLE OF THE MATHEMATICAL, MODEL 
IN THE DESIGN PROCESS 

1-1   DEFINITION AND IMPORTANCE OF A 
MATHEMATICAL MODEL 

In Section it of the Fire Control Series, a 
mathematical model is defined as any scheme 
for the manipulation of ideas in a group 
wherein the individual ideas are identified by 
means of more orless abstract symbols and 
wherein manipulations are conducted in ac- 
cordance with precise rules of logic. Mathe- 
matical models take on a variety of forms, 
depending upon the particular system they are 
being used to study. Such models provide the 
system designer with a powerful tool that 
enables him to develop a system not merely 
by intuition and trial and errorwith the physi- 
cal system but by bringing to bear on his 
problem a considerable body of mathemat- 
ical techniques, and thereby raises his de- 
sign process from an art to a science. 

The first requirement and advantage 
that the system designer faces in using math- 
ematical models is that of deriving an ac- 
curate model for the physical system being 
considered. If the designer is to carry out 
this step in a satisfactory manner, he must 
understand the system and the interrelation- 
ships between its parts in considerablymore 
detail than he might otherwise be forced to 
employ. Formulation of the model is thus of 
value in itself, but usually is taken as the 
first step in a mathematical study aimed at 
optimizing certain parameters in the system. 
This optimization may be carried out using 
purely analytical techniques, graphical tech- 
niques, or by studying the model on either an 
analog or a digital computer. Chapter 2 out- 
lines a number of these techniques.   As back- 

ground for this discussion, par. 1-2 summa- 
rizes some of the more important mathe- 
matical expressions used for describing 
important natural laws that relate to physical 
systems, and par. 1-3 summarizes the char- 
acteristics and limitations of mathematical 
models. 

1-2   MATHEMATICAL MODELS FOR 
PHYSICAL SYSTEMS 

If one is to establish a mathematical 
model or description for a physical system, 
he must be able to express causes and ef- 
fects in mathematical terms for each indivi- 
dual element of the system and be able to 
describe mathematically the manner in which 
these elements interact. Depending on the 
purpose of the specific analysis, the indivi- 
dual elements may be single components -- 
such as resistors, capacitors, and vacuum 
tubes -- or complete amplifiers or even a 
complete radar set. Instead of electric-cir- 
cuit elements, the system may be composed 
of mechanical components-- suchas springs, 
dampersand inertial elements -- or of fluid 
elements -- such as valves, orifices, and fluid 
pumps and motors. Some systems likewise 
contain magnetic, acoustic, or thermal ele- 
ments. Frequently, a complex system in- 
cludes a mixture of elements of several of 
these types. 

Fortunately, the modern analyst is able 
to draw on the work of Newton: Kirchoff, 
d'Alembert, Coulomb, and many others who 
were able to formulate mathematical re- 
lationships to express their experimental 
observations on particular physical systems. 

By W.   W.   Seifert, 

t   Fire Control Systems—General (AMCP 706-327). 
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Basic requirements for the analyst who de- 
sires to formulate a mathematical descrip- 
tion for a system are (l)that he understand 
thoroughly the laws relating to the types of 
elements from which his system is composed 
and (2) that he understand the range of varia- 
bles for which the elements of his physical 
system behave as ideal elements by obeying 
the ideal laws, and the manner in which their 
performance departs from the ideal outside 
this range. It is impossible in a single chap- 
ter to outline all the relationships that an 
analyst would require in analyzing the various 
systems with which he might be confronted. 
However, a brief discussion of several il- 
lustrative mathematical descriptions for 
physical systems is provided, and a number 
of other relationships are tabulated. 

In order to develop and utilize mathe- 
matical descriptions for physical systems, 
it is first necessary to define the symbols 
that are to be used in writing these descrip- 
tions. Although agreement on symbols is far 
from unanimous, the discussion which follows 
uses symbolsthat have received wide usage. 

As an illustration of a basic mathemat- 
ical description of a physical phenomenon, 
consider one of the fundamental laws of elec- 
trostatics. Out of some of the earliest work 
on static electricity grew the concept of elec- 
tric charge, which gradually has come to be 
represented symbolically by the letter q. 
Early experimenters found that if two point 
charges of electricity of opposite kind are in 
the neighborhood of each other, they exert 
attractive forces on each other. If they are 
of the same kind, however, they exert repul- 
sive forces on eachother. Furthermore, the 
force that one exerts on the other is deter- 
mined by the distance between the charges 
and the magnitude of the charges. The work 
of Cavendish and Coulomb in the late 1780's 
established the inverse-square law of elec- 
trostatic force, which states that the force 
between two point charges of electricity is 
directly proportional to the product of the 
charges and inversely proportional to the 
square of the distance between them. Mathe- 
matically, this statement, which has come to 
be called Coulomb's law, takes the form 

F =K 
qA% 

where Frepresents the force between the two 
point charges, qA and qB represent the two 
charges, r represents the distance by which 
the charges are separated, andK is the pro- 
portionality constant. This constant depends 
upon theunits usedto measure the force, the 
distance, and the charges and also upon the 
medium in which the experiment is conducted. 
The force found when this experiment is per- 
formed in ahigh-quality insulating oil differs 
fromthat found when the experiment is per- 
formed in air. For such an experiment, the 
pertinent parameter of the medium is its 
dielectric constant k. In terms of this con- 
stant, Eq.    1-1 can be rewritten  in the form 

F =K- 
kr2 

(1-2) 

where Kj depends only on the units in which 
the quantities are measured. 

As man's understanding of electricity 
grew, he discovered ways to produce steady 
flows of current I which he then associated 
with the  rate   at which   charge was   moving 
through a system, i.e., 

i .ss 
dt 

(1-3) 

lie also discovered that when a battery (vol- 
taic cell) was connected in a closed circuit 
the current that flowed was determined by 
the voltage E of the cell and a property of 
the circuit determined by the length, cross- 
sectional area, and composition of the con- 
ductors. This property of the circuit came 
to be known as its resistance R and Ohm 
deduced the following relationship which now 
bears his name: 

H? = E (1-4) 

(1-1) 

Beginning with Oersted's discovery in 1820 
that a magnetic needle tends to set itself at 
right angles to a wire through which an elec- 
tric current is flowing, Faraday and others 
began to experiment with, and attempt to dis- 
cover   the  laws  that  govern,  phenomena  of 
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electromagnetic induction. Their efforts led 
to the definition of such new quantities as 
inductance L and to new laws such as 

e = L — 
dt 

(1-5) 

which relates the instantaneous voltage e 
across an inductance to the rate at which the 
instantaneous current i through the induct- 
ance is changing. 

As knowledge of the behavior of electri- 
cal systems grew, so did the knowledge of 
other types of systems, such as mechanical, 
hydraulic, and thermal systems. Further- 
more, certain similarities were found to exist 
between the ways in which entirely different 
types of systems performed. For example, 
the flow of current through a conductor was 
likened to the flow of water through a pipe. 
In each case, it was observed that the flow 
increased as the forcing function (voltage or 
pressure)increased. 

Table 1-1 lists the principal elements 
and parameters used to describe physical 
systems, and gives symbols and units that are 
comnionly used in describing these systems, 
it should be understood, of course, that other 
systems of units also find wide usage. In 
particular, the MKS (meter, kilogram, sec- 
ond)system of units is rapidly becoming the 
standard for all educational systems and gov- 
ernments. Accordingly, pertinent informa- 
tion concerning physical constants and con- 
version factors in terms of the MKS system 
is presented in the appendix to this chapter. 

Table 1-2 furtherdevelops the similarity 
between different physical systems by sum- 
marizing the expressions for power dissipa- 
tion and energy storage, and giving the dif- 
ferential equation that describes a simple 
system containingone of each of the types of 
elements belonging to a particular family. 
It shouldbe notedthat two rows of entries ap- 
pear for each system and that the associated 
differential equations are of the same form. 
The reason for this similarity can be illus- 
trated by examination of the two equivalent 
electrical networks shown in i-'ig. 1-J. The 
top network represents a parallel combina- 
tion ofa conductance (reciprocalresistance), 
an inductance, arid a capacitance driven by a 
current generator.  The lower network repre- 

sents a series combination of these same ele- 
ments (withresistance shown in place of con- 
ductance) driven by a voltage generator. In 
the first case, it is desired to set up an ex- 
pression for the instantaneous voltage e(t) 
across the network, while in the second the 
instantaneous current i(t) flowing in thenet- 
work is desired. 

For the first case, the differential equa- 
tion from which e(t) can be computed is found 
by summing the currents through the three 
elements, i.e., 

i(t) =  ic(t) +iG(t) ^iL(t) (1-6) 

Substitution of expressions for these element 
currents in terms of voltage shows that 

i(t) =C3e + Ge  i-^- fedt 
dt L 

(1-7) 

For the second case, the differential equation 
is formed by equating the applied voltage to 
the sum of the voltages across the individual 
elements, i.e., 

2(t) = eL(t)  +eR(t)  i ec(t) (1-8) 

When these element voltages are expressed 
in terms of the loop current i(t), the result- 
ant equation becomes 

o(t) L-  -Ri 
dt 

»"/id» (1-9) 

Comparison of h'qs. 1-7 and 1-0 shows that 
one could be derived from tin? other if the 
following substitutions were made: 

G * R 

1 1 
- ■ ~+   — 
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TABLE  1-1.    SYMBOLS AND UNITS. 

System 

Parameter 
or1 

element Symbol Unit 
Pictorial 
symbol 

1. Electrical Voltage 
Current 
Charge 
Power 
Angular velocity 
Energy 
Resistance 

Conductance 
Inductance 
Capacitance 

Q 

power 

W 
It 

G 

C 

volt 
ampere 
coulomb 
watt 
radians/second 
j oule 
ohm 

Irdmy 

farad 

C 

2. Mechanical 
rectilineal 

Force 
Velocity 
Displacement 
Acceleration 
Acceleration of 
gravity 
Power 
Energy 
Viscous friction 
Mass 
Spring constant 

power 
W 
R 
m 
k 

pounds 
feet/second 
feet 
feet/second* 

32.2 feet/second2 

foot-pound/second 
foot-pound 
pound-second/foot 
pound-second2 /foot 
pound/foot  

—nm^- 

3. Mechanical 
rotational 

Torque 
Angular velocity 
Angular 
displacement 
Power 
Energy 
Rotational friction 
Inertia 
Rotational spring 
constant 

T pounds-feet 
«, e radians/second 

e radians 
power foot-pound/second 
W foot-pound 
B pound-foot-second 
J pound-foot-second2 

c pound-foot/radian 

'-¥r 

—<7nrg-\- 

4. Hydraulic Pressure 
Flow rate 
Volume 
Power 
Energy 
Resistance, 
Inertance 
Capacitance 
Bulk modulus 
Density  

V pound/foot2 

1 foot3/second 
V fooü 
power foot-pound/second 
W foot-pound 
R pound-second/foot1 

M pound-second2/foot6 

C foot'/pound 
B pound/foot2 

_p pound/foot3  

R R 

M iH 

R R 
5. Pneumatic            Pressure p pound/foot2 

Flow rate 1 foot3/second 
Volume V foot3 

Power power foot-pound/second 
Energy ]V foot-pound 
Resistance R pound-second/foot6 

Inertance M pound-second2/foot' 
 capacitance C foot'/pound  

M 

T£] 

C.  Thermodynamic   Temperature 6 
Heat flow ? 
Heat // 
Resistance R 
Capacitance C 

BTU/second 
BTU 
degree-second/BTU 
BTU/degree 
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*i: ll° HW 1 
L R '* 

-OffiP—VW 1 
+ i       +       - i + - + 

Figure   l- 1.   Equivalent,  or dual, 
electrical networks. 

1 l 
The reciprocal quantities ^ and ^ are some- 
times designated r and S—Respectively, 
whereupon the last correspondence above 
beconies 

r -s 

When the differential equations describ- 
ing two networks composed of the same class 
of physical elements (such as electrical or 
mechanical) correspond in this manner, the 
networks are called duals. For alarge class 
of networks, such duals exist and frequently 
represent alternative means for realizing a 
given type of dynamic system performance.! 

Techniques for formulating the integro- 
differential equations for electrical ne?i 
works ~' "f+and for more general systems 
have now been developed to a high degree. 
A set of these equations sufficient to de- 
scribe a given system that is under con- 
siderationrepresents a mathematical model 
for the system, and the development of such 
amodel constitutes the first step toward de- 
termination of the performance character- 
istics of this system. The fact that a variety 
of differenttypes of physical systems can be 
described by equations of the same form fa- 
cilitates considerably the study of a variety 
of systems. 

The equations shown in Table 1-2 de- 
scribe the restricted but very important class 
of:linear systems. While any physical system 
can be driven into regions of nonlinear oper- 
ation, many systems do behave in an essen- 
tially linear fashion over a wide useful oper- 
ating range. The reason why systems that 
operate in an essentially linear manner are so 
important is tliat the mathematical techniques 
for analyzing sucli systems are highly devel- 
oped and relatively easy to apply. Conse- 
quently, although the analyst sliould always 
keep before him a clear picture of the ways 
in which tlie system lie is studying departs 
from linearity, he should, as a first step in 
his analysis, determine whether or not useful 
results could be obtained from study of a 
linearized representation of the system. If, 
under normal use,the system operates in an 
essentially linear fashion, very useful pre- 
liminary estimates of system characteristics 
can he obtained at much less effort than if the 
nonlinearities were included. At alater stage 
in the analysis, it may be desirable to in- 
clude nonlinear terms in the niathematical 
model, but their inclusion substantially in- 
creases the difficulty of obtaining analytic 
solutions and may force the analyst to resort 
to computer methods of solutior.- ' While a 
computer solution can frequently serve in 
such a circumstance to provide a more faith- 
ful representation of a system than might 
otherwise be obtainable, a good general rule 
to observe is the following: If one can obtain 
a satisfactory solution without the use of a 
computer, he should do so since he will then 
be  likely to  better understand the problem. 

1-3   CHARACTERISTICS AND  LIMITATIONS 
OF MATHEMATICAL  MODELS 

A mathematical model is merely a con- 
venient way in which to describe a physical 
system. If such a model is to be useful, it 
must (1) represent the physical system suf- 
ficiently well that solutions obtainedby study- 
ing the model yield useful information about 

It should be noted that ilie symbol S used here has no relationship to the symbol s used to represent the Laplace transform variable. 

T   For a considerably more extensive treatment of this subject,  the reader is referred to Chapter 3 of Reference 1. 

A general bibliography of references relating to the analysis of nonlinear systems appears at the end of Chapter 2. 

ft   Superscript   numbers   refer  to   References   at  the   end  of   each  chapter. 
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the performance of the actual system and (2) 
be amenable to analysis. Actually, neither 
of these requirements is absolute. A crude 
mathematical model may be easy to study 
and may provide very useful information, 
while amore sophisticatedmodel might yield 
considerably more accurate results but might 
be very difficult to study. While misleading 
results may be obtained if the model used 
does not take into account all the significant 
system characteristics, there is little point 
in employing a model that is more complex 
than is required to obtain results that are of 
sufficient accuracy fortlie particular purpose 
at hand. The experienced analyst employs 
simplemodels during the early stages of his 
investigation as a means for examining a 
broad range of possible systems and estab- 
lishing preliminary bounds on system param- 
eters. As the design proceeds, the model 
may be elaborated upon so as to represent 
the system more accurately. E'urthermore, 
in the latter stages of analysis, it may be 
desirable to determine how the system per- 
forms when subjected to inputs and distur- 
bances that can be described only in a sta- 
tistical manner or when certain system 
parameters deviate in some randomly 
described fashion from the design values. 
While such effects can be included in the 
mathematical model, the resulting equations 
frequentlybecome so complex as to preclude 
analytic solution and require simulation on 
an analog or a digital computer. 

With more complex systems, the analyst 
may initially be unable to formulate as pre- 
cise a mathematical model as he may wish. 
In fact, if the phenomena involved in some 
portion of the system are not well understood, 
the analyst may be forced to collect experi- 
mental data on that portion of system and 
then attemptto develop amathematical model 
that will correspond with the data. This may 
require considerable effort and involve a 
number of attempts at refining the model or 
developing completely different ones as the 
phenomena involved become better under- 
stood. 

Possibly the greatest danger that the 
analyst faces in using a mathematical model 
lies in his placing too much reliance on the 
fact that he has been able by one means or an- 
otherto formulate and obtain solutions from 
a mathematical model, and then being misled 

by tlie results obtained. The solutions may 
be lOOpercent correctbut the model may not 
represent the physical system, either as a re- 
sult of an actual error introduced in formula- 
ting it or because intentional simplifications 
have been made for the purpose of reducing 
the mathematical complexity and subsequent- 
lythese simplifications have been forgotten. 
This type of pitfall is best avoided by experi- 
ence and by comparison, at appropriate steps 
in the design, of results obtained from the 
model or subportions of it with experimental 
results obtained directly, using correspond- 
ing portions of the actual system. At some 
stages in the development of a complex device 
or system, it is frequentlyappropriate to run 
simulation studies in which portions of the 
physical equipment from the actual system 
are employed, while the remainder is simu- 
lated on a computer or with special-purpose 
devices. In fact, this technique is frequently 
carried to the point where essentially the 
whole system is tested by supplying it with 
simulated inputs and possibly by substituting 
dummy loads or synthetic disturbing torques 
onthe output. In this manner, the system can 
be exercised forextended periods under con- 
ditions much more favorable for the experi- 
menter and frequently at very great savings 
in both time and money. For example, test 
of a fire control system against real targets 
is much more difficult and time consuming 
than determination of its performance when 
subjected to synthetic inputs. Model studies 
do not remove the necessity for performing 
a final evaluation of a system under actual 
field conditions but, if themodel studies have 
been well thought out and carried through, the 
field tests should proceed very smoothly. 

The analyst's normal wishes are (1) to 
refine his model sothat results obtained from 
it correspond very closely to those obtained 
from tests on the actual system and (2)to 
studythe model in sufficient detail to enable 
him to arrive at parameters that will give 
optimum performance of the system. How- 
ever, the optimum-parameter settings for 
well-designed systems are usually rather 
broad. Furthermore, a mathematical model 
necessarily differs from the physical system 
it is designed to describe and discrepancies 
necessarily exist between the performance of 
the model and of the physical system. Deter- 
mination of the time at which it is appropriate 
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to terminate model studies and freeze the de- 
sign of the actual system is one of the major 
decisions facing a project engineer. Unfor- 
tunately, as with many decisions of this type, 
little of general value can be said. Each situ- 
ation must be examined in the light of the 
applicable technical background for the de- 
sign and the nontechnical pressures for com- 
pletion ofthe project. Experience in the tech- 
nical areas involved and basic good judgment 

are the most important factors in reaching an 
appropriate decision. 

The chapter which follows outlines the 
principal mathematical tools used by the sys- 
tem designer and discussesthe use of mathe- 
maticalmodels to determine system accura- 
cy and dynamic performance. This material 
represents information that is essential for 
the man engaged in the design of systems 
where dynamic effects are important. 

1-0/1- 10 
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APPENDIX TO CHAPTER 1* 

PHYSICAL CONSTANTS AND CONVERSION FACTORS 

A.  G.  McNisht 
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matical Tables issued in June  1964 as part of the Applied Mathematics Series of  Uic National Bureau of Standards. 

t   National Bureau of Standards. 
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Physical Constants 
The tables in this chapter supply some of tho 

more commonly needed physical constants and 
conversion factors. 

All scientific measurements are based upon four 
internationnl arbitrarily adopted units, the magni- 
tudes cf which are fixed by four agreed on stand- 
ards: 

Length—the metor— fixed by tho vacuum wave- 
length cf radiation corresponding to tho transition 
2PI0—5/)6 of krypton 86 

(1 meter= 1C50763.73X) 

Mass — the kilogram— fixed by the international 
kilogram at Sevres, France. 

Time—the second—fixed as, 1/31,556,925.9747 
cf the tropical year 1900 at 12h ephemeris time. 

Temperature—the degree—fixed on a thenno- 
dynamic basis by taking the temperature for the 
triple point of natural water as 273.16 °K. (The 
Celsius scale is obtained by adding —273.15 to 
the Kelvin scale.) 

All other units are defined in terms cf them by 
assigning the value unity to the proportionality 
constant in each defining equation, the system so 
derived being called the MKS system. Taking 
the 1/100 part of the meter as the unit of length 
and the 1/1000 part cf tho kilogram as the unit of 
mass similarly gives rise to the CGS system, 
often used in physics and chemistry. The more 
common named units arid their conversion factors 
are given in Table A-I. 

Table A-11.   Names and Conversion 

and Conversion Factors 
Table A-I. Common Units and Conversion 

Factors 

MKS CGS MKS unit! 
Quantify name name CGS unit 

Force, F newton dyne 10» 
Energy, W joule erg 107 
Power, P watt 107 

The practical, or MKSA, electrical units are 
defined by the force per unit length between two 
infinitely long parallel filamentary conductors 
carrying current when unit distance apart in a 
vacuum by the equation rmllI2/4:ir = 2F. W F 
is in newtons and Tm has the numerical value 
4jrX10~7 then Ii and I2 are measured in terms of 
the practical unit, the ampere. The customary 
equations cf the rationalized MKSA system then 
define the other electric and magnetic units. 
The force between electric charges in a vacuum 
in this systeni is given by QiQ2liirTtr

2=Fl T, 
having the numerical vuluo 107/4xe2 where c is 
the speed of light in meters per second (F,= 
8.854X10-'2). 

The CGS unratiorialized system is obtained by 
deleting 4T in the denominators in these equations 
and expressing F in dynes nnd r in centimeters 
Setting Tm equal to unity defines the CGS unru- 
tionalized electromagnetic system (emu), I', 
taking the numerical value of 1/c2. Setting r, 
equal to unity defines tho CGS unratiorialized 
electrostatic system (osu), Tm taking the numerical 
value of 1/c2. 

The Lorentz-Heaviside systeni involves   a dif- 
ferent process cf rationalization. 

Factors for Electric and Magnetic Units 

Quantity MKS 
name 

emu 
name 

esu 
name 

MKS unit/ 
emu unit 

MKS unit/ 
esu unit 

Current 
Charge 
Potential 
ResiRtaiice 

ampere 
coulomb 
volt 
ohm 
henry 
farad 
amp. turns/ 

meter 
amp. turns 
weber 
tesl a 

abampere 
abcoulomb 
abvolt 
abohm 
centimeter 

statampere 
statcoulomb 
stntvolt 
statohm 

10-' 
10-' 
10» 
10» 

10' 
10-» 
4rX10-" 

4aX10-'* 
10» 
10' 
10"s* 

~3X109 
—   3>IO" 
~(1/H)X10-« 
~(1/9)X10-" 
~(1/91X10-" 

Capacitance 

Magnetizing force 

Magnetomotive force 
Magnetic flu* 
Magnetic flux density 
Electric- displacement 

centimeter ~9X10» 

oersted 

gilbert 
maxwell 
gauss 

~3X 10s* 

— 3/10"* 
~(l/3)X10-> 
~(1/3)X 10-' 
~3X105* 

Example:  If the value assigned to a current is  100 amperes its value in abamperes is 100X10 '= 10. 
♦Divide this number by 4» if unrationalized MKS system is involved; other numbers nrc unchanged. 
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The niijuslrd values of rotistnnls given inlablc A-IIhire those rrcommcufled by ihr National AranVmy of Seiencen-National 
Kesr;irch ( Council ('ouimittee oil l'unihirnenliil ConntiintH in 1903. The error limiM are three time« the standard errors efttimated 
ft.UM ihr experimental da In included in the adjustment. Values, where pertinent, are hnsed on the unified »cnle of atomic masaei 
in which ihr atomic mass unit (n) ie defined at 1/12 of the mass of the atom of the 12C nuelide. 

Table A-111.    Adjusted Values of Constants 

Symbol Vnlue 
Eat.J 
error 
limit 

Unit 
Constant 

Systeme     International 
(MKS A) 

Centimrter-gr«m-«econd 
(CCS) 

r 2.997925 3 xio« m »-' XIO" 
Kleinen! ary eharge  e 1.00210 

4. 80298 
7 

20 
10" c io-» 

10 -« 
,nml/>gl/». 

iCm^',g",B-, f 

mo|-' 

g m. 
6.02252 
9. 1091 

28 
4 

10» 
io-« 

mol"1 

kg. 
U 

10° 
io-» 

5. 48397 9 io-« IO"' 
Proton rest  mass  ™. 1. 67252 8 io-" kg 10" g 

1. 00727663 24 10« tl 10» u 

m. 1.67 182 
1.0086654 

8 
13 

io-« 
loo 

kg 
u 

io-" 
10° 

g 

F 9. 61870 16 10* C mol"» 10" pm",g",mo|-' * 

cm,"g",s-,mo|-1 

erg» 

erg» 

2.89261 5 10'« t 
h 6.6256 5 IO"1' J s io-" 
H 1.05450 7 io-" J s io-« 
a 

\i° 
a/2 IT 

a' 

«7m, 

7.29720 
1.370388 
1. 161385 
5.32492 
1.758796 

10 
19 
16 
14 
19 

io-1 

10 
10-' 
10» 
10» 

10-' 
10' 
10-' 
10' 
107 em'^g-"* * Charge to mass ratio for electron . . . Ckg-i 

h/e 
5.27274 
4.  13556 

6 
12 

10" 
io-' 

rm"^-"»»-' f 

cm",g"'s-« * Quanlurrwharge  ratio. io-|J J «c-» 
1.37947 4 10-" cm"1!1" t 

cm Compton wavelength of electron.  . . *c 2.4262 1 6 IO"'« m io-" 
\c/2w 3. 86144 9 10-1» m io-» cm 

Compton wavelength of proton. ... V., 1.32140 4 io-|S m IO"" cm 

\r.,/2w 2.  10307 6 10-" m io-'« cm 

Kvdbrrp constant  R. 1.0973731 3 107 10s 

linhr radius   . . ao 5.29167 7 IO"11 10-' 
r. 2.81777 11 IO"15 io-" 
r\ 7.9398 6 io-» m' io-» cm* 

8^/3 6.6516 
2.67519 

5 
2 

io-" 
10" 

m« 
rads-'T-' 

io-« 
10« 

cm' 

rad S-'G-' ' Gyromagnelie  rat io of proton.  .   .   . 

y/2* 4.25770 3 107 Hz T"1 10» »-'G-' • 
(tin corrected     for     diamagnetism. y 2.67512 2 10« rad d-'-r-1 ICH r.d B'G-' * 

II.O) y'/2w 4.25759 3 10' HIT-I 10" B-'G-' • 
Hohr magneton          Hn 9.2732 6 io-» J T-« 10" erg G-' • 
Nuclear  magneton  M.v 5. 0503 4 io-" J T-' 10-" erg G- ' 

erg O-} ' Proton moment                            Pv 1.41019 13 io-» J T-> 10" 

(M«/MO)-1 

2.79276 
2.79368 
1. 139615 
4. 66858 

? 

7 
15 
4 

10» 
10" 
io-> 
10' 

10» 
10« 
io-' 
IO"5 cm'G' * 

(uncorrectcd  for diamagnetism, HjO) 

Anomalous electron moment eorrn. 

/.reman r*|>lilting constant  m-'T-' 
0 a-> constant  R 8.3113 12 10» J °K-'mol-' 107 erg °K_I mol-1 

Normal volume perfect gas  »'„ 2. 21136 30 io-' rn' mol-' 10« cm' mol"' 
Holt nnann constant                         k 1.3805 4 18 1(1° J °K   ' IO" erg °K' 
Kir-.t   railiation  constant   ('ITTIIC*) .  . <"l 3. 7105 3 10-'" W m' io-» erg nil1 a-' 
Srcornl  radiation constant  <", 1.43879 19 E-' m °K 10° em °K 
^ ien  ili^i-Licemrnt  constant  /) 2.8978 4 io-' IM °K 10-' rm °K 
Sir fan-Holt/.mann constant  a 5. 6697 29 10-' W  m-» OK- 4 10J erg cni~s i»^1 °K" -4 

frf-Mvilutional constant  c. 6.670 15 io-" N  m" kg"' io-» dyn cm* R"1 

?B«»ed on 3 atd. devj applied to lost digit* in preceding coUninn. 
C—coulomb J—joule Ha—hert2 W—watt N ■ 

*Electromagnctic eyntem, 
-   newton        T—tesla 

fEleetrottatk ryrtem. 
G—gauss 
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Table A-IV.   Miscellaneous Conversion Factors 

Standard gravity g0 

Standard atmospheric pressure P0 

1 Thermodynamic calorie2 calc 

\ I T calorie 3 cnl, 
1 liter 1 
1 Angstrom unit A 
1 Bur 

1 Gal 

1 Astronomical unit a.u. 
1 Light year 
1 Parsec 

= 9.80005 m sec"2 

= 1.013250X105 newtons nr2 

106 dynes cm-2 

=4.1840 joules 
=4.1808 joules 
= 1.000028 X10-3 m3 

= 10-'° in 
= 10' newtons m' 

10* dynes cm2 

= 10~2 in sec"2 

1 cm sec-2 

= 1.495X10" m 
= 9.4GX1016 m 
= 3.08X10'" in 
= 3.20 light years 

1 Curie, the quantity of radioactive material undergoing 3.700X1010 disintegrations see-1. 
1  Roentgen, the exposure of x- or gamma radiation  which produces   together with  its secondaries 

2.082X10° electron-ion pairs in 0.001293 gin dry air. 

Formula for index of refraction of atmosphere for radio waves (/<3X10'°) (n— 1) 109= (77.6/7") (p i 
48l0e/T), where n is refractive index; T temperature °K; p total pressure in millibars, e water vapor 
partial pressure in millibars. 

Factors for converting the customary United 
States units to units of the metric system arc given 
in Table A-V. 

Table A-V.    Factors for Converting Customary 
U.S. Units to Metric Units 

1 yard 
1 foot 
1 inch 
] statute mile 
J nautical mile (inter- 

national) 

1 pound (avtlp.) 
1 o%.(avdp.) 
1 pound force 
1 slug 
1 poundal 
1 foot pound 

Temperature 
(Fahrenheit) 

1 British thermal unit * 

0.0144 meter 
0.3048 meter 
0.0254 meter 
1609.344 meters 
1852 meters 

0.45359237 kilogram 
0.0283495 kilogram 
4.44823 newtons 
14.5939 kilograms 
0.135255 newtons 
1.355S2 joules- 

32 -\ (9/5) (temperature 
Celsius) 

1055 joules 

Geodetic constants for the international (Iltiy- 
ford) spheroid are given in Table A-VI. The 
gravity values are on tlic basis of tlic old Potsdam 
value and have not been corrected for more 
recent determinations. They are probably about 
13 parts per million too great. They are calcu- 
lated for the, surface of the geoid by the inter- 
national formula. 

Table A-VI.    Geodetic Constants 

a=G,378,388 in;/= 1/297; 6 = 6,350,912 m 

Latitude 

0° 
15 
30 
45 
60 
75 
90 

Lenpth 
of 1' of parallel 

Meiers 
1,855.398 
1, 792. 5S0 
l.GOSt 171 
1,314. 175 

930. 047 
481. 725 

0 

Length of 1' of 
meridian 

Meters 
1,842.925 
1,544. 170 
1,847. 580 
1,852. 250 
1,850. 951 
1, 800. 401 
1,801. 000 

Meters 
9. 780490 
9. 783940 
9. 793378 
9. 800294 
9.819239 
9. 828734 
9. 832213 

! UM'II principally by chemists. 
» Used principally l;y engineers. 
•Various  definitions  are given   for  the   British   thermal   unit.     This represents a rounded  menu  value iliiTerinn fron 

mine of  the  more important definitions  by   more  than   ;i in 10'. 

1-14 



AMCP 706-329 

REFERENCES 

J.   E.    Alexander,    and   J.    M.    Bailey, 3.      E.  A.   Guillemin,    The   Mathematics   of 
Systems      Engineering      Mathematics. Circuit   Analysis,   John  Wiley  &  Sons, 
Prentice-Hall,   Inc.,   Englewood   Cliffs, Inc., New York, N. Y.,   1949 or  1951. 
N. J.,   1962. 4.      M. E\  Gardner  and J. L. Barnes, Tran- 
E.   A.   Guillemin,    Introductory   Circuit aienls   in_Ljnear   S_yjLtems, Vol.   1, John 
Theory,  John  Wiley  &  Sons,  Inc., New Wiley  &  Sons,  Inc.,   New   York,  N.   Y., 
York, N.   Y.,   1955. 1942. 

1-15/1-16 



AMCP 706-329 

CHAPTER 2* 
DETERMINATION OF THE ACCURACY AND DYNAMIC 

RESPONSE OF A SYSTEM FROM STUDIES OF ITS 
MATHEMATICAL MODEL 

2-1   INTRODUCTION 

As discussed inpar. 1-2, the first step 
the analyst faces in carrying out a theoretical 
study of the performance of a system is that 
of establishing a mathematical model for the 
system. He doesthis based upon aknowledge 
of the basic laws that describe mechanical, 
electrical, hydraulic, and other systems (in- 
cluding combinations of these systems) and 
upon a thorough and detailed understanding 
of the particular system with which he is con- 
cerned. The result of this step usually takes 
the form of a differential equation or, more 
generally, a set of differential equations that, 
in mathematical terms, describe the per- 
formance of the system. 

The next step is to solve these equations 
by either analytic techniques or computer 
simulation techniques soasto obtain specific 
information showing how the system would 
respond to differenttypes of inputs. This en- 
ables the designer to select the adjustable 
system parameters in suchaway asto optim- 
ize system performance. 

The first part of this chapter (see 
par. 2-2) surveys analytic techniques. Spe- 
cifically, the application of such mathemat- 
ical techniques as linear-differential-equa- 
tion theory, frequency-domain analysis, fre- 
quency-response techniques, block diagrams 
and signal-flow graphs, statistical theory, and 
nonlinear analysis are described. The second 
part of the chapter (see par. 2-3) provides a 
brief discussion of the way in which analog 
and digital simulationtechniques can be em- 

ployed in studying mathematical models that 
are too complex for analysis by direct ana- 
lytic techniques. The thirdpart of this chap- 
ter (see par. 2-4) describes the application 
of digital computation tothe branch of math- 
ematics known as numerical analysis and 
summarizesthemain aspects of the numer- 
ical techniques that can now be employed. 
Since a thorough discussion of these topics is 
beyond the scope of this handbook, a number 
of the more important references in each are a 
are provided in order to enablethe reader to 
obtain further information concerning those 
topics he finds of particular interest, 

2-2   MATHEMATICAL TECHNIQUES 

2-2.1   GENERAL 

This summary of mathematical tech- 
niques deals with various methods of de- 
termining.the dynamic response of physi- 
cal systems from the differential equations 
that describe them. The type of response 
sought depends upon several factors: the 
specifications of the system;the design pro- 
cedure adopted; and'the limitations imposed 
by test conditions encountered when seeking 
experimental verification of the design per- 
formance. 

Differential equations can be classified 
as follows:. 

(a) Linear   differential   equations with 
constant coefficients. 

(b) Linear   differential   equations with 
time-varying coefficients. 

(c) Nonlinear differential equations. 

w. W.   Seifert (par.   2-1,   2-2 and 2-3) and E.  St.   George.  Jr.   (par.   2-4). 
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Of these three classes, constant-coefficient 
linear differential equations are, by far, the 
most widely used and the best understood. 
The subject matter of par. 2-2.2 through 
par. 2-2.6 is focused exclusively on methods 
of solving equations in this class. For a dis- 
cussionof nonlinear differential equations and 
some of thetechniques employed for treating 
them, see par. 2-2.7 through par. 2-2.7.3.4. 
Linear differential equations with time-vary- 
ing coefficients represent an intermediate 
case and are discussed in par. 2-2.7 in con- 
nection with nonlinear analysis. 

2-2.2    LINEAR-DIFFERENTIAL-EQUATION 
THEORY 

The general form of alinear differential 
equation with constant coefficients is 

n rl lv m 

dt 

ASu 
D.      

J     Aii (2-1) 

where the a's andb's are the constant coef- 
ficients, x(t) is the response function, and y(t) 
is the input function. The equation is linear 
because the response to a sum of component 
input functions equals the sum of the re- 
sponses to each ofthe component input func- 
tions. The highest-order derivative of the 
response, x(t), that is present in the equation 
is called the order of the equation. Thus, 
Eq. 2- lis an equation ofthe nth order. The 
information necessary for a complete solu- 
tion ofthe equation is astatement ofthe ini- 
tial value ofthe response andthe initialvalues 
of its first n - 1 derivatives, as well as spec- 
ification of the input, y(t). By changing the 
initial conditions, one obtains a different so- 
lution. In the classical method of solution, 
the response can be separatedinto two parts: 
(l)a general or homogeneous solution, and 
(2) a particular solution. The complete so- 
lution of the differential equation is the sum 
ofthe general solution and the particular so- 
lution. The general solution always has the 
form of a sum of exponentials with real and 
complex arguments; the particular solution 
has the same form as the input or a sum of 
the input and its derivatives. The general 
solution is often calledthe force-free or tran- 
sient solution; the particular solution is called 
the forced or steady-state solution. Each 
term in thetransient solutionis called a nor- 

mal response mode or characteristic of the 
equation. 

The complete solution of alinear differ- 
ential equation can be represented in general 
terms by the relationship 

x(t)    =   X   ft)      + £ V 
(2-2) 

where x (t) is the particular solution, thepk's 
are the roots of the characteristic equation, 
andthe Ak's arepolynomial functions of t. If 
there are no multiple roots, the Ak's arecon- 
stant-amplitude coefficients. TheAk's and 
pk's are, in general, complex numbers that 
must occur in conjugate pairs if the coeffi- 
cients a; (Eq. 2- 1) are real. 

Theterm "root" is applied to each of the 
pk's because these numbers canbefoundfrom 
the differential equation by treating the dif- 
ferentiating operator d/dt as a real variable, 
replacing it by the symbol p for convenience, 
and setting y(t) equal to zero. The algebraic 
equation that results from making such sub- 
stitutions in Eq.   2-1 is 

E a.p' (2-3) 

This equation is known as the characteristic 
equation. The roots of Eq. 2-3, when deter- 
mined, give the p.'s ofthe normal response 
modes of Eq.  2-2. 

The classical procedure for solving con- 
stant- coefficient linear differential equations 
is covered in many textbooks, for example, 
see Refs. 1, 2, 3, and 4. The use of more 
powerful tools for treating differential equa- 
tions, such as Laplace and Fourier trans- 
forms, are discussed in par. 2-2.3 through 
2-2.3.3., For situations where the input is 
sinusoidal or is stochastic, additional special 
techniques are used. These techniques are 
discussed respectively in par. 2-2.4 andpar. 
2-2.5. The use of block diagrams and signal- 
flow graphs is described in pars. 2-2.5.1 
through 2-2.5.2. 

2-2.3    FREQUENCY-DOMAIN ANALYSIS 

2-2.3.1    Laplace and Fourier Transforms 

Laplace and Fourier transforms5 are 
typical aids for solving linear differential 
equations that come under the general classi- 
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fication of frequency-domain analysis. They 
introduce properties of system performance 
that enhancethe designer's understanding and 
simplify his task. 

The bilateral   Taplace transform   of a 
function is defined as follows: 

5?  [f(0]    '--    F(s)   =  /    e-'f(t)dt 

Girectl (2-4) 

where s is the complex frequency variable, 
o + jo), and the symbol = means "equal by 
definition". The inverse bilateral Taplace 
transform has the form 

*'-'   [F(s)]   "   f(t) 1 
2-n-i 

c  + jC0 

/ es,F(s)ds 

[Inverse] (2-5) 

where c is a constantthat defines the path of 
integration. 

The single-sided Taplace transform is a 
useful special case, applicable to time func- 
tions that exist only for t S" 0. The transform 
and its inverse are defined as follows: 

a A m 

S+   [f(t)]    ? F(.j =      /   e 
o 

f (t) dt 

[Direct] (2-6a) 

1 ■+j> 

iV[F(s)]    =f(t)   =         f e"F(s)ds 
c -j * 

[Inverse] (2-6b) 

where the subscript"1" sign indicatesthat these 
two transforms apply for positive time only. 

The Taplace transform exists for a large 
class of functions. For existence, it is nec- 
essary only that the function f(t) bepiecewise 
differentiable (i.e., finitejumps of the function 
f(t) are permissible) and be of exponential 
order (i.e., the integral 

/      MO dt 

is finite for any finite value of C)    . 

As already noted, the frequencyvariable 
s in thebilateral Taplace transform is a com- 
plex variable. When attention is restricted 
to the imaginary component jio, the bilateral 
Taplace transform becomes identical inform 
with the Fourier transform. Thus, the Fourier 
transform can be considered to be a special 
case of the Taplace transform.::: The Fourier 
transform and its inverse are defined by the 
relationships 

■t   [f(t) ]     =   F(H   =     /"e-J'"f(t)di 
-00 

[Direct] (2-7a) 

?-'   [F(H] -   f(t)    =2~ /^-F(ia,)d(ja) 

= —     /   ei-Ffj^dc 

[ Inverse] (2-7b) 

The Fouriertransform exists for a more re- 
stricted class of functions than the Taplace 
transform. The requirement forthe existence 
of the Fouriertransform isthat f(t) bepiece- 
wise differentiable and that the integral 

f f(t) dt 

exist. 

2-2.3.2    Useful Theorems 

The following theorems are useful for 
applying the Taplace and Fourier transforms 
to the solution of differential equations: 

Tinearity Theorems 

(a)       i>   [a f (t) ]     = a F (s) (2-8) 

M       i'[af,(t)     +   ,ßf2(t) ] 

-  af    [f^t)  ]     > 02   [  f2(t)]     (2-9) 

For reasons of historical development and relative complexity,   the Laplace transform is sometimes introduced as a special case 
of the Fourier transform. 
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Real Differentiation Theorem 

(c) 
d"f(t) 

dt" 
sn F (s) 'f 

- s"-2f'(0+)    -... 

- sf("-2>(0 *) 

_    f(n-l)    (0   +) (2-10) 

A lim 
in which f(0+)   = t •* 0 f(t), where the 
limit is  approached from   positive 
values of t and 

(k), ,  A  dKf(t) 
f      (t)   =   

dtk 

Real Integration Theorem 

(d) 

£ 

{ n   times) 

/...    /f(0(dt)» 

F(s) 

0+ o+    r     , 

f f(t)dt /     / f(t)dt dt 

0+ 
{ n -1    times) 

/ f  ...     f  f(t)(dtr dt 

(2-11) 

Normalization Theorem 

(e) 
(as) (2-12) 

This relationship is useful when it 
is desired to change the time scale 
of a problem. 

Real Convolution Theorem 

(f)   £    [  f    f,   (t - r) f2 (7) d 

F,(s)F2(s) (2-13) 

where   7   is a  new time variable. 

/     \ 1 c+i00 

(g) £ P, (t) f2 (t)] ~ /       F,(s- 
2vj  "c-jCO 

(2-14) 

where   the   notation   *   means that 
F1(s) is convolved with F2(s). 

(h)   £ [f,(t)f2(t)]    *   F,(s)F2(s)     (2-15) 

if neither fj(t) nor f2(t) is equal to 
zero. 

Real Translation Theorem 

(i)     £ [f (t-a) ] = e-os F(s) 

if f (t-a) = 0 for 0 < t < a 

(j)    £ [f(t ta) ]  -e" F(s) 

if f (t + a) =0 for -a < t < 0 

Final-Value Theorem 

(2-16) 

(2-17) 

(k) lim s F (s) = lim f (t) 
s-^0 t-.CC 

(2-18) 

Initial-Value Theorem 

(1) 
lim s F(s) = lim f (t) 

Theorems   (a), (b), (e), (f), (g),   (h),  and 
(k) also apply to the Fourier transform. 

*Eq.   2-15 merely brings attention to a common error; Eq.   2-14 is the correct form of   £ (_ f1 (t) f2 (t) J . 
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2-2.3.3     Solution Procedure 

The solution of ordinary linear differen- 
tial equations   is  accomplished by means of 
theorems (a), (b),  (c), and (d) of par.  2-2.3.2. 
Application   of   these   theorems   to    Eq. 2-1 
shows that 

Y ais X (s) - A (s) 7> 
j=0 

Y(s) + B(s) 

(2-20) 

where A(s) is a polynomial in s depending 
upon the a's and the initial values of x and 
its first (n-1) derivatives, and B(s) is a poly- 
nomial in s depending upon the b's and the 
initial values of y and its first (m-1) deriva- 
tives. The responsetransformcanbe obtained 
by solving Eq.  2-20 forX(s), i.e., 

X(s) 

D* 

i-0 

as' 

Y(s) 
B(s) + A(s) 

i 
-    i~0 

as1 

(2-21) 

In words, this  equation can be written 

res 

Ira 

;ponse \   _ / system \    /     input     ' 

nsform /      \function/    \ transform/ 

initia I condition 

function (2-22) 

The ratio of the response transform to 
the input transform when all initial conditions 
are zero (i.e., when the initial condition func- 
tion is zero) is called thesystem function or 
the transfer function of the system. This 
function depends only upon the coefficients of 
the differential equation and is independent of 
the input and the initial conditions. As will 
be shown later, the transform of an impulse 
function is unity,, Therefore, a comparison 
of Eq. 2-22 (with initial condition function set 
equal to zero) with Eq. 2-20 shows that the 
transfer function of a system equals the trans- 

form of the  impulse response   of the system 
for a unit impulse. 

Transforminga differential equation en- 
ables the analyst to replace the processes of 
differentiation and integration by simple al- 
gebraic processes. Then, the transform X(s) 
can be found algebraically. Subsequently, the 
system response x(t) corresponding to the 
response tr an sformX(s) can be found by using 
the inverse Laplace transform (see Eq. 2-7). 
However, this inverse transform usually in- 
volves contour integration in the complex s 
plane. To avoid this integration, tables of 
transform pairs have been constructed that 
give the time function correspondingto a given 
transform directly. Abrief list of commonly 
used transform pairs is given in Table 2- 1. 
More extensivetables canbe found inRefs. 5 
and 6. 

If tables of transformpairs are unavail- 
able, or if the particular transform whose 
inverse is sought is not listed in the tables, 
the method of partial fractions may be used 
to expand the transform into a sumof terms, 
each of which is readily recognized as the 
transform of a simple time function. If the 
transform whose inverse is sought is a ratio 
of rational polynomials, the roots of the nu- 
merator polynomial are called the zeros of 
the function and the roots of the denominator 
polynomial are called the poles::: of the func- 
tion. If the poles of the function are not re- 
peated, they are called simple poles. The 
order of a pole is the number of times the 
pole is repeated. For a function containing 
only simplepoles, the partial-fractionexpan- 
sion of the function is 

F(s (2-23) 

where 

A (s-sk)N(s) 

D(s) 

Nts) 

D(s) 
(2-24) 

and Sk is the kth root of the denominator poly- 
nomial D(s). 

* A function F(s) that can be represented by a ratio of polynomials is said to have a pole at s = s^ of order n if lim    F(s) -co and if 

r ' s"*% 
[_(s-s^)   F(s)J    _      is finiteand not zero.    The function F(s) is said to have a zero at s = s^ if lim      F(s) = 0. 
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TABLE 2- 1.   COMMONLY USED LAPLACE TRANSFORM PAIRS. 

No. F(*) /(t).*^o 

1 1 K(t), unit impulse 

2 
1 
s 

6-, (0. unit step 

3 
1 

6-2 (f,),unit ramp 

4 
1 _L g-rr 

T Ts + 1 

5 
(0 

sin tot 
s- + ID- 

6 
S' 

cos of 
s- T o)2 

7 

1 1 

s- + 2i>„s + («»" 

(2) ?=l:te-V 

fs\ |-\ i-            x             r—v» r n;n f „,  ^ ^t2      If 
o>»\/i;2 — l 

8 
l 

— e~<" sin (M 
P (S  + <!)-' +  P- 

9 
S + a 

e"' cos fii 
rs+ar+ ti1' 

10 
-L 
s" r«-D ! 

11 
1 i     <»-'   ,.. 

(rs-fl)» 

If the transform contains multiple- order 
poles, the partial-fraction expansion of the 
function is 

A N(s) 
F(s) 

where 

E E 
K, 

D(s)     U   Pt   ^\^k -j +i 
(2-25) 

dJ" 

kj     (j-1)!   I dsJ-1 

(s-sJ-wNfs)- 

D(s) 

(2-26) 

and mkis theorderof thepoleof F(s) at s=sk. 
From Eqs. 2-23 and 2-25, it is obvious 

that the expansion of a rational function that 
is inverse transformed produces a sum of 
exponentialterms forthe corresponding time 

function. Terms containing simple poles, as 
in Eq. 2-23, maybe inverse-transformed by 
the use of transform 4 of Table 2-1. For 
multiple-order poles with real roots, trans- 
form 11 is employed. More commonly, the 
multiple- orderpoles appearin complex con- 
jugatepairs; in this case, transforms 8 and 9 
are employed, and thetime functions are com- 
bined to form product terms (exponentials 
multiplied by a sine or cosine function) rep- 
resenting damped sinusoids. 

An alternative to the partial-fraction ex- 
pansion method is the method of residues. If 
F(s) has a simple pole at s=sk, then the res- 
idue 0(sk) is given by the relationship 

<K*. 
N(s) 

(s-s.) D(s) 
(2-26a) 
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and the term of f(t) corresponding  to that pole 
is </>(sk)e'k   .    The complete time  function is 
the sum of the residues of F(s) multiplied by 
eRt, for all the poles.    For multiple-order 
poles, the residue formula is 

0(s, 
(n-1)! 

(2-26b) 

where n  is the order of the pole.     Eq.   2-26b 
reduces to Eq.  2-26a for n = 1. 

Example.     The   system   defined by the 
equation 

d4x d2x dx 
 110 65 — t89.0 — t 15.50 — +27.Ox =27 Oy 
dt4 dt3 dt2 dt 

(2-27) 

is initially at rest. At t = 0, a unit ramp input 
is applied. Find the difference between the 
input y and theoutput x as a functionof time. 

Solution. Since the system isinitially at 
rest, all initial conditions are zero. Trans- 
forming Eq.   2-27 results in 

X(s) =-• 
27.0 

s4 t 10.65s3 t 89.0s2 i  15.50s + 27.0 

Let 

e(t)= V(t)   - x(t) 

(2-28) 

(2-29) 

Then, transforming Eq.   2-29 and substituting 
forX(s) from Eq.   2-28 gives 

E(s) 
s[s3 t 10.65s2 + 89.0s + 15.501 

s4 t 10.65s3 + 89.0s2 + 15.50s + 27.0 
Y(s) 

(2-30) 

Determination of the solution of Eq. 2-30 re- 
quires that the denominator of the equation 
be put in factored form. Unfortunately, de- 
termination of the roots of equations of order 
higher than the third is difficult unless the 
roots happen to be real. One of the methods 
best suited to paper- and-pencil computations 
is Lin's method7. This is a division technique 
in which a trial divisor is assumed  and re- 

fined by repeated trials until a factor is found 
to the accuracy desired. 

Consider an equation of the form 

sn t B     ,sn 
n — I + B_2 sr 

+ B2s2 1- B,s + B0 =0 (2-31) 

The first step when n is even isto select a trial 
divisor formed from the last three terms. 
This divisor takes the form 

B, B„ 
sz +- (2-32) 

This is divided into the original  equation as 
follows: 

B,s  • B„ 

C,5!  i  C,s  ■ C0 

Remainder 

If the remainder is negligible, then the 
divisor selected is a quadratic factor of the 
original equation. If the remainder is not 
negligible, then a second trial divisor is 
formed as follows: 

s + ■ (2-33) 

where the C's are determined from the pre- 
ceding division. The second trial divisor is 
divided into the original equation as was the 
first. If the remainderis negligible, the sec- 
ond trial divisor is a quadratic factor of the 
original equation. If not, the process is again 
repeated. After one factor is found, the 
method is applied inthe same way to the re- 
sulting polynomial, which is now of ordern-2. 

When the highest power of the original 
equation is odd, a linear factor of the form 

B„ 
s +- 

is taken as the trial divisor. 

(2-34) 
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This method maybe applied to find the 
roots of the denominator of Eq. 2-30 as fol- 
lows: 

The first trial divisor is 

15.50        27.0 
s2 t   s + = s2 t0.174 s 4 0.303 

89.0 89.0 

This is then divided into the original equation 
to give 

s2 
*  1048s • 86.9 

0 174s * 0 303 s' - 10.65s3 ' 89.0s2 - 15.50 s 270 

s* 4    0 174s3 i    0 303 s2 

t  1550s 10 48s3 . 88 7s2 

10 48 s3 4    1.8s1 -    3 18s 

86 9 s2 . 12 32s 270 

86 9 s2 •  15 12s 26 3 

280s 07 

The second trial divisor becomes 

12.32 27.0 
s + ■s2 + 0.142s + 0.311 

86.9 86.9 

Division then yields 

s2 i 10.51s   ■> 872 

s2 + 0.142s t 0.31 10.65s3 i 89.0s! » 15 50s i 27.0 

0.14s3 <   0.3s 2 

10 51s3 

1051s' 

«87s2 + 1550s 

15s2 i    327s 

872s'   * 1223s - 27 0 

872s2 4  1238s * 27 12 

-   0 15s -  0 12 

The remainder is suchthat the greatest 
error inany term is 1%. This is sufficiently 
small for this example; so now the denomi- 
nator may be   written  in factored form as 

(s2 + 0.142s + 0.311) (s2 + 10.51 s + 87.2) 

The roots of each of these quadratics may now 
be found by application of the quadratic form- 
ula. 

At this stage, it is possible to write Eq. 
2-30 in the factored form 

s  [s3 + 10.65s'   + 89.0s + 15.501 

(s2 -i 0.142s + 0.311) (s2 + 10.51 s t 87.2) 
Y(s) 

(2-35) 

Since it is desiredto evaluate E(s) when y(t) 
is a unit ramp applied at t = 0, the transform 
of the unit ramp is found from Table2-1 and 
substituted in Eq. 2-35. Since the transform 
of a unit ramp is l/s2, the result is 

s31 10.65s' + 89.0s t 15.50 
E(s) =  

s (s2 + 0.142s + 0.311) (s21 10.51s ^ 87.2) 

(2-36) 

The inverse transform of E(s) is found 
by reducing the expression for E(s) into the 
sum of a number of terms for each of which 
the transform is known or can be obtained 
from a table. This means that a partial- 
fraction expansion of Eq. 2- 36 must b e made. 
This expansion * takes the form: 

k,        K 
E(s) =— t 

s        s~s 
— t     

K, K„ 

s-s„ 
(2-37) 

K,  and Kj    are complex conjugates 

Kj and K;   are complex conjugates 

since the roots of each of the quadratic terms 
are complex conjugates, i.e., 

5, ~ "<*, +   j "l 

Jc 

S2^_a2 + J^ 
(2-38) 

The undriven or transient response of 
any systemwhose characteristic equation is a 
linear constant- coefficient differential equa- 
tion with real coefficients takes the form: 

c(t) =k,e 
-<J,\ + k2e -cr-t 

+ K; 
(-a,-ja;,)t + 

t  .  .  . +  Kef-c^+jO;,)! 

+ K  e
raN+jWNH 

T r\Ne (2-39) 

It is important to note that a polynomial equation with real coefficients has pairs of conjugate zeros, but this is not the case for 
polynomial equations in general.    Example:    z2 +(j-2)z-2j = 0.    This polynomial equation has 2 and-j as the only possible zeros. 
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where K^ and K.*  are complex conjugates; 
i = 1, 2, ..., N. 

The constants K; and K;* in Eq. 2-37 
(i = 1, 2) are therefore complex conjugates 
and may be written as 

K.-0. + jb.  and  K.*-a.- jb. (2-40) 

Insertion of the  expression of Eq.  2-38 
and Eq.  2-40 into Eq.  2-37 yields 

E(s) = - + 
a, +jb, a, "Jbi 

s       (s + a,) -je-,       (s +  a,)  + jaj, 

°2   + Jb2 a2~ Jb2 

(s ^ oj) -ja,2       (s + a,) + }OJ2      (2-41) 

The terms with complex conjugate roots can 
be combined to yield 

k.      20,(3 + a,) - 2b,&)]       2a2(s + a,) - 2b2^2 
E(s)   =—+ 

(s + a,)2 + a-,2 
(S   +    Oj) 

Straightforward substitution of s = st entails 
considerable manipulation. This may be 
simplified by reducing the expression forK^ 
to its completely factored form and then em- 
ploying an evaluation scheme 'based upon a 
graphical approach. In factored form, after 
substitution of s = Sj, 

(s, t 0 178) (s, + 5 24 - j 7 73) (s, f 5 24 - j 7 73) 

'     s, (s, 4 0 071 -» j 0 553) (s, + 5 26 - j 7 72) !s, + 5 26 * j 7 72) 

(2-45) 

The roots of Eq. 2-45 appear in the s-plane 
as shown in Fig. 2-1. 

It is now possible to evaluate K ,interms 
of the length and angle of the phasors* drawn 
to the root Si from the other poles and zeros 
of the function; i.e., 

(0 56   /79.1") (9 44   /61.3°) (8 49   /3Q2 3") 

'     (0 557   /97 3°) (1 11  /_90_°) (8 85   /305 9_°) (9 76   /57.9") 

0 840    /-1Q8 4"     -0265 -j 0 797    a, < jb, (2-46) 

(2-42) 

The valuesof at, blf a2, and b2 are found in 
the usual manner following Eq. 2-24. There- 
suits, in general, are complex numbers and 
the real part is associated with the a; terms 
and the imaginary part with the b; terms in 
accordance with Eq.  2-40. 

In the example at hand, the quadratic 
terms in the denominator may be factored 
usingthe quadratic formula.   The results are 

Then 

K,* =0.840   /j  1Q8.4' =-0.265 tj 0.797 =Q.-ib i   Jh 

(2-47) 

Similarly, K2 and K, * can be found to be 

K   =-2.29xl0-4    /111" =(-0.82    J2.14) x 10" 

o,= + 0.071 

a,, =     0.553 

°2 + 5.26 

7.72 

K, may then be found as 

(2-43) 
■ a2 + jb, (2-48) 

K2* = 2.29x 10-4 /-m° =(-0.82 -j 2.14) xl0_ 

K
, - a,   i jb, (s - s, )  

D(s) 
: a, - i b. P2 

(2-49) 

(sJ +  10 65s2 • 89 os ■  15 50) 

s (s 0 071 < j0 553) (s2 ■  10 51s . 87 21 
(2-44) 

-0 071 • J 0 553 

Substitutionof these values of a1; b1? a2, and 
b,   and the value  ofk,  into  Eq.  2-42 yields 

A phasor is a directed line segment in the complex plane.     With the segment's point of origin given,   the phasor is defined either by 
a magnitude and an angle (the symbol L. denotes angle) or by the real and imaginary components of its terminal point. 
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E(s) 
0 572      2 (-0 265) (s i 0 071) -2(-0 797) (0 553) 

~T~ ' (s  i 0 071)2 -t (0 553)2 

2(-0 82xl0-"!(s + 5 26) -2 (-2 14 x 10"") (7 72) 

0 572 

<s T 5 26)2 4 (7 72)2 

-0 530(s  ( 0 071) 0 881 

(s t 0 071)=  ■ (0 553)2      (s +0 071)2  i (0 553)2 

33 04x10" 164xl0"4 (s  i 5 26) 

(s  i  5 26)2 + (7 72)2       (s . 5 26)2'  (7 72)2 

(2-5(1) 

Si-S0 

Figure 2-1.   Locations of the roots of 

Eq.  2-45 in the s-plane. 

Each of these terms is now in a form that 
appears directly in the table of transforms. 
It is, therefore, nowpossible to write directly 

e(t) 0.530 e"007l1cos 0.5531 0.572 

0.881 
+ e-0.07H sin 0.553t 

0.553 

-1.64x10   4e-52l5tcos 7.72 t 

33.04x10"" 
e"5-26f sin 7.72 t 

7.72 

= 0.572 + e-°-07,t  [-0.530 cos 0.5531 ^ 

1.593 sin 0.553t]   +e-5-26t   [ -1.64 sin 7.721 

- 4.28 cos 7.72t]    xlO"4 

= 0.572 4  1.679 e-°-07ltcos (0.5531 - 108.4") 

t 4.584e~5-26t cos (7.72t - 249.0°) x]Q~* 

(2-51) 

2-2.4    FREQUENCY-RESPONSE 
TECHNIQUES 

It is often important to find the output 
response x of a system to a sinusoidal input 
y For a sinusoidal input, A sin (cot + </>y), the 
output of the system will also be sinusoidal, 
after the transients have died out, i.e., 
Axsin(a>t + <bx). The amplitude and phase 
angle of the output relative to the input are 
then dependent only upon W(s), the transfer 
functionofthe system, and can be determined 
by letting s = jco in the transfer function, 
where to is the frequency (in rad/sec) ofthe 
input sinusoid. The ratio of output amplitude 
to input is then given by 

A, 

A 
W(jf«.-) (2-52) 

where A,   is the output amplitude, A    is the 
input   amplitude,   and W(jco)is   the transfer 
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function of the system evaluated for real fre- 
quencies. The phase angle of the output 0X 

relative to the phase angle of the input </>v is 
given by 

TABLE 2-2.    BLOCK-DIAGRAM SYMBOLS. 

= /W(jq>) (2-53) 

where / ^(j'v)is the argument (phase angle) 
of the transfer function. 

When the transfer   function of a system 
is evaluated as a function of frequency for a 
sinusoidal input, the complex function that re- 
sults is calledthe frequency response of the 
system. 

2-2.5   BLOCK DIAGRAMS AND SIGNAL- 
FLOW GRAPHS 

2-2.5.1    Block Diagrams 

Eqs. 2-20 and 2-22 demonstrate that, 
with zero initial conditions, the transform of 
the output of a system can be expressed in 
terms of the input transform and the system 
function. The system function can be thought 
of as an operator, i.e., the system function 
operates on the input transform to produce 
the output transform. In a similar manner, 
the system operates on the input to produce 
the output in the time domain, the operation 
being defined by the convolution integral and 
depending only upon the impulse response of 
the system. The concept of an operator is 
presented pictorially by the technique shown 
as operational block diagram algebra. The 
block diagram of a system is the pictorial 
representation of the mathematical opera- 
tions involved in the differential equations 
that describe the system. 

Table 2-2 presents a list of symbols 
used in the block-diagram representation of 
a system and Fig. 2-2 summarizes some of 
the reductions that enable one to simplify or 
reduce theblock diagrams of a system. Since 
the block diagram contains no mo re informa- 
tionthanthe differentialequations, the manip- 
ulation of a block diagram is merely a pic- 
torialprocess of manipulating the differential 
equations. The advantage of ablock-diagram 
representation is that the operational rela- 
tions in a system are emphasized ratherthan 
the hardware. By becoming familiar with 
common block  arrangements,   the  designer 

Symbol Description Operation 

X voriable 

X | Y 
operator Y =  AX 

A 

x s-\ Y 

-1 w 

summing point Y =   X " W 

X X splitting point X =   X 

\x    ' 

. x /-> Y 
multipl ier Y =  XZ 

can interpretthe function of various elements 
in a systemmuchmore rapidlythan would be 
possible from an inspection of the differential 
equations. 

Example. A servomotor drives an iner- 
tialload coupled to the motor through a flex- 
ible shaft as shown schematically in Fig. 2-3. 
The transformed equations of this system 
are 

T    =(J s2 +f s) 0   +K(0 a 

and 

K(0m-3.) K*X 

(2-54) 

(2-55) 

where 
T 
J 
f 

= motor-generated torque 
= motor moment of inertia 
= motor damping 
= angular displacement of the motor 

end of the shaft 
= shaft stiffness (spring constant) 
= angular displacement of the load 

end of the shaft 
= load moment of inertia 

j~    = externally applied load torque 
and s Irs the complex frequency variable.  The 
damping of the flexible shaft is assumed to be 
negligible. Drawthe block diagram of the sys- 
tem   and   reduce   the   diagram,  keeping the 

K 

J, 
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RULE ORIGINAL DIAGRAM EQUIVALENT DIAGRAM 

1 ^ A B AB 

2 

A 

' + < 
A + B 

B 0 + 

3 

0 0 A 
-;     * 

A i i- 

1   i   AB 

B 

4 

* A ^0 + <o> 

(0— A 
t ~ 

+ 
A 

t 

5 

*00              m A :^v 
A 

\      L        J 

T 

+ 
i 
A 

, I    - 

t 
Figure 2-2.    Block-diagram manipulation and reduction    rules  .    (Sheet 1 of 3) 
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RULE ORIGINAL DIAGRAM EQUIVALENT DIAGRAM 

» 1 »~ * 

A 

-M  Z -H  £    *- -*i ^ 

-{ £ 

£ W- 
Y 

Figure 2-2.    Block-diagram manipulation and reduction "rules".    (Sheet 2 of 3) 
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ORIGINAL DIAGRAM 

T 

EQUIVALENT DIAGRAM 

G> 
V*       ■+ 

 H  £ 

D B 

i I 

W T 

z rN. c Y 

v y+ 

WHERE A, » AC  - BD 

13 

K A 
A- 
■2 

i '   ^_^_ 

WHERE A, =  1 - ABCD 

Figure 2-2.    Block-diagram manipulation and reduction "rules".    (Sheet 3 of 3) 
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SERVO- 
MOTOR 

0TOTX 

///////// 

Figure 2-3.    Mechanical schematic diagram of a servomotor coupled to an inertial load 
by means of a flexible shaft. 

in motor   angle   öm   and   the   load angle  0L 

evidence. 
Solution. The block diagram of the sys- 

tem is drawn in its "primitive" form in Fig. 
2-4(A). The successive steps necessary to 
reduce the "primitive" diagramto the desired 
formare showninFigs. 2-4(B) to 2-4(1), with 
the rules used for each step indicated below 
each step. 

8, 9, 44 
2-2.5.2    Signal-Flow Graphs 

An alternative procedure for represent- 
ing the differential equations of a system 
pictorially is Mason's signal-flow graph 
method.    In a signal-flow graph, variables are 

represented by points called nodes and 
transfer functions are represented by direct- 
ed lines or branches called transmittances. 
The distinction between the summing points 
and the splitting points of block-diagram al- 
gebra is eliminated in the signal-flow graph, 
The rules for drawing a signal-flow graph 
are as follows: 

(a) Signals travel along branches onlyin 
the direction of the arrows. 

(b) A signal traveling along any branch 
is multiplied by the transmittance of that 
branch. 

(c) The value of the variable represented 
by any node is the sum ofallsignals entering 
the node. 

J,   s3 

■ . 

1 
K 

e 

1 -L 
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J
m
j2 

1 1 K 
6 

m 

x w- 
*&~^ 

(C)     Use of Rule 3 of Fig. 2-2 

Z   H—TL 

-'S2 +   f    5 e.L V A^y     |_ 

(D)   Use of Rule 11 of Fig. 2-2 

1 

\*2 

K 

Figure 2-4.   Block-diagram examples.     (Sheet 2 of 3) 
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(F)    Use of Rules 6 and 8 of Fig. 2-2 
i i 

,     I     i 
X   )-—{ z 

J 52 . <_ 
L   h— JLs2 , K 

(H)    Use of Rule 1 of Fig. 2-2 

V2 

' 
1 :r^\ K 

«L 

Jms2 + fms 

ITL/K 

JLsJ * K 

(I)    Use of Rule 1 of Fig. 2-2 

Figure 2-4.    Block-diagram examples.    (Sheet 3 of 3 ) 
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(d) The value of the variable represented 
by any node is transmitted on all branches 
leaving that node. 

Example. As an example of this proce- 
dure, the two equations 

Xl   = *01X0 + 'll*! 
+ v2 

02^0        '11   '        '00^ '12"! 22^2 

(2-56) 

(2-57) 

are   represented   by  a  signal-flow graph in 
Fig.  2-5. 

For convenience, the signal-flowgraph is 
usually drawn such that no branch enters an 
input node or leaves an output node. This is 
accomplished by introducing an additional 
node connected by a unity-transmittance 
branch to each input and output node as shown 
in Fig. 2-5, where the input node is assumed 
to be x    and the output node is assumed to be 
xl- 

The   order  of a signal-flow graph is  a 
measure of the number of independent feed- 
back loops and thus indicates the complexity of 
the system. The order of the signal-flow 
graph is the minimum number of essential 
nodes-- those nodes that must be removedto 
eliminate all feedback paths. Anode is re-^ 
moved either by setting the variable asso-" 
ciated with the node equal to zero or by delet- 
ing all branches leavingthe node. Signal-flow 

graphs of orders one and two are shown in 
Figs. 2-6 and 2-7, respectively. The signal- 
flow graph of Fig. 2-5 is of order two, the 
essential nodes being Xj and x2. 

The reduction of signal-flow graphs is 
accomplished by application of the following 
rules: 

(a) Two parallel paths may be replaced 
by a single path with a transmittance equal to 
the sum of the two original transmittances 
(seeFig.  2-8). 

(b) Two cascaded paths are equivalentto 
a single path with a transmittance equal to 
the product of the two originaltransmittances 
(seeFig.  2-9). 

(c) The termination of a branch with 
transmittance t can be shifted one node for- 
ward by th? following steps (see Fig.  2-10): 

(A)    Original Graph 

(B)     Essential Node Removed 

Figure 2-6.    Signal-flowgraph of order one. 

1 

Figure   2-5.     Signal-flow   graph   in   three 
variables. 

(A)    Original Graph 

X3 (XJ *OUT 

(B)    Essential Nodes Removed 

Figure 2-7.    Signal-flowgraph of order two. 
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(A)    Original Graph 

(B)    Equivalent Graph 

Figure 2-8.    Signal-flow graph showing addi- 
tion of parallel branches. 

(A)    Original Graph - t to be Moved From x to x„ 

(B)     Steps (1) and (2) - Introduction of Nev 
Branches 

(A)    Original Graph 

(B)     Equivalent Graph 

Figure 2-9.    Signal-flowgraph showing mul- 
tiplication of cascaded branches. 

(1) Determine all the branches leaving 
the   original  terminating node  x of branch t. 

(2) Draw new branches fromthe starting 
node xQ ofbranchttotheterminatingnodes of 
all the branches leaving the terminatingnode 
x. 

(3) To each of the new branches thus 
drawn assign a transmittance equal to the 
product oft times the transmittance fro in no de 
x to the node on which the new branch termin- 
ates. 

(4) Eliminate the original branch t. 
(5) Change the variable of the original 

node x to  x'   = x - tx, . 

tx„ 

(C)    Steps (3) , (4), and (5) - Elimination of Old Branch; 
Labelling of New Branches, Change of Variable at 
Terminating Node of Old Branch 

Figure 2-10.    Signal-flowgraph showingter- 
mination shifted one node forward. 

(d) The starting point or origin of a 
branch with transmittance t can be shifted one 
node backward by the following steps (seeFig. 
2-11): 

(1) Determine all the branches entering 
the original starting node x of branch t. 

(2) Draw new branches from the starting 
nodes of all the branches entering starting 
node x to the tcrininating node x . of branch t. 
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(A)     Original Graph - t to be Moved From x to x 

Iß)     Steps (1)  and (2) - Introduction of New 
Branches 

(e) A self-loop with transmittance t of a 
node x can be removed by dividing the trans- 
mittances of all branches entering node x by 
(1 - t) and eliminatingthe loop (seeFig. 2-12; 
in this figure, t = t„, where the first sub- 
script denotes the node on which the branch 
originates and the second subscript denotes 
the node on which the branch terminates). 
Note, in rule (c), that a self-loopis created at 
node xQ for a branch starting from the ter- 
minating node x of branch t and ending on the 
starting node x„ of branch t (Fig. 2-10 does not 
happen to have such a branch). In rule (d), a 
self-loop is created at node x. for a branch 
starting from the terminating node x; of 
branch t and ending on the starting node x 
of branch t. 

As an example of the reduction of signal- 
flow graphs, the various steps involved inre- 
ducing the second-order signal-flow graph of 
Fig.  2-5 are shown in Fig.   2-13. 

2-2.6   STATISTICAL THEORY 10' " 

The response r(t) of a linear systemtoa 
stochastic input cannot be expressed as a 
specific function of time. The only way to 
describe system behavior in the presence of 
stochastic inputs is in terms of the statistics 
of the input and the response. Theoretically, 
an infinite number of statistics isrequiredto 
describe a stochastic process completely. 
Practically,' however, only a few statistics 
arc used. 

,22 

O 
(Cj     Steps (3) and (4) - Elimination of Old Branch and 
Labelling of New Branches 

(A)    Original  Graph 

Figure 2- 11.   Signal-flowgraph showing ori- 
gin shifted one node backward. 

i -t, 

(3) To each of the new branches thus 
drawn assign a transmittance equal to the 
product of t times the transmittance fromthe 
node at which the newbranch startstonode x. 

(4) Eliminate the original branch t. 

Equivalent Graph 

Figure 2- 12.     Signal-flow   graph      showing 
elimination of a self-loop. 
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(A)    Original Signal-Flow Graph (Second Order) 

X-, /    t, 

(B)    .Reduction to First-Order Graph 
by Eliminating Self-Loops 

(C)   Movement of Branch / r~Tt \ Termination From 

'oj'n + *oi'' "" 'JI1 

(l-t,,)(l-t23) 

NN 1 

(D) 

IN 1 

r 

As discussed in Chapter 4 of Ref. 49, 
probability density functions are direct mea- 
sures of the chance of occurrence of certain 
events in a stochastic process. The first 
probability density function of the stochastic 
variable r(t)* is denoted and defined as fol- 
lows: 

Cascade and Parallel Branches Combined 

 t0,t21 * t01d-t22) 
C-t„X1-t33)-t,2t3, 

1     XQUT 

(E)     Reduction to Zero-Order Graph 
by Elimination of Self-Loop 

Figure   2- 13.     Signal-flow   graph     showing 
reduction of second-order graph. 

P, (r„ t,) = probability density func- 
tion expressing the prob- 
ability that the variable 
has   a value r    at time t 

Similarly,    the    second    probability   density 
function   is  denoted  and  defined  as follows: 

P2 (ri< V r2' *2) '- probability density 
function expressing 
the probability that 
the variable has a 
value r 1 at time t j 
and  also a value  r 

2 
at time t 

In practice, only these first two probability 
density functions arc used. For a stationary 
stochastic process, the first probability den- 
sity function is independent of the time t , ,the 
second probability density function is afunc- 
tion only of the time difference (t 2 - tj). 

Two commonly used probability density 
functions are the normal distribution and the 
Poisson distribution. The normal distribution 
is given by 

1     "OUT i /, 

r) dr 
(2-58) 

V   2,7 

where p(r)dr is the probability of finding r be- 
tween r and r + dr, r is the mean value of r 
(to be definedbelow), and a is the standard 
deviation of r (tobe definedbelow). The Pois- 
son distribution is given by 

P (N, At) 
(i-At)N e- — ' 

N! 
(2-59) 

The stochastic response variable r(t) should not be confused with the radial quantity r in the polar coordinate system (r, 0,<&) en 
ployed in Chapter 4 of Ref.   49. 
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where p(N, At) is the probability of finding N 
events in a time interval At, and v is the av- 
erage frequency of occurrence of the events. 

In general, the average or mean value of 
a stochastic variable r is given by 

+ co 

A  r 
F   =-   /       r p(r,t) dr (2-60) 

— cc 

For a stationary stochastic process, the mean 
value is independent of time and can also be 
found from 

A 

2T / 
•ftldt (2-61) 

The  mean-square value   of a stochastic 
variable or process is given by 

A 
..£,,(T)  =   r (t) r (t H   T) 

1 -+T hm 
T-.CO      2T - / 71     J 

r (t) r (t +  T)   dt 

(2-66) 

(2-67) 

The crosscorrelation function^ (T) between 
two stationary stochastic processes r(t) and 
u(t) is defined as the mean value of the prod- 
uct of the function r attimet by the function u 
at time t + T i.e., 

<t>a   (r)   - r (t) u  (t  H   r) 

I 
(2-68) 

(t) u (t + •,) dt       (2-G9) 

P(r,t) dr (2-62) 

For    a    stationary   stochastic   process,   the 
mean-square value is also given by 

+ T 
nm 

T->co 

J_ 
2T I rz (t) dt (2-63) 

The   root-mean-square    (rms)   value  is the 
square root of the mean-squart value. 

The variance v of a stochasticprocess is 
given by 

From the definition of the autocorrelation 
function (Eq. 2-66), it is evident that the 
mean-square value of a stochastic process 
equals the value of the corresponding auto- 
correlation function with zero argument, i.e., 

'rr(O) (2-70) 

Useful properties of the correlation func- 
tions arc as follows: 

(a)  <P„(T)  -<prr(—r)    [even function]   (2-71) 

v   &    1r-7 | 2" (2-64) 

The standard deviation a is the square root of 
the variance. It can be expressed interms of 
the mean value and the mean-square value as 
f o 11 o w s : 

Öl (2-65) 

(b) I'/'rr1 

lim 

4>rr (0) 

(C) '""        0rr(7)-O 
■f -+0C 

Jimo  ../-„(r)=   r2 (t) 

(2-72) 

(2-73a) 

(2-7 3b) 

In most applications, rms values and 
mean values are the most common statistics 
used. To aid in the determination of these 
quantities, statistics called corre lation func- 
tions are used. The autocorrelation function 
A (T) of a stationary stochastic process r(t) 
ls^defined as the mean value of the product of 
the function r at time t by the function r at 
time t + T, i.e., 

lim m      '?rt(r)    >     Urr   (T) for r*0     (2-73c) 

Li.e., the maximum always occurs at r - Oj 

(d) ^ru (7)   =^   (_T) (2-74) 

(e) <*..(-') V*„(O)0UU(O)       (2-75) 
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(f) lim ^    ( T) = 0 7 ru 

lim 
T-' 0 

f-     (T) =r (t)  u (t) r ru 

(2-76a) 

(2-76b) 

A few examples illustrating the use of 
autocorrelation functions follow. If r(t) is a 
rectangular wave with values + ß or-j3 and 
with zero crossings located at even points 
that are Poisson-distributed in time with an 
average frequency of v, the autocorrelation 
function of the process is given by* 

=/-=     (r) '   r r  *       ' 

-2V    |T| (2-77) 

If r(t) is a rectangular wave with ampli- 
tude values distributed in any fashion and with 
zero crossings located at event points 
Poisson-distributed in time with an average 
frequency v, the autocorrelation function of 
the process is given by 

*„< +  r' (2-78) 

where a is the standard deviation of the amp- 
litude distribution, and r is the meanvalueof 
the amplitude distribution. 

If r(t) is a train of identical finitepulses 
whose startingpoints arePoisson-distributed 
in time with average frequency v, the auto- 
correlation function of the process (knownas 
"shot noise") is given by 

■KC 

*..  (-) 'I f (t) f (t + T )dt (2-79) 

where  f(t) is the time variation or waveform 
of a single pulse and r is given by 

+«> 
F  =;   f     f(t)dt (2-80) 

-co 

If r(t) is pure or "white" noise, the auto- 
correlation function is given by 

where y is a constant that depends onhow the 
process is generated and 50(T) is a delta 
function whose value is unity at T- 0 and is 
zero for all other values of T. Thus, if 
"white" noise is considered as a limiting 
case of shot noise generated by exponential 
pulses of amplitude A and time constant T 
(where the amplitude approaches infinity and 
the time constant approaches zero with the 
area S under the pulseheld constant), then the 
constant y is given by 

iv S 
y   =   — (2-82) 

2 

where v is the average frequency of occur- 
rence of the pulses. 

Because the correlation functions are 
completely defined as functions of a time 
variable T, they are Fourier transformable. 
By convention, 1/277 times the Fourier trans- 
form of a correlation function is called a 
power spectrum or apower density spectrum. 
Thus,   the power-density spectrum  $    (s) of 

rr 
a stochastic process is defined as 

*rr(s) hi (2-83) 

The cross-power density spectrum between 
two stochastic processes r(t) and u(t) is de- 
fined as 

1 

2T; L (2-84) 

Given the power spectra, the corresponding 
correlation functions can be found by inverse 
transformation,  i.e., 

1      ^-J00 

J        ./c_iCC 

(2-85) 

<£->) 
V„ \T> - 7 (2-81) 

1       ^<+Jc 

j        Jc  -j CO 
ds     (2-86) 

* The derivation of Eq.   2-77 is too lengthy to repeat here.    See page 221 of Ref.   45 for a complete derivation. 
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In terms of the power-density spectrum, the 
mean-square value of a stochastic process 
can be found by evaluating the following in- 
tegral: 

/ 
"^-CO 

(2-87) 

Useful  properties   of the  power   spectra are 

*„ (s) =    *r (-s)   (even function)      (2-80) 

* -s) (2-89) 

With some of the statistics of stationary 
stochastic processes havingbeen established, 
the response of a linear system to a stochas- 
tic input can now be described. If ^„ (T) is 
the autocorrelation function of the input r(t) 
of a linear system whose impulse response is 
w(t), the autocorrelation function of the output 
c(t) is given by* 

*«c(')    = 

J       dt,w(t,)jf      dt2w(t2)^rr(r+t,  -t,) 

(2-90) 

The crosscorrelation function between the in- 
put and the output is given by 

*,« (T) 

+ 00 

J— cc 
dt w (t) 4>r,{i-t)       (2-91) 

which can be recognized as a convolution in- 
tegral. 

Extending the description of the stochas- 
tic response of a linear system to the fre- 
quency domain, if W(s) is the transfer function 
of the system and$ rr (s) is the input power- 
density spectrum, the output power-density 
spectrum is given by 

The   cross-power-density   spectrum between 
input r(t) and output c(t) is given by 

* W(s)   *   (s) (2-93) 

$cr(s)   -  W(-s)   *r(s) (2_94) 

If U(t) is another signal and ur (s) is 
the cross-power-density spectrum between 
ß(t) and the input r(t), the cross-power- 
density spectrum between ß(t) and the output 
c(t) is given by 

or 

*,,.e (s)   =  W (s) 

w 

%, (s> 

*,M<S> 

(2-95) 

(2-96) 

In summary, once the properties of a 
stochastic process are expressed intermsof 
correlation functions, the analysis of system 
behavior is a straightforward problem that 
can be treated through the use of the defini- 
tions and properties of the correlation func- 
tions andtheir transforms, thepower spectra. 
In particular, where rms values are of in- 
terest,   Eqs.   2-70 and 2-87 are of great use. 

2-2.7   NONLINEAR ANALYSIS 

2-2.7.1   General 

12-40 

•   (s)  = W (s) W (-s) •■   (s) (2-92) 

All of the techniques of system analysis 
discussed in previous paragraphs of this 
chapter are restricted in their application to 
linear, time-invariant systems. This lin- 
earity restriction imposes two limitations on 
design. First, components must be of high 
quality if they are to operate in alinear man- 
ner when amplitudes and frequencies of sig- 
nals vary widely. Second, the linearity re- 
striction limits the realizable system 
characteristics, the types of systems, and the 
tasks that can be acomplished. 

Whereas techniques for the analysis and 
synthesis    of linear time-invariant  systems 

See pages 331 and 332 of Ref.   45 for the derivation of this relationship. 
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are well established and generally adequate 
to handle most of the problems met in prac- 
tice, this happy situation does not existinthe 
case of nonlinear or time-varying systems. 
A number of techniques are available that 
give more or loss satisfactory results, but no 
really unified general theory for nonlinear 
systems exists -- and it is doubtful that it will 
for many years to come, if ever. Many quite 
ordinary situations exist for which there are 
no really satisfactory solution techniques. 
These factors make the analysis of nonlinear 
systems very interesting, but sometimes very 
frustrating. 

Before proceeding further, it is inordcr 
to define specifically what is meant when a 
system is termed nonlinear. Unfortunately, 
this is not easily done. In fact it is necessary 
to look first at the definition of a linear sys- 
tem and then proceed from there. 

The most fundamental characteristic of 
a linear system is that it obeys the principle 
of superposition. This principle canbe stated 
in the followingterms: The total response of a 
linear system is the sum of the responses due 
to all the applied inputs acting individually 
because each applied input produces a re- 
sponse independent of the response to any 
other applied input. This same criterion for 
linearity applies whether or not the system 
parameters are time varying. Mathematic- 
ally, a system is linear if the expressionre- 
lating the input and output variables involves 
only first powers of the input and output 
variables and their derivatives. 

This principle is usually stated as fol- 
lows: If an excitation A, produces an effect 
B, and an excitation A, produces an effect 
B2 when each is applied independently, then 
the system is linear providing that for the 
simultaneous application of A, and A, in any 
proportion the effect is made up of B, plus 
B2 in the same proportion.    Thus, 

if       k, A,   (t) -   k, B,   (t) 

and      k2 A2   (t)   "  k2 B2   (t) 

then     k] A]   (,)   +   k2A2   (t)   -   k, B,   (t) 

+ k2B2   (t) 

At first glance, it might apptar that the output- 
input relationship for the circuit of Fig. 2- 
14(A) violates this definition of a linear cir- 
cuit, whereas one certainly has the firm con- 
viction that such a circuit must be linear since 
it includes only linear resistors andabattery. 
Consideration of the output-vs-input curve of 
Fig. 2-14(B) shows that a simple change in 
variable would translate the curve to the 
origin and that in terms of this new variable 
the definition of superposition as given is 
indeed valid. It is necessary to recognize this 
possibility as it is the basis for the study of 
nonlinear systems by piecewise linear tech- 
niques . 

Consider for a moment what the conse- 
quences are of being fortunate enough to be 
dealing with a linear system. In addition to the 
fact that the mathematics associated with lin- 
ear systems are relatively simple, it should 
be noted that linear systems allow great 
freedom for the experimentalist. A truly 
linear system can be tested with any one of a 
variety of convenient test signals such as im- 
pulses, steps, or sinusoids. Furthermore, 
the observed system characteristics are in- 
dependent of the amplitude of the test signal 
used. Unfortunately, no real physical system 
is entirely linear and, as a result, attempts to 
increase the  linear  range  of operation of a 

-A/w- -i|—wv—o 
A 

(A)    Simple Circuit 

(B)    e2  vs e1 for Simple Circuit 

Figure   2-14.      A    simple   circuit   and      its 
associated input-output relationship. 
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system usually lead to a requirement for 
components with larger power ratings or 
higher quality. Consequently, in spite of the 
attractiveness of linear systems from the 
analysis point of view, the designer is becom- 
ing increasingly interested in nonlinear sys- 
tems -- first, because he is unable to build 
systems that operate entirely in the linear 
range, and second, because he can obtain a 
more satisfactory solution to some problems 
by the intentional introduction of nonlinear 
components in a system. A contactor servo 
might be thought of as a typical example. 

Several additional characteristics pos- 
sessed by a linear constant-coefficient sys- 
tem should be noted. First, the output of a 
linear constant-coefficient system cannot 
contain components at frequencies not present 
in the input. Second, the question of stability 
is clearly defined and the stability or insta- 
bility of a system is not dependent on the 
driving function or any initial conditions. For 
the general nonlinear systems, however, 
neither the principle of superposition nor 
these other characteristics are valid. 

Linear systems with time-varying coef- 
ficients represent an intermediate case. The 
principle of superposition can be extended to 
include this type of system but, on the other 
hand, it may not be possible to obtain a simple 
answer to system stability. In fact, the ques- 
tion of stability may have no significance. 

The analysis of constant-coefficient lin- 
ear systems isrelatively simple and a variety 
of techniques has been developed for handling 
such systems. During the past ten years, 
transform techniques (see par. 2-2.3.1) have 
come into wide usage for analyzing constant- 
coefficient linear systems. In fact, once a 
correct mathematical representation has 
been obtained for a constant-coefficient linear 
system, the use of transform techniques re- 
duces the problem of determining the re- 
sponse of the system to a simple input to a 
cookbook type of problem. 

For time-varying systems, the concepts 
of operational mathematics still are valid, but 
the details involved in obtaining answers to 
specific problems usually become either very 
involved or impossible to carry out. For 
nonlinear systems, this whole concept must be 

discarded because here the principle of 
superposition no longer applies and applica- 
tion of operational techniques implies validity 
of the principle of superposition. 

One might ask at this point, "Why all the 
discussion of linear systems when what is 
really of interest is the definition of a non- 
linear system?" The answer is simply that 
the definition of a nonlinear system is really 
a negative one. A nonlinear systemis simply 
defined as any system that does not obey the 
principle of superposition. 

As a practical matter, most systems are 
linear only by assumption, but this assump- 
tion leads to a tremendous simplification in 
the problem of analyzing or synthesizing a 
system and thus is extremely important. 
One should not jump to the conclusion, how- 
ever, that linear systems are good and non- 
linear systems arebad. The basic character- 
istics of many important systems arerealized 
only because some elements inthese systems 
are nonlinear. 

In spite of the fact thatdetermination, or 
even specification, of the performance of 
nonlinear systems is apt to be rather difficult, 
control system engineers are becoming more 
and more interested in this class of systems 
either because they are confronted with sys- 
tems that contain nonlinearities they cannot 
(or cannot afford to) remove, or because they 
feel that there is a good possibility that they 
could devise a nonlinear system that would 
achieve a desired end either more cheaply or 
more reliably than a linear system. 

Basically, the methods that have been 
developed for analyzing nonlinear systems 
can be divided into the following three main 
categories: 

1. Methods that can be carried out byan 
analyst having at his disposal only the ordi- 

nary analytic tools 
2. Numerical techniques and methods 

involving the use of modern computers 
3. Methods based on extensive experi- 

mentation with an actual system 
The methods of Category lcanbe further 

subdivided as follows: 
1. Analytic and Quasi-Analytic Tech- 

niques 
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a. Direct solution of nonlinear differ- 
ential equations 

b. Variation-of-parameters tech- 
nique 

c. Piecewise linearization 
d. Series solution 
e. Perturbation theory 
f. Describing-function methods 

(1) Applied to systems with deter- 
ministic inputs 

(2) Applied to   systems  with  ran- 
dom inputs 

2.   Graphical Techniques 
a. Graphical integration 
b. Isocline method 
c. Phase-plane method 
d. Phase-space method 

In addition to the foregoing, there are 
various techniques that have been developed 
for investigating the stability of nonlinear 
systems. 

Refs. 12 through 36 should be consulted 
for detailed information concerning these 
various methods and techniques. 

2-2.7.2    Nonlinearities Found in Many Control 
Systems 

The paragraphs which follow describe 
several types of nonlinearities that are fre- 
quently encountered in control- systems work. 
In addition, some of the system performance 
characteristics that are unique ly attributable 
to tlie  presence   of a nonlinearity are noted. 

2-2.7.2.1    Limiting 

The saturation or limiting type of non- 
linearity shown in Fig. 2 - 1 5 is frequently met 
in control-systems work. For small signals, 
the effect or output is proportional to the 
cause or input, but for signals greater than a 
critical value, the output ceases tobe propor- 
tional to the input and finally remains essen- 
tially constant no matter how large tlie input. 
The solid curve in Fig. 2-15 represents what 
is sometimes referred to as soft limiting, 
while tlie clotted curve represents sharp limit- 
ing. In the first case, a smooth transition oc- 
curs between tlie linear and the saturated re- 
gions, while in the second this transition 
occurs abruptly. 

OUTPUT 

I INPUT 

Figure 2- 15.   Plot depictingthe limiting type 
of nonlinearity. 

2-2.7.2.2    Dry Friction 

Dry or Coulomb friction is a friction 
force that is constant in magnitude, regard- 
less of the relative velocity of the moving 
parts, but reverses sign when the velocity 
changes sign. This type of friction can be 
represented as shown in Fig. 2-16. Some 
Coulomb friction is present in any mechan- 
ical system. In those systems that operate 
with a high nonlinear-friction effect, accurate 
analysis should include this nonlinear effect, 
In a well-lubricated system, however, the 
friction will be approximately proportional to 
the velocity and thus will not introduce a non- 
linearity. This latter type of friction isgen- 
erally referred to as viscous friction. 

2-2.7.2.3    Hysteresis 

Hysteresis is a complex type of non- 
linearity in which the response of anelement 
is determined by past history as well as by 
the instantaneous value of the excitation. 
Fig. 2-17 illustrates this effect, which occurs 
in electromagnetic circuits and in mechanical 
devices (such as strain gages and pressure 
transducers) that utilize materials for which 

FRICTION 
FORCE 

VELOCITY  + 

Figure 2- 16.     Graphical    representation    of 
Coulomb friction.. 
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Figure 2- 17.     Graphical   representation   of 
hysteresis. 

the stress-strain relationship is determined 
by the history of strain. Backlash, such as 
occurs in gearing andmechanical linkages, is 
somewhat related to hysteresis. Analysis of 
systems containing backlash is complicated 
by the fact that changes in the inertia distri- 
bution between the driving and driven mem- 
bers lead to significant changes in the influ- 
ence of the backlash. 

2-2.7.2.4    Relays 

Relays are used inmany control systems 
because they provide a simple means for 
realizing a very high amplification. However, 
the relay is a discontinuous-type amplifier. 
The simplest representation of such adevice 
is shown in Fig. 2-18. For inputs of magni- 
tude less than A, the output is zero. A posi- 
tive input greater than A is transformed into 
a fixed positive output, and a negative input 
whose magnitude exceeds A is transformed 
into a fixed negative output. The region from 
-A to+A is termed "dead-space". 

OUTPUT 

DEAD SPACE-  

-                                -A A                       INPUT + 

Figure 2-18.     Graphical representation of a 
relay with dead-space but no hysteresis 

A more complete representation of a 
relay would include both dead-space and a 
hysteresis effect to take into account the fact 
that the voltage required to switch the relay 
from the nonenergized position to the ener- 
gized position is somewhat higher than that at 
which the relay switches back fromthe ener- 
gized to the nonenergized state. 

An even more complete model of arelay 
would include a time delay to account for (1) 
the fact that the inductance of the relay coil 
causes the control current to lag behind the 
applied control voltage, and (2) the time re- 
quired for the armature to move from one 
position to the other. 

2-2.7.2.5   Diodes 

Diodes represent another type of non- 
linear device that the control-systems de- 
signer may wish to use in order to protect 
equipment from excessive signals or to 
achieve special effects. An ideal diode offers 
zero resistance to the flow of current for one 
polarity of applied voltage but infinite im- 
pedance to the flow of current for the opposite 
polarity of applied voltage. For many pur- 
poses, practical diodes can be treated as 
though they are ideal. 

2-2.7.2.6    Orifices 

In one class of hydraulic control systems, 
the flow of hydraulic fluid in the system is 
controlled by a valve that consists of several 
variable orifices. For the case of a sharp- 
edged orifice, which can usually be assumed 
in a spool or flapper type of valve, the rate of 
fluid flow through the valve is proportional to 
the area of the orifice and to the square root 
of the pressure drop across it. Because of 
this basic characteristic, a complete hy- 
draulic valve may insert a significant non- 
linearity into a system. 

2-2.7.2.7    Products and Transcendental Func- 
tions 

Control systems are made nonlinear not 
only by the types of nonlinearities just 
described but also by the presence of com- 
ponents    or   of arrangements   that  introduce 
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products or powers of the dependentvariables 
or their derivatives. The presence of trans- 
cendental functions of the dependent variable 
also leads to a nonlinear equation because 
such functions can be expanded as aseriesof 
terms of progressively higher powers. 

A typical example of a system whose 
mathematical description involves powers of 
the dependent variable is that of a mass 
attached to a nonlinear spring. As a first 
approximation, this nonlinear springmight be 
described by the relationship 

FORCE - k(I (2-97) 

in which k and a are constants describingthe 
spring and x is the deflection. A plus sign 
would be used in Eq. 2-97 to represent a 
spring that effectively becomes stiffer as itis 
deflected while the minus sign would repre- 
sent a spring that becomes weaker as it is 
deflected. In this latter case, the mathemat- 
ical model of Eq.  2-97 applies only for small 

i 
deflections   since for   |x|   > -g the  force re- 
verses sign. 

The differential equation that describes 
the motion of a constant mass Mattachedto a 
spring described by Eq. 2-97 is given by the 
equation 

d2x 
M       t  k   (1   +a2x2)   x 

dt2 
0       (2-98) 

where it is assumed that no friction exists. 
For nonzero values of a, Eq. 2-98 involves the 
cube of the dependent variable and is thus a 
nonlinear differentialequation. However, this 
particular type of differential equation has 
been studied extensively and its solution can 
be   obtained in the form of elliptic functions. 

good scheme has been devisedfor classifying 
nonlinear systems. The present discussion 
has followed the plan of merely cataloging 
typical systems without trying to classify 
them. Examination   of   the   nonlinearities 
described, however, indicates several 
schemes of classification that might be em- 
ployed. 

2-2.7.3.1    Continuous and Discontinuous Non- 
linearities 

From a mathematical point of view, itis 
sometimes desirable to distinguish between 
nonlinearities that can be described by con- 
tinuous curves and those in which the output- 
vs-input relationship exhibits jumps. This 
method, then, would distinguish between a 
limiting type of nonlinearity and a relay. 

2-2.7.3.2    Incidental    and   Essential   Nonlin- 
earities 

A different scheme of classification 
might distinguish between (1) those nonlin- 
earities that are introduced because the per- 
formance of supposedly linear physical de- 
vices deviates from the ideal as a result of 
mechanical tolerances or the characteristics 
of materials, and (2) thosenonlinearitiesthat 
the designer deliberately introduces into the 
system. This scheme, for example, would 
distinguish between (1) a systemthat is driven 
into the saturation region for very large sig- 
nals but that normally operates in the linear 
region, and (2) a relay, which does not be- 
have as a linear element for any amplitude 
of input signal. 

2-2.7.3.3    Zero-Memory  and Nonzero-Mem- 
ory Nonlinearities 

2-2.7.3    Classification   of Nonlinear Systems 

The definition of anonlinear system given 
in par. 2-2.7.1 was negative in that it did not 
describe a nonlinear system but, instead, 
relegated all systems that did not meet the 
very specific test for linearity to the category 
of nonlinear systems. This rather unsatis- 
factory  approach is taken because no really 

Another important characteristic of a 
nonlinearity is whether its instantaneous out- 
put is determined uniquely by the instant- 
aneous input, in which case it wouldbe termed 
a zero-memory or amnesic nonlinearity, or 
whether its instantaneous output is deter- 
mined by the history of its inputs, in which 
case it would be called a nonzero-memory 
or   nonamriesic   nonlinearity.     A  relay  with 
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hysteresis is a typical example of anonzero- 
memory nonlinearity since, over a region, 
the output of the relay depends not only on the 
instantaneous value of the input but also upon 
the manner in which the input arrived at its 
present value. 

2-2.7.3.4    Phenomena  Peculiar  to Nonlinear 
Systems 37-40 

discontinuous jumps in amplitude as the sys- 
tem excitation is continuously increased in 
amplitude. When this effect occurs, it is 
usually accompanied by ahysteresis, with the 
result that the jump occurs at a different 
amplitude for increasing signals than it does 
for decreasing signals. 

2-3   SIMULATION TECHNIQUES 

Nonlinear systems lead to several spe- 
cial problems because they may exhibit 
phenomena that never occur in apurely linear 
system. One of the most frequently observed 
phenomena of this type is the limit cycle, an 
oscillation of fixed amplitude and period but 
arbitrary wave shape that may be excited 
under certain conditions. The motion of the 
escapement in a watch and the voltage in a 
vacuum-tube oscillator are typical examples 
of limit cycles. It is basically thenonlinear- 
ities in these systems that determine the 
amplitude of oscillations for, if the systems 
were actually linear in the ideal sense, the 
oscillations would grow to unlimited ampli- 
tude. Obviously, this would be physically im- 
possible. 

Another phenomenon observed in some 
nonlinear systems is that of self-excitation. 
This phenomenon cantake either of two forms. 
Systems that break into oscillations when sub- 
jected to a very small input signal or disturb- 
ance are said to exhibit soft self-excitations. 
Such systems may become stable when the 
amplitude of the input signal is increased 
sufficiently. Hard self-excitation, on the 
other hand, is exhibited by a systemthat must 
be excited with signals of at least some min- 
imum amplitude before it becomes unstable. 
Systems with quantizers may exhibit either of 
these types of self-excitation. 

Still another peculiarity of nonlinear sys- 
tems isthat the frequencies of the output sig- 
nal and of intermediate signals in the system 
are not necessarily the same as the fre- 
quency of the input signal. Thus, some non- 
linear control systems exhibit subharmonic 
oscillations with the output oscillating at some 
odd-order subharmonic of the input frequency. 

Another phenomenon that cannot occur in 
a strictly linear system is the appearance of 

2-3.1   GENERAL 

Later chapters of this handbook describe 
both digital and analog computing components, 
and the combination of such components into 
digital, analog, or hybrid computers. The 
paragraphs which follow outline the applica- 
tion of analog and digital simulation tech- 
niques for determiningthe performance char- 
acteristics of complex mathematical models. 

2-3.2   ANALOG TECHNIQUES 

In the process of arrivingat amathemat- 
ical model for a system, the designer norm- 
ally utilizes block diagrams as discussed 
earlier in this chapter (seepar. 2-2.5 through 
par. 2-2.5.2) and again in Chapter 6. For- 
tunately, the programming of an analog com- 
puter follows quite simply as a detailed ex- 
pansion of the block-diagram representation 
of a system. To make this expansion, the 
analyst must represent all operations indi- 
cated on the block diagram in terms of those 
operations that can be performedby the com- 
puter, namely: integration, addition, multi- 
plication, and generation of arbitrary func- 
tions. Each transfer function in the block 
diagram must be expanded to showin detail its 
realization in terms of the basic analog ele- 
ments. Fortunately, this is a straightforward 
task and represents no real problem. 

After a complete representation has been 
developed in terms of computing components, 
appropriate scale factors mustbe worked out. 
Scaling involves two distinct problems. The 
first is concerned with the magnitudes of the 
variables in the problem and the second with 
the time the computer takes to obtain a solu- 
tion. The computer will produce accurate re- 
sults only if the variables inthe computer are 
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substantially larger than the variations rep- 
resented by noise in the computing elements. 
This noise may be broad-band thermal noise 
generated in resistors, shot noise generated 
in vacuum tubes, low-frequency noise related 
to slowly varying offsets in the output of am- 
plifiers, or noise that arises from moving 
contacts--such as a potentiometer wiper mov- 
ing over the resistance element of the poten- 
tiometer. Other sources of noise are ripple 
from the power supplies and noise picked up 
from disturbing sources completely external 
to the computer. In a well-designed computer, 
noise from these sources is usually small, 
with varying amplifier offsets representing 
tlie major limitation on accuracy. 

At tlie other end of the scale, the accuracy 
of the computation suffers if the magnitude 
of any computer variable attempts to rise 
above a maximum set by the design of the ele- 
ment. For example, an amplifier may satu- 
rate and thus cease to follow the linear rela- 
tionship desired between the voltage at its 
input and that at its output; or the input ap- 
plied to a function generator may exceed the 
maximum value for which it was set up, with 
the result thatthe desired functional relation- 
ship is lost. 

The maximum operating voltage used in 
the majority of the analog computers employ- 
ing vacuum tube amplifiers is ± 100 volts. In 
order to achieve the maximum accuracy, the 
voltages appearing at all points inthe compu- 
ter should be as closeto lOOvolts as possible 
without ever exceeding this value. However, 
since the very nature of solutions usuallyin- 
volves large changes inthe variables, someof 
them will usually approach zero during some 
parts of a solution. The value of very small 
variables cannot be determined with high ac- 
curacy and, if additional accuracy is required, 
it may be necessary to rescale the problem 
and rerun a portion of it. 

The question of solution running time 
must also be considered before the task of 
programming the computer is completed. 
Some problems to be studied on the computer 
may represent physical situations in which the 
actions of interest take place in microsec- 
onds, while in others the time is measured in 
decades. 

Depending on whether the computer is de- 
signed for so-called "real-time operation"' 
or "high-speed repetitive operation", the 
most satisfactory solution time will be inthe 
range of 10 seconds to ond minute for real- 
time computers or T-f, to —— second forhigh- 
speed computers. In an analog machine, all 
elements operate in parallel, so the running 
time does not increase with the complexity 
of the problem being studied. The running 
time depends solely on the gatn of the inte- 
grators and may be changed by a factor such 
as 10 merely by changing the gain of each and 
every integrator employed by that factor. 

Before one can obtain a solution on which 
to base the selection of scale factors in the 
computer, he must arrive at some tentative 
estimates and run a trialbaseduponthese. If 
any of the signals exceedthe maximum allow- 
able or appear to be too small, new scale 
factors can be chosen and the solution rerun 
until an acceptable result is achieved. 

2-3.3   DIGITAL TECHNIQUES 41 

The effectiveness with which digital com- 
puters can be utilized in the study of scien- 
tific problems depends as much upon the ease 
with which the analyst can communicate with 
the computer as upon the actual characteris- 
tics of the computing components of which the 
computer is made up. These two aspects of 
a digital computer are generally referred to 
as its software and its hardware. 

In the early stages of digital computer 
technology, the only programming method 
available was what has now come to be re- 
ferred to as machine-language programming. 
Under this system, the programmer was 
forced to keep a detailed bookkeeping record 
of the contents of each memory location and of 
each transfer of data from a memory loca- 
tion, to the arithmetic unit of the machine, and 
finally back into another storage location for 
later use if desired. 

As more experience was gained with pro- 
gramming and as appropriate machine hard- 
ware changesbecame possible, symbolicpro- 
gramming techniques were developed. Under 
these,   the programmer was required only to 
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identify each operation to be performed and 
each piece of data, but not to make detailed 
assignments of data to specific storage loca- 
tions. The first step in obtainingthe solution 
for a problem written in such a language is to 
have the machine analyze the symbolic pro- 
gram and by means of a compiler program 
translate the symbolic program into a ma- 
chine language program. 

The development of more and more so- 
phisticated programming languages has re- 
ceived a great deal of attention over the past 
ten years andvery powerful languages suchas 
the FORTRAN series are now available. 
Nevertheless, the conventional approach to 
the use of the general-purpose computer is 
still to develop a library of programs, each 
program solving a specific or standardprob- 
lem type. Yet, the variety of problem types 
and engineering situations is sogreat that the 
freedom of the engineeris severely restricted 
by the fixed program library. Ideally, one 
would like the ease of communication with the 
computer to be such that the engineer could 
quickly and economically write a unique pro- 
gram for each engineering situation as it oc- 
curs. For this to be feasible, the language 
for stating the solution must be very efficient, 
allowing the engineer to describe a solution in 
the same technical terms he would use in in- 
structing a colleague of his own professional 
competence. 

The development of such problem-ori- 
ented languages is now receiving a great deal 
of attention. One example is COGO (forCo- 
ordinate Geometry) a system for use in civil 
engineering problems. 

2-4    NUMERICAL TECHNIQUES 

2-4.1   GENERAL 

Digital computers deal with numbers and 
are capable of performing simple arithmetic 
operations at high speed and storing the re- 
sults. Accordingly, the branch of mathemat- 
ics known as numerical analysis, which is 
concerned with the numerical evaluation of 
mathematical functions and equations, has in 
recent years seen a great revival of interest 
and a considerable  expansion of techniques. 

The methods used for evaluating func- 
tions and solvingequations in a digital com- 
puter may be generally classified as methods 
of successive approximations, ormethods of 
substitution of an approximate expression 
for an exact expression. Such approximate 
expressions may be either power series or 
sets of tabular differences. 

In the methods of successive approxima- 
tions, or iteration, an approximate solution 
is substituted in the equation so as to yield 
a better approximation, and so on. Since the 
computation involves a closed loop, the pos- 
sibility of instability exists. Iteration, when 
stable, is useful in the solution of equations 
and sets of equations, and in the evaluation 
of certain functions expressed as equations. 

The impetus given to the field of numer- 
ical analysis by the computational capacity 
of the high- speed digital computer has led to 
the investigation of mathematical fields for- 
merly neglected because of the computational 
difficulties involved. This, in turn, has led 
to the application of mathematical tools in 
new areas of engineering, science, and man- 
agement. A typical example is the solution 
of large sets of linear algebraic equations. 
As is discussed in par. 2-4.6, such sets of 
equations can frequently be solved by iter- 
ative methods. Since such equation sets are 
usually expressed in the shorthand matrix 
notation, the method is commonly known as 
" matrix inversion". The inversion of very 
large matrices is now practicable with the 
aid of high-speed digital computers. 

Certain logistics problems of the armed 
services and of large corporations can be 
expressed mathematically by an operations 
research technique known as "linear pro- 
gramming" . Suchfactors as the size and lo- 
cation of warehouses, the production capacity 
of suppliers, and the cost/time characteris- 
tics of alternative transportation systems 
are expressible in terms of sets of linear 
algebraic equations. These sets of equations 
can be manipulated by a digital computer so 
as to achieve an optimum solution in terms 
including cost or delivery time. 

Similar methods applied to the solution 
of sets of simultaneous linear differential 
equations have proved equally powerful in the 
investigation of engineering problems. The 
problem of the flutter of an aircraft wing is 
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atypical example. Here, the structural dy- 
namics are expressible by a set of differen- 
tial equations with many coupling terms and 
with excitation at numerous points of the set. 

The ability of the digital computer to 
store or compute rapidly the values of a 
function provides a capability of particular 
value to the fire control field. Except for 
trigonometric functions where ageometrical 
analog is available, generation of functions 
in an analog computer has been principally 
accomplished by such inflexible methods as 
mechanical cams and function potentiome- 
ters. Methods to be outlined in par. 2-4.2 
offer means of generating analytical or em- 
pirical functions, and can readily be extended 
to functions of two or more variables. 

The science of statistics has also been 
a beneficiary of digital-computer techniques. 
One of thebasic problems of statisticsis that 
of decidingbetweentwo (or more)hypotheses 
on the basis of experimental data (decision 
theory or tests of significance). Such deci- 
sions arebased on computations that involve 
the consecutive multiplication of large num- 
bers of probability distribution functions. 
The digital computer has so enhanced the fa- 
cility of performing such computations that 
they are sometimes carried out "online"; 
for example, the production output of a man- 
ufacturing plant can be continuously moni- 
tored and evaluated statistically to provide 
decisions to adjust or shut down the produc- 
tion machinery if the deviation of the product 
from the set standard exceeds certain statis- 
tical limits. 

The following paragraphs of Chapter 2 
discuss themain aspects of numerical tech- 
niques in terms of (a) the representation of 
mathematical functions, (b) numerical differ- 
entation, (c) numerical integration, (d) meth- 
ods forsolving differential equations, and (e) 
methods for solving systems of linear alge- 
braic equations. It should be observed that 
numerical analysis is partially a science and 
partially an art. As a result, short of writ- 
ing a textbookon the subject it would be im- 
possible to indicate the particular circum- 
stances in which even a selected sampling 
from the vast stock of numerical interpola- 
tion, differentation, and integration formulas 
available would be useful or accurate, or to 
elucidate the numerical difficulties to which 

one might be led by uncritical use. Accord- 
ingly, the formulas associated with numerical 
analysis should never be applied blindly. 

2-4.2    REPRESENTATION OF MATHEMAT- 
ICAL FUNCTIONS 

One might expect, intuitively, that math- 
ematical functions would be represented in a 
digital computer by the storage of tabular 
data, inamanner analogous to the table-look- 
up procedure employed inhand computations. 
However, while the storage of functional 
tables in a digital computer is certainly pos- 
sible, the high speed of computation and the 
relatively limited memory capacity that are 
typical of modern computers make the com- 
putation of functions a very attractive pro- 
cedure. Some functions may be computed 
from their defining equations (which, in many 
cases, are differential equations)by iterative 
techniques. Certain functions, on the other 
hand, may be readily computed by the use of 
series approximations. 

If a stored table is employed in a digi- 
tal computer to represent a mathematical 
function, the storage requirements can be 
greatly reduced by storing only a few points 
and using an interpolation formula to approx- 
imate the function between these points. 
Interpolation is also used with input data to 
reduce the number of points that must be 
entered. A related process called curve fit- 
ting is employed whenever it is known from 
theoretical considerations that a set of data 
points should approximate a chosen mathe- 
matical function. The best fit between this 
chosen function and the data can be deter- 
mined, and the function then used in lieu of 
the data points. 

The paragraphs  which followsummarize 
the pertinent aspects of the aforenoted tech- 
niques for representing  mathematical func- 
tions. 

2-4.2.1    Iteration 

Iterative or recursive processes are 
fundamental to numerical methods of analy- 
sis. Inthe applicationof iterationtothe eval- 
uation of a function specified by its defining 
equation (or equations), one starts with a 
rough  estimate of the  value  of the function 
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and then computes successivelybetter appro- 
ximations. In general, if it is desired to 
evaluate a function 

f (x) =0 (2-99) 

and this equation canbe rewritten in the form 

F(x (2-100) 

the procedure is as follows. Given an esti- 
mate x^ where x (k) represents the kth ap- 
proximation to the value of the given function 
P(x), compute F(x^). Set F(x(k)) equal to 
x(k+i)   an(j repeat the process--computing 

F(x' 4I) ), and soon. The computation is ter- 
minated when the difference betweentwo suc- 
cessive approximations is equal to or less 
than the allowable computational error. The 
evaluation ofVN presented in Example 2- 1 
illustrates the iterative technique. This 
example was chosen for its simplicity; it 
should be noted, however, that most defining 
equations are differential equations. 

2-4.2.2     Series Approximation 

The representation of functionsby series 
approximations is particularly useful in dig- 
ital-computer calculations because the func- 
tion can be generated by a relatively few 
additions and multiplications. Example 2-2 
shows the ease of computing the sine function 
from a power series. 

The Taylor's series expansion isthe 
general expression for a power- series ex- 
pansion. If a function f(x) is differentiable 
atapointx = x„ then f(x) canbe replaced in 
the neighborhood of x() by the power series 

(x - x)2 

f  (x) =f(xJ + (x  -xjf'(x)  +  '—   f" (x  ) +  . . 
2! 

or, in compact form, 

f i E 
X   )" 

(n) xj 

(2-101) 

(2-102) 

where  f^ (x0)  isthe  nth derivative of f(x), 
evaluated at the point x = x,.    For computa- 

tion, the series is truncated after a number 
of terms, say m terms. The sum of the re- 
maining terms, the remainder, constitutes 
the error in the approximation. For the spe- 
cial case of a convergent Taylor's series 
with decreasing terms and alternating signs, 
the remainder cannot exceed the magnitude 
of the (m+l)th term, i.e., 

f("-)(x) 

(2-103) 

where Rm is the truncation error after the 
mth term. An expression that may be used 
to determine the truncation error in the gen- 
eral case is 

1 /x -x 

fU)(x_t) tm_1 dt 

_ 

(2-104) 

By determiningthe remainder or some bound 
on the remainder, the maximum error for a 
given number of terms is known. The com- 
puter program maybe written to determine 
this error and to stop adding terms as soon 
as the error decreases below a desired 
amount. 

2-4.2.3    Interpolation 

The preceding paragraph discussed the 
approximation of functions by means of power 
series. Another technique, useful when a 
table of values of a function is available, is 
interpolation. With this technique, the value 
of the function at some point intermediate 
between two known points is approximated 
bya series ofpolynominals. In hand compu- 
tation, only a first-order, or linear, inter- 
polation is normally employed. The greater 
computational capacity of the digital compu- 
ter, however, permits the use of higher- 
order polynomials. For the same accuracy, 
the higher-order interpolation requires few- 
er data points in storage. 

If the tabular data are given for values 
of x spaced at equal intervals h, various for- 
mulas based on tabular differences can be 
employed.    Newton's   formulas are given as 
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Example 2-1.     Iterative procedure for the evaluation of yj N 

An iterativeprocedure forthe evaluation ofy[W can be obtained if the solution is con- 
sidered to be the intersectionof the curve xy = N and the straightline x = y, as shown by 
Fig. 1. Start at the point (x (°) , y^0-1) wherex'0' =N andy® = 1. Successive values ofx 
are taken as the arithmetic mean of the preceding values ofx and y, i. e., 

The corresponding value of y is 

,<i+u 

,(i ^ i) 

x(i)   +   y,(i) 

,(!+!> 

(1) 

(2) 

It can be readily seen that the solution follows the arrowed path shown in Fig.   1. 
A sample calculation for N = 7 is shownin Table  1.   For the sixplaces carried,  y[N 

= 2.64575.   The error is 7 X  10~6. 

Table 1. 

Sample Calculation of -\J~N for the Case When N = 7. 

i x(i) 
y(i) 

0 7.00000 1.00000 

1 4.00000 1.75000 

2 2.87500 2.434.78 

3 2.65480 2.63664 

4 2.64577 2.64573 

5 2.64575 2.64575 

• • 

,(1 + 1) 
<(i)    +   y(i) 

2 

y( ■ + i) =- 
N 

x(i +i) 

where 
i = 0,   1, 2,  3, ..., i, i+1,  ... for the number of computational steps required 

to achieve the accuracy specified. 
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Example 2-1 (Continued) 

y axis 

1^ — xy = N                            / 

N- 
i   \                              / 

\       \ \         \ \          \ \           \ 

/             * = Y 

(x 

0 (sj             x axis 

Samnle successive approximation 

x     , y( ' is reached graphically from (x^   , y( ') by moving initially along a per- 
pendicular to the straight line x = y, and then dropping to the curve xy = N along aline 
parallel to the y axis.   Numerically, 

x<" +   y<'> 
ra   _ 

2 

y(2)        .     J^ 

Figure  1.   Graphical representation of the path followed in the computation of \/
"NT 

Example 2-2.      Computationof sin x by means of a power series. 

The power series for sin x is 

IC^        >c^ x2n-1 

sin x =x +-—! ...   t (- l)n +1 - 
3!        5! (2n-l)!                                                        (1) 

n   = 1, 2, 3,   ... 

Ifx = 0.5  radian, the approximations for sin x employing one, two, and three terms 
of the series are, respectively, 

f(,) =- 0.500000 J 
f(2> = 0.479167 >                                                           (2) 

f(3) = 0.479427 \ 

The error is already quite small; inclusion of the fourth term reduces the least sig- 
nificant figure by one unit. 
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typical.  Otherformulas of Stirling and Bessel 
will be found in the literature 4fi> 47. 

If a function f(x) is known at points xi5 

evenly spaced by the interval h along the x- 
axis, then 

ih    (i =0, 1, 2, 3, (2-105) 

The values of the function at x; are denoted 
,byf =f(x). The firstcentraldifference be- 
tween f j and f0 is denoted 6fi/, and is defined 
bv 

Sf, f. - f. (2-106) 

It is also possible to work backwards from 
f0, using Newton's backward-difference for- 
mula; this procedure yields 

f (m) = f   + m & f 
, (m + 1) 

2! 
S2f 

m (m +  1) (m + 2) 

+ 1) (m + n - 1) 
-(l/2)n 

(2-109) 

Similarly, 

Sf, f, -f, (2-107) 

and so on. The second, third, etc., central 
differences are denoted ö f, 6 f, etc., re- 
spectively. The second differences are the 
differences between adjacent first differen- 
ences, the third differences are the differ- 
ences between adjacent second differences, 
and so on. Table 2-3 illustrates the method. 

If a new variable m is introduced such 
that x =x    + hm,   Newton's   forward- differ- 

o ' 
ence formula can be expressed as* 

m (m - 1) 
f(m)-fo + m»f1/2 t—    8U 

(m - IHn 
S3f 3/2 

m (m - 1 ). . . (m - n t 1) 
fc ;    £n f 

(l/2)n 

When the tabulated datapoints x; are not 
equally spaced, Lagrangian interpolation by 
polynomials of any desired degree canbe em- 
ployed. The general form of the Lagrangian 
interpolation is 

(x - xj (*  - x )    ...   (x  - x      ) (x - x     )    ...   (x  - X ) 

f(x>=    T i. 

(2-110) 

where   f: = f(x:).     See Example  2-3  for   an 
illustrative application of this relationship. 

(2-108) 

2-4.2.4     Curve Fitting 

Where interpolation assumes no know- 
ledge of a functional relationship between 
data points, curve fitting is the process by 
which a chosen function is adjusted to best 
fit a set of data points. The function may be 
chosen because it appears to fit the data well 
or, more commonly, because physical rea- 
soning indicates that the data should fit some 
particular function. While many methods of 
curve fitting are used--some quite elabo- 
rate—only the most commonly used tech- 
nique, that of the least-squares fit, will be 
described here. 

It should be noted that,   in place of the generalized difference symbol 6 used here,   some references employ specific difference 
operators for particular usage,   as follows: 

A i |x) ." y [x   '  A x) 

V y (x)      y |x) - !y ■ 
ax 

h 1 (x)  - y (x . —) 

See Section 20.4-2 of Ref.   SO for example. 

- y (*) ~   forward-difference operator 

Ax)    -  backward-difference operator 

AX 
- y (x - —)   -"   central-difference oper 
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TABLE 2-3.    ARRAY OF TABULAR DIFFERENCES 

i xi fi ef. 
i 

62f. 
1 

63f. 
l 

S4f. 
1 

65f. 
l 

56f. 
l 

0 xo f0 

1/2 fi-fo 

1 xl fl 6f3/2~ Öfl/2 

3/2 h- h 62f2 - 5% 

2 x2 h 5f5/2 " 5f3/2 53f5/2 " 63f3/2 

5/2 h- h 62f3 - 62f2 64f2 - 5% 

3 X3 h 6f7/2 " 6f5/2 63f7/2 - &3f5/2 6   f7/2 " ö5f5/2 

7/2 f4"f3 
62f4 - 62f3 ö4f4 - 54f3 

4 X4 h 5f9/2" 5fV/2 53f9/2 - fi3f7/2 

9/2 h- h ö2f5 - 62f4 

5 x5 f5 5fll/2" Sf9/2 

11/2 f6"f5 

6 x6 f6 

Let y = g(x) be a curve fitted by a func- 
tional relationship between x and y having 
the generalized form 

y = c,f, (x)  + c2f2 (x) +   . . .   + cnfn (x) 

(2-111) 

where the functions f^x), f2(x), ..., f„(x) are 
known. It is desiredto satisfy the set of equa- 
tions 

Y     = c,f, (x,) + c2f2 (x,) +  c f  (x, 

X     = c,f,(x2)   +c2f2(x2)   +   .. .    + cUx2 

value of y will differ from its functional re- 
presentation by the "residual" error 6 i where 

s.    =  y. - c,f, (x.) - c2f2 (x.) 

I 2, 

■cf   (x.) 

m) (2-113) 

In orderto minimize the sum of the squares 
of the residuals, solutions of the following 
set of "normal equations" are obtained. 

c, E v (*,' *c! E fi <*.> '2 (*>i+ ■ ■ ■ + c. E'. (x.> f.(*.>"- EY^ w 

=1E f
; <*.>'.(*.> '^Evw + • • ■ + <=„ E *= (x.)f. <«.>r EY.*2<«,) 

■=.Efn<*.>'.'»,' ".Ei<«,)»;(«,)♦ ■ ■ • + ■=„Ef~2(xi'    "- Ev.(v 

ym 
= cifi (*m) + cA (*J + ■ ■ ■ + cnf„ K 

(2-112) 

forthe m sets of data points (x1,y1) (x2,y2), 
....   (x    ,y    ).     However,   in    general, each 

(2-114) 

where all summations are from i = 1 to i = m. 
Methods for the solution of these equations 
are given in par. 2-4.6. An example show- 
ing the application of these equations appears 
in Example 2-4. 
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Example 2-3.    Sample application of Lagrange's interpolation formula 

Given: 
X, f 

j 

x0^ 13 67.8 -f„ 

x, - 16 63.2 = f, 

x2 = 32 45.4 = f2 

x3 ^ 36 40.3 = f3 

Find: 
f(x) when x = 26 and f(x) when x = 27 

Solution: 
Use the relationship 

f I 
(x - x ) (x - x ) (x - x ) (x - x ) (x - x3) (x - xj 
 2-  3-    f()     + L__    f 
(x - x,) (x0- x2) (x0 (x,  - x0) (x, - x2) (x, - x3) 

When x = 26, 

(x - x0) (x - X]) (x - x3) (x - x,,) (x - x,) (x - x2) 
 f2 + f3 

(x2 - x0) (x2 - x,) (x2 - x3) (x3 - x0) (x3 - X]) (x3 - x2) 

(10)(-6)(- 10)                      (13) (-6) (-10) 
f(x)   =   (67.8)   +  (63.2) 

(-3)(- 19) (-23) 

(13) (10) (- 10) 

(3)(- 16) (-20) 

(19) (16) (-4) 

(13) (10) (-6) 
(45.4)   +   (40.3) 

(23) (20) (4) 

(600) (780) 
(67.8)   + (63.2) 

(- 1311) 

(- 1300) 
(45.4)   + 

960 

(- 780) 
(40.3) 

When x = 27, 

f(x 

(- 1216) (1840) 

- 31.02975   +   51.35   +   48.53618   -    17.08370 

= 51.77273 

(11) (-5) (-9) (14) (-5) (-9) 
    (67.8)  +    (63.2) 

(- 3)(- 19) (- 23) (3)(- i6) (- 20) 

t (14) (11) (-9)    (454)+(l4)(H)(-5)   (4Q3) 

(19) (16) (-4) (23) (20) (4) 

_      495                       630 
  (67.8)  ^     (63.2) 

(- 1311) 960 
(- 1386) tl_ A.       (- 770) 

(45.4) + (40.3) 
(- 1216) 1840 
- 25.59954   +   41.475   +   48.53618   -   16.86467 

= 47.54697 
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Example 2-4.    Application  of the  least-squares  curve-fitting   technique  to   range-vs- 
time-of-flight data. 

'roblem: 
Fit the following range-vs-time-of-flight source data by a relationship of the form 

y = c, x   + c2 x + Cj 

where 

x =target range, in thousands of yards 

y = time of flight, in seconds 

c1? c2, C3 = constants 

(1) 

Range- vs-Time-of-Flight   Source Data 

Data- Point 
Designation 

i 

Target Range 
xi 

(yards) 

Time of 
Flight 

(seconds) 

1 0.6 0.70 

2 0.8 0.96 

3 1.0 1.24 

4 1.2 1.50 

5 1.4 1.82 

6 1.6 2.12 

7 1.8 2.46 

8 2.0 2.80 

9 2.2 3.16 

10 2.4 3.52 
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Example 2-4.    (Continued) 

Solution: 
Equation  1 can be   rewritten in the form of the  generalized  functional relationship 

between x and y that is given by Eq.   211; i.e., 

where 

y = c, f, (x) 4 c2 f2 (x) ^ c3 f3 (x) 

f, (x) = x2;     f2 (x)  = x;     f   (x)      1 

(2) 

(3) 

The constants c , c2, and c^ can be determined by the use of equations that correspond 
to the generalized relationships expressed by Eq. 2-114. For the problem under con- 
sideration, these equations are 

i = 10 

E W      +c2  E f, (x.) f2 (x.) + c3  £ WM*,) = E y,f.W 

c,     E    W W   +c2    ^   V(x.) +c3    2    f2 (x.) f3 (x.)   -    2   y,f2(x,) 

c, E f
3 K)', w +c2 E M^W + S E f32(x,) E   ^3^ 

(4) 

Application  of the   relationships  given by  Eqs.   3 to  Eq.  4 yields  the  following  set of 
equations: 

E*i4 

i=10 

E 

= 10 

c2 E <*i2) w+ c3 E (>s2) (]) =  E 

:.2) + c
2 

i = l 

i =i o 

i-i 

i= 1 

= 10 

+ c, E wo =  E 

>y,J ^ 

ly,) tx.) 
(5) 

c, E (1) w+ c2 E d) (>s) + c3 E (i)     =   E w (]> 

The computations  on the  source  data that are  required for substitution in Eqs.   5  are 
summarized in the following tabulation. 

2-41 



AMCP 706-329 

Example 2 -4. (Continued) 

Summary of the Required Computations on the Source Data 

i xi Yi 
2 

xi 
3 4 

X j (yjXx;) (Yl) (x.2) 

1 0.6 0.70 0.36 0.216 0.1296 0.420 0.2520 

2 0.8 0.96 0.64 0.512 0.4096 0.768 0.6144 

3 1.0 1.24 1.00 1.000 1.0000 1.240 1.2400 

4 1.2 1.50 1.44 1.728 2.0736 1.800 2.1600 

5 1.4 1.82 1.96 2.744 3.8416 2.548 3.5672 

6 1.6 2.12 2.56 4.096 6.5536 3.392 5.4272 

7 6.8 2.46 3.24 5.832 10.4976 4.428 7.9704 

8 2.0 2.80 4.00 8.000 16.0000 5.600 11.2000 

9 2.2 3.16 4.84 10.648 23.42 56 6.952 15.2944 

10 2.4 3.52 5.76 13.824 33.1776 8.448 20.2752 

i=10 

>; 15.0 20.28 25.8 48.6 97.1088 35.596 68.0008 

i=l 

The  substit ution of these computations in  Eqs.  5 yields the  following s> stem of linear 
equations tt tat can 1 )e used to determine c , c , and c ' 

97.1088   c,   +   48.6   c2   +   25.8   c3   =   68.0008 

48.6   c,   +   25.8  c2   +    15.0  c3   =   35.596 

25.8   c,  +   15.0  c2    +    10.0  c3   ~-   20.28 

In matrix f< Drm, Eq 6 becomes 

97.1088       48.6       25.8"" ci 68.0008 

48.6             25.8        15.0 C2 
- 35.596 (7) 

i 

25.8              15.0        10.0 _ C3 20.28 
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Example 2-4.    (Continued) 

The solution set of this matrix equation is 
_ci " 

r 0.17803  " 

C2 
- 1.03439 

(8) 

-C3   - ^ 0.01709 

The application to Eq.  1 of this solution set and the tabulated computations on the source 
data establishes the following table of computed values for y; and the resulting residual 
errors in these computed values.   As defined by Eq.  2-113, a negative error means that 
the computed value of y; is greater than the actual value of y., i. e.,  the value givenin 
the range-vs-time-of-flight source data. 

Summary of Computed Values for y; and 
the Resulting Residual Errors 5; 

Data-Point Computed Value of Error in y- ,             ,, 
Designation Time of Flight h 

i Ji (computed) 

(seconds) 
(seconds) 

1 0.702 -0.002 

2 0.9 59 0.001 

3 1.230 0.010 

4 1.515 -0.015 

5 1.814 0.006 

6 2.128 -0.008 

7 2.456 0.004 

8 2.798 0.002 

9 3.154 0.006 

10 3.525 -0.005 
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2-4.3   NUMERICAL DIFFERENTATION 

Numerical differentiation is closely re- 
lated to the interpolation methods described 
in par. 2-4.2.3. ff a function is represented 
by interpolating polynomials, the polynomial 
expression can be differentiated. 

Numerical differentiation is very dan- 
gerous to use, however, because it is subject 
to errors that are due to the approximating 
polynomial of a given function, insufficient 
data, and many other reasons. As an illus- 
tration of this danger, consider the deter- 
mination of the derivative of a relationship 
y = f(x) that is given by a table j (xQ,yo), 
(xj^), ..., (xn,yn)|at the point for which 
x = £;, where x0<?< x,. The table is first 
approximated by a polynomial P (*)• The 
derivative °a(x)of this approximating poly- 
nomial is then evaluated at x = ^.The re- 
sulting number P^f?) is used as the deriva- 
tive of f(x) at x = £. Although the approxi- 
matingpolynomialPa(?) maybe avery satis- 
factory fit to y = f(x), the number PJ(0 may 
actuallybe averypoorapproximationto f (C). 
For example, consider the relationship y = 
f(x) and its approximating polynomial Pa(x) 
that is depicted in Fig. 2-19. This figure 
shows that Pa(£)» the slope of the tangent to 
Pa(x) at x = £, is close to zero but that f (?) 
is far from zero. (Observe, however, that 
although the approximation to f'(x) at x = K 
is very poor the approximation to f'(x) at 
x = %i is very good.) 

The various difference formulas (ref. 
par. 2-4.2.3) can be differentiated to provide 
suitable numerical differentation formulas. 
For example, in the case of a given func- 
tion y = f(x), the differentiation of Newton's 
(Gregory-Newton)   forward- difference   for- 
mula yields the numerical differentiation for- 
mula: :: 

df 

dx ^ h\ 2 

+ - A3yu 

(2-115) 

See,  for example,  Eq.   20. 6-1 in Section 20. 6 of Ref.   50 
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where 

\ = x„ + k h (2-115a) 

h  -  equal intervals at which the tabular 

values of x are spaced 

AVk  
= y^+i ~\ (2- 115b) 

=  standard first-order difference 

and 
(2-115c) 

=   nth-order difference 

n - 2, 3,   ... 

k =0, tl, +2,   . 

As an example of the application of Eq. 
2-115, consider the tabular function des- 
cribed by the following  set of values for x 
and y: {(2.0, 0.69315), (2.1, 0.74194), (2.2, 
0.78846), (2.3, 0.83291), (2.4, 0.87547)} . Find 
the derivative at x = 2.1, using Eq. 2-115 and 
the following forward-difference table. 

k xk -Vk ^k *2yk a3yk *\ 
0 2.0 0.69115 

.JU34879 

_CU)46 52 

0.04445 

0.04256 

.^0.00227 

_MU)0207 

-0.(WlS9> 

__0;00020 

.000018 

1 2.1 0.74194 

3 

4 

2.2 

2.3 

2.4 

0.78846 

0.83291 

0.875.4.7. 

With h = 0.1, k = 1, Ayi = 0.04652, A y1 = 
-0.00207, andA3yx =0.00018, Eq. 2- 115shows 
that 

1    / 1    r ll 
f' (2.1)      —     0.04652 1-0.00207 

0.1   V 2 
{- 0.00207 } + — (0.00016 

1 

0.1 

1 

0.1 

0.4762 

(0.04652 + 0.00104 + 0.00006) 

(0.04762) 
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P1 ( ? i)  = slope of tangent to P (x) at x = ?i 

P' (X) = slope of tangent to P (x) at x= £ 

f (?) =slope of tangent to f (x) at x= £ 

APPROXIMATING 
POLYNOMIAL 

'1 

Figure 2-19.    The difference between the derivative of a given function and the derivative of 
its approximating polynomial. 

Thetabular function used inthis example was 
takenfrom a natural log table, that is, f(x) = 
in x, which yields f (x) = l/x forx>0. When 
thenumber 2.1 is substituted for x, the result 
is i'(2.1) = 1/2.1 = 0.47619. Thus, the ap- 
proximation obtained for f'{2.1) is excellent. 
Such a result cannot always be expected, how- 
ever, as already observed. 

It should be noted that Eq. 2- 115 is only 
one of many possible numerical differentia- 
tion formulas.: The particular problem con- 
cerned and one's personal experienceinusing 
numerical differentiation formulas normally 
determine which formula is to be used. The 
choice of an appropriate formula is a sub- 
jective process andhence is in the nature of 
an art rather than a science. 

2-4.4 NUMERICAL INTEGRATION 

The process of evaluating a definite in- 
tegral (sometimes known as "quadrature") 
is a laborious task that has been greatly eased 
by the availability of digital computers. The 
basis of numerical integration is inherent in 
the definition of integration: integration of a 
function f(x) is accomplished by adding the 
areas of a series of strips of width Ax and 
height f(x), as Ax->0. Since it would be nec- 
essary to sum a largenumber of such incre- 
mental areas in order to obtain an accurate 
integration, various formulas have been de- 
veloped to reduce the number of increments 
required. 

Of the many integration formulas that 
have  been  developed,-j-   only  one of the best. 

* For example,  Eqs.   20.6-3 and 20. 6-4 in Section 20. 6 of Ref.   50 give numerical differentiation formulas that result from the 
differentiation of Stirling's  and Bessel's interpolation formulas.    See also page 231 of Ref.   10. 

1   See Chapter IX of Ref  48. 
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known, Simpson's rule, will be described. 
In applying this rule, a parabola is passed 
through three consecutive equally-spaced 
points located on the functiontobe integrated. 
It can be shown * that the area under the 
curve is given by 

3 
(y, + 4y2 + y3 (2-116) 

where the quantities are defined in Fig. 2- 20. 
For an even number n values of x, the area 
is 

where 

f (x0) + 4 f (*,) + 2 f (x2) 4 4 f (x3) + 2 f (xj 

-+ 4f (x t   f (x (2-117) 

h = 

Simpson's rule is exact for the integration 
of polynomials up to the third order. Example 
2-5 gives an illustrative application of 
Simpson's rule. 

2-4.5 METHODS FOR SOLVING DIFFEREN- 
TIAL EQUATIONS 

Since a differential equation describes 
the behavior of a function by considering in- 
finitesimally small changes, the general 
method of its solution on a digital computer 
is intuitively obvious. However, the desire 
to improve the accuracy of solution and to 
reduce the amount of storage required has 
led to the development of rather involved 
methods of solution. A simple method orig- 
inated by Euler, two more- complex methods 
provided by Runge and Kutta, and a predictor- 
corrector method due to Milne will be de- 
scribed here. Other methods will be found 
in the literature. 

Consider,   first,   the   simple first-order 
differential equation in the form 

dy 
— - f (x, y) 
dx 

(2-118) 

both for its own great usefulness and because 
higher- order equations canbe reduced to this 
form, as will be explained in this paragraph. 
If the independentvariable is divided into in- 
crements (notnecessarily equal)by the points 

PARABOLIC APPROXIMATION 

y = ox   + bx + c 

Figure 2-20.    Integration by means of Simpson's Rule. 

See page 193 of Ref.   48. 
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Example 2- 5. Sample application of S impson's rule. 

Simpson's ; rule will be used to eva uate 
2.0 

J   , f(x) dx when f(x) is given by the folio 

ing tabulation for an initial value xQ and n additional values of x: 

n            1 xn | f(xn) 

0 1.6 12.6894 

1 1.7 12.8724 

2 1.8 13.0352 

3 1.9 13.1943 

4 2.0 13.3654 

For n - 4,  Eq. 2-117 shows that 

A   = (h/3) [f (x,)   + •4 f (X,) + 2f« + 4 f M    + f (x .)] 
where x4 - x0    _ 2.0 - 1.6 0.4 

=   0.1 
n 4 4 

Substitution fr om the tabulation yields 

^   0.1    r 
A   =      [12.6894 + 4(12 

3 
8724) t 2 (13.0352) + 4 (13.1943) + 13.36541 

=   0.0333   [ 12.6894 + 51.4896 + 26.0704 + 52.7772 t 13.3654] 

-   0.0333    [l 56.39201 -   5.2078 
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x0 pep ..., Xj, x i + ,, ..., the value of y atany 
point, say, i + 1, may be approximated by 
extrapolating the value of y at the previous 
point (i), using the known value of the slope 
at i; thus, 

dy 

dx 
i+l 

i.) + y. (2-119) 

where y; is the value of y at x = x; and y;+i 
is the value of y at x = xi+1.    Substitution of 
Eq.  2- 118 in Eq. 2- 119 yields 

y= + i (x_ , - x.) f. + y. 
(2-120) 

where fi is the value of f (x,y) at x=x;, y=y;. 
Eq. 2- 120, known as Euler's formula, has a 
truncation error with an order of magnitude 
equivalent to the square of the increment in x. 

As an example, the equation 

dy 

dx 
(2-121) 

has been solved explicitly in Example 2-6 
for values of x between 0 and 0.7, and also 
by Euler's formula for the same range in x. 
The evaluation of the Taylor's series for 
Eq. 2- 121 at x = 0 is also shown in Example 
2-6. The evaluation of the series expansion 
is accurate nearthe point at which the deriv- 
atives are evaluated, but requires consider- 
able computational labor. 

To apply the Runge-Kutta method, again 
considerthe differential equation of the form 

dy 
— = f (x, y) 
dx 

(2-122) 

If the  solution at some point x = x; can be 
determined by the Taylor's series 

h2    , 
y (x. + h) " y (x.) 4 h f (x., y,) + — f  (x,r y,) 

— f   (>v y,) + (2-123) 

where h = xJ+! - x-, then the Runge-Kutt_a 
method determines an expression y(x;) + k 
that is identical with Eq.  2-123, where 

(2-124) 

and 

>  (2-125) 

k = R, k,+ R k, + R k, t . . . 

k,  =hf(Vy,) 

k2 = hf (x. + ah, y. +/3k1) 

k3   = hf (x.  +  a, h, y.4   /3,  k,  +  y,  kj 

etc. 

The constantsRp R,, R,, ..., a,ot\, •••, ß,ßi> 
..., Yi> ••• etc., are determined by setting 
y(xj) +k equalto a specificnumber of terms 
of the expansion fory(x. +h). Except for the 
second- order expression (whichis formed by 
discardingterms in Eq. 2-123 beyond the h2 

term), the constants are not uniquely deter- 
mined; moreover the derivations are quite 
involved. The second- and fourth-order ex- 
pressions are as follows: 

Second-Order 

(2-126) 
k    = h f  x. + —, y. + 

' '    2     '      2 

k,   =hf (V y.) 

0   I \    (2-1 

\ 

Fourth- Order 

k   = - (k, + 2 k2 + 2 k, 4 g 
0 

k,   = h f (x,, y,) 

k2   -hfx, +-,/,+ 
2 

h 2 

K  = h f (x, + —, y, + - 

k,   = h f (x. + h, y. + k3 4 i ■ •» 

>■ (2-127) 
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dy 
Example 2-6.   The numerical solution of-ry- = y - x by the exact method and by four 
 approximate methods.  

In order to show the application of the methods developed inpar. 2-2.3.2, the exact 
solution of the differential equation 

dy  - (1) 
dx 

is determined for a starting point of x = 0, y = 4 and an interval in x of 0.1. The same 
equation under these same conditions is then solved by Taylor's series, by Euler's method, 
by the Runge-Kuttasecond-order method,  and by the Runge-Kutta fourth-order method. 

1.   Exact Solution 

y   =  a e* + x + 1 (2 

Initial Conditions: x =  0 and y = 4 

The substitution into Eq.  2 of these initial conditions shows that a = 3. 

F or XQ = 0 
When xQ =  0, then e   o =   1.00000 
Therefore, y„ = aexo + xQ +   1 

= 3(1) +0+1=  4.00000 

For x j = 0.1 
When Xj = 0.1,  then exi  =   1.10517 
Therefore, y    = ae1' + xj    +1 

=  3(1.10517)+  0.1 +   1 = 4.41551 

For x2 = 0.2 
When x2 = 0.2, then e  l   =   1.22140 
Therefore, y2 = aex2 + x2 +   1 

=  3(1.22140) + 0.2 +   1 = 4.86420 

For X3 = 0.3 
Whenx3 = 0.3,  then e   3  = 1.34986 
Therefore, y-j = aeXj + X3   +1 

= 3(1.34986) +0.3   + 1 = 5.34958 

For   x4 = 0.4 
When x4 = 0.4,   then e^  =  1.49182 
Therefore, y4 = aex4 + x4 + 1 

= 3(1.49182) + 0.4  +  1 = 5.87546 

For x5 = 0.5 
When x5 = 0.5,  then e   5 =  1.64872 
Therefore, yz, = ae1.' + x^  + 1 

= 3(1.64872)    +0.5   +  1 = 6.44616 
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Example 2-6.    (Continued) 

For x6 = 0.6 

When X(j = 0.6,  then n 1.82212 
Therefore, y6 = aex'<- + x6 + 1 

= 3(1.82212) + 0.6  +1= 7.06636 

For x^ = 0.7 

When x7 = 0.7,  then e*' = 2.01375 
Therefore, y7 = aex7  +x7 + 1 

= 3(2.01375) +0.7  + 1 = 7.74125 

The exact solution, to five decimal places, is summarized in Table 1 for values of 
x from 0 to 0.7 and an interval of 0.1. 

Table 1.   Exact Solution 

x 
X 

e v ° exact 

0 1.00000 4.00000 
0.1 1.10517 4.41551 
0.2 1.22140 4.86420 
0.3 1.34986 5.349 58 
0.4 1.49182 5.87546 
0.5 1.64872 6.44616 
0.6 1.82212 7.06636 
0.7 2.01375 7.74125 

2.    Taylor's Series Solution 
The Taylor's series through the third-order term is: 

y(x)   =     y(0)  ,  xy' (0) ,~y" (0) + I- y'" (0)  t 

X (0)    =    4 y' 1       y " (0)   - 3 

Y' (0) n 4      /'" =Y"           Y'" (°) = 3 

Therefore, 

y (x)   =    4 + 4x + -r- x2 + -j- x3 H   . 

For x0 = 0 

+ 4xn 

+ 0 + 
+ Ö/2)x0

2 +(l/2)x0
3 +.   . . 

0 + 0 +.   . . = 4.00000 

When XQ = 0, 
then y0(x) = 4 

= 4 

For xx = 0.1 

+ 4xj 
+ 0.4 

+ (3/2)xi     +U/2)xi     + . . . 
+ 0.015  + 0.0005  + .   . .   = 4.41550 

When xj = 0.1 
then yj (x) - 4 

= 4 
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Example 2-6.     (Continued) 

For x-> = 0.2 

When x > = 0.2, 
= 4 
= 4 + 0.8 + 0.06   + 0.004  +.   . .   = 4.86400 

then y2(x) = 4 + 4x2 + (3/2)x2
2  + (l/2)x2

3 

For x 3 = 0.3 

When x = 0.3, 
then y3(x) = 4+4x3 + (3/2)x3

2  + (l/2)x3
3 + .   . . 

= 4 + 1.2  + 0.135  + 0.135    =   5.34850 

For x4 = 0.4 

When x = 0.4, 
then y,(x) = 4 + 4x4 +(3/2)x4

2 +(l/2)x4
3 

= 4 + 1.6 + 0.24  + 0.032 5.87200 

For x5 = 0.5 

When x = 0.5 
th en y  (x) = 4 +4x5 + (3/2)x5

2 + (l/2)x5
3 

= 4 + 2 + 0.375  + 0.0625    =   6. 43750 

For x6 = 0.6 

When x = 0.6, 
then y  (x) = 4 + 4.x6 + (3/2)x6

2 +(l/2)x6
3 

= 4 + 2.4 + 0.54 + 0.108   =    7.04800 

For x7 = 0.7 

When x = 0.7, 
then y7(x) = 4 + 4x7 +(3/2)x7

2 +(l/2)x?
3 

= 4+2.8+0.735+0.1715    =   7.70650 

The Taylor's Series Solution is summarized in Table 2, together with the error between 
it and the exact solution. 

Table 2.    Taylor's Series Solution 

x Y y y exact 

0 4.00000 0.00000 
0.1 4.41550 -0.00001 
0.2 4.86400 -0.00020 
0.3 5.34850 -0.00108 
0.4 5.87200 -0.00346 
0.5 6.43750 -0.00866 
0.6 7.04800 -0.01836 
0.7 7.70650 -0.03475 

Note that the error magnitude increases   rapidly  as the deviation from the point oJ 
evaluation of the derivatives (x = 0) increases. 
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Example 2-6.    (Continued) 

3.    Solution 
Euler's 

by Euler's Method 
method makes use of the formula 

yf+, = (x1+I - x,) f, + y,                                                    (4) 

with f; = y; - 
0.1. 

- X! and initial values xQ = 0 and yQ = 4, and with x       - x. always equal to 

For xQ = 0 

:   x0 = 0 and yQ = 4.00000 Initial values 

ForX[ = 0.1 
y,  = (X! - x0) f0 = (xj - x0) (y0 - xQ) + y0 

= (0.1 -  0.0)    (4.00000 -  0.0) +4.00000 
= 4.40000 

For x    = 0.2 
y2 = (x2 - Xl)   (y1 - Xj) +yx 

= (0.2 -  0.1)  (4.40000 -  0.1) + 4.40000 
= 4.83000 

For x? = 0.3 
y^ = (0.1) (y2 - x2) +y2 

=   0.1   (4.83000 -  0.2) +4.83000 
= 5.29300 

For x4 = 0.4 
y4  =  (0.1)   (y3-   X3)   +y3 

= (0.1) (5.29300 -  0.3) + 5.29300 
= 5.79230 

For x5 = 0.5 
y5 = (0.1) (y4 - x4) +y4 

= (0.1) (5.79230 -  0.4) + 5.79230 
= 6.33153 

For xg = 0.6 
y6 = (0.1) (y, - x5) +y5 

= (0.1) (6.33153 -  0.5) +6.33153 
= 6.91468 

For xy = 0.7 
y7= (0.1) (y6 - x6) +y6 

= (0.1) (6.91468 -  0.6)  +6.91468 
= 7.54615 

The Euler's Method Solution is summarized in Table 3, together with the error between 
it and the exact solution. 
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Example 2-6 (Continued) 

Table 3.    Solution by Euler' s Method. 

x y; 

Error 
y Y exact 

0 4.00000 0.00000 
0.1 4.40000 -0.01551 
0.2 4.83000 -0.03420 
0.3 5.29300 -0.05658 
0.4 5.79230 -0.08316 
0.5 6.33153 -0.11463 
0.6 6.91468 -0.15168 
0.7 7.5461 5 -0.19510 

4.    Solution by the Runge-Kutta Second-Order Method 

y
i+i =y (*i T h) =y ^xi'+ k =yi+ k 

h k, 
k =hf (x, +—-  y, H  — ) 

'22 

where h = 0.1. 

For x0 = 0 

Initial values: 

k, " hf (x., y.) 

x() = 0 and y; = 4.00000 

k,   = hf (x0> yQ) =  h(yQ   - x0)= 0.1  (4.00000-0) = 0.4 

k, 

For x    =0.1 
l 

= h f(x0 +Y,  y0 +"2") 

= 0.1 f (0 + 0.05,   4 + 0.2) 
- 0.1   (4.20 -  0.05) 
= 0.1 X  4.15    =   0.41500 

yi = yo + y 

= 4.00000    +   0.415 
= 4.41500 

ki = h   fep y^   =   h   (y: - Xj) 

= 0.1   (4.41500 -  0.1)   =   0.43150 

k    = h   f(x: +~2,   y,  +^-L) 

= (0.1)   f(0.1   +0.05,   4.41500  +0.21575) 
= (0.1)   (4.48075) 
= 0.448075 =   0.44808 

(5) 
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Example 2-6.   (Continued) 

For x2 = 0.2 

For x3 = 0.3 

For x4 = 0.4 

For x^ = 0.5 

= y    + k   =   4.415    +   0.44808 J 1 
= 4.86308 

k,  = h   f(x2, y2)   =   h   (y2 " x2) 
= 0.1  (4.86308 -  0.2)   = 0.1 (4.66308) 
= 0.466308       = 0.46631 

k    =h   f(x2   + -jj-,   y2 +il) 
= (0.1)   f(0.2 + 0.05,   4.86308+0.233155) 
= (0.1) 4.846235     = 0.4846235 
= 0.48462 

= y2 + k   =   4.86308    +   0.48462 
= 5?34770 

kj = h f(x3, y3) = h (y3 - x3) 

= 0.1 (5.34770 - 0.3) = 0.1 (5.04770) 
= 0.50477 

h     .k l 
Is  = h f(x3 +y, y3 +~) 

=  (0.1) f(0.3 + 0.05, 5.34770 + 0.252385) 
= (0.1) (5.250085) 
= 0.52501 

= y3 +k = 5.34770 + 0.52501 
= 5.87271 

kj   = h   f(x4, y4)   =   h   (y/( -  x4) 
= 0.1  (5.87271 -  0.4) 
= 0.1   (5.47271) 
= 0.54727 

— h ki 
k    =h   f(x4 +T,   y,    + -j-) 

= 0.1   (0.4+0.05,   5.87271    +0.273635) 
= 0.1   (5.69635)      =   0.56964 

y5 = y4+k   =    5.87271    +   0.56964 
= 6.44235 
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Example 2-6.    (Continued) 

kj = h   f(x5, y5)   =   h   (y5 - x   ) 
= 0.1   (6.44235 -  0.5) 
= 0.1   (5.94235) 
= 0.59424 

h              ki 
k    = h   f (x , + -^   y , + —) 

= 0.1   (0.5 + 0.05,   6.4"4235  + 0.29712) 
= 0.1   (6.18947) 
= 0.61895 

For Xf = 0.6 

>r6 = y5 + k =   6.44235    +   0.61895 
= 7.06130 

kj = h   f(x6, y6)   =   h   (y6 - x(>) 

= 0.1  (7.06130 -  0.6) 
= 0.64613 

,                 k, 
k   =h f(x6 +f,  y6+y-) 

= (0.1) f(0.6 +0.05,   7.06130  +0.323065) 
= (0.1)    (6.734365) 
= 0.67344 

For x7 = 0.7 

y- = y6 + k   =   7.06130    +   0.67344 
= 7.73474 

kj = h   f(x7, y7)   =   h   (y7 - x7) 
= 0.1  (7.73474 -  0.7) 
= 0.1   (7.03474) 
= 0.70347 

h               kl 
k    = h   f(x7   +-g7   y7 +~2") 

= (0.1) f(0.7   +0.05,   7.73474    +   0.351737) 
= (0.1) (7.336477) 
= 0.73365 

For xg = 0.8 

yg = y7+k   =   7.73474    +   0.73365 
= 8.46839 
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Example 2-6.    (Continued) 

The solution obtained by the Runge-Kutta second-order method is summarized in Table 
4, together with the error between it and the exact solution. 

Table 4.    Solution by the Runge-Kutta Second-Order Method. 

  
1 *i 

kl k Error 
y;   Y exact 

0 4.00000 0.40000 0.41500 0.00000 
0.1 4.41500 0.43150 0.448 08 0.00051 
0.2 4.86308 0.46631 0.48462 0.00112 
0.3 5.3477 0 0.5047 7 0.52501 0.00188 
0.4 5.87271 0.54727 0.56964 0.00275 
0.5 6.44235 0.59424 0.61895 0.00381 
0.6 7.06130 0.64613 0.67 344 0.00506 
0.7 7.73474 0.70347 0.73365 0.00651 
0.8 8.46839 

5.    Solution by the Runge-Kutta Fourth-Order Method 

y     ■"   y(x, 4 h) -y (x,) 
i -t- I 

+ k = y. + k 

k =- (k, t2k2 t2l<3 + k4) 

k,= hf (x.,  y.) 

k,= hf(x, +-tr,y, +45") 
2 

k, = hf (x. + -h-, y, + -fe-) 
2 -2 

k4 - hf (x, + h,   y, +   k,) 

>    (6) 
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Example 2-6.   (Continued) 

For xr 

Initial Values:        x0 = 0 and y0 = 4.00000 

k± = hf (x0, y0) = 0.1  (y0 - x0) = 0.1  (4.0000  - 0) 

= 0.40000 

k2 = hf(x0 +--J, y0 +—) = 0.1f(0+ 0.05, 4.0 +0.2) 

=  0.1   (4.2 - 0.05) = 0.1   (4.15) 

= 0.41500 

h k2 
k3 = hf (x0 +"2 , y0  +"2") = O.lf (0 + 0.05,  4.0 + 0.2075) 

= 0.1 (4.2075  - 0.05) = 0.1(4.1575) 
= 0.41575 

k4 = hf (x0 +-J, y0 + k3) = O.lf (0+ 0.1,   4.0+0.415 75) 
=  0.1  ( 4.41575   - 0.1) = 0.1  (4.31575) 
= 0.43158 

k    4(k1+2k2+2k3+k4) 

= -i (0.4 + 2(0.415) + 2(0.41575) + 0.43158) 

= J- (0.4 + 0.830 + 0.83150 + 0.43158) 

= 0.41551 

For x, = 0.1 

yi = y0 + k = 4.0 + 0.41551 
= 4.41551 

k = hf (x1,  yx) = O.lf (y! - xx) = 0.1 (4.41551 - 0.1) 

= 0.1 (4.31551) 
= 0.43155 

k 

k2 = hf (X1 + 2", yi + -y) = 0.1 f (0.1 + 0.05,  4.41551 + 0.215775) 

= 0.1   (4.631285  - 0.15) = 0.1(4.481285) 
= 0.44813 

h k2 
k3 = hf (xi +~2, yx 

+~Z~) = 0.1f(0.1 + 0.05, 4.41551 + 0.224065) 

= 0.1  (4.639575  - 0.15) = 0.1  (4.489575) 
= 0.44896 

k4 = hf (x   + h, yi + k3) =  (0.1 + 0.1,   4.41551 + 0.44896) 

= 0.1 (4.86447   - 0.2) =  0.1   (4.66447) 
= 0.46645 
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Example 2-6. (Continued) 

k = 
1 
_ (k, + 2k., + 
6      x           z 2k3 + k4) 

= 1 
g (0.43155 + 2(.44813) + 2 (.44896)+  0.46645) 

= I (0.43155 + 
6 

0.8962Ü  1   0.89792  +   0.46645) 

= - (2.692218) 
6 

= 0.44870 

For x„ = 0.2 

551 + 0.44870 
y2 

- y      +   k   =    4.41 J1 

= 4.86421 

ki 
= hf(x2>  y2) = 0.1  (4.86421 - 0.2) =   0.1   (4.66421) 

k2 

- 0.46642 
h 

hf(x2 + ^,y2 

kl 
+   —|) =  0.If (0.2+  0.05,   4.86421 + 0.23321) 

= 0.1 (5.09742 - 0.25) =   0.1(4.84742) 

= 0.48474 

k3 = 
h 

hf<X24--    y2 +    -|) =  0. If (0.2+  0.05,   4.86421 + 0.24237) 

= 0.1  (5.10658 - 0.25)=  0.1  (4.85658) 

= 0.48566 

k4 = hf(x2 + h, y2 + k3) =   0.1f(0.2+  0.1,   4.86421+ 0.48566) 
= 0.1  (5.34987 - 0.3)=   0.1 (5.04987) 

= 0.50499 

k = -(k1 + 2k24- 2k3 + k4) 

= i-(0.46642 + 2(0.48474)+ 2(0.48566)+  0.50499) 

= i. (0.46642 + 
6 

0.96948 +  0.97132 4-  0.50499) 

= 1 
T (2.91221) 

= 0.48537 

For x„ =  0.3 

421 +  0.48537 y3 
= y    + k =  4.Si 

= 5.34958 

kl = hf(x3,y3)= 0.1(y3  - x3) =   0.1 (5.3495 8 -  0.3) 

= 0.1 (5.04958 ) 

= 0.50496 
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Example 2-6.   (Continued) 

k2 = hf (x3+|, y3 + 
kl  _ 

2 
0.1f(0.3+   0.05,5.34958+ 0.25248) 

= 0.1 (5.60206- 0.35) = 0.1(5.25206) 

= 0.52521 

k3 = hf(x3+|, y3 + 
2 

O.lf (0.3+   0.05, 5.34958+ 0.262605) 

= 0.1 (5.612185- 0.35) =   0.1(5.202185) 

= 0.52622 

k    = 
4 

hf (x    + h, y    + 
3               3 

0.1(5.8758  -  0 .4)=  0 

O.lf (0.3 +   0.1,5 34958 +   0 .52622) 

1 (5.4758) 

= 0.54758 

k    = -(k, + 2k-, + 2k., +  k 
'6     l                       'S         ' 

) = -(0.50496 + 2(0.52521) 
I       6 

+   2 (0.52622)+ 0.54758) 

= 

4(0.50496 +   1. 
6 
0.52590 

05042+   1.05244+   0.54758)=  - (3 
ti 

.15918) 

For x4 =  0.4 

590 

y4 = y., + k 

5.34958  l    0.52 

= 5.87548 

kx = hf (x4, y4) =   0. 1 (5.87548-   0.4) 

= 0.54755 

k2 = 
h 

hf(x4 + -, y4 + 
2 

0.1 f (0.4+   0.05, 5.87548+ 0.273775) 

= 0.1  (6.149255- 0.45)= 0.1 (5.699255) 

= 0.56993 

k3 " hf(x4 + |, y4 + 
ko 

0.1 f (0.4+   0.05, 5.87548+ 0.284965) 

= 0.1   (6.160445- 0.45) =   0.1(5.710445) 

= 0.57104 

k4 = hf (x4 + h, y4 + k3) = 0.1 f (0.4+-  0.1,   5 87548+   0 .57105) 

= 0.1 (6.44U53  - 0.5) = 0.1 (5.94653) 

= 0.594t>5 

k    = -1(k1  i    2k2 +   2k 
3+   k4 

1 
= -  (0.54755+  2 

6 
(0.56993) + 2 (0.57104) + 0.59465) 

= |(0.5 47 55 +   1. 13986+ 1.14208 i   0.59465) = |(3.- 12414) 

= 

0.57069 
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Example 2-6.   (Continued) 

For Xp- = 0.5 

87548 + 0.57069 y5 = y4 + k = 5 

= 6.44Ö17 

kl = hf (x5, y5) 

= 0.59462 

h 

= 0.1   (6.44617 -  0.5) 

kl 
k2 = hf (x5 + 2 y5 + —   $ O.lf (0.5  +0.05, 6.44617 + 0.29731) 

= 0.1   (6.74348 -  0.55)  = 0.1   (6.19348) 

= 0.61935 

k3 
h 

= hf (x5 + 2- 
k2 

, y5 +—)= O.lf (0.5 +0.05, 6.44617 + 0.309675) 

= 0.1   (6.755845 - 0.55) = 0.1   (6.205845) 

= 0.62058 

k4 
= hf (x5 + h. y5 +kg) = O.lf (0.5 + 0.1,  6.44617 + 0.62058) 

= 0.1   (7.06675 - 0.6) = 0.1   (6.46675) 

= 0.64668 

k = 6 (kl + 2k
2 

1 
= - (0.59462 

6 

1 
+ 2k    +k   )= —(0.59462  + 2(0.61935)+2(0.62058)+ 0.64668) 

3        4        6 

+ 1.23870  + 1.24116 + 0.64668) = g  (3.72116) 

= 0.62019 

For x„ = 0.6 

44617 + 0.62019 ye = y5 + k = 6. 

= 7.06636 

kl = hf(x6,y6) 

= 0.64664 

= 0.1   (7.06636 - 0.6) 

k2 
= hf(x6+| 

kl 
, y6 +"2" ) = O.lf (0.6 + 0.05, 7.06636 + 0.32332) 

= 0.1   (7.38968 - 0.65) = 0.1   (6.73968) 

= 0.67397 
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Example 2-6.   (Continued) 

k3 
u* i          h 

= hf (x, + — , y 
6      2        6 

k 

2 
= O.lf (0.6 + 0.05, 7.06636 + 0.336985) 

= 0.1  (7.403345 -  0.65) = 0.1   (6.753345) 

= 0.67533 

k 
4 

= hf (x    + h, y 
6              6 

+ k   ) = 
3 

0.1   (0.6 + 0.1,   7.06636  + 0.67533) 

= 0.1   (7.74169 - 0.7) = 0.1   (7.04169) 

= 0.70417 

k 
1 

= — (k    + 2k    + 2k    +k 
6      1           2           3 

1 
„) = - (0.64664 + 
i       6 

2(0.67397) + 2(0.67533) + 0.70417) 

= g- (0.64664 + 1 .34794 + 1.35066  + 0.70417) 

1 
= — (4.04941) 

6 

= 0.67490 

For x_ = 0.7 

36  + 0.67490 y7 
= y„ + k = 7.066 

6 

= 7.74126 

k 
1 

= hf (x?, y?) = 0 .1   (7.74126 - 0.7) 

= 0.70413 

ko - hf  (x„  + -1  y„ 
+ ^) = O.lf (0.7  + 0.05, 7.74126 + 0.352065) 

= 0.1   (8.093325 - 0.75) = 0.1   (7.343325) 

= 0.73433 
k 

k3 
= hf(x7+|,y7 + -*)" 

2 
= O.lf (0.7 + 0.05, 7.74126 + 0.367165) 

= 0.1   (8.108425 - 0.75) = 0.1   (7.358425) 

= 0.73584 

k 
4 

= hf (x    + h,  y 
7              7 

+ k   ) = 
3 

O.lf (0.7 + 0.1,   7.74126   + 0.73584) 

= 0.1   (8.47710 - 0.8) = 0.1   (7.6771) 

= 0.76771 
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Example 2-6. (Continued) 

- 1 1 
k    =R (k,   + 2k0 + 2k    + k   ) = — ( 0.70413 + 2(0.7 34 33) + 2(0.73584) + 0.76771) 

"1 4 3        4 6 

= — (0.70413 + 1.46866 + 1.47168 + 0.76771) 
6 
1 

= — (4.41218 
6 

= 0.73536 

For x    = 0.8 
 8  

yn = y,, + k = 7.74126 + 0.73536 J 8      J7 

= 8.47662 

The results are tabulated in Table 5, together with the error.   Note the marked im- 
provement in accuracy over the second-order solution (see Table 4). 

Table 5.   Solution by the Runge- Kutta Fourth-Order Method. 

Error 

X; 
■yi 

kl k., k3 k4 k J'i^y exact 

(J ■;.ooooo 0.40000 0.41500 0.41575 0.43158 0.41551 0.00000 

U.l •4.4 1501 0.43155 0.44815 0.446.06 0.46645 0.41870 0.0000 

0.2 4.8642 1 U.466-12 0.48474 0.46566 0.50400 0.485 37 -0.00001 

0.3 ,.04.., 0 0.50406 0.5 2 5 21 0.32622 0.54758 0.52500 0.00000 

0.4 .1.87 .74« 0.5 47 55 0.5 6 00 3 0.57104 0.50465 0.57060 -0.00002 

0.5 6.44617 0.50462 0.61035 0.62058 0.64668 0.62019 -0.00001 

0.6 7.06636 0.64664 0.67307 0.67 533 0.70417 0.67400 0.00000 

0.7 7.7 1126 0.70413 0.7 3433 0.73584 0.76771 0.73536 -0.00001 

O.ii 8 47662 
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In Example 2-6, second-order and fourth- 
order Runge-Kutta solutions of Eq. 2-121 
are included. 

A number of "predictor- corrector" 
methods have been developed. The best 
known, that of Milne, requires a knowledge 
of the values of y at four consecutive values 
of x. These values may be determined by a 
Runge-Kutta method or other self-starting 
methods. By Milne's method, a value of y at 
a new point y.  .   is predicted by the formula 

4h 
y,'-i + 2/,) 

M2-131) 

dx 
ix, y, z,, z 

(2-128) 

where y;_3, yi_2, y-i-l, yi+1 are successive 
values of y at points on the x axis equally 
spaced bythe interval h, and y'k denotes the 
derivative g^, evaluated at a point (xk,yk). 
From the predicted y;+1 and y'i+j , acorrect- 
ed value for the new y, denoted y. , is ob- 
tained from the formula 

Thus, the numerical solution of higher-order 
differential equations is straightforward. 

2-4.6     METHODS   FOR   SOLVING SYSTEMS 
OF LINEAR ALGEBRAIC EQUATIONS 

The standard form of a systemof linear 
algebraic equations, with n equations and 
variables x; (i=l,2, ..., n) is 

'i + i y. 
3    '" 

4y.' + y.'+1)       (2-129) 

Once the original four points have been ob- 
tained, the computation by Milne's method 
proceeds more rapidly than does a Runge- 
Kutta computation of the same step size. 

Any of the methods described inthis par- 
agraph can be expanded to solve systems of 
first-order linear equations. A higher-order 
equation can always be reduced to a system 
of first-order equations, as follows. Con- 
sider the nth-order equation in the general 
form 

d"y / dy       d2y d"-1! 
~ f     x, y,  ,     • ■ • ,      

dx \ dx       dx2 dx n-l 

(2-130) 

Then the Let z , =-j^-, zn-     y , ..., z 
1   dx'     2   dx2 ""'   dx-1 

following   set   of   first-order   equations   is 
equivalent to Eq.   2-130: 

a11xl +  °12 X2 
i    . .    + a     x 

In      n =   ci 

a21 x, + a22 x2 + .    + a»   X 
zn      n =    C2 

(2- 132) 

anl   Xl    +   a„?   X7      +      •    ■    •        +      °„„   X„ 

In matrix form, Eqs.   2-132 maybe express- 
ed as 

X2 

X c 

(2-133) 
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Theleft-hand matrixinEq. 2- 133 is the ma- 
trixof coefficients A and is a square matrix 
withn rows andn columns. The column mat- 
rices are represented by X and C, respec- 
tively.   Eq.  2-133 may then be expressed 

A X   =   C (2-134) 

The  solutions  of Eq.  2-134 are, by matrix 
algebra, 

X   =   A-' C (2-135) 

where lAl is the determinant of A and IAIJ-, 
is the cofactort of a- in the determinant lAl. 

Application of Cramer's rule in digital 
computation requires a large number of op- 
erations. An alternative procedure is the 
Gauss-Seideliterativemethod. The equation 
set, Eqs.   2- 132,may be rewritten in the form 

d, - b„ x2 - b„  X3 

- J, b2!   Xl 

b.    X 
In      n 

,-i where A is the inverse matrix of A.* The 
inverse of a square matrix is defined by the 
the relationship 

A A-    *   I (2-136) d   - b . x. - b , x, b , x     , 
n ,   n — I     n— 1 

where I A 

10 0 
0 10 
0 0 1 is the unit,   or 

0 0 0 ... 1 
identity, matrix. 

The solutions to a set of simultaneous 
linear algebraic equations can thus be ob- 
tained by inversion of the matrix of coeffi- 
cients, followed by multiplication of the in- 
verted matrix by the column matrix of con- 
stants. The major operation, that of matrix 
inversion, canbe performed by several meth- 
ods. The simplest is by the application of 
Cramer's rule. In matrix form, Cramer's 
rule states that 

where b;.=—   and   d.=^— 

By defining the matrices 

K hn 

b21        0 

(2-138) 

b. b, b,   . . .   0 
nl n2 nJ 

_|A_I„ 

|A| 

|A 

A L 

and 

(2-139) 

(2-140) 

a simple iterative process may be employed, 
(2-137)       represented bythe matrix iteration equation 

Not every square matrix has an inverse.     The value of the matrix A -- considered as a determinant for this operation -- cannot 
equal zero since,   in computing the inverse,   division by the determinant is necessary. 

"|"   The. cofactor is the determinant obtained from 
is given by (-l)1+j. 

by dropping the row and column that contain a...    The sign of the cofactor 
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X(k+D   =   D + BX'k» (2-141) 
Eq. 2-141 states that an improved matrix 
X(k+i) canbe obtainedbymultiplyingthe pre- 
ceding matrix X( 'by B and adding the result 
to D. Eq. 2-141 is the original method of 
Gauss. The improved Gauss-Seidel method 
divides the matrix B into upper and lower 
triangular matrices U and L; thus, 

b,3    ■ ■ ■   K 

■   b. 

and 

L    = - 

(2-142) 

0 0 0 . .   0 

b2, 0 0     . . .   0 

b b„2 
b, . n3 

. .   0 

The matrix iteration equation is 

Xlk+1)   =   D + UX(U) + LX<k + ,>       (2-144) 

(2- 143) 

Eq. 2- 144 represents the following process: 
In the first of Eqs. 2- 138, the initial value of 
all the x's except xx is taken as zero. Then 
x, -d,. In the second equation, the im- 
proved value of X[ is used, but the remaining 
x's on the right-hand side are set to zero, so 
that x2

(1^=d2-b21x1 
<-i\ and so on. Both the 

Gauss and Gauss- Seidel methods converge if 
the sum of the absolute values of the coeffi- 
cients b;j is less than or equal to unity in 
each equation, and is less than unity in at 
least one equation. This condition canusually 
beassuredby rearrangingthe equations such 
that a.- is the largest coefficient. 

The Gauss-Seidel method is best suited 
to automatic computation. The widely-used 
Crout method is best suited to hand compu- 
tation. 
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PART II 
COMPUTING DEVICES USEFUL IN 

FIRE CONTROL SYSTEMS 

CHAPTER 3 
THE CLASSIFICATIONS OF COMPUTING DEVICES 

USED IN FIRE CONTROL SYSTEMS"" 

3-1 INTRODUCTION 

3-1.1    CHARACTERISTICS   OF   FIRE   CON- 
TROL COMPUTERS 

The function of a fire control system is, 
as discussed inSectionl' of the Fire Control 
Series, to so position a projectile-launching 
device, or projector, as to cause the projec- 
tile to hit the target. This purpose is accom- 
plished by three subsystems: the acquisition 
and tracking system, the computing system, 
and the weapon-pointing system. The comput- 
ing system (generally referred to as simply 
the "computer" for the sake of convenience) 
accepts data fromthe targettracker and from 
atmospheric and other measurements, com- 
putes the required orientation of the projec- 
tor, and transmits these data to the weapon- 
pointing system. 

The aforenoted functions of a fire-control 
computer determine its two general basic 
characteristics: 

1. First, a fire-control computer must 
usually be fast. In many tactical situations, 
it is important that the time between the de- 
tection of a target and the firing of a projec- 
tile be minimized. For this reason, it has 
been found desirable in many fire control 
systems to incorporate the computer in the 
tracking loop. In this case, the computation 
is performed on the same time base as that 
on which incomingtracking dataare received. 
Such a computer is termed a real-time com- 
puter. If, on the other hand, the computer is 
not incorporated in a data loop, it may oper- 
ate at speeds either faster or slower than 
real time. 

2. Second, the fire control computer 
must be extremely accurate. Errors in com- 
ponents tend to accumulate, and usually cannot 
be reduced by feedback. The only effective 
overall feedback is obtained from the obser- 
vation of prior firings. While information ob- 
tained in this manner is valuable when the 
target is fixed or moving at low velocity, this 
information-transfer process is too slow to 
be of much help in reducing errors against 
high-speedtargets; in addition, firingsneces- 
sarily disclose the position of the weapon. By 
way of contrast, a homing guided missile 
is continually measuring the error in the 
missile-target line of sight; thus , computers 
forhoming guided missiles may have accuracy 
requirements that are much Less stringent 
than those for fire control systems. 

Since the computer must be located in 
proximity to the rest of the weapon system, 
it must have qualities of portability, reliabil- 
ity, ease of adjustment, and freedom from 
disturbances caused by the environment which 
are commensurate with those of the rest of 
the system. These qualities are not easy to 
combine with the requirements forhigh speed 
and high accuracy. 

5-1.2    CLASSIFICATION SCHEMES 

The fire control system designer is faced 
with the problem of designing a fast, accurate, 
compact, and rugged computer which will 
mechanize the mathematical model of the 
computer portion of the weapon system. To 
carry out this task, he has the choice of a 
wide variety of computing devices and sys- 
tems:    some very old,   and others just out of 

* By E,   St.  George,  Jr. 

t Fire Control Systems - General (AMCP 706-327). 
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the laboratory; some complex and some very 
simple. 

For the purpose of discussing the vast 
field of fire-control computers, it is useful 
to consider three classification schemes: (1) 
from the viewpoint of the user, (2) from the 
viewpoint of the system designer, and (3) from 
the viewpoint of the component designer. First 
of all, however, it is desirable to identify the 
essentialfeaturesof any computer orcomput- 
ing device. 

3-1.3   BASIC COMPUTER CONCEPTS 

Excluding direct analogs, in which one 
physical phenomenon is simulated by another 
physical phenomenon that has an analogous 
behavior, all computing processes --whether 
they be manual or automatic, digital or ana- 
log -- comprise the elements of computation, 
programming, memory, input, and output. 
These elements are best illustrated by an 
analysis of hand computation. 

In solving a complex problem by hand 
computation, the problem must be broken down 
into simple computations which can be carried 
out mentally. Unless the problem is quite 
simple, it isnecessary to write down the steps 
to be followed -- the program. As the com- 
putational steps are carried out under the in- 
structions of the program, the results arere- 
corded on paper for use inlater stages. This 
sheet of paper constitutes the memory. 

The process of computing may be sum- 
marized as(l)transfer of data fromthe input 
element to the computation element, (2) per- 
formance of a series of computations, with 
the transfer of intermediate results to and 
from the memory", and (3) transfer of the 
final result to the output. The sequence of 
computations performed and the transfers of 
data are allunderthe controlof the program, 
as shown in Fig.  3-1. 

For more complex calculations, various 
aids to computation may be introduced, but 
the basic concept is not changed. For exam- 
ple, a slide rule, adding machine, or desk cal- 
culator may be employed as a computer 
instead of the human brain. Tables of mathe- 
matical functions may augmentthe paper-and- 
pencil memory. 

When automatic computers are con- 
sidered, it is found that analog computers 
perform all parts of a complex calculation 
simultaneously, so that the memory element 
disappears completely; also, the program- 
ming functionis primarily concerned with the 
interconnections between a large number of 
computing elements and a large number of in- 
puts and outputs. In a digital computer, on 
the other hand, the computing element is rela- 
tively simple, while the memorymay belarge 
and complex, and divided into various cate- 
gories, dependentprimarilyupon speed of ac- 
cess. Thus, the basic concept of the comput- 
ing process applies, with some modification, 
to allcomputers from the simplest hand com- 
putation to the largest electronic digitalcom- 
puter. 

3-1.4   USER CLASSIFICATIONS 

From the viewpoint of the user, or oper- 
ator, it makes little difference whether the 
computer is digital or analog, electronic or 
mechanical, as long as it provides the requi- 
site inputs and outputs, and has the required 
speed and accuracy. The user, therefore, 
will classify computers primarily by their 
degree of automaticity. The first classifi- 
cation schemesto be discussed (see pars. 3-2 
through 3-4)consider both computing devices 
that are primarily aids to a chiefly manual 
computation and computers that are wholly 
automatic, or almost so. A second classifi- 
cation of importance to the user (see par. 
3-7) divides computing devices into special- 
purpose and general-purpose groups. 

3-1.5   DESIGNER CLASSIFICATIONS 

From the viewpoint of the system de- 
signer, the decision as to the particular type 
of computer to be employed (i.e., a digital 
computer, a digital differential analyzer, or 
an analog computer; see par. 3-5) rests upon 
a number of interacting factors. Although the 
designer's own background should, ideally, 
not influence the decision, it is, practically, 
often one of the prime factors. However, the 
decision is influenced, and possibly even 
forced, by such purely technical  considera- 

* Additional input data may also be entered at various stages of the comPutatlon- 
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DATA 

Figure  3-1.   The computing process. 

tions as the number and form of the inputs to 
be fed into the computer and of the outputs re- 
quired, the accuracy required, the specific 
computations to be performed, the speed at 
which solutions must be obtained, etc. Also 
involved, even in the choice of the basic com- 
puter type, are such questions as the range of 
variables to be handled and the related scale- 
factor questions, the reliability, and the ease 
with which the computer could be adapted to 
handle problems involving different operating 
conditions or even different basic computa- 
tions from those originally planned. 

From the viewpoint of the component de- 
signer, computers may best be classified ac- 
cording to the physical means employed to 
perform the computations (see par. 3-6). 
While there has been a strong trend toward 
electronic computers in recent years, elec- 
tromechanical and fluid-operated computing 
devices are of great importance, particularly 
in the specialized fire-control field. 

3-2 MANUAL COMPUTING DEVICES 

A wide variety of useful aids exists for 
use in manual computing. Of these, the most 
useful consists of apencil and a sheet of paper, 
which provide the simplest possible auxiliary 
to the human memory. A natural develop- 
ment from this is the provision of tables of 
commonly-used functions, 

3-2.1     FIRING TABLES 

The firing table (seeChapter 3 of Section 
l,Fire Control Systems - General) is a basic 
computing tool in field-artillery fire control. 
Here, the problem isto orienta gun--located 
at a point whose positional coordinates and al- 

titude are known -_ so as to fire on a target 
whose positional coordinates arid altitudehave 
been measured by various observational tech- 
niques. The use of a firingtable is restricted, 
of course, to circumstances in which suffi- 
cient time is available for manual computa- 
tions. The results of the computations are 
three pertinent variables: 

1. Azimuth of fire 
2. Gun elevation angle 
3. Time of flight (for fuze settings, and 

time-on-target applications). 
To compute these values, the following data 
are required: 

1. Muzzle velocity 
2. Aerodynamic   characteristics of the 

proj ectile 
3. Position of the target  with   respect 

to the weapon,  specified in terms of: 
a. Range to target 
b. Height of target with respect to 

weapon 
c. Azimuth to target. 

4. Meteorological message, consisting 
of: 

a. Air pressure and/or air density 
b. Air temperature 
c. Wind velocity 
d. Latitude. 

The firing table tabulates weapon elevation 
angle as a function of range for a given type 
of weapon and ammunition, under standard 
atmospheric conditions. To provide correc- 
tions for atmospheric variations from stand- 
ard, unit corrections arelisted for each vari- 
able. The meteorological message gives the 
necessary data to acquire thenumber ofunits 
variation from standard, from which the cor- 
rection is acquired by the product of unit cor- 
rection   and number   ofunits  variation.     For 
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the total procedure, the solution is a series 
of lookups, multiplications and algebraic ad- 
ditions of corrections. 

3-2.2   NOMOGRAMS 

Other aids to manual computation are 
based on the nomogram, or alignment chart. 
The simplest nomogram consists of three 
parallel scales, A, B, and C in Fig. 3-2, on 
which are marked any three functions, 1(A), 
i'(B), and f(C), of the variables A, B, and C. 
If A and B are the independent variables, a 
straight line passing throughthe selectedval- 
ues of A and B will intersect C at apoint de- 
termined by 

f(C) =Rf(B) i (1 -R)f(A) (3-1) Figure  3-2.    Basic nomogram. 

where R = c/b, as defined in Fig. 3-2. 
If logarithmic functions are chosen, the 

nomogram may be used to compute products 
or quotients. This type of nomogram is so 
useful that the logarithmic scales and the in- 
dex line are commonly engraved on slides to 
form the familiar slide rule. A wide variety 
of computations may be performed by means 
of special slide rules and a variety of more 
complex nomograms. 

This brief discussion is intended to pro- 
vide an introduction to topics which are not 
covered in detail in this handbook. Further 
information on the involved process of com- 
puting firing tables, and details on the con- 
struction of various types of nomograms will 
be found in References   1 through 5. 

3-3 MANUALLY OPERATED AUTOMATIC 
COMPUTERS 

The extension of the concept of aiding the 
manual computation of fire-control dataleads 
naturally to theuse of general-purposedigital 
computers. A simple form of this type of com- 
puter is the mechanical desk calculator, which 
is sometimes employed in fire-controlwork. 
This calculator can perform addition, sub- 
traction, multiplication, and division (and in 
some cases can extract the square root), and 

can thus supply the arithmetic or computa- 
tional element in a computing system. The 
memory and programming are supplied man- 
ually. 

Any general-purpose digital computer 
which has sufficient storage capacity for the 
firing tables canbe programmed to solve the 
field-artillery fire control problem. A port- 
able computer, known as FADAC," has been 
developed specifically for the solution of this 
problem in the field. The FADAC is a typi- 
cal general-purpose digital computer, and in- 
deed can be readily programmed to perform 
accounting operations, and other computa- 
tions. It is distinguished from the fully auto- 
matic computers used with fire control sys- 
tems in two respects: 

1. It has manual, rather than automatic, 
inputs and outputs. 

2. It need not operate in real time. 
With these differences  kept in mind,   the de- 
scriptions  of automatic   computers   in   later 
chapters may be   applied to any of the manu- 
ally operated automatic computers. 

3-4 AUTOMATIC COMPUTING DEVICES 

Most of the computers with which one is 
concerned in fire-controlwork are automatic 

* See Chapter  1 of Section 1 of the Fire Control Series and Chapter 4 of the present section. 
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Computers that operate with physical rather 
than mathematical variables as inputs and out- 
puts. Such computers operate in real time 
and serve as a functional element of a fire 
control system, Real-time computers are 
characterized by the same elements (input, 
program, computation, memory, and output) 
that are universal to computers, and they may 
be either digital or analog. Their distinguish- 
ing characteristics are an ability to perform 
computations at the same rate as that at which 
the input data change, and the provision of 
equipment to convert the input data into aform 
acceptable to the computer. Equipment is 
also provided to convert the computer output 
into a form suitable for use in positioningthe 
projector. 

The requirement for real-time operation 
makes the fire-control computer a highly spe- 
cialized design, (General-purpose digital 
computers generally operate slower than real 
time; their speed is usually limited by the 
time of access to the magnetic tape memory 
most commonly employed for large-volume 
storage. On the other hand, some electronic 
analog computers operate considerably faster 
than real time, making unnecessary the use 
of drift stabilization in the electronic ampli- 
fiers, and makingpossible the use of cathode- 
ray-tube output displays.) Real-time analog 
computers require highly-stable electronic 
amplifiers and electromechanical elements 
which have good dynamic response. Real- 
time digital computers must have high-speed 
circuitry or redundant elements -- generally 
both are employed -- and must have rapid- 
access storage. 

Introduction of datato a real-timedigital 
computer is accomplished by means of analog- 
to-digital converters since the data are gen- 
erally initially generated in analog form. Con- 
version of theoutput data is accomplished by 
the provision of digital-to-analog converters 
on the adjustable axes of the projector. The 
converter outputs are comparedwith the com- 
puter outputs and the differencesare employed 
as the error signals to the projector power 
servos. 

Introduction of datato a real-time analog 
computer involves only the conversion of the 

data to a form usable by the computer, gen- 
erally a voltage or a shaft angle. Control of 
the projector is usually obtained by means of 
synchro data transmission. 

3-5 DIGITAL,  DIGITAL DIFFERENTIAL 
ANALYZER, AND ANALOG 
COMPUTING DEVICES 

The most basic decision made by the fire- 
control-system designer in the design of the 
computing system is the choice of the type of 
computer to be used -- i.e., whether it will 
be a digital computer, a digital differential 
analyzer, or an analog computer. The fol- 
io wing paragraphs define,and briefly describe 
these three classes of computers, 

A digital computer is one in which the 
mathematical variables are represented nu- 
merically by discrete physical quantities , and 
all computations are carried out innumerical 
form, Typical examples of the discrete quan- 
tities employed are the motion of a ratchet 
actuatedby apawl, the magnetic state (whether 
magnetized or demagnetized) of a core hav- 
ing a pronounced square hysteresis loop, or 
the electrical state (left-hand or right-hand 
transistor conducting)of atransistor bistable 
circuit commonly referred to as a flip-flop 
circuit. A digital computer is made up of the 
elements shown in Fig. 3-1, but the compu- 
tational element is capable only of addition, 
subtraction, and detection of the sign of a quan- 
tity. All other computations are made up of 
combinations of these basic operations, with 
the intermediate results transferred to stor- 
age between steps. 

A digital differential analyzer (frequently 
abbreviated DDA)is a special form of digital 
computer in which the variables are repre- 
sented by trains of electrical pulses (of other 
discrete quantities). Each pulse represents 
an increment of the variable and each has an 
equal value, whereas in a standard* digital 
computer only those pulses representing the 
least significant digit of the number are equiv- 
alent to an increment in the variable. The 
DDA is organized much like an analog com- 
puter; i.e., particular elements of the machine 
are designed to perform a particular mathe- 

X In the literature,   the two classes of digital computers are sometimes distinguished as DDA and general-purpose (GP) computers,    but 
the latter designation is a misnomer in this situation since the standard computer may be either general-purpose or special-purpose. 
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matical computation (such as multiplication 
or integration), and these elements are inter- 
connected to perform the complete computa- 
tion. Since similar basic components are 
employed, it is possible to look on the DDA 
as a standard digital computer with uncon- 
ventional programming, and depending on re- 
dundant computing elements to achieve a high 
solution speed. 

An analog computer is one which employs 
continuous physical quantities to represent 
the variables. Analog computers are divided 
into elements which are made up of electrical 
and mechanical networks so arranged as to 
produce particular mathematical functions. 
A given equation is solved by the interconnec- 
tion of computing elements in the required 
pattern. For example, an instrument servo 
with tachometricfeedback can accurately re- 
produce, as a shaft rotation, the time integral 
of its input voltage. If a shaped potentiometer 
is coupled to the output shaft, the sine (or 
some other function) of the integral can be 
generated. 

A special type of analog computer, usu- 
ally known as a network analyzer, employs 
electricalnetworks whose response is repre- 
sented by the familiar second-orderdifferen- 
tial equation 

e = L4+ - Ri +7^/idt 
dt C (3-2) 

with many variants, depending on the way in 
which the elements are combined. Assem- 
blages of such analog networks have proved 
useful in the analysis of the vibration of com- 
plex structures, the transient response of 
electrical power networks, and the charac- 
teristics of many systems with distributed 
parameters. 

In Part II of this section of the hand- 
book, detailed descriptions of computer design 
principles have been segregated into indi- 
vidual chapters on digital computers, digital- 
differential-analyzers, and analog computers 
since these classifications are of most con- 
cern to the systems designer. 

Achapter has also been devoted to com- 
parisons between these classes of computers. 
Obviously, a digital computer is more flexi- 
ble in its application to different problems 
than an analog computer or DDA since a new 
program  can be entered   electrically without 

the necessity of physically changing electri- 
cal or mechanical connections. On the other 
hand, when the inputs and outputs are in ana- 
log form, a digital computer requires addi- 
tional converter equipment. The reliability 
of a digital computer is inherently greater 
than that of an analog device since thedigital 
computer is made up of components with dis- 
crete or "yes-no" outputs. 

The factors of accuracy, speed, cost, 
size, weight, and power consumption are in- 
terrelated in complex ways for all types of 
computers. Any particular design is a com- 
promise between these factors, which can 
often be traded-off against one another. For 
example, with a given design of digital com- 
ponents, the size of a digital computeris pro- 
portionalto the product of accuracy and speed. 

Further discussion of computer compari- 
sons is reserved for Chapter 8. 

3-6 TYPES OF PHYSICAL EQUIPMENT 

EMPLOYED IN COMPUTERS 

A classification of computing devices by 
the physical means employed to carry out the 
computation yields the four major classes of 
electronic, mechanical, electromechanical, 
and fluid computing devices. Both digital and 
analog devices are found in all these classes. 

Electronic computing devices are defined 
as those having electrical inputs and outputs, 
and performing computations by means of 
electricalnetworks and electronic amplifiers. 
Modern high-speed digitalcomputers are al- 
most wholly electronic, with such devices as 
transistor flip-flops and gates and magnetic- 
core storage elements predominating. Elec- 
tronic analog computing devices are employed 
in computers intended for simulation and re- 
lated operations, but the limited accuracy in 
such functions as multiplication has limited 
the application of purely electronic analog de- 
vices in fire control computers. 

Mechanical computing devices have me- 
chanical inputs and outputs, and compute by 
means of mechanical components such as link- 
ages, gearing, springs, and cams. The origi- 
nal digital computers of Pascal and Babbage 
were all mechanical, and they persist in the 
common desk calculator. Mechanical analog 
devices were universally   employed in  early 
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fire control computers, but now survive prin- 
cipally as components of electromechanical 
systems. 

Electromechanical computing devices 
may have either electrical or mechanical in- 
puts and outputs in any combination, but more 
commonly both inputs and outputs are electri- 
cal. In digital computation, electromechanical 
devices of the punched-card variety are em- 
ployed mainly in accounting machines, and 
as input-output devices for general-purpose 
computers. A variety of other electrome- 
chanical devices are employed for digital- 
computer input-output functions: punched 
paper tape machines, magnetic tape record- 
ers, electrictypewriters, and plottingboards, 
for example. 

Electromechanical analog computing de- 
vices combine the accuracy of mechanical 
elements with the flexibility of electrical in- 
terconnection. A common technique is to 
convert a signal voltage into a shaft rotation 
by means of a position servo. Various com- 
binations of linear and aonlinear potentiom- 
eters and electromagnetic devices may be 
coupled to the shaft in orderto multiply orto 
generate functions. Most analog fire control 
computers are of this type. 

Fluid computing devices (i.e., hydraulic 
and pneumatic computing devices) are actu- 
ated by a fluid-pressure input and produce a 
fluid-pressure as the output. Fluid devices 
for use as digital computing componentshave 
only recently been developed. They are fast, 
reliable, and occupy little space, and will be- 
come a more important factor in the future. 
Fluid analog devices have been employed for 
many years in process-control technology, 
and more recently in. engine-fuel controls. 
In general, they have been preferred to elec- 

tronic systems in those applications where 
electrical signals would create a firehazard. 

The format of Section 3 is to describe 
particular physical realizations of computing 
devices within the chapter on the particular 
class of computer involved. 

3-7 SPECIAL-PUkPOSE AND MULTIPUR- 

POSE COMPUTING DEVICES 

Most of the literature on computers is 
concerned with the design and operation of 
general-purpose computers intended for a 
variety of scientific and business computa- 
tions. This handbook, on the contrary, is con- 
cerned primarily with the design of special- 
purpose computers. 

A special-purpose computer is one de- 
signed to solve a fixed set of equations, which 
are preprogrammed into the machine, to a 
fixed degree of accuracy. Many special ap- 
plications also pose requirements as to solu- 
tion speed, type of input, computer size or 
weight,  and environmental conditions. 

As previously stated, the requirements 
of a special application may lead the designer 
to prefer one type of computer over another. 
Once the type of computer has been chosen, 
the design will usually eliminate the provi- 
sions for flexibility in operation that account 
for much of the cost and complexity of multi- 
purpose computers. The design of a special- 
purpose computer places great reliance on the 
ability of the designer to devise ingenious de- 
vices which simplify the equipment, He must 
also overcome formidable problems associ- 
ated with limitations on size or difficult en- 
vironmental conditions. Problems of special- 
purpose computers are covered in detail in 
Chapter  11. 
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CHAPTER 4 

DIGITAL COMPUTERS* 
4-1   INTRODUCTION 

4- 1.1   DEFINITION OF A DIGITAL 
COMPUTER 

A digital computer is a calculating ma- 
chine that, when appropriately programmed, 
is capable of performing extremely complex 
numerical mathematics to any accuracy de- 
sired. A computer belongs to the "digital" 
class if it stores and operates upon discrete 
rather than continuous (analog) quantities. 
The precision of such a machine is princi- 
pally determined by the number of digits it 
is designed to handle, 

The digital computer employs the basic 
operations of addition, subtraction, and de- 
tection of the algebraic sign of quantity, All 
Other computations are made up of combina- 
tions of these basic operations. Consequently, 
in order to use the machine for performing 
more general computations, these must first 
be reduced to the basicoperations noted and 
a program or set of instructions must be es- 
tablished to enable the machine to carry out 
the basic operations in the order required to 
accomplish the more difficult desired compu- 
tation. 

Some insight into the manner in which a 
digital computer operates can be gained by 
comparing the way in which it operates with 
the way in which a human operator uses a 
deskcalculator; see Fig. 4-1. In Fig. 4-l(A) 
the arrows to the human brain represent ex- 
ternal input parameters and results from the 
calculator that must be written down, while 
the arrows from the brain represent com- 
mands and actions. In Fig. 4-1(B) the equiva- 
lent flow diagram for a digital computer re- 
flects essentially the same process, with ap- 
propriate changes in nomenclature. 

A programmed digital computer has cer- 
tain finite times necessary to perform each 
of its mathematical operations, and the over- 
all time required for the solution of a complex 
series is the sum of timesused for each part 
of the series.   If the economics of the problem 

justify added cost and size, very high cyclic 
rates can be employed and parallel operation 
(in which all the digits of a number are ac- 
cepted simultaneously through individual 
channels rather than seriallythrough a single 
channel)canbeused to reduce the time factor, 
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Figure 4- 1.    Computation flow diagrams. 

E.  St.   George,   Jr.  and M.   M.   Miller. 
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The digital computer is thus not usually a 
"real time" device; i.e., the solutions arenot 
"in step" with the input parameters. How- 
ever, modern technology has been developed 
to the point where digital computers can be 
used to solve real-time fire control prob- 
lems, 

Incremental digital computers represent 
something of a cross between digital and an- 
alog computers. They operate upon digital 
values and have a high speed of operation, 
whichstems from the fact that the computa- 
tion continuously updates a previously cal- 
culated solution, rather than starting each 
calculation "from scratch". This approach 
makes use of the fact that calculations upon 
smoothly varying inputs will have solutions 
that are smoothly varying. Incremental 
digital computers include digital differential 
analyzers (see Chapter 5) and operational 
digital computers. 

4-1.2   NUMBER SYSTEMS 

In the design of computing machinery, 
three number systems are most often en- 
countered. The decimal system, making fa- 
miliar use of the 10 digits from 0 through 9, 
is our standardmedium for arithmetical cal- 
culations and numerical records. Thebinary 
system,using the base 2 and employing only 
combinations of 0's and l'sto express any 
desired quantity, is most common in digital 
machines because it offers the most straight- 
forward and economical approach to hard- 
ware design. The octal system with thebase 
8, digits 0 through 7, is closely related to the 
base-2 system in thehardware necessary to 
handle it, Furthermore, one using the com- 
puter is able to convert numbers from base 
2 to base 8 or vice versa merely by inspec- 
tion. Consequently, the use of base 8 may 
be encountered, for instance, in test print- 
outs as a means of avoiding the difficulty of 
handling the large number of 0's and l's in 
the pure binary notation. 

The sexadecimalnumber systems, using 
the radix 16,could be used by employing es- 
sentially the same designs asbinary and octal 
systems. Apart from this, the radices 3, 10, 
and 12 are probably the only other ones that 
have received serious consideration for com- 
puting machinery,, 

Examples of the decimal, binary and oc- 
tal number systems are included in Informa- 
tion Summaries 4-1, 4-2, and 4-3. Informa- 
tion Summaries 4-4, 4-5, and 4-6 provide 
conversion rulesanddata that can be used to 
go from the decimal system to the binary 
system and vice versa. 

4- 1.3   FUNCTIONAL PARTS OF A DIGITAL 
MACHINE 1,3 

As indicated by the digital-computer flow 
diagram of Fig. 4-1(13), a digital computer 
must comprise the following five major 
functional parts : 

1. An input section 
2. A storage unit 
3. An arithmetic unit 
4. A control unit 
5. An output section 

The following paragraphs summarize the 
essential functions of these five principal 
computer elements. (More detailed infor- 
mation on these functions is provided in sub- 
sequent parts of this chapter,) 

Input Section: The input section receives 
the input data, converts this data into the in- 
ternal language of the computer, and then 
transmits the converted data to the appropri- 
ateparts of the computer -- primarily to the 
storage unit. Depending on the character- 
istics of a particular computer, the input 
section canreceive the input data in various 
forms. For example, the data may be in 
binary-coded decimal form from a type- 
writer, in analog form, or coded in a special 
way --  such as on punched cards. 

Storage Unit: The storage unit (often 
called the computer memory) receives data 
from other elements of the computer, holds 
it in readiness for subsequent use, and trans- 
mits it to appropriate points as directed by 
the control unit. 

Arithmetic Unit: The arithmetic unit 
must be capable of performing the following 
specific data-processing tasks: 

1. Receive two numbers and be able to 
distinguish between them. 
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INFORMATION SUMMARY 4- 1.   THE DECIMAL NUMBER SYSTEM 

Number Rase:    1 0 

Permissible Integers: 0, 1, 2,  3, 4, 5, 6, 7, 8,  0 

Integer Multipliers : 

io-°° = zero 100 
10,1 

102 

103 

= 1 
=   10 
= 100 
= 1000 

10~6 = .000001 104 = 10,000 
io-5 = 
10"4  = 

.00001 

.0001 
105 

106 
= 100,000 
=  1,000,000 

10"3 = 
10~2  = 

.001 

.01 
lo-1 = .1 
10°    = 1 10°° = Infinity 

Example:    Decimal Number 732.62 5 

=    7 X 102 or 700 
+3 X 101 or 30 
+2 X 10U or 2 
+6 X lo-i or 0.6 
+2 X 10"2 or 0.02 
+ 5x 10~3 or 0.005 

732.62 5 
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INFORMATION SUMMARY 4- 2.    TITE BINARY NUMBER SYSTEM 

Number Base:   2 

Permissible Integers: 0, 1 

Integer Multipliers: 

2      = zero 2°    = 
21 = 
22 = 

1 
2 
4 

o-4 _ X 2       -  16 

2-3 =X 

23 = 
24 = 

26    = 26 = 
27 = 
28 = 
29 = 
2io = 

2n = 

8 
16 
32 
64 
128 
256 
512 
1024 
2048 

2°    =    1 2°°    = Infinity 

Example:    Decimal 732.62 5 in Binary 

=    1 X 29    or 1000000000 512 
+1 X 27    or      10000000 128 
+1 X 26    or         1000000 64 
+1 X 24    or              10000 16 
+1 X23    or                1000 8 
+1 X 22    or                   100 4 
+1 X 2"1  or                       0. 1 0.5 
+1 X 2~3 or                       0. 001 0.125 

1011011100. 101 732.625 

Binary Decimal 
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INFORMATION SUMMARY 4-3.   ANY NUMBER SYSTEM 

Number Base:   N 

Permissible Integers: 0, etc., up to but not including N 

Integer Multipliers! 

X~     = zero 
i             i 

N° = 
N! = 
N2 - 
N3 = 
N4^ 

1 
N 
N-N 
N-N-N 

i             i N-N-N-N 

TT-4                       X 

I 1N       " N-N-N-IN 

TT-3               1 
isl               N-N-N 

..-■;                 1 
U       -        N-N 

N-=         ^ 

N°     =              1 
co 

N    = Infinity 

Example:    Decimal Numb er 732. 625 in Number Ba se N-8 

=    1 X 83    or 1000 Decimal    512 
+3X 82    or 300 192 
+3X 81    or 30 24 
+4X 8°    or 4 4 
+5X 8_1 or 0.5 

= 

0.625 

1334.5 732.62 5 

In the octal   (RaseN = 8) System In the decimal  (Base N =  10) System 
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INFORMATION SUMMARY 4-4.    CONVERSION RULES - DECIMAL TO BINARY 

To convert  a decimal number  to a binary number,   successively divide the   given 
decimalnumber by 2 and record the remainders of each division.    When zero is reached, 
the   remainders  taken in reverse  order  express the  binary equivalent of the   decimal 
number. 

For example, this process for the decimalnumber 327 is as follows: 

2)327 
2)163 1 

2181 1 
2)40 1 
2120 0 
2)10 0 

215_ 0 
2}2_ 1 

211 0 
0 1 

Therefore, the binary equivalent of 327 is 1010001 11. 

INFORMATION SUMMARY 4- 5.    CONVERSION RULES — BINARY TO DECIMAL 

T o convert a binary number to a decimal number use the formula 

N = 2n"1dn +2n-2dn_1 +2n 
"3dn-2 + • . + 2°d 1 

wh ere 

N 
n 

di 
dl 

= the decimal equivalent 
= the number of digits in 
= the value  (Oor  1) of the 
= the least significant dig 

of the given binary 
the binary number 
ith digit (i =  1,2, 

it 

number 

. .., n) 

Th 
F 

311. 

or example, consider the bin ary number 1 101 1001, which has  eight digits. 

N = 27(1) + 26(1) + 25(0) + 2 

=   128 +64 +16 + 8 +  1 

= 217 

4(1> +23(1) + 22(0) +- 21(0) + 2°(1) 

See I nformation Summary 4-6 for values 3f the powers of 2. 
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INFORMATION SUMMARY 4-6. BINARY EQUIVALENT OF DECIMAL NUMBERS 

Binary Equivalent 

1 

2n Form 

2° 

Decimal Number 

1 
10 21 2 

11 21+2° 3 
100 22 4 
101 22+2 0 5 
110 22+2X 6 
111 22+21

+2° 7 
1000 23 3 
1001 23+20 '3 
1010 2 3+21 

23+21+2° 
10 

1011 11 
1100 23+22 12 
1101 2 3+2 2+2° 13 
1110 23+22+2X 14 
1111 23+22+21+2° 15 

10000 24 16 
100000 25 32 

etc., with the 26 

27 

28 

29 

2io 

211 

212 

64 

same number 12 8 

of zeroes as in 256 
the exponent of 
the 2n form. 

512 
1,024 
2,048 
4,096 

213 

214 

215 

8,192 
16,384 
32,768 

16 

217 

218 
219 

65,536 
131,072 
262,144 
524,288 

220 1,048,576 

2. Carry out such simple arithmetic 
operations as addition and subtraction. (In 
addition, a capability for multiplication and 
division is usually required, and frequently 
the capability of performing other operations 
is provided. ) 

3. Carry out the logical operation of 
determining which of two numbers is larger. 

4. Transmit theprocessed result of its 
operations to anappropriate point -- usually 
the memory. 

Control Unit: The control unit oversees 
each individual operation in the sequence of 
computer operations that is required to solve 

a particular problem. In order to carry out 
this function, the control unit must possess 
the following capabilities: 

1. Supply master timing signals. 
2. Control switching between the vari- 

ous computer elements. 
3. Initiate each computer operation and 

sense its completion. 
4. Transmit the result of a computer 

operation to storage, but retain a knowledge 
of how to find it again. 

5. Decide upon the next operation to be 
performed, based on the results of the pre- 
ceding   operation and  any   instructions  that 
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have been placed in the storage unit. 
6. Receive and interpret storedinstruc- 

tions so as to be able to appropriately apply 
the foregoing capabilities, 

Output Section: The output section re- 
ceives computed data in the internal language 
of the computer and then converts these data 
to a useful output form. 

It should b e noted that it is in the nature 
of the control circuitry that general-purpose 
and special-purpose digital computers differ 
from one another, A general-purpose com- 
puter stores the sequence of required opera- 
tions -- together with the data that are to be 
operated upon -- in its own storage unit, and 
can perform many different operations. A 
special-purpose computer, on the other hand, 
is designed for afar more limited capability. 
Foraspecifiedprecision, it canusually carry 
out its specific functions much faster, and 
with much less hardware, than a general- 
purpose computer. 

4-2   SYSTEM DESIGN 

4-2.1    EQUATIONS TO 13E SOL V ED 

A digital computer can be used to find 
solutions for linear equations, linear differ- 
ential equations, matrices, partial differen- 
tial equations, and the roots cfpolynomials. 
It can also solve many other types of equa- 
tions. In these applications, however, the 
computer is only able to perform directly 
the processes of arithmetic. Therefore, to 
be acceptableto a digital computer, an equa- 
tion or function must be converted into a 
numerical approximation. In the case of a 
trigonometric function, an arithmetic method 
must be used to obtain an approximationif, 
for example, the sine of an angle is required. 
A computer with very large storage could 
remember afull set oftrigonometric tables, 
but to eliminate the need for storage, it is 
possible to use the technique of expanding sin' 
x into a rapidly converging series and substi- 
tute the values of'x into this expression. It 
is possible to solve differential and integral 
equations by numerical approximation as 
well. 

As afirst steptoward designing a digital 
computer to carry out someparticular set of 
computations, the original equations are 
broken down into various subroutines, such 
as finding the square root andtaking the sine 
of a number. An experienced computer pro- 
grammer working with the designer will be 
able to specify the way in which the various 
steps must be interrelated. Eventually, the 
number of words of input and output data can 
be determined and a size of memory can be 
established that will be adequate to contain 
the problem data, the program, intermediate 
results, and constants. 

The basic layout of the program-com- 
puter combination is a blend of system anal- 
ysis, circuit design, and logical design. The 
system analysis creates a mathematical 
model and a set of requirements for its so- 
lution. The circuit design creates combina- 
tions of reliable components to store infor- 
mation and to operate on information accord- 
ing io fixed rules. Logical design produces 
a set of wiring diagrams that connect the 
components into a complete machine. Ac- 
tually, the three functions overlap consider- 
ably; in particular, the logic design goes hand 
in hand with system and circuit efforts. 

4- 2.2   USE OF NUMERICA L ANALYSIS 
AND OTHER MATHEMATICAL 
TECHNIQUES 

In considering how a digital computer 
solves an equation, or a sei of equations, it 
is instructive to look first at the so-called 
"brute force"technique. This approach con- 
sists of simply trying successively all pos- 
sible values of the independent variable and 
thereby determining whether or not there is 
a solution. 

As an example of the "brute force" tech- 
nique, consider the following case::: -- in 
which the techniquemight actuallyprove to be 
a practical method of solution. Included in this 
example are some of the programming tricks 
by means of which the computation time and 
the storage requirements of the computercan 
be reduced. 

Adapted from Chapter  16 cf Ref.    1. 
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Assume that it is desired to find the roots 
of the polynominal 

Ax4 + Bx3 + Cx2 + DXTE (4-1) 

by means of a digital computer. (This rela- 
tionship for a given set of real coefficients 
would have four real roots; see sketch in 
Fig. 4-2.) Assume that at the start of the 
problem only the following knowledge exists: 

1. All four roots of the  polynomial are 
real and lie in the region 0  < x < 10. 

2. No two  roots  differ by   as  little  as 
0.001. 

4 3 2 
y - Ax +-  Bx  + Cx   +• Dx t E 

Figure 4-2.    Fourth-degree polynomial, all 
roots real and positive. 

Application of the "brute force" tech- 
nique inthis case means evaluating the poly- 
nomial on the right-hand side of Eq. 4- 1 for 
successive values of x spaced at intervals of 
0.001, starting with zero and continuing 
until all four roots have been determined. 
Since a change in the sign of y evidences the 
presence of a root, the computing' procedure 
to beused ateach of the successive values of 
x will be as follows: 

1. The computer evaluates y and exam- 
ines its sign to see whether it has changed 
from the preceding evaluation. 

computer asks itself whether it has yet lo- 
cated all four roots. If the answer is affirm- 
ative, computation ceases; if negative, the 
computer proceeds to evaluate y at the next 
incremental value of x. 

Bymeansofthe "brute force" procedure 
outlined, a typical digital computer could 
evaluatethe specified polynomial- forthe req- 
uisite values of x (10,000 values maximum) 
injust a few seconds. Unless this evaluation 
has to be repeated many more times than this, 
one might well be willing to sacrifice the few 
secondsof computing time required, in order 
to avoid the labor involved in coding a more 
complex method of solution. Therefore, 
while the brute-force technique would not 
generallybe used inpractice, it is not always 
an unrealistic method- 

It shouldbe noted that a verysimple re- 
arrangementof the polynomial would consid- 
erably simplify the calculations required of 
the computer, even if it continued to use the 
basic brute- force technique that has been out- 
lined. Each evaluation of the polynomial of 
Eq. 4-1 in its present formrequires a mini- 
mum of seven multiplications and four addi- 
tions. (While it could be evaluated by deter- 
mining x , multiplying that result by A, and 
then starting all over again by determining 
x", and so forth, this would be a wasteful 
procedure involving a total of ten multipli- 
cations and four additions. It would be more 
economical of effortto start by evaluating x2 

first, followed byx' and x .) Inasmuch as a 
multiplication takes much more computer 
time than an addition, it is worthwhile to 
attempt to reduce the number of multiplica- 
tions required in order to evaluatethe poly- 
nomial. One means of achieving this objec- 
tive is to divide both sides of Eq. 4-1 by A, 
thereby yielding 

2. If the sign has not changed, the com- 
puter evaluates y for the next incremental 
value of x. 

3. If the sign has changed, this means 
that a root has been found -- to an accuracy 
determined by the choice' of interval that was 
made.   Therefore,   the  computer  prints   out 
the result. 

4. Then, inorderto determine whether 
the   computation   process   should    stop,  the 

B D 
z "T= x" + -x-> + -x^ -t   —X 

A    "   ' A        A"        A" 

x4  +    Px3   +    Qx2+     Rx   '    S (4-2) 

Thus, in exchange for adding  four divisions 
that  are  each  performed  only once,   it has 
been    possible  to  obviate the necessity  for 
performing one multiplication (A ■ x"1) thou- 
sands of times.   Eq. 4-2 requires six multi- 
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plications and four additions. The number 
of operations can be still further reduced by 
rearranging Eq.  4-2 into the form 

+ x i R +x[Cl +x(P +x)]l (4-3) 

This equation requires only three multipli- 
cations and four additions. The correspond- 
ing computer flowdiagram is depicted in Fig. 
4-3. 

The brute-force technique would not nor- 
mally be employed by a sophisticated pro- 
grammer. Instead, some of the techniques 
known as numerical analysis would be em- 
ployed. While these techniques are extreme- 
ly powerful, they have been developed in a 
pragmatic, rather than a theoretical, context. 

Numerical analysis thus comprises abody of 
individual approximation techniques, each 
having application to a particular class of 
equations. The choice of method is deter- 
mined both by the form of the equations to be 
solved and the capabilities of the computer; 
this choice thus depends heavily onthe expe- 
rience and ingenuity of the programmer. 

The application of numerical analysis to 
the important problems of the representation 
of functions, the fitting of empirical data, the 
solution of linear simultaneous equations, the 
solution of nonlinear equations, and the eval- 
uation of integrals and differential equations 
are briefly examined in the remainder of par. 
4-2.2. For details of the methods noted, the 
reader is referred to the bibliography at the 
end of this chapter. 

READ IN PROGRAM DM DE CONSTANTS 
BY A 

^ COMPUTE z HAS SIGN OF 
z CHANGED? 

ADD 
0.001 TO x 

HALT 

YES 

NO 

NO 

YES 

PRINT OUT ROOT 

ADD ONE TO 
ROOT COUNT 

HAVE FOUR ROOTS 
BOT*! FQWIND? 

ORIGINAL FORM OF POLYNOMIAL 

4 3 2 
y = Ax -i- Bx   +- Cx   + Dx + E 

MODIFIED FORM EMPLOYED FOR EASE OF COMPUTATION 

z-l^S + X|R+X  [Q + X(P+X)1 I 

Figure 4-3.    Flow diagram depicting the steps involved in computing the roots of a 

polynomial, 
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Functions are usually computed if at all 
possible. A typical example is the power 
series €or sin x: 

X 

31 
X 

5! 7!- 

This series would be expanded to tlie extent 
necessary to obtain the accuracy desired. 
Whenthe function is not readily computable, 
it must bo stored as a table in the computer 
memory. To minimize storage space, the 
table contains a minimum number of values, 
and intervening values are obtainedby inter- 
polation. Anumber of interpolation formulas 
are available, usuallybased on the use of a 
power polynomial. One of the most useful is 
the Langrangian interpolation formula: 

£ 
(x-a   ) tx-a,;  ■ ■ ■  I.x-a ,)(X-Q   ,,)   ■ 

i'n. — ü   ) !'a.     a,) ■ - -  !rj  - 

=£'. 

where the a symbols represent the tabulated 
values of x. if equal intervals are employed, 
the Langrangian coefficient & (x) may be nor- 
malized to permit tlie storage of tables of 
standard values. 

For frequently employed functions, it 
maybe advantageous to minimize storage by 
deriving abest- fit polynomial, i. e., one which 
-- for a limited number of terms -- gives 
the least error between the approximation 
and the actual function x . 

\\ lien empirical points are gi/cn, a curve 
may be fitted by the method of least squares. 

M hilc a number of methods for tlie solu- 
tion of linear simultaneous equations exist, 
that dueto Crout % is the most applicable to 
computer mechanization. 

The solution of nonlinear equations is 
accomplished by first finding trial solutions 
that lie on either side of the desired root and 
then approximating the function in the inter- 
val between these solutions by some simple 
formula, such as a straight line, tu find the 
first approximation to the root. The process 
is then repeated (iterated) to achieve an;- de- 
sired   degree   of accuracy.     Methods ai <■> <■- 

vailahle   for increasing the rapidity  of con- 
vergence ofinterative processes. 

Numerical integration has a noteworthy 
simplicity: by dividing the a~ea under the 
curve to be integrated into rectangles, the 
definition of integration can be employed to 
write 

/    f(x) dx --Mr 
I--  1 

'( * ,) 

The accuracy can be increased by use of a 
trapezoidal or parabolic approximation, such 
as Simpson's rule. 

Differential equations car be solved by 
difference techniques, in which one extrap- 
olates by a linear (or more complex) ap- 
proximation from one point to another along 
the curve. However, iterative methods of 
successive substitutions, such as the Runge- 
Kuttamethod "-W a re better suiteci i o com- 
puter mechanization. 

Since numerical analysis is both an art 
and a science, the designer of fire control 
systems will not often be called upon to prac- 
tice it in person. A study of the references 
noted, to tlie extentnecessary to intelligently 
supervise the work of tlie professional pro- 
grammer, is probably all that will ever lie 
required of him. 

4.2.3    ACCURACY A.ND RESPONSE TIME 

The accuracy of a fire control comput- 
ing system is greatly influenced by the in- 
evitable error at the input. (This is for the 
case of a dynamic installation where certain 
analog values are digitized for acceptance by 
the computer.) The degree of this error is 
usually known to the designer but is not under 
his control. This error is the first element 
in the chain of errors that occur throughout 
the computing system. If it is assumed that 
the function approximation is a best choice, 
the principal determinant of the accuracy of 
such a computing system is the round-off 
error: the most basic choice open to the de- 
signer in setting this accuracy is then the 
word size specified for the computer, for 
example, tlie effect of word size or; accuracy 
can be illustrated by the following tabulation: 
it shows that the greater the v. ore' 10110th, the 
ttreater the accuracy. 
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Word Length 
In Decimal System In Binary System 

256 100000000 

512 1000000000 

1024 10000000000 

Corresponding Approximate 

Inherent Error due to Round-off 

0.4% 

0.270 

0.1% 

It is evident that anaccuracy of 1 part in 256 
(i.e., an accuracy of approximately 0.4%) 
can be achieved with a 9-bit word, whereas 
,an accuracy of 1 part in 512 (approximately 
0.2%) can be achieved with a 10-bit word. 
Furthermore, to prescribe 0.1% accuracy 
only in storing o r reading out the coded value 
of some quantity, at least 11 binary bits are 
needed in the computer word. The addition 
of a sign bit and the frequently used parity 
or error-checkingbit then establishes amin- 
imum 13-bit word length. 

However, if the demands of internal 
arithmeticwill require using numbers larger 
than 1000, each factor of 2 increasing the size 
of the number will add another bit. Fortu- 
nately, manipulative devices such as the in- 
troduction of scale factors or the use of float- 
ing-point arithmetic will avoid the condition 
of overflow-. In scale factoring, the operands 
are multiplied by appropriate scale factors 
at each juncture and the prograni keeps track 
of these factors. 

In floating-point arithmetic, the scheme 
forthe decimal system is to express all quan- 
tities as numbers between 0.1 and 1 multiplied 
by some integral power of 10. The equivalent 
in floating-point binary is to express each 
number as being between 1/2 and 1 (0.1 and 
1.0 binary) multiplied bythe appropriate in- 
tegral power of 2. 

Even though the word length may be suf- 
ficient to express all input quantities to the 
desired accuracy, the factthat afinitenumber 
of digits is used leads to round-off errors 
thatmaybecome significant if alargenumber 
of operations must be performed. For ex- 
ample, the product of two 11-bit numbers is 
a 22-bit number, but the least-significant 11 
bits must be dropped for further computation. 
The resulting error is called round-off. 

Once overflow has been avoided and as- 
surance has been gained that the round-off 
will not be serious, consideration must be 
given to errors introduced in truncation. 
Truncation errors result from the fact that 
digital computations are carried out in a step- 
by-step manner with the result that a continu- 
ous function is defined only at a successionof 
discrete points. An increase in the sampling 
rate of a continuous input function permits 
a closer approximation of the true function 
and thus areductionin this source of trunca- 
tion .error. Likewise, any reduction in the 
interval at which a variable is defined within 
the computation reduces the truncation error. 
However, reduction in the interval requires 
a larger number of steps to carry out the 
computation for a specified range of the in- 
dependent variable and therefore increases 
the time required to carry out the computa- 
tion. 

The response time of the computer in a 
fire control systemmust generallybe so rap- 
id that the computer appears to beoperating 
in real time. This may require that the most 
artful selection of routines be assigned to the 
program, and may also require that some 
compromise with accuracy requirements be 
made. 

4-2.4   USE (.)F SAMPLED- DATA T11EOR Y 

If continuous functions of time are to be 
operatedupon mathematically or logically by 
a digital-computer program and be trans- 
mitted from the source to a remote location 
with minimum interference, or be recorded 
in digital form, the original analog function 
must be described in terms of discrete sam- 
ples . 

Slated broadly, the sampled-dnta theo- 
rem1   says that if the amplitude of a contin- 
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uous function of time isperiodically sampled 
at a uniform rate that is at least twice the 
highest frequency of interest in the continu- 
ous function, then the sample series will con- 
tain essentially all of the information that was 
in the original analog function. This state- 
ment is made, however, on the assumption 
thatthe samplingtime is infinitely small, and 
that the frequency spectrum of the analog 
signal has afinite limit. (If high frequencies 
are present in a function for which only the 
low frequencies are of interest, then the high 
frequencies must first be filtered out before 
sampling.) The theory says further that the 
analog function may be recovered by passing 
the sample series through a suitable filter. 

There are certain practical difficulties 
that complicate the design of workable equip- 
ment that takes advantage of the sampled- 
data theorem. However, a good approxima- 
tion to theoretical system performance can 
be obtained through the application of proper 
design considerations» 

From a practical engineering standpoint, 
the'following modifications to the theoretical 
data-sampling technique are required in the 
design of workable equipnient: 

1. The sampling rate must be at least 
four times the highest frequency of interest 
contained inthe analog function to be sampled. 

2. The analog input to the sampling cir- 
cuit must be attenuated at frequencies above 
the highest frequency of interest but, since 
perfect filters do not exist, the attenuation 
is determined by practical accuracy-toler- 
ance requirements of the system. 

3. Since sampling cannot he performed 
instantaneously, a requirement arises for 
some "aperture correction" techniques in 
systems where the ratio of shortest signal 
period to tlie sampling aperture time is not 
high enough to make the sampling-time error 
negligible. 

4. Signal-conditioning equipment is of- 
ten required between the signal source and 
tlie sampling circuits. In addition to the fil- 
tering usually required, there is frequently 
a need for amplification of signals obtained 
from transducers and other signal sources 
to increase the signal to a level suitable for 
sampling.    The  low-level  end  of  such pre- 

amplifiers usually requires special design 
to eliminate the effects of stray noise pickup 
and induced common-mode voltage disturb- 
ances. At the output, consideration must be 
given to the d-c level of the output composite 
signal, as well as the amplitude of the signal 
itself, in order to make the analog output of 
the preamplifier compatible with the sam- 
pling circuitry. 

A discussion of the effects of the sampl- 
ing process on the design of the system can 
be found in Chapter 11. 

4-3   THE GENERAL CONFIGURATION OF 
A FIRE CONTROL DIGITAL COMPUTER 

As a good start toward determining the 
general configuration required for afire con- 
trol digital computer, the computing-system 
analyst should ask himself the following 
series of questions:"' 

1. What is the source of the input data 
that is to be processed by the fire control 
computer? 

2. What kind of input data will be pre- 
sented to the computer ? (Numerical? alpha- 
betical?  other?) 

3„ How can this input databest be trans- 
lated into the internal language of the com- 
puter ? 

4. What is the rate of input-data flow 
to the computer from the source? 

5. What must be done in the way of pro- 
cessing the input data? (Must it be altered? 
Must it be sorted or combined in some way 
with other data?  If so, how?) 

6. TIow much time is available for the 
computer to process the input data? 

7., Whataccuracy is required in the in- 
put data and in the processing? Does this 
accuracy differ markedly in different parts 
of the computation? 

8, What must be the output rate of the 
processed data? 

9. What is the purpose of the output data 
and in what manner is it to be employed? 

10. Into what form should the output data 
be translated in order to accomplish its pur- 
pose most effectively? 

VI i] tec! 1:1 part iron!  Rcf.    2.   which discusses the questions concerning operations to be mechanized in terms oi  information flow 
Lh it   in)  system analyst  must inevitably  ash himself as he approaches an electronic data-processing  problem. 

4- 13 



AMCP 706-329 AMCP 706-329 

11. What effect would a computer error 
have on the flow of data, and how would it af- 
fect the particular operation being performed. 

12. Can the computer operation be inter- 
rupted for emergencies or for regular per- 
iods of preventive maintenance? 

13. How can manually entered data best 
be entered from a human-engineering stand- 
point? How cantheoutpul data be presented 
so as to be readily readable and understand- 
able? 

14. What provisions for internally stored 
programs should be made tofacilitatefuture 
programming ? 

In order to provide an appropriate frame 
of reference in considering the aforenoted 
questions, the functional diagram of ahypo- 
theticalfire control system given in Fig. 4-4 
is re-introduced from Chapter 3 of Ref.   104. 

This diagram showsthree classes of in- 
put to the computer: 

1.   Command decisions 
2„   Target data 
3. Variations frominitial conditions and 

spotting corrections 
Storedin the computer are standard tra- 

jectory data. Generated within the computer, 
prior to final correction, are firing data. The 
two basic ultimate outputs of the computer are 
time-of-flight information and corrected fir- 
ing data. 

Residing somewhat innocently at the 
lower center of Fig. 4-4 is the group of data 
transmitting elements "introduced between 
functional elements as required". Such ele- 
ments at the input andoutput of the computer 
must be scheduled and controlled for the ef- 
fective flow of information into and out of the 
computing system, 

4-3.1    INPUT AND OUTPUT CONSIDERA- 
TIONS 

By considering for a moment only the 
overall organization of a digital computer, 
as depicted in pictorial form by Fig. 4-5, 
one canapproach the general computer prob- 
lem of accepting real-time data at fixed sam- 
pling intervals--remembering that a digital 
machine is not inherently a real-time device 
and that the microscopic programmed tasks 
involved are slaved to a clock. As indica- 
ted  in  Fig.   4-5   (which corresponds  to  the 

conventional functional diagram of Fig. 4- 1 
(B), the computerinput data (1) are fed to the 
input section(2) where they are converted into 
the internal language of the computer. The 
translated input data are stored in the input 
buffer unit (3) until called for, at which time 
they are transferred to the storage unit (4). 
Here they are available for processing at the 
request of the arithmetic unit (5). Processed 
data go to the storage unit, from which they 
are transferred through the output buffer (6) 
into the output section of the computer. The 
output section then translates these data 
(reads out the data) into a suitable form (8)for 
subsequent use. The intermediate buffer (9) 
between the storage unit (whose memory 
functionis representedby a humanbrain) and 
the arithmetic unit (whose data-processing 
functionis represented by an abacus) serves 
to present information forprocessing,and to 
retrieve processed information, at the vari- 
ous rates imposed by the arithmetic proc- 
esses. The control unit (10) coordinates the 
activity of the computer in three ways: 

1- With regard to the computer's intern- 
al operation. 

2. Withregard to the reception of input 
data. 

3. With regard to the readout of output 
data. 
In carrying out these coordination functions, 
the control unit schedules operations (as in- 
dicated by the clock in Fig. 4-5) and com- 
municates with the other units (as indicated 
by the speaker horn). As the basis for 
scheduling, it utilizes a computer program 
that is either placed in the storage unit for 
internally programmed computers or is 
available externally, as indicated by the clip- 
board (11). 

A commonproblem exists for the mech- 
anization of the input and output sections of 
the computer. This problem -- referred to as 
the input/output problem -- stems from the 
fact that whatever means are employed for 
passing information into, and out of, the in- 
ternal portions of the computer require the 
control and synchronization of these opera- 
tions with the internal-computer retrieval 
and transfer operations. The nature of the 
input/output problem is essentially the same 
for both the input and output portions of the 
computer.   The complexity that this problem 
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Figure 4-5.    Organization of the computer in pictorial form. 
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Figure 4-6.    Relation of the input/output to the computer, 
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can attain under extreme conditions is indi- 
cated by Fig. 4-6 which shows the functional 
elements that might be involved for the input 
and output sections of the computer, 

In the case of fire control computation 
that canbe performed in advance of the actual 
firing of the weapon and then terminated, the 
input/output considerations are essentially 
as given in the preceding paragraphs. This 
applies, for example, to FAD AC (Field Artil- 
lery Digital Automatic Computer), which is 
discussed in Part HL Because of the required 
portability of this equipment and the stan- 
dardized nature of the computations, the in- 
put/output equipment tends to be relatively 
simple. 

Some fire control digital computers, on 
the other hand, must continuously compute 
new weapon-positioning information during 
the course of an engagement. Such computers 
are commonly called real-time computers 
and are used, for example, in connection with 
a moving target.    For   such  computers, the 

input/output mechanism represented func- 
tionally in Fig. 4-6 would typically be a shaft 
encoder, The cumbersome registering and 
buffering activity that is depicted dramatizes 
the unfortunate situation that arises as the 
difference in operating speeds between the 
input/output equipment and the internal por- 
tion of the computer -- thecomputer proper 
-- becomes more disparate. (SeeSection 15.3 
of Kef. 3 for an excellent discussion of the 
considerations involved when the greatest 
disparity possible exists and the maximum 
buffering is required.) 

A further complication in a real-time 
fire control computer arises fromtheneces- 
sity of reading-in data frommultiple sources 
(e.g., elevation, azimuth andränge datafrom 
a radar tracker). As indicated in Fig. 4-7, 
multiple inputs are usually fed to independ- 
ent input/output registers for each source of 
data. The computer then interrogates each 
of these registers  in turn,   so that  a single 

INPUT/ 
OUTPUT 
MECHANISM 
CONTROL  1 

OUTPUT 
DATA 

#1 

INPUT/ 
OUTPUT 
MECHANISM 

#2 

^±1 OUTPUT 
MECHANISM 

REGISTER  

OUTPUT 
REGISTER 

f 

TO CONTROL BUFFER 

MULTIPLEXER -U INPUT/ 
OUTPUT 
BUFFER 

L 

*N 

•-J-.* 
1          . 

19 11 M ! I 
-—I 

=  CONTROL LINE 

I/O I/O 
,CONTROL 

I 

INPUT/ 
OUTPUT 
BUFFER 
CONTROL 

Figure 4-7.    Computer input/output configuration for multiple inputs. 
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data word is entered into the input/output buf- 
fer at any one instant, This process is per- 
formed by the multiplexer under the control 
of the input/output control. If one or more 
data inputs changes more rapidly than the 
others, provision can be made to interrogate 
it (them) more frequently with the multiplex- 
er, 

It is now evident that the characteristics 
of the problem and the input/output equipment 
determine the speed and accuracy require- 
ments for the computer. The range of fre- 
quencies encountered in the problem, as noted 
in par.4-2.4, determines the minimum sampl- 
ing rate, This rate in turn defines the speci- 
fications of the input/output equipment and 
also the maximum allowable solution time of 
the computer. At the same time, the accuracy 
required in the system determines the word 
length and in some cases may put a constraint 
on the sampling rate as well, 

Having specified sampling rate and word 
length, the computer designer must adjust a 
number of parameters in order to achieve 
his goal. The most important of these are 
the clock rate, the capacity and access time 
of the various storage elements available to 
him, the choice of serial or parallel logic, 
and the choice of programming schemes. 
With this variety of choice, there is no unique- 
ly best design; rather, there is awide oppor- 
tunity to exercise his judgment and ingenuity 
to achieve a good design. 

The moment the logic designer starts to 
work with relays, switches, pushbuttons, and 
similar devices in order to communicate with 
a digital computer, he has left the neatly de- 
fined area of decision and memory elements 
whose outputs are defined at every clock pulse 
and synchronize perfectly with computer 
functioning. The essentially slow, mechan- 
ical pieces of equipment have output signals 
that may change at any time with respect to 
the principal computer timing signals, and 
thcytend to "bounce" and provide a more or 
less random series of "zeros" and "ones" 
before stabilizing. Fig. 4- 8 illustrates what 
may happen with relay "bounce", which in- 
troduces a period of uncertainty that the de- 
signer must eliminate from the logic by in- 
troducing a delay dm to prevent the "noisy" 
contact from affecting the desired signal Q. 

4-3.2    COMPUTER SPEEDS 

Because any complex calculation re- 
quires a very large number of transfers of 
information into and out of the memory units, 
the access time of storage in the computer 
is the largest determinant of the speedof pro- 
cessing and ofperforming arithmeticopera- 
tions. In turn, the time to perform arithme- 
tic is influenced most by the time required to 
do addition. Addition time depends on the 
system of coding used and on the logic used 
for addition. The choice of components will, 
of course, influence the logic for addition. 

Relay signal JLTULJ     IT infn_n__jL 

^lock pi 

Desired signal Q 

Delay dr J< m bits »l_. JZ bits A. 

Figure 4-8.    Derivation of a smoothed signal from an asychronous signal device, 

4-19 



AMCP 706-329 

It is alsonecessary to take into account 
the time required to enter computer words 
into, and to withdraw them from, the regis- 
ters active during addition. In general, addi- 
tion time is independent of the numbers being 
added. Time estimates for computations in- 
volving multiplication and division can be ap- 
proached by formulas relating all the factors 
mentioned. 

The rate at which individual bits will be 
handled by the machine is the pulse repeti- 
tion rate, or clock rate. The characters to 
be handled by the computer, coded in elec- 
tronic form, will be processed at the clock 
rate set by the designer. The upper limit of 
the clock rate is determined by the compon- 
ent circuitry used in the computer, Gener- 
allyspeaking, the cost of the basic circuitry 
increases with an increase in the clock rate. 
Clock pulses, for example, must be supplied 
to the circuits that read from and write into 
memory, so that information stored is oper- 
ated on in synchronism withother data in the 
memory and in other parts of the computer, 

Substantial increases in speed can be 
obtained by designing the computer to per- 
form alloperations inparallel, For example, 
if a 40-bit machine with a serial representa- 
tion operated at a 1-mc rate, it would take a 
minimum of 40 microseconds to so much as 
transfer a number fromone place to another 
within the machine. If all operations were 
parallel, the number could be transferred in 
1 microsecond on 40 separate wires. In a 
serial-parallel machine, the 40-bit number 
could be divided into four groups of 10 bits 
eachandinonly 10 microseconds the number 
could be sent over four parallel wires. Here, 
the reduction of 75% in transmission time 
might represent a good engineering choice in 
the light of slower limiting times in other 
elements of the logic. There is no point in 
having any circuitry in a computer design 
that far out-races the rest of the system and 
then is idle most of the time. 

Transistorized digital modules that have 
operating speeds of up to 5, 10, and even 20- 
mc are currently available from manufactur- 
ers; in addition, 50-mc logic has been re- 
ported in the laboratory, Operating speeds 
of 5 mc or less are more common, however, 
since they fulfill most requirements and are 
less costly.    Integrated-circuit speeds of up 

to 10 mc are alsoavailablefor certain types 
of logic. 

4-4   DETERMINATION OF COMPUTER 
STORAGE CONFIGURATION 

4-4.1    SIZE OF COMPUTER PROGRAM 

Determination of the effect of program 
size on the storage configuration can start 
easily with the creation of a flow diagram. 
The flow diagram, similar to the block dia- 
gram used forpreliminary design andunder- 
standing of many types of equipment, is a 
means for visualizing the computer program 
by breakingit down into functional units that 
correspond to different sections of the 
problem. Ultimately the programmer will 
carry this fractionating process of the pro- 
gram itself down through the routines, the 
subroutines, the loops, and finally to the com- 
mands, the smallest elements of the program. 
A typical subroutine is the taking of a square 
root. A loop (alsocalled a cycle or iteration) 
consists of repetition of a group of instruc- 
tions in a routine. 

By starting with an example of a loop, 
the general form of a flow chart or diagram 
can be readily illustrated, Ref. 76, which 
should be consulted for additional informa- 
tion, describes a realistic example: that of 
determining the position of a ballistic mis- 
sile after each 10 seconds of flight along its 
trajectory, neglecting the effects of air re- 
sistance, etc. (see Chapter 2 of Ref. 104). 
In this example, at time t, the x and y com- 
ponents of position will be 

*,    =    V0xt. 

y.   - v0yt, - (1/2)9,* 

i 1, 2, 3, 

where VQX is the initial x component of the 
velocity and VQy is the initial y component. 
To be concrete, suppose that V0x = 2,000 
fps, V = 1,000 fps, and g = 32 ft/sec2. 
Then at timet,   (= 10 sec), x ,= 20,000 ft and 

y, = 10,000 -   1,600 = 8,400 ft 

At time t2 (= 20 sec),x2 =2,000 X 20 =40,000 
ft and 
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y2 
1,000 X 20 - 16 X 20^ = 13,600 ft 

Attimet3 (= 
ft and 

30 sec), x3 =2,000 X  30=60,000 

y 
1,000 X  30 -   16 X  302 = 15,600 ft 

and so forth. During such a computation, it 
is clear that the same formulas are used over 
again, each time increasingly by 10 sec. How- 
ever, the computation should stop when the 
missile hits the ground, i.e., when y. is zero. 
In the present case, Table 4-1 shows that this 
condition exists at a point in the interval be- 
tweent = 60 secand t = 70 sec. Computation 
in this loop is therefore stopped when t = 70 
sec, as shownby Fig. 4-9 -- the flow chart of 
the process. This flow chart employs the i 
notation, where t; ti represents the next time 
around and i + 1-* i means that for the next 
iterationthe old ith values are replaced with 
the new (i + l)th values. 

TABLE 4-1.    COMPUTATION O F THE 
TRAJECTORY OF A MISSILE. 

i *i 

1 10 20,000 8,400 
2 20 40,000 13,600 
3 30 60,000 15,600 
4 40 80,000 14,400 
5 50 100,000 10,000 
6 60 120,000 2,400 
7 70 140,000 -8,400 

With this illustrationit is seen that there 
are four basic ingredients to a recursion 
code: 

1. A set of instructions, called the iter- 
ation instructions, that are to be reused. 

2. Another set of instructions that modi- 
fies the original set each time around. 

READ IN THE INITIAL CONDITIONS 
V = 2,000 

V =1,000 
oy 
t.   =       10 

i = 1 

<JHZ> 

LETt   _   = t. +10 
I      l      i 

i.e. INCREASE t by 
'     <lfl sec 

COMPUTE x. = V. t. i        o „ i 
1   .2 

STORE    x. y. t. 

> < 

PRINT OUT 
t. ,x. ,y. 

STOP THE COMPUTER 
STOP THF COMPUTER 

Figure 4-9.    Flow chart for computation of missile trajectory. 
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3. A set of instructions, often called a 
tally, that determines when to exit, or break 
out of the loop, and appropriately notifies 
the computer. 

4. A set of instructionsthat sets up the 
initial conditions and starts the loop. 
In addition, a loop or recursion code often 
contains a set of instructions that resets the 
loop sothat it may be used again by the com- 
puter at some future time, A generalized 
loop can be indicated by the flow diagram of 
Fig.   4-10. 

Sometimesthe tally consists of instruc- 
tions for determining whether or not the re- 
sult of each iteration is smaller than some 
given number, as occurs often in function 
computations, At othertimes, the tally may 
just count the number of iterations until the 
desired number have been accomplished. 

Fig. 4-11 shows the flow diagram for in- 
structionmodification in aloop. Here along 
column of numbers was previously placed 
in consecutive memory addresses, the last 
of which is address 077. The same add in- 
struction is used for successive additions, 
but it is modified before each addition so as 
to add the contents of the next successive 
address to the partial sum eachtime around. 

Fig. 4-12 illustrates the use of loops 
within loops, as in the computation of sin x 
by means of the infinite series 

sin x  - x xT 

9 ! 
x3    i      X

5 X7     

3 !        5 ! "     7 !  '     9 ! 11« 
at intervals of 1/ 0 radian from 0 to ir/2, to 
eight decimal places. In the figure, loop A 
forms xn/n! by multiplying a partial product 
successively by x/P^. Loop B adds or sub- 
tracts this result to or from the partial sum 
and increases n by 2 until the partial sum 
becomes correct to eight significant figures. 
Loop C increases x by 0.01 and continues to 
compute the next value of sin x. 

A subroutine is a subcode that is written 
only once but may be used at different times 
and places during the computation of a pro- 
gram. Fig. 4-13 illustrates the simple case 
of two points from which the program can 
jump to the subroutine, through the A con- 
nectors, and return through the appropriate 
exit route via the B connectors. 

Construction of the complete flow dia- 
gram will identify the number of program 
steps (including any advisable accuracy 
checks) and willestablish the type of orders 
required for the computations. Throughout 
this process of refining the program there 
may be constant compromise between speed 
and accuracy, between serial and parallel op- 
eration, and between short-term (register) 
or intermediate (buffer)or long-term (mem- 
ory )storage requirements, each affecting the 
ultimate storage configuration, 

C=> Setup initial condition! 
(initiate* the loop) 

i + l rj> 

Modify the iteration 
for round   * + 1 

I 

Proceed with 
iteration t 

Tally: should the 
iteration continue, 
or is the process 

over7 

Continue 
iteration 

Exit 

Reset the loop 

T 
^ 

Figure 4- 10.   Flow chart of generalized loop. 
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(STARTS- 
INITIATE THE PROCESS: 

PUT THE FIRST NUMBER I N 
THE PARTIAL SUM CELL 

MODIFY THE ADD 
INSTRUCTION FOR 
THE NEXT NUMBER 

ADD THE NEXT 
NUMBER TO THE 

PARTIAL SUM 

077: \ 
[ADDRESS OF NUMBER 

JUST ADDED   J 

RESET ADD 
INSTRUCTION AMD 

STOP COMPUTER 

Figure 4-11.    Flow chart for instruction modification. 

QSTART)- LET x = 0 
SET n =1 AND THE CONTENTS 
OF "PARTIAL SUM TEMPORARY" 
CELL EQUAL TO 0 

C x. +0.01 k 

r<ZZ> 
C > 

_iD ( y;-j )    i p'«'p ) 
LOOP A -CUD 

|_^! 

CEp 

n~. 
> 

(\r\r\(\<v\r\(\K 

Figure 4- 12.    Flow chart of loops within loops. 
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(START) 

MAIN PROGRAM 

SET UP FIRST INITIAL CONDITION 
IN SUBROUTINE 

SET UP FIRST EXIT OF SUBROUTINE 
i.e., LET B=B 

MAIN PROGRAM CONTINUED 

SET UP SECOND INITIAL CONDITION 
IN SUBROUTINE 

r 

^t 

SET UP SECOND EXIT OF SUBROUTINE, 
i .e.,    LET B= B2 

MAIN PROGRAM CONTINUED 

J 

I 

Figure 4- 13.    Flow chart for setting up initial conditions and 
different exits of a subroutine. 
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4-4.2    CODING SYSTEM AND WORD 
LENGTH 

The actual assignment of an order to the 
computer for each step in the program is 
called coding. The finished code is a com- 
plete list of instructions, or orders, and their 
equivalent numbers, since ultimately the 
computer mechanism deals only with num- 
bers, Instructions and actual data quantities 
are indistinguishable from each other except 
by interpretation, The computer memorizes 
instructions and quantities as the contents of 
addresses in its memory. Instructions ex- 
plicitly involve only addresses and tell the 
computer what to do with the contents of these 
addresses. The structure of theprogram set 
up for the computer, the choice of a coding 
system to comniunicate with the computer, 
and the size of the word -- the string of binary 
digits -- that represent the storage capacity 
of each memory address are extensively in- 
terrelated. Some of the basic factors are 
briefly reviewed for their effect on computer 
storage configuration. 

In thedesign of a computer, the number 
of bits reserved for an address places an 
upper limit on the number of words in the 
addressable memory of the computer, If an 
address is denoted by n bits, no more than 
2" words can be contained in the addressable 

memory, In the choice of a coding system, 
a typical format for four types is as follows: 

43 bit word: 4 addresses of 9 bits, 1 in- 
struction of 6 bits, and 1 
sign bit, Memory 512 
words, max. 

43 bit word: 3 addresses of 12 bits, lin- 
struction of 6 bits, and 1 
sign bit. Memory 4096 
words, max, 

43 bit word: 2 addresses of 18 bits, 1 
instructionof 6 bits, and 1 
sign bit. Memory 262,144 
words, max. 

43 bit word: 1 address of 36 bits, 1 in- 
struction of 6 bits, and 1 
sign bit. Memory 68,719, 
476,736 words, max. 

Naturally, with two-address or one-address 
systems, shorter word lengths are common, 
with the lower limit largely determined by 
the numerical accuracy required in problem 
solution. 

In orderto describethe additional mem- 
ory elements required beyond those used in 
the computer memory for central storage 
(see Fig. 4-14),the functions of the comput- 
ing unit will be reviewed. This unit has two 
functions (see Fig.   3-15): 

INPUT NUMBERS • COMPUTER 
MEMORY 

EZ 
COMRlXmG UNIT 

»►OUTPUT  NUMBERS 

Figure 4-14.   Memory and computing unit. 

INPUT NUMBERS 
AND INSTRUCTIONS 

COMPUTER 
MEMORY 

un 
ARITHMETIC 

UNIT 

OUTPUT NUMBERS 

CON.TROL 

Figure 4- 15.   Arithmetic unit and control. 
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1. To obtain instructions from the mem- 
ory and interpret them (done by the control 
unit). 

2. To perform the actual operations 
(done by the arithmetic unit). 

The controlunit must perform two func- 
tions (ref. Fig.  4-16): 

1. Interpret the instructions    (done by 
the instruction decoder). 

2. Tell the arithmetic unit what to do 
(done by the control generator). 
After an instruction has been executed, the 
control generator produces signals that en- 
able the next instruction to go from the com- 
puter memory to the instruction decoder, 

As shown in Fig. 4- 17, the control gen- 
erator also commands the input-output se- 
lector, Through appropriate buffering mem- 
ory, this unit feeds input and output informa- 
tion to and from the main memory. 

Fig. 4-18 points out several other basic 
memory elements. When an arithmetic op- 
eration is performed, the result is formed 
in the accumulator (high-speed register 
memory) of the arithmetic unit. In order that 
the instructiondecoder may be able to refer 
to the current instruction during the time that 
control signals arebeing setup, theinstruc- 
tion (word)being executed is stored in a spe- 
cial memory  cell, the instruction register. 

INPUT NUMBERS 
AND INSTRUCTIONS 

COMPUTER 

MEMORY 

G 
OUTPUT NUMBERS 

ARITHMETIC 
UNIT 

CONTROL 
GENERATOR 

INSTRUCTION 
DECODER 

Figure 4- 16.   Instruction decoder and control generator. 
(Solid-headed arrows indicate information;   hollow- 

headed arrows indicate control signals.) 

INPUT 
UNIT 

INPUT 
UNIT 

INPUT 
UNIT 

COMPUTER 
MEMORY 

IN-OUT 
SELECTOR 

ARITHMETIC 
UNIT 

CONTROL 
GENERATOR 

«Q- 

LP 
OUTPUT 

UNIT 

OUTPUT 
UNIT 

OUTPUT 
UNIT 

INSTRUCTION 
DECODER 

Figure 4- 17.   Input and output functional units. 

4-26 



AMCP 706-329 

INPUT 
UNIT 

INPUT 
UNIT 

INPUT 
UNIT 

IN-OUT 
SELECTOR 

COMPUTER 
MEMORY 

ARITHMETIC 

UNIT 

I 1 
f ACCUMULATOR! 
I I 

CONTROL 
GENERATOR 

rC= 

OUTPUT 
UNIT 

c= 

OUTPUT 
UNIT 

OUTPUT 
UNIT 

INSTRUCTION 
DECODER 

'INSTRUCTION 
REGISTER 

CURRENT- 
ADDRESS 
REGISTER 

Figure 4- 18.   Accumulator, instruction register,  and current-address register. 

The current-address register usually con- 
tains the memory address from which the 
instructions being executed cameo This 
covers the situation where the address of the 
present instruction was given as part of the 
previous instruction, and the situationwhere- 
in the next instruction is the next higher (or 
otherwise related) address. 

In designing a digital computer, the en- 
gineer's first task can be considered to be 
that of choosing the proper coding and pro- 
gramming system for the purpose at hand. 
The logical design of the computer circuitry 
follows. The electronic design, which would 
include the design of the memory configura- 
tion, constitutes the third step. Various parts 
of a large program can be stored in a rela- 
tively slow memory system-- such as a mag- 
netic tape or drum -- and then transmitted to 
a high-speed   (and high-cost) memory when 

the actual computations in this part of the 
program are to occur, Another factor tend- 
ing to hold down the size of the main memory 
system evolves fromthe skill of the program- 
mer; for example, his ability to use tempo- 
rary storage for intermediate results that, 
once computed, are not used again in the pro- 
blem -- thus requiring the main memory to 
store only permanent or constant numbers. 

Therelative speeds of common types of 
digital memories are listed in Table 4-2. 

Unfortunately, throughout the digital 
computer literature, the reader will be called 
upon to distinguish between instruction code 
and machine language code, In the digital 
machine language codes, the yes-no bits can 
be associated in many ways to represent 
characters in machine language. Consider, 
for example, the following five machine lan- 
guage codes: 
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TABLE 4-2.    ORDER OF MAGNITUDE OF MEMORY ACCESS TIME its 

Memory System 

Magnetic Tape 

Access Time 

5 msec, plus time to position tape 

Magnetic Drum 10 msec to 1 sec 

Acoustic Delay Line 50 psec to 50 msec 

Magnetic Core 500ns* to 50 jusec 

Diode Capacitor 1 jusec 

Flip-flop Register lOns-  to 10 jusec 

- ns - = nanosecond = = 10-9 sec 

Machine Language Code Binary Notation Decimal Number 

Natural Binary Code 

Natural Binary Decimal Code 

Excess Three Binary Decimal 
Code (X53) 

Odd Parity NBDC 

Odd Parity X53 

101011011 

0011    0100   0111 

0110   0111    1010 

10011   00100   00111 

10110   00111    11010 

(347) 

(347) 

(347) 

(347) 

(347) 

The naturalbinary decimal code is easier to 
translate from human language, but sacri- 
fices the efficiency of natural binary arith- 
metic. TheX53 code has the advantages of 
simple translation plus easier arithmetic, 
the fact that a digit and its 9's complement 
are complementary, and the fact that no de- 
cimal digit including zero is coded as 0000. 
The two parity checking codes provide a 
means ofprotecting againstthe loss of pick- 
up of a single bit, The extraparity bit is used 
to adjust the total number of l's in each bin- 

arydecimal bit to be - in these cases - odd. 
(Even, however, can be used.) 

It should be noted that there are billions 
of possible character codes. These'are re- 
presentative samples only, 

The choice of how many characters will 
make up a machine word, or whether the com- 
puter will handle only fixed word lengths or 
variable word lengths will be another multi- 
plying factor in determiningthe overall stor- 
age configuration. 
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4-4.3    SUBROUTINES, REQUIREMENTS 
FOR TEMPORARY STORAGE 

the total  computer   storage   configuration to 
be determined. 

Once the number of words of input and 
output data havebeen determined as required 
by theprogram, and anecessary coding sys- 
tem for the machine language has been set, 
an examination of the subroutines will do two 
things : 

1. Reduce the absolute size required of 
storage capacity, by eliminating the memo- 
rizing of tables whenever anumerical approx- 
imation is more economical. 

2. Achieve reduced but sufficient mem- 
ory space to provide storage locations for 
intermediate results and constants used in 
calculations. 

4-4.4    DATA STORAGE REQUIREMENTS 

The necessity to store standard trajec- 
tory data within the computer for reference 
as required can be considered to be a nom- 
inal requirement for the solution of a fire 
control problem. An examination of the mag- 
nitude of thistype of requirement willenable 

4-4.5    EXAMPLE OF FADAC MEMORY 

The FADAC* general-purpose transis- 
torized digital computer operates serial by 
bit, parallel by function, and allows 12,800 
one-wordexecute (add, subtract, etc.)opera- 
tions per second, The wordlength is 33 bin- 
arydigits, including parity bit, sign bit, and 
31 binary digits for absolute numerical value. 

The memory is a rotating magnetic disc, 
6000 rpm nominal, Storage totals 4096 
words, 32 channels of 128 words each. 28 
channels are permanent storage (readonly) 
and 4 channels are for working storage, 
There are two 16-word high-speed loops for 
rapid access, five 1-wordregisters for arith- 
metic operations and control, andone 2-word 
register for output display- information stor- 
age, The functional diagram of the FADAC 
System appears in Fig= 4-19, in which the 
memory elements are identified. 

INPUT 

PAPER TAPE 
MAGNETIC TAPE 
CONTROL PANEL 
OTHER FADAC's 

CONTROL UNIT 

INSTRUCTION 
I REGISTER 

t 
AKI1 HMh 1IC UNI 1 

A:   ACCUMULATOR 
L:   LOWER ACCUMULATOR 
N:  NUMBER REGISTER 

OUTPUT 

PAPER TAPE 
MAGNETIC TAPE 
CONTROL PANEL DISPLAYS 
EXTERNAL LINES 
OTHER FADAC's 

i i 

MEMORY 

MAIN MEMORY 
RANDQ:   RAPID ACCESS 
D                  DISPLAY REGIS" 

LOOPS 
rER 

Figure 4-19.    Functional diagram of FADAC system. 

*   Abbreviation for Field Artillery Digital Automatic Computer; sec par.   1-3.4 of Ref.    104 for background information relating to 
FADAC. 
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4-5   FLEXIBILITY REQUIREMENTS 

4-5.1    SPECIAL-PURPOSE VERSUS 
GENERAL-PURPOSE COMPUTERS 

The general-pur pose computer usually 
has a large number of input and output chan- 
nels, and these channels may each consist 
of a number of bits in parallel rather than a 
single bito   Such a computer generally has a 

storage capacity of many thousands of com- 
puter words, and the various  input,  output, 
andmemorydevices are allaccessible to the 
programmer through instructions that enable 
himto selectwhatever device he needs next. 
In addition to the basic instructions — add, 
subtract, multiply and divide _ many others 

will be available, such as, for example: 
Jump - Specifies the location of the next 

instructionand directs the com- 
puter thereto. 

Shift right - In the case of binary numbers, 
(or left)      this is a shift to the right   (or 

left) of the number of bit posi- 
tions   specified in the  instruc- 
tions and effectively multiplies 
the   number   by    2"n,   (or   2n), 
where   n is  the number of bit 
positions   shifted,     Those   bits 
that run off the right-hand  end 
of theword are discarded; those 
added to the left are zeros. 

Transfer -   To   transmit,    transport,     ex- 
change,   read, record,   store or 
write data — whatever the com- 
puter operation that is next re- 
quired. 

These instructions  form the computer "re- 
pertoire" andprovide the programming flex- 
ibility required for  different types of prob- 
lems.   As a rule, the larger the repertoire, 
the  easier the programming task.    For ex- 
ample, if a computing machine has a "multi- 
ply"  instruction,   it  can be  stated  directly. 
Otherwise, successive additions must be pro- 
grammed — generally by iteration, 

Further, general-purpose machines may 
have instructions with two, three,or four ad- 
dresses, in turn requiring logic for as many 
as four accesses to memory for a single or- 
der, A typical order for a four- address ma- 
chinemight be "divide the operand from ad- 
dress A by the operand from address B, 
store the quotient in address C, leave the re- 

mainder  in the  accumulator,   and obey next 
the instruction in storage location E", 

Special-purpose computers may have the 
largerpart of their programs built-in, liter- 
ally soldered in place, but the sacrifice in 
flexibility will almost always yield a substan- 
tial increase in speed., Designed to solve only 
one problem, or to perform relatively few 
types of calculations, the special-purpose 
computer needs    very  little    capability for 
"talking" with the operator, At the same 
time, it may require laborious reconstruc- 
tion when its mission changes. The general- 
purpose machine, faced with a shift in duty, 
would require only modification of the infor- 
mation in its memory, This would be a- 
chieved by preparing anew set of instructions 
and reading these into the memorv, 

4-5.2    CHOICE OF BUILT-IN COMPUTER 
OPERATIONS 

As mentioned previously, the basic op- 
erations are only addition, subtraction, and 
detection of the sign of a quantity, together 
with operations of transfer to and from stor- 
age, input, and output. While it is conceivable 
that problems could be programmed using 
only these basic operations, such a computer 
would be most inflexible and difficult to pro- 
gram. At the veryleast, such operations as 
multiplication, division, and decision as to 
which of two quantities is the larger would 
be programmed as built-in operations. Fur- 
ther elaboration is not generally wired in 
place, but programmed as a permanent sub- 
routine, Operations of this type commonly 
include integration, interpolation, and func- 
tion-generating equations. 

A special-purpose computer, by defini- 
tion, has all operations built in„ Provision 
for minor adaptations, however, is usually 
necessary, and there is asequence of major 
and subroutines as in the general-purpose 
computer. 

In anattempt to ease the burden of pro- 
gramming, general-purpose computers have 
been provided with elaborate programming 
schemes that permit English-language in- 
structions and in some cases, the entering of 
equations in almosttheoriginalmathematical 
form. 
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4- 5.3    CHOICE OF PROGRAMMING 
SYSTEMS 

In the case of external programming, 
each operation required of the computer is 
under the control of some external device. 
In the simple case of a punched card program, 
the computer "senses" a new card for each 
operation, Changing the program requires 
only a new arrangement of punched cards. 
However, the degree of sophistication avail- 
able with an external program alone is rather 
narrow. For example, take the unattractive 
case of punchingenough cards to allow an i- 
terative process whose duration cannot be 
predicted in advance. Secondly, consider the 
dilemma that exists when the program re- 
quires one branching operation if a number 
happens to be positive and another branching 
operation if a number happens to be negative. 

A so-calledplugged-program can be in- 
stituted through the use of a plugboard con- 
trol panel. With a plugboard, the actual phy- 
sical wiring of the computer is changed for 
each new set of computations. To minimize 
error and to speed the changeover, whole 
plugboards can be interchanged. In general, 
practical physical limitations place a maxi- 
mum of about 100 steps that can be contained 
before the mass of wires becomes unwieldy, 
although there is no theoretical limit as to 
how far the designer might go. 

A fully stored-programcomputer stores 
instructions and data interchangeably» There 
is a list of instructions a given computer can 
perform and these can be combined and se- 
quencedby the programmer for a wide range 
of operations. The computer may perform 
arithmetic and other operations on instruc- 
tions in the program as well as on items of 
data. 

In programming, it is often desirable to 
be able to prepare a program in a "problem- 
oriented" or "user's" language instead of 
directly in machine language. This can be 
accomplished through the aid of a "compiler" 
program, or translator program, designed 
for a particular class of problems. For en- 
gineering and scientific work, FORTRAN is 
one of the most widely used compiler langu- 
ages. FORTRAN stands for FORmula 
TRANslation.   y7~" 

The manner in which a compiler program 
can be  used to solve trajectory equations is 

illustrated in Fig„ 4-20. In this case, the 
mathematical problem is set up in a special 
form and then fed to an off-line support com- 
puter that solves the problem and ultimately 
produces either amagnetictape or aperfor- 
ated Mylar tape that contains the required 
coordinate data in fire control, computer lan- 
guage, This output tape is loaded into the 
memory of the fire control computer for sub- 
sequent processing, 

The basic steps in the overall program- 
mingprocess (seeFig. 4-20)canbe described 
briefly as follows: 

1. The programmer prepares a flow 
chart that outlines the steps to be executed 
in the solution of the given problem. As a 
rule, the more complex the problem, the 
more detailed the flow chart. Careful ana- 
lysis of the flow chart afterit has been pre- 
pared by the programmer can be undertaken 
by the fire control computer designer to 
check for conformance to system require- 
ments. 

2. The program is thenwritten in com- 
piler language on a standard coding sheet. 
Each line on the coding sheet represents a 
single compiler statement. The format on 
the coding sheet varies with the type of com- 
piler. 

3. A punchedcard is prepared for each 
compiler statement. When all the cards are 
punched, they are put together in sequence — 
thereby comprising the basic "source" pro- 
gram. (This assembly of cards is called the 
"source deck".) 

4. Control cards, peculiar to the sup- 
port computer, are added to the source deck. 
These cards tell the support computer what 
operations to perform, where to store cer- 
tain information, what type of output to gen- 
erate, and other control information. Data 
cards (e.g., constants) may be added to the 
source deck, or may actually be entered as 
part of the source deck. 

5. The punched-card program is read 
intothe support-computer memory by means 
of a high-speed card reader. The compiler 
program and other computer routines are 
usually stored on magnetic library tapes that 
are mounted at different tape stations in the 
computer room. When the support computer 
is operated, the sourceprogram is translated 
and assembled into machine language to ob- 
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Figure 4-20.    The basic programming process. 

tain the "object "pro gram, which is then pro- 
cessed to produce the desired output —gen- 
erally in the form of either a magnetic tape 
o r a perforated Mylartape. An output listing 
is provided on a high-speed printer so that 
the designer can evaluate the program and 
any compiler-generated error messages. 

Fig. 4-21 illustrates a simple program 
that was written in FORTRAN compiler lan- 
guage and processed on an RCA 301 support 
computer. The prime objective is to solve 
the equation 

y =x2 + 0.0008356 

for different values of x under the following 
conditions : 

a. The values of x are pre-punched in 
Columns 1 to 10 on 80-column cardsand are 
floating-point numbers. 

b. The number of data cards is un- 
known, but it is known that x will never be 
greater than 9999.0. (A. special card is pro- 
videdthathas a value of x>9999.0 to indicate 
the last card in the series.) 
A secondary objective is to point out the 
values  of x and y and the   card  count on the 

support-computer output listing. (See Table 
4-3 for an explanation of the various FOR- 
TRAN compiler statements that appear in 
Fig. 4-21.) 

4-6  COMPUTER  TYPES 

4-6.1    SYNCHRONOUS   AND 
ASYNCHRONOUS 

Most digital computers are synchronized 
by means of clockpulses as abasicmeans of 
timing all the activity in the system. Clock- 
pulse signals delivered to every flip-flop i- 
dentify bit times and are used to keep infor- 
mation being written into and read out of 
memory in synchronism with other data in 
the memory and in other parts of the com- 
puter. In addition, appropriate pulses con- 
trol all the transfer and exchange of infor- 
mation throughout the machine. A computer 
slaved to a clock is known as a synchronous 
machine. 

Clock frequencies may be generated by 
a crystal oscillator, with subfrequencies 
scaled down through frequency dividers, or 
the basic pulses may be generated by a mul- 
tivibrator,.   Other repetitive sources such as 
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Figure 4-21.    An illustrative FORTRAN program,   (sheet 2 of 2) 

4-34 



AMCP 706-329 

TABLE 4-3.    INTERPRETATION OF THE FORTRAN 
COMPILER STATEMENTS IN FIG. 4-21. 

KK=0 

This equation sets the card count equal to zero. Since the card count is a positive 
integer (whole number), an integer variable was selected. In FORTRAN,a variable 
may be written with up to six alphanumeric characters, the first character being a 
letter. Integer variable names must':: begin with an I,J,K,L,M, or N. Ked-variable 
names can begin with any other letter of the alphabet. There can be only one vari- 
able on the left-hand side of the equation. 

101 FORMAT (F10.0) 

A FORMAT statementis usedin conjunction with a card READ statement to specify 
the type and arrangement of the data field to be entered as input. In this case, 101 
is the statement address or number, and F10.0 states that the input is a floating- 
point variable of 10 digits, with no digits to the right of the decimal point. (F 
specifies floating point, 10 specifies a 10-digit width, and .0 specifies zero digits 
to the right of the decimal point.) If an input card has a decimal point, it takes 
precedence over the F0RMAT statement. Capital "oh's" are slashed to distinguish 
them from zeros. Also, parentheses are required around the variable identifier 
F10.0. 

102 READ 101,EX 

This statement is used to read in a data card that contains a real variable labeled 
EX. The 102 isthe address associated with the READ Statement, 101 is the address 
of the associated FORMAT statement, and EX is the variable name arbitrarily 
assigned to x. 

KK=KK+1 

This statement updates the card count by a unit of one. 

WIIY=EX**2+835.6E-6 

This statement sets up the equation 

y =x2 + 0.0008356 

The variable y is represented by the symbolic WHY, xis represented by EX, a 
double asteriskdenotes anexponential, and E-6 isthe sameas 10"° so that 0.0008356 
can be represented as 835.6xl0~"=835.6E-6. 

*The word "must" as used here means that the statement is a rule of FORTRAN. 
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TABLE 4-3.   INTERPRETATION OF THE FORTRAN 
COMPILER STATEMENTS IN FIG. 4-21.    (cont.) 

103 FORMAT (E15.8,  10X, F10.5,   10X, 110) 

This FORMAT statement is used in conjunction with a PRINT statement to specify 
the type and arrangement of the data field to be outputted. The 103 is the address 
associated with the F0RMAT statement; E15.8 specifies that the first output will 
be an exponential of upto 15 characters, with eight digits to the right of the decimal 
point; 10X means "to skip 10 spaces" on the same line; F10.5 means that the se- 
cond output will be a floating-point number, with five digits to the right of the deci- 
mal point; 10X means "to skip 10 spaces" on the same line; and, finally, 110 spec- 
ifies that the third output will contain an integer with up to 10 digits. 

PRINT 103, EX, WHY, KK 

This statement results in the printing of the variables identified in the preceding 
FORMAT statement (address 103). The first output to be printed is x; the second 
output on the same line is y;   and thethird output on the sameline is the card count. 

IF (EX-9999.0)    102, 102, 104 

This is an arithmetic IF statement that states that "if x minus 9999.0 results in a 
minus value, branch to address 102; if x minus 9999.0 results in a zero value, branch 
to address 102; and, if x minus 9999.0 results in apositive value, branch to address 
104. In essence, this means that "ifx= 9999.0, read in another data card, if x> 
9999.0,   stop the program." 

104 STOP 

This statement is used to stop the machine for operator action. 

END 

The last statement in a FORTRAN source program must be an END statement. It 
signals the compiler that the work of translation is completed. (Remember, the 
entire source program is read into the support-computer memory, compiled, and 
then executed.) 

*DATA 

This statement identifies the following cards as data cards. 
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a timingtrack on amagnetic memory device 
can be used. When a magnetic drum is em- 
ployed as a storage element, the timingtrack 
employed as the lock generator provides an 
ideal means of synchronizing the mechanical 
and electronic elements to each other, Care 
must be exercised that at the time of start- 
up the basic frequencies throughout the ma- 
chine are in phase or in synchronism. 

A synchronous machine has the advan- 
tage that registers may be cleared on a re- 
petitive cycle, each operation takes a known 
length of time, and random noise pulses are 
discriminated against, As a consequence, 
most computers are basically synchronous, 
For an example of asynchronous operation, 
consider such a simple device as a counter 
fed by a shaft-driven pulse generator. Such 
a device is asynchronous since pulses are 
generated at random intervals, depending on 
the rotation of the shaft. 

There is a larger cycle in asynchronous 
computer that encompasses the time required 
to complete an addition and transfer the re- 
sult to storage, This add time is commonly 
2 to 20 clock pulses, depending on the logical 
design, 

Often, synchronous computers are re- 
quired to operate with asynchronous data in- 
puts. Toaccomplish this, the input data are 
held in a register until suchtime as the com- 
puter cycle can accept them. 

chieved by computing at speeds appropriate 
to the dynamics of each stage of computation. 

The logic at the inputs is made capable 
of following rapidly varying phenomena. The 
logic involved in the majority of mixing and 
output computations takes advantage of the 
smoothing inherent in integrations at the in- 
put. 

4-6.3   OPERATIONAL COMPUTERS 

Operational computers employ a separ- 
ate computing element for each mathematical 
operation in the problem. They are exceed- 
ingly fast since equipment need not be time- 
shared between operations, By the same 
token, operational computers are wasteful c£ 
equipment, and are thus used only for rela- 
tively simple problems — forexample, simple 
counters or integrators. While whole-trans- 
fer logic may be employed, incremental op- 
eration is more often encountered, 

An operational computer employing in- 
cremental logic, and capable of being pro- 
grammed for avariety of mathematical pro- 
blems, is known as a digital differential an- 
alyzer. This class of computer is sufficient- 
lyimportant to the fire control field to form 
the subject of a separate chapter (seeChapter 
5). 

4-6.2   WHOLE-TKANSFER AND INCRE- 
MENTAL COMPUTERS 

4-6.4    COMPUTERS AS SERVO ELEMENTS 

While most digital computers operate on 
whole numbers, extremely useful special- 
purpose computers may employ the technique 
of counting increments to obtain a rapid re- 
presentationof an answer, Incremental com- 
puters perform computations by a series of 
updating operations, This approach is parti- 
cularly useful for applications where a con- 
tinuous output solution is required for con- 
tinuously varying input parameters, and 
where conventional electronic or electrome- 
chanical means do not provide the requisite 
zeroing precision. Incremental computers 
have often been described as hybrid since 
they operate like analog computing systems 
with digital-computer accuracy. A substan- 
tial saving in computer hardware can be a- 

Special-purpose computer logic can be 
made to operate as the correction-comput- 
ing element of a servo if the input to the servo 
or the feedback element (or both) is digital, 
In a manner comparable to conventional ana- 
log servos, the computer subtracts the out- 
put from the input to obtain the error, and 
may also be programmed with the expres- 
sions for the filter networks required to sta- 
bilize the servo. At some point in the circuit, 
digital-to-analogconversionof the error sig- 
nal is provided. The converter may be quite 
rudimentary — as, for example, athree-posi- 
tion relay —but in order to reduce the ten- 
dency to oscillate, several steps are usually 
provided so as to form a quasi-proportional 
system (see Fig. 4-22). 
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Figure 4-22.    Typical digital servo. 

4-7 TYPICAL DIGITAL COMPUTER 

The description below of a typical com- 
puter, which starts with the main storage 
(memory unit) and works through to the con- 
trol unit - based on the functional block dia- 
gram of Fig. 4-23, is a modified condensa- 
tion of pertinent portions of Chapter 11 of Ref. 
4. For a more complete discussion, the read- 
er shouldconsult this referenced source. It 
should be noted that the terminology used is 
merely that employed by the source and is 
not universally accepted in describing all 
computers. Any specific machine may have 
more or fewer registers than discussedhere, 
but the basic concepts discussed apply to all 
types, 

As a rule, main storage devices are not 
satisfactory for the temporary storage of 
numbers undergoing arithmetic operations 
or controlling the sequence of operations. 
Three storage registers, each adapted for 
speed and capacity, are used for storing num- 
bers that enter into the computations. 

The  first storage  register,   the S-reg- 
ister, serves the primary function of storing 

themultiplicand (or divisor) so that it is not 
necessary to referrepeatedly to main storage 
during multiplication or division, Numbers 
are transferred from themain storage to the 
S-register over a set of parallel wires, one 
for each binary digit, 

The second register, the accumulator, 
is used for binary addition or subtraction,, 
The third register, called the multiplier- 
quotient or M-Q register, is used for storing 
the multiplier during the multiplication or 
the quotient during division, 

For addition and subtraction, numbers 
are taken from appropriate locations in the 
main storage and sent to the accumulator, 
They are sentthroughthe S-registerbecause 
this path is needed anyway for other purposes, 
For multiplication, it isnecessary as afirst 
step to cause the multiplier to be transmitted 
from the main storage to the M-Q register. 
The accumulator and IVf-Q register are both 
capable of shifting the numbers in them to 
right orleft. Then, at the start of the actual 
multiplication process, the multiplicand is 
obtained from the main storage and placed in 
the S-register to be added in over-and-over 
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Figure 4-23.    Typical arrangement for a stored-program computer. 

fashion in the accumulator, which shifts to 
the right one step after each addition. As the 
product is built up, it is shifted into M-Q reg- 
ister, At the conclusion of the multiplication 
process, the double-length product is stored 
with its high-order digits in the accumulator 
and its low-order digits in the M-Q register. 
If it is desired to retain the entire product, 
two storage locations in the main storage are 
required and two program steps are used to 
transfer it from the two registers. Division 
is substantiallythe reverse of multiplication. 
The dividend is placed in the accumulator (or 
the accumulator and the M-Q register if a 
double-length dividend is required) and the 
divisor is stored in the S-register. As the 
division process proceeds, the digits in the 
accumulator are shifted to the left, with the 
result that the final remainder appears in the 
accumulator and the quotient in the M-Q reg- 
ister. In Fig. 4-2 3, all paths used forthe data 
and results are indicated by solid lines, 

The problem isnow to control the trans- 
mission of databetween the main storage and 
the three registers in the arithmetic portion 
of the machine. This function is to be accom- 
plished through the use ofnumbers represen- 
tingprogram steps, and these numbers are to 

be stored in the main storage along with the 
numbers representing data. The instruction 
counter, the operation-address register, and 
the control circuits are the major units that 
are employed for accomplishingthis purpose. 

The instruction counter has two func- 
tions, First, it keeps track of the program 
step that the computer is executing at any 
given time, Normally, apulse is sent to the 
instruction counter at the conclusion of each 
arithmetic operationto step it up by one count; 
for alteringor repeating aprogram, however, 
the contentsof the address part of the oper- 
ation-address register may be transferred to 
the instruction counter to replace the number 
there, The second purpose of the instruction 
counter is to control the storage-selection 
circuits when a number representing a pro- 
gram step is being sensed in the main stor- 
age. The paths to and from the instruction 
counter are indicated in Fig. 4-23 by dotted 
lines, as are all of the paths that transmit in- 
formation pertaining to the control or pro- 
gramming of the computer, 

Before describing the function of the op- 
eration-address register, the meaning of the 
term "address" must be explained, In its 
narrowest  sense, an "address" is a number 
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that represents a storagelocation in the main 
storage, Usually, each location is assigned 
one of a series of consecutive numbers from 
zero to the storage capacity of machine. 
Then, when an address is sent to the storage- 
selection circuits, access is gained to the 
storage locationrepresented by that address. 
By this definition, the number in the instruc- 
tion counter is more than an abstractnumber 
used for counting program steps; rather, it 
is an address also, because itprescribes the 
storagelocation fromwhich anumber repre- 
senting the program step is to be taken. An 
address can be used to designate other things. 
For example, it is used to specify the desired 
input or output mechanism when sending in- 
formation to or from the computer, Also, 
the address specifies the number of shifting 
steps that are to takeplace in a shift opera- 
tion. 

The operation-address register is used 
for storing the "instruction", which has been 
previously referred to as the number that 
represents the program step» An instruction 
consists of two parts, known as the operation 
part and the address part. The operationpart 
specifies the operation to be performed, 
which may be an arithmetic operation such 
as add or multiply, or which may be any one 
of a long list of other operations such as the • 
transfer of a number from one place to an- 
other or the causing of a magnetic tape unit 
to rewind, This part of the instruction causes 
the computer to perform the indicated oper- 
ation by means of control circuits. As the 
name implies, the address part of the instruc- 
tion specifies the addresses of the operands 
when the mainstorage is involved or the in- 
put-outüut device, the number of shifts, and 
so on, as the case may be in other types of 
operations. Incidentally, the address part of 
the register is a counter as well as aregister 
and is used for keeping track of the shifts in 
a shift instruction, or during a multiplication 
or a division, 

During operation, the computer altern- 
ately comes under the control of the instruc- 
tion counter and the operation-address reg- 
ister, To visualize the sequencing of the 
computer functions, assume that the program 
is initially stored in themain storage with at 
least the first few instructions in the lowest 
numbered addresses, The various items of 
data may be at any desired addresses.  If the 

instruction counter is initially at zero, the 
control circuits first cause the instruction at 
address zeroto be takenfrom the main stor- 
age and sent to the operation-address regis- 
ter. (Thefactthat the path is through the S- 
register is incidental.) Normally, the in- 
struction is rewritten at address zero sothat 
it may be used again. The computer then 
performs the operation indicated by the digits 
in the operationpart of the address register, 
Upon completion of the first operation, con- 
trol is returned to the instruction counter, 
which has in the meantime been stepped from 
zero to one, The instruction at address one 
is now causedto be sent from themain stor- 
age to the operation-address register, after 
which the second instruction is executed 
under control of this register, and so on. In 
other words, each program step consists of 
two parts: (1) the securing of the instruc- 
tion and (2) the execution ofthe instruction. 
Reference to the main storage may be made 
during each part; in(l) the storage-selection 
circuits are under the control of the instruc- 
tion counter, while in (2) they are under the 
control of the address part ofthe operation- 
address register, 

Thebasic problem of altering aprogram 
or repeating portions of it is solved in the 
stored-program computer ' by a "jump" 
(sometimes given other terms such as 
"branch" or "transfer") instruction. The 
jump instruction causes the address part of 
the instruction, which is in the operation- 
address register, to be sent to the program 
counter to replace the number there. The 
result isthat the uniform sequence of addres- 
ses from which instructions are obtained is 
terminated, and ajump is madeto some other 
address, Then, because the program counter 
receivedone pulse to be counted for each pro- 
gram step, the selection of instructions from 
sequentiallynumbered addresses is resumed 
at the new address and is continued until an- 
other jump instruction is encountered. 

A second important feature of the in- 
structions in a stored-program computer is 
that they are indistinguishable from the data, 
The programmer must keeptrack of which is 
which. Occasionally a certain amount of con- 
fusion results, but it is useful to be able to 
perform arithmetic operations on instruc- 
tions. The addition or subtraction of a con- 
stant from the address part of an instruction 
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is an operation that is performed frequently 
when using subprograms. Another example 
of the usefulness of the feature is in the stor- 
age oftables when the arguments form auni- 
form sequence. To find the address of the 
value corresponding to any given argument, 
it is sufficient to perform a simple compu- 
tation on the argument and then use the re- 
sult as the address part of an appropriate 
instruction. A time-consuming searching 
process is thereby avoided, 

The input and output devices are shown 
connected through the M-Q register in Fig. 
4-23. That the M-Q register is used in this 
way is incidental; it just happens to be con- 
venient, However, some temporary storage 
of some sort is usually needed between the 
input and output devices and themain storage 
because the various units are not synchro- 
nized with one another, When an instruction 
calls for a number to be sent from main stor- 
age to an output device, for example, the out- 
put device may not at that particular instant 
be prepared to accept it, Then when the out- 
put device is ready to accept the number, the 
timing in the arithmetic part of the computer 
may not be at the right point for trans miss ion. 
Another factor, which is probably even more 
compelling is the fact that the form of the 
number may be different in the two places, 
Both the timing and the change-of-form pro- 
blems can be solvedthrough the use of "buf- 
fer" storage, as it is sometimes called, 

Theobjective to be accomplished by the 
control circuits in a stored-program com- 
puter is the causing of all the individual units 
of the computer to perform in such amanner 
that theinstructions in the main storage are 
sensed in the proper sequence and executed. 
Ingeneral, the units are controlled by send- 
ing pulses to them over a set of wires that 
may be called "command lines", Each com- 
mand line is for a specific purpose, such as 
transferring a number from one register to 
another, shifting the number in a register, 
resetting a flip-flop, or any one of a multi- 
tude of other functions, Usually, it isneces- 
sary to send pulses, appropriately sequenced 
intime, over several different commandlines 
to execute any one instruction, The circuit 
arrangement to be used in any given case for 
distributing the control pulses on the com- 
mand lines depends in large measure on the 
organization of the computer as a whole, and 

in existing machines great variations will be 
found when comparing one computer with an- 
other. 

For information on actual computer sys- 
tem design using transfer equations, the 
reader is referred to Ref. 100. For infor- 
mation on the detailed design of control cir- 
cuits, counters, and other types of computer 
networks, the reader is referredto Ref. 101. 

4-8   LOGICAL DESIGN 

The logical design of a digital computer 
refers to the design of switching networks 
that can perform the mathematical operations 
desired. These operations, reduced to their 
essentials, are made up of a few basic logi- 
cal propositions, Forthis reason, the alge- 
bra of symbolic logic —termed Boolean al- 
gebra— is the basic tool of the designer of 
logical systems. The specific application of 
Boolean algebra to switching networks is 
known as switching algebra. For more com- 
plete discussions of Boolean algebra and its 
applications, see Refs. 3, 8, 9, 10, 11, 79, and 
87, 

One point should be clearly understood 
with regard to the use of Boolean algebra; 
namely, it leads to a minimal number of logic 
elements, but not necessarily to the "best" 
circuit design in terms of operating perfor- 
mance. What the algebra does provide is a 
convenient means of representing a switching 
circuit without drawingthe circuit. Also, and 
probably more important, is the fact that it 
provides a means for quickly finding a multi- 
tude of different circuits that will perform 
any desired switching function, With a little 
practice, the circuit designer can thereby 
possess apowerful tool to aid him in finding 
a "good" circuit, even though it may not be 
the "best" one. 

The subject of logical design of digital 
computers is much too complex a subject to 
cover with any degree of thoroughness here, 
For such coverage, the reader should con- 
sult Refs, 4 and 77 through 86. Certain of 
these references merit particular note, as 
follows. 

Ref. 79 is concerned primarily with re- 
lay switching but gives a good treatment of 
switching algebra and covers some electronic 
switching applications. Ref. 80 is a more 
recent book that gives a thorough coverage 
of up-to-date switching theory applications. 
This   covers    switching  algebra,    switching 
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components, the various minimization meth- 
ods, and many of the design criteria concern- 
ing both contact networks and electronic 
switching circuits. It also has a very good 
treatment of the synthesis of sequential cir- 
cuits, including pulsed sequential circuits. 
Ref. 81 covers switching algebra and the sim- 
plification of logical functions, but goes much 
further into the actual logical design of digital 
computers. It covers the derivation and man- 
ipulation of the logical equations for memory 
elements, input-output equipment, arithmetic 
units, and control units. Ref. 4 is concerned 
more with actual circuitry than with the de- 
rivation and manipulation of the logical al- 
gebraic equations, Ref. 86 goes into some 
details of actual  digital computer circuitry. 

The paragraphs which follow cover very 
briefly some of the concepts of switching al- 
gebra and their application to logical design. 
Although the switching-theory applications 
are illustrated intermsof relay-contact net- 
works, it should be noted that switching al- 
gebra can be applied to electronic switching 
networks as well, 

In a digital computer, an element of a 
complete circuit of elements may have either 
one of two values, For example, the output 
of an electronic circuit may be a voltage that 
is either high or low, Also, the output of a 
relay contact network may be the presence or 
absence of a connection toground. Thus, a 
switching variable can represent either the 
variationof aparticular element of a switch- 
ing system,or it canrepresent the resultant 
variation produced by a group of elements, 
It is convenientto assign values to the switch- 
ing variable, represented by the digits 0 and 
1. The digit 0 could represent either a closed 
circuit or an open circuit, a high voltage or 
a low voltage; and vice versa for the digit 1. 
(It does not really matter which assignment 
is made, as long as one is consistent,) A 
prime indicates the inverse. 

Table 4-4 is alist ofpostulates andthe- 
orems of switching algebra. Most of the pos- 
tulates and theorems have dual forms that 
are statedtogether. Theprinciple of duality 
is that anyexpression in switching logic can 
be converted to its dual by interchanging both 
the digits 0 and 1 and the operations add and 
multiply. 

Note that postulate 2' does not corres- 
pond to the rules of ordinary algebra*   One 

will notice that (x + x) is equal to x and that 
(x) (x) is equal to x, both of which are unex- 
pected results, It is obvious then that the 
addition and multiplication symbols used in 
switching algebra are not quite those that are 
used in ordinary algebra. 

Consider, for a moment, simple contact 
networks such as those obtained when using 
relay switching networks and let the digit 0 
be the value of an open circuit and the digit 
lbe that of a closed circuit. Furthermore, 
assign the contacts of each relay involved a 
capital letter -denoting, for example, the 
contacts of one relay by the capital letter A 
for allcontacts on that relay that are norm- 
ally open and A' for all contacts on that re- 
lay that are normally closed. Then an ex- 
pression can be written for the transmission 
of a contact network in terms of the letters 
representing the contacts on the various re- 
lays involved in the network. This is illus- 
tratedin Fig. 4-24which showsthe two types 
of symbols that are often used to represent 
the contacts of a relay. Fig. 4-24(A) shows 
the normally open contacts, i.e., those con- 
tacts that leave an open circuit until the re- 
lay coil is energized and arethen closed, Figo 
4-24(B)shows the symbols used for normally 
closed contacts on a relay, i.e., those contacts 
that are closed until the relay coil is ener- 
gized and are then opened. The lower sym- 
bols   shown for both  cases in  Fig.  4-24 are 

-O- 
A 

-Ih 

(A)   Normally Open 

■#■ 

(B)   Normally Closed 

Figure 4-24.    Representation of 

relay contacts. 
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TABLE 4-4.   POSTULATES AND THEOREMS OF SWITCHING ALGEBRA. 

POSTULATES 

(1) X = 0 if X ^ 1 
(D X = 1 if X 1 0 

(2) 0-0 = 0 
(2') 1 + 1=1 

(4) 1 . 0 = 0 • 1 = = 0 
(4' XI + 1 = 1 + 0 = = 1 

(5) 0 '= 1 
(5' ) 1 =  0 

(3)       1-1=1 
(3')      0+0=0 

THEOREMS 

(6) X + 0= X (10)    X + X1 = 1 
(6')     X   • 1 = X (10')   X  • X1 = 0 

(7) 1 + X = 1 (ID     X + Y = Y +X 
(7')      0  • X = 0 (11')   X • Y = Y • X 

(8) X +X =X (12)     X +XY = X 
(8')     X   -X=X (12')   X(X + Y)=X 

(9) (X)'    = X' (13)    (X+Y')Y=XY 
(9')      (X')!=X (13')   XY1  + Y = X + Y 

(14) X  f Y + Z = (X + Y) + Z 
=   X + (Y + Z) 

(14')   XYZ = (XY)Z = X(YZ) 

(15) XY + XZ = X(Y + Z) 
(15') (X + Y) (X + Z) = X + YZ 

(16) (X + Y) (Y + Z) (Z + X') = (X + Y) (Z + X') 
(161)   XY + YZ + ZX' = XY + ZX' 

(17) (X + Y) (X' +Z) = XZ +X1 Y 

(18) (X + Y + Z + ...)' = X' Y' Z'  ... 
(18') (XYZ ...)' = X' + Y' + Z' + ... 

(19) f(Xi,X2,...,Xn, +, .)' = f(Xi',X2',...,Xn',...+) 

(20) f(X1;X2,...,Xn) = X1f(l,X2,...,Xn) + X1'f(0,X2,...,Xn) 
(20')   f(X1,X2,...,Xn)= [Xi + f(0,X2>...,Xn)] [X!1 + f(l,X2,...,Xn)] 

(21) Xi.f(Xi,X2,...,Xn) = X1.f(l,X2,...,Xn) 
(21')   Xi +f(Xi,X2,...,Xn)=X1 +f (0,X2,...,Xn) 

(22) X1'-f(X1,X2,...,Xn) =X1'-f(0,X2,...,Xn) 
(22')   Xj' + f(XlsX2,...,Xn) = XX' + f(l,X2,...,Xn) 
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the ones most commonly used by logical de- 
signers, Fig. 4-25 shows three typical sim- 
ple networks. Fig. 4-25(A) shows a series 
connection of normally open contacts of re- 
lays denoted AandB. Thetransmission func- 
tion is 

T = A • B - AB 

Fig. 4-25(B) shows the parallel connec- 
tion in which the transmission function be- 
comes 

T = A + B 

These two expressions may be checked 
by referenceto the list of postulates and the- 
orems of switching algebra given in Table 4- 
4 and allowing the variable A and B to take 
on all possible values. If both variables A 
and B are zero, which would mean that the 
contacts were open by our previous defini- 
tion, then thetransmission of the network is 
certainly open or 0. To check, one may use 
postulate 2. ff A = 0 and B = 1,the transmis- 
sion is still 0 by inspection, as would also be 
obtained from postulate 4. The same result 
occurs if A = 1 and B = 0.   ff both  contacts 

HH -IH 
T=A0 

(A)   Series Connection 

T= A + 

(B)    Parallel Connection 

il- 

-& 
—It 

T = [AB' + (C' + D) E]F 

(C)   Series-parallel Connection 

Figure 4-25.    Three simple contact 
networks. 

are closed, i.e., A =B = 1, then the trans- 
mission is certainly 1,which is given bypos- 
tulate 3, 

Within this definition, it is seen that a 
series connection of elements, or groups of 
elements (a single letter such as A could 
stand for a network of elements as well as 
a single contact), results in the multiplica- 
tion sign. A parallel connection results in 
the addition sign. Fig. 4-2 5(C) shows the 
result of a series-parallel connection, The 
correctness of the transmission function can 
be checked from Table 4-4. 

The usefulness of switching algebra to 
the simplification of switching networks can 
be shown by a simple example, Consider the 
network of Fig. 4-26(A). It is not entirely 
obvious that this network can be simplified 
further. However, by direct application of 
theorem 16' thetransmission expressionim- 
mediately becomes that of Fig. 4-26(B) and 
results in the network shown, yielding a re- 
duction in number of contacts by one-third. 
The reader can verify the correctness of the 
second networkby constructing a truth table 
for both networks. A truth table is a table 
in which there is a column for each of the 
variables involved and the rows of the table 
constitute all possible combinations of the 
values of 0 and lthatthe network of variables 
canhave. Finally, a column is tabulated that 
gives the value, Oorl, of the transmission 
function for each row. Table 4-5 is a truth 
table for the networks shown in Fig. 4-26. 
The variable A' could have been included in 
the table also, but the information would have 
been redundant since when A = 0, A' = 1 and 
vice versa. 

The construction of a truth table from 
the requirements for a switching network 
stated in words is usually the first step in the 
synthesis of the network. For example, sup- 
pose that the requirements for a particular 
network were that the transmission is to be 
l(i.e.,the circuit is to be closed) for the fol- 
lowing four conditions: 

1. When C is energizedbut A and B are 
not energized, 

2. When B and C are energizedbut A is 
not energized, 

3. When A and B are energizedbut C is 
not energized. 

4. When A, B, and C are all energized. 
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The requirements for the network as 
stated would result in the truth table shown 
inTable 4-5. From the truth table, the trans- 
mission function could be written directly by 
using the four rows in which the value of T 
appears as  1, that is, 

T=A'B' C + A' BC+ABC'+ABC 

The next step inlogical design would be 
to minimize the transmission function as 
much aspossible. In a simple caselike this, 
the postulates and theorems presented in 
Table 4-4 could be used to minimize the num- 
bers of terms in the transmission function 
directly, resulting in the expression 

T = A B + A' C 

The resulting network,   of  course, is that of 
Fig. 4-26(B). 

The preceding discussion pertains to 
combinational circuits -i.e., circuits whose 
outputs are determined at any time by the 
particular combination of inputs at that time. 
Switching circuits can also be designed so 
that the outputs at any time are determined 
by the past history of the inputs; such a cir- 
cuit is termed sequential and has many uses 
in digital computer design, In a combination- 
al circuit, each input combination determines 
a unique output    condition.    In  a  sequential 

Hh HF 

-W -IF 

HF 
T = AB + A'C +BC 

(A)   Original Network 

T= AB + A C 

(B)  Simplified Network 

Figure 4-26.    Simplification resulting from 
application of theorems. 

switching circuit, however, the output condi- 
tions are determinedjointly by the sequence 
in which input signals occur as well as by their 
combination. It is apparent, then, that one of 
the characteristics of the sequential switch- 
ing circuit is the presence of memory ele- 
ments. 

TABLE 4-5. TRUTH TABLE FOR FIGURE 4-26. 

A B C T 

0 0 0 0 
0 0 1 1 
0 1 0 0 
0 1 1 1 
1 0 0 0 
1 0 1 0 
1 1 0 1 
1 t 1 1 

4-4 5 



AMCP 706-329 

Two-terminal sequential switching cir- 
cuits may be attacked by the use of time charts 
and sequence diagrams as outlined in Ref. 79. 
Thesetime charts and sequence diagrams are 
a means for indicating graphically the action 
taking place in a circuit and how these actions 
are relatedto each other intime. By the use 
of suchtechniques, the designer of relay cir- 
cuits can synthesize a circuit by determining 
the operate andreleasetimes of bothprimary 
and secondary relays from inspection of the 
time charts or sequence diagrams. The con- 
ventional technique of combinational relay 
circuitry can then be used to develop the par- 
ticular control circuit for the secondary re- 
lays and eventually the output of the circuit. 
Ref. 80 presents athoroughtreatment of se- 
quential-circuit analysis and synthesis as 
applied both to relay contact networks and 
electronic switching systems. 

Switching algebra can be used not only 
for analysis of networks but also for synthe- 
sis. The synthesis procedure is the more 
difficult and more important part of logical 
design. There is not space available here to 
go into the various available minimization 
methods with enough detail to be of any bene- 
fit to the reader. Therefore, the reader is 
referred to Refs.  79 through 90. 

4-9 COMPUTER NUMBER SYSTEMS 

4-9.1   BINARY SYSTEM 

The binary systemprovides one reliable 
method of representing numbers with elec- 
tronic circuits that recognize only two volt- 
age levels. There are many electronic de- 
vices with two stable states that may repre- 
sent land 0. The performance of arithmetic 
in the binary systemis simple, and this sys- 
tem requires less equipment than does the 
decimal, 

Choosing a representation for a binary 
digit in a computer involves relatively 
straightforward choices, such as a signalor 
no signal, a signal on one of two different 
lines, or apositive or anegative signalto re- 
present a 0 or a 1. 

(Abrief discussion of number systems 
of various radices appears in par. 4-1.2, 
Number Systems.) 

4-9.2   BINARY CODES 

Many computers have been built to uti- 
lize anumber system that constitutes a com- 
promise betweenthebinaryand decimal clas- 
sifications, Such asystem falls in the class 
called binary-coded-decimal. It is basically 
decimal, but each decimal digit is represent- 
ed by, or encoded with, severalbinary digits. 
There are many kinds of binary-coded-deci- 
mal systems possible for representing a de- 
cimal digit with a minimum of four binary 
bits by using only 10 and ignoring the re- 
maining 6 of the possible 16 different com- 
binations. It should also be noted that, very 
often, different codes are used in the trans- 
mission of data thanareused in the computer 
itself, and often the re_aj^i_-different codes 
used in the memory of the computer than are 
used in the arithmetic unit. 

4-9.2.1    Reflected Binary   (Gray)Code 

A Gray code is frequentlyused in analog- 
to-digital converters to minimize readout 
ambiguity since only one digit changes at any 
one time as the count progresses from zero 
to full scale (see Chapter 7, Analog-digital 
Conversion Techniques). In Gray codes, the 
maximum ambiguity is plus or minus one 
least significant bit, whereas in natural bin- 
ary code it is possible for errors of many 
digits to occur as the encoder hovers at the 
boundarybetween two successivenaturalbin- 
ary numbers. Table 4-6 illustrates four ex- 
amples of binary Gray code systems. 

4-9.2.2    Decimal Codes 

Gray codes share the problem of diffi- 
cult reading that are inherent in natural bin- 
ary code, and hence someone of the more 
than 2 9billion possible decimal codes is often 
used in the input-output devices peripheral 
to the computer itself. Almost all data per- 
taining to problems the computer must solve 
are best checked in decimal notation at the 
time of design, at the time of data and instruc- 
tion entry, at the time of checking intermed- 
iate results, and at thetime of recording final 
solutions. Therefore, in those cases where 
a keyboard machine is used as an input-output 
device, where a quick-look digital display is 
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Code 1 Code 2 

0 0 0 0 0 0 

1 0 1 0 0 1 

2 1 1 0 1 1 

3 1 0 0 1 0 

4 1 1 0 

5 1 1 1 

6 1 0 1 

7 1 0 0 

8 

9 

10 

11 

12 

13 

14 

15 

Code 3 Code 4 
0 0 0 0 0 0 0 0 

0 0 0 1 0 0 1 0 

0 0 1 1 0 1 1 0 

0 0 1 0 0 1 1 1 

0 1 1 0 0 0 1 1 

0 1 1 1 0 0 0 1 

0 1 0 1 0 1 0 1 

0 1 0 0 0 1 0 0 

1 1 0 0 1 1 0 0 

1 1 0 1 1 1 1 0 

1 1 1 1 1 1 1 1 

1 1 1 0 1 1 0 1 

1 0 1 0 1 0 0 1 

1 0 1 1 1 0 1 1 

1 0 0 1 1 0 1 0 

10 0 0 1 0 0 0 

desirable, or even where cards or tape are 
used to feed stored data into the computer 
memory, a form of decimal code may be 
brought into play as a compromise between 
machine-readable and human-readable lan- 
guages. 

Of the many possible 4-bit codes, rela- 
tively few have the property that values or 
weights can be assigned to the 4 bits with the 
decimal digit being represented equal to the 
sum of theweights; three of the more useful 
4-bitweighted codes are shown in Table 4-7. 

Of some 71 knownweighted 4-bit codes, 
18 are self-complementing -- such as the 
2421 code in Table 4-7.    The  8421 is one of 

the most straightforward 4-bit codesbecause 
each decimal digit is represented in a con- 
ventional binary system. A disadvantage of 
the code is that it is not self-complementing. 
A self-complementing decimal code is one in 
which the 9's complement of each decimal 
digit may be obtained by changing the l's to 
0's andtheO'sto l's in the coded representa- 
tion of the digit. 

One nonweighted code that is often used 
is the excess - 3 code — so-called because it 
maybe generated by adding abinary 3 to each 
digit representation in the conventional 8, 4, 
2, 1 code, This code is shown in Table 4-8. 
It is a  self-complementing code and has the 
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TABLE 4-7.    LISTING OF THREE  OF THE 4-BIT 
WEIGHTED BINARY-CODED-DECIMAL SYSTEMS. 

Decimal 8421 2421 = 5421 

0 0000 0000 0000 
1 0001 0001 0001 
2 0010 0010 0010 
3 001 1 0011 0011 
4 0100 0100 0100 
5 0101 1011 1000 
6 0110 1100 1001 
7 0111 1101 1010 
8 1000 1110 1011 
0 1001 mi 1100 

A self-complementing code 

TABLE 4-8.    EXCESS -3 CODE 

0 0011 
1 0100 
2 0101 
3 0110 
4 0111 
5 1000 
6 1001 
7 1010 
8 1011 
9 1100 

further advantage that all decimal digits have 
at least one "1" in the representation so that 
zero and the condition of no digit at all may 
be distinguished. In many computers, a re- 
dundancy bit is used for checking purposes 
and when this is done the advantage of the ex- 
cess -3 code with regard to the representa- 
tion for zero is largely nullified. 

4-9.2.3    Error-detecting and Correcting 
Codes 

The brute-force method of assuring 
greater computer accuracy is through dup- 
lication of calculations and of transfers 
throughout the machine. Rather than dupli- 
cating transfer operations and equipment, it 

is possible to attachextra bits to each block 
of data being transferred in such a way that 
these bits make it possible to detect and cor- 
rect manyerrors. A common method is the 
addition of a "parity " bit, whose value is made 
lor 0 as requiredto make the bit total in the 
character always odd or even, Errors can 
be immediately detected by examining for. 
parity as often as necessary. The choice of 
odd or even for parity will depend on the par- 
ticular effectthemost probable kind of error 
will have in a given machine. 

The designer must thendecide what ac- 
tion to take when an error is detected. Spec- 
ial codes make it possible for the computer 
to detect and correct certain errorsautoma- 
tically. 

In any code composed of binary bits, ii 
a single error in a bit combination can pro- 
duce another bit combination that is also in 
the code scheme then the error cannot, in 
general, be detected. In order to detect the 
presence of a single error in the bits of a 
code, it is necessary that the code be such 
that at least two changes must be made in the 
bits of the code when changing from the re- 
presentation of one digit to the representa- 
tion of any other digit. By adding even more 
binary bits to the binary representation of a 
decimal digit, a code can be made error-cor- 
recting as well as error-detecting. Such a 
code requires  that at least three changes in 
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the bit combination be made when changing 
from therepresentation of one to the repre- 
sentation of any other digit, In this case, a 
single error will produce a bit combination 
that can be recognized to contain an error. 
Furthermore, the individual bit in error can 
be determined. When two errors occur sim- 
ultaneously, the resultingbit combination will 
be recognized as not corresponding to any 
digit, but the changing of one bit may produce 
a bit combination that corresponds to one of 
the digits that is not the desired'digit. Such 
a code would detect two errors but correct 
only one. Double-error correcting, triple- 
error correcting and more powerful schemes 
maybe devised through the use of codes re- 
quiringstill more changes in going from the 
representation of one digit to another. For 
the error-detecting, error-correcting, and 
double-error-detecting codes, aminimum of 
5, 7 and 8 bits, respectively, is necessary, 
It is obvious that more equipment is neces- 
sary to implement error-detecting or cor- 
responding codes in a computer. The fact that 
more equipment means a higher probability 
of failure requires that a careful study be 
made before deciding what particular code 
should be used. 

Detailed discussions of error-correct- 
ing codes may be found in Ref.  79. 

4-10 CLASSES OF COMPUTER LOGIC 

The discussion of serial and parallel 
logic that follows is based on information 
given in Chapters 7 and 9 of Ref. 2 and Chap- 
ter 15 of Kef. 76. For further information 
on this subject, the reader should consult 
these excellent sources. 

The computer designer has a choice not 
only of the code used to represent numbers 
in his computer,but also of whetherthe coded 
numbers are tobe operated on in serial or 
parallel form (see Fig. 4-27), or in some 
combination thereof. If an arithnietic opera- 
tion is performed serially, the necessary 
equipmentmay be relatively simple, for the 
logical equations are dependent on only a 
few bits of each word at one time. The unit 
of computation time is then one word-time, 
or the the time it takes for a word to shift 
serially through the arithmetic unit. If a 
computation  is performed   in parallel,    the 

equipment necessary is more complicated, 
for the most significant digits of a number 
may be a function of all of the less signifi- 
cant ones. As a result, some memory- 
element input equations will be very com- 
plicated and may be functions of a great 
many variables. In addition, there must be 
an equation for each digit in the answer, 
whereas in a serial unit one equation deter- 
mines all the various digits of the answer, 
one by one, over the word-time, The paral- 
lel arithmetic unit, though it i s more compli- 
cated and therefore more expensive than its 
serial counterpart, is also faster. A com- 
plicatedoperation maybe carried out in one 
bit-time or a few bit-times in a parallel 
machine, as compared with a word-time for 
a serial unit. If a word contains forty bits, 
this may mean an increase in speed by a 
factor often to forty. 

In a parallelcomputer, all the bits of a 
word are operated upon and must be avail- 
able simultaneously; in a serial computer, 
they are operated on sequentially, one at a 
time. A magnetic drum, on which bits and 
words are scanned in sequence by a read- 
write head, is inherently a good serialmem- 
ory device. However, it may also be used 
as a parallelmemorybyrecording all n bits 
of a word in n separate channels on the drum 
and by reading them simultaneously. Note 
that it may then be necessary to make every 
other bit in each channel a space bit because 
of the overlap that occurs in writing on the 
drum. Because of this, and because the 
speed inherent in parallel arithmetic opera- 
tions may be lost as a result of the drum 
access time, drum memories are usually 
employed to store serial information. 

Because a core memory is inherently 
able to make any bit available in a few clock- 
pulse times, at most, it is usually used in a 
parallelcomputer where quick access to in- 
formation is important. It is, however, also 
possible to employ a magnetic-core memory 
to read out and write in words one bit at a 
time so that they may be handled serially 
by the computer. In such a memory, it is 
very desirable that the computer clock-pulse 
interval and the interval between bits in a 
word read from or written into the memory 
be the same. If they are not the same, for 
example,   if a bit  comes   from  the memory 
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MEMORY 

(A)   Serial Computer 

(B)    Parallel Computer 

Figure 4-27.    Serial vs parallel computer. 

every two clock-pulse times, the arithmetic 
logic must be arranged accordingly. Even 
if they are the same, there may be a delay 
of several bit-times between the time an 
address is presented tothe memory and the 
time the least significant bit of the selected 
word is available. The logical designer must 
allow for this delay. 

A magnetic tape generally contains sev- 
eral channels, recorded side by side, each 
with its own read-write head. One or two of 
these channels are reserved forelock pulses 
and word markers.   The remaining channels 

are used for data. If there is but one more, 
data can only be recorded serially. If there 
are twenty or more, data may be recorded 
in parallel. If there are fewer than twenty, 
some series-parallel arrangement of data 
is indicated. For example, with ten data 
channels it will take two tape clock-pulse 
times to read a complete twenty-bit binary 
word; with four data channels in a decimal 
digit, a word ten digits long would require 
ten tape clock-pulse times. 

The  discussion of static   and   dynamic 
logic   that   appears   in the   six   paragraphs 
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which follow is extracted from Chapter 13 
of Ref. 3. For further information on this 
subject matter, the reader should consult 
this excellent source. 

Information  can be stored in two ways: 
1. Using dynamic storage, an electrical 

waveform, bearing information by virtue of 
its shape, may be preserved in toto by en- 
tering it into a delay of some sort. This de- 
lay emits the original waveform some time 
later without any significant change other 
than attenuation and tolerable distortion. 
Delay-line serial memories areone type of 
dynamic storage. 

2- Using static storage, digital informa- 
tion in the form of one of a multiplicity of 
choices of states may be stored in a multi- 
stable device by setting such a device to one 
of its alternate states. Thus, a four-position 
switch may store one-out-of-four or qua- 
ternary information by the way in which it 
is set. 

It should be noted that the intent of dy- 
namic storage is to maintain the information 
in its original form. The information-bearing 
wave phenomenon is made to persist by in- 
terposing a transmission path that hinders 
its transit. It is the nature of such a device 
to cause degradation of the wave form so 
tliat it must be repeatedly amplified and re- 
shaped to resemble its original form. 

Static storage is a mapping of the infor- 
mation into a number of devices tliat have 
as many possible states as there are possi- 
bilities for each "piece" of information. 
Hence, for binary information, bistable de- 
vices are appropriate. 

Some elements have a tendency over a 
period of time to lose the information stored 
in them. This property is called volatility. 
The Williams tube, an electrostatic storage 
device, leaks the charge indicating a 1 from 
one spot (storage element) to another in a 
matter of fractions of a second. Frequent 
regeneration cycles are required to main- 
tain the information without loss. Histori- 
cally, this was the first high- speed storage 
device to find use in automatic computers. 
Because of its volatility, however, it is no 
longer popular as a memory device since 
nonvolatile devices are now available. 

Deviceswhose elements are not subject 
to deterioration in the discrimination be- 
tween two states over long periodsof time- 

days, months, or years - are  called nonvola- 
tile storage elements. 

If scanning the elements to retrieve the 
information causes the information to be 
removed from the elements, they are said 
to have destructive read-out. Core memo- 
ries, for instance, requirethat each core be 
set to 0 to be read out. Destructive read-out 
elements can be used to construct a non- 
destructive-remembering memory; in that 
case, the remember cycle includes a read 
phase and rewrite phase. 

4-11 PREDOMINANT LOGICAL 
COMBINATIONS 

4-11.1    GATES 

The logical block symbols for the basic 
AND-OR gates used in computer logic are 
shown in Fig. 4-28. An AND gate provides 
a 1-state or HIGH output only when all inputs 
are HIGH; an OR gate provides E. EUGH output 
when one or more of the inputs are HIGH. 
With AND-OR gates, voltage levels forHIGHs 
(1 state) and LOWs (0 state)w 11 vary with 
the type of circuitry used, typically from +3 
to +12 vdc for IHGHs and ground to - 6 vdc 
for LOWs. Assemblies of these primary 
boxes or blocks canbemade so as to manip- 
ulate voltages to perform arithmetic or the 
editing functions of the computer program. 

The recommended IRE symbols for 
AND-OR logic gates are shown on line (a) of 
Fig. 4-28; the various alternative symbols 
shown in lines (b)through (ejare still com- 
mon in some systems. Thelogical truth table 
for the AND-OR logic is given in Table 4-9. 

By inserting an inverter inside a logic 
element such as anANDgate or an OR gate, 
is is possible to obtain NOT AND and NOT 
OR functions, which are referred to respec- 
tively as NAND gates and NOK gates. The 
logical block symbols for these basic ele- 
ments are shown in Fig. 4-29. The corre- 
spondinglogical truth table is given in Table 
4-10. For the NAND gate, the output F is 
LOW only when both inputs A and B are 
HIGH. For the NOR gate, the output F is 
HIGH when A or B or both are LOW. A 
"bubble" on an input or an output line indi- 
cates   a  LOW condition;   the   absence   of   a 

4-51 



AMCP 706-329 

AND 
GATE 

A-B 

CR 
GATE 

A+B 

NOT GATE 
(INVERTER) 

M>^ 

AND NOT GATE 
(INHIBITER) 

i4F (a)! RE 

(b) 

AND OR NOT AND 
NOT 

(c) 

(d) 

(e) 

Figure 4-28.    Logical symbols for inverters, inhibiters, and 
two-input AND-OR gates. 

F. AB 

F =OUTPUT OF THE NAND GATE AND IS LOW (INDICATED EIY THE 
BAR) FOR THE NAND CONDITION 

(A)     NAND Gate 

F - (A + B) + A 

F^  OUTPUT OF THE NOR GATE AND IS HIGH (INDICATED BY THE 
ABSENCE OF A BAR) FOR THE NOR CONDITION 

(E)     NOR Gate 

Figure 4-29.   Logical symbols for two-input NAND-NOR gates. 
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TABLE 4-9.    LOGICAL TRUTH TABLES. 

Input A Input B Output for 
And Or And Not 

0 

0 

1 

1 

0 

1 

0 

1 

0 

0 

0 

1 

0 

1 

1 

1 

0 

0 

1 

0 

TABLE 4-10.    TRUTH TABLE FOR 
NAND-NOR LOGIC. 

A B F 

0 0 1 

0 1 1 

1 0 1 

1 1 0 

"bubble" indicates a HIGH condition. Nor- 
mally, for diode-transistor micrologic, a 
HIGH has a voltage ,level of +5 vdc and a 
LOW is at ground level. 

A complete description of Boolean al- 
gebra and logic symbols, together with their 
use and application, is giveninreferences 2 
and 79. 

pressed on the complement input transfers 
theflip-flopto the state opposite to its orig- 
inal state. Two outputs are provided from 
the flip-flop, denoted " l" and "0". These 
outputs can usually control anurnber of other 
circuits. (The number of circuits controlled 
is known as the "fan-out" ratio.) A level 
change appearing at the"l" output denotes 
that the flip-flop is set, while a level change 
appearing at the zero output indicatesthat it 
has been reset. 

Complementing flip-flops maybe inter- 
connected with AND gates to form a binary 
counter. A typical example is shown in Fig. 
4-31. With flip-flops, gates and delaylines, 
a number of shift registers and other types 
of digital circuits can be constructed. 

4-11.3   ADDERS AND SUBTRACTORS 

The basic principles of binary addition 
are illustrated in Information Summary 4-7. 
Implementation can be accomplished in a 
number of ways, depending on the type and 
amount of logic used. Typical schemes are 
described in the paragraphs which follow. 

4-11.3.1    Half-adder 

The half-adder adds two binary digits 
andproduces a sum and a carry output. The 
name "half-adder" derives from the fact that 
it does not provide for a carry from the pre- 
vious set of digits added, i.e., it does only 
half the job needed forbinary addition. Three 
forms of half-adder logic are shown in Fig. 
4- 32 and the form of binary addition is given 
in Table 4-11. 

4-11.2    FLIP-FLOPS 4-11.3.2    Full-adder 

The flip-flop, or bistable multivibrator, 
is a basic single-bit storage element, and is 
characterized by two stable states, one of 
which can represent a 1 and the other a 0. 
Flip-flops are normally provided with two 
inputs as shown in Fig. 4-30. An impressed 
pulse orlevelon one of these inputs will pro- 
duce the 1 state, while a similar pulse or 
level impressed on the others will produce 
the 0 state. These inputs are often desig- 
nated "Set" and "Reset". A third "Comple- 
ment"   input may be  provided.    A pulse  im- 

A full-adder receives as its input the 
augend bit, the addend bit, and the carry bit 
produced by the addition of the preceding 
bits. A combination of two half-adders and 
a mixer (or)as shown in Fig. 4- 33 produces 
"full addition". 

4- 11. Accumulator 

An accumulator is a device for adding 
multiple-digit numbers. (See Information 
Summary4-7 for the governing rules and an 
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OUTPUT 
1 

O 

OUTPUT 
0 

INPUT 
1 

(SET) 

WNA 

W\A 
INPUT 

-O        2 
(RESET) 

I 
INPUT 

COMPLEMENT 

Figure 4-30.    The basic flip-flop. 

o-i    o o-o 

INPUT 

Figure 4-31.   A typical binary counter. 

example of their application.) The mechan- 
ics of the accumulator depend on the coding 
used in the computer and whether serial 
(digit-at-a-time) or parallel (all-at-once) 
operation is used. A complete accumulator 
consists of a register for the augend, a reg- 

ister for the addend,an adder to produce the 
sum, a register to hold the sum (frequently 
the initial register used for the augend), and 
control logic to guide the operation. A serial- 
character natural binary accumulator is 
shown in Figure 4-34. 
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X    Y 

,J^0 XY J-\ 

ii—-O 

[> 
XY 

XY+ XY 

w 

D XY 

X   Y 

raFi 

fr ̂ > 

XY(X+Y) 

X   Y 

.J^^H> 
L-^Li 

(X-i-Y) (X i Y) 

TABLE 4-11.   BINARY ADDITION. 

Augend   (X) 0 0 1 1 

Addend   (Y) 0 1 0 1 

Sum   (S) 0 1 1  1 0 

X Y s c Note that the 
sum is lwhen 

0 0 0 0 either X or Y 
is   1,   but not 

0 1 1 0 both.There is 
a carry Conly 

1 0 1 0 when both    X 
and Y are 1. 

1 1 0 1 

Figure 4-32.    Forms of half-adder logic. 

XI       si 
HI 

Yl       Cl 

X2       S2 

Y2H2C2 

(A)       Full Adder- Using Two   Half-adders (b)     Full-adder 
Block Symbol 

YD'" §1 

Y1H1 C 

X2        S2 
H2 

Y2        C2 

(C)       Another  Full-adder Using 
Two Half-adders 

Figure 4-33.    Full-adder using two half-adders. 

4- 55 



AMCP 706-329 

INFORMATION SUMMARY 4-7.    THE RULES OF BINARY-ARITHMETIC ADDITION AND 
AN EXAMPLE OF THEIR APPLICATION 

The rules: 

0 + 0=0 
1+0=1 
0 + 1=1 
1 + 1 =  Two 

=  0 + carry 
=   10 

1+1+1  = Three 
=   1 + carry 
=   11 

Example: 

\ The addition of     f I carry    1 
, decimal numbers       =    l 491 
( 491 and 118 \ 118    . 

J 609     ' 

The binary equivalents of the decimal numbers involved are as follows: 

491   =   111101011 
118 =        1110110 

Therefore, 

\ The corresponding /          i carries     1111111 J 
i binary addition            =      \                     111101011 ( 
'                                             \                                         1110110 

! 10011 noon 1 answpr   ' 

which equals: 

29 or 512 
2^ or 64 
2^ or 32 
2° or 1 

609   as before. 
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ACCUMULATOR REG. 

X                    S 

Y         F 

c1            c 

" 

ADDEND REG. 

Figure 4- 34.    Serial binary accumulator. 

4- 11.3.5    Simultaneous Carry Techniques 

In the methods that have been mentioned 
for handling the carries, either with adders 
or with accumulators, the carry was "prop- 
agated" from one order to the next. It is 
worthwhile in some applications to employ 
simultaneous carry with the orders in groups 
of three or four to increase carry propaga- 
tion speed. The amount of equipment re- 
quired for simultaneous carry in all orders 
might be impractical. Standard discussions 
of carry techniques appear in Ref. 4. 

4-11.3.4    Serial and Parallel Adders 

In serial operation, the binary digits of 
the two numbers to be added together are ap- 
plied serially in time to the two input lines 
of the adder, and it is usually necessary that 
the two input numbers be applied "in phase", 
i.e., with corresponding digits of the two 
numbers appearing on the two input lines si- 
multaneously. Serial operation is almost 
always conducted with the digits appearing 
in ascending order of significanceto main- 
tain the most simple and straightforward 
mechanism. The speed of addition in a serial 
computer is usually set by factors that have 
little relationship to the adder; rather, it is 
the clock rate in turn a function of the type 
of storage —that establishesthe speed of se- 
rial addition. 

In parallel operation, the "in phase" 
requirement of presenting the digits to be 
added is met almost automatically. The in- 
crease in speed through parallel operation 
is not necessarily n times serial operation, 
if n orders are involved, nor will a practical 
parallel machine require n times the equip- 
ment. Parallel operation does not necessar- 
ily imply that addition of all orders of two 
numbers is accomplished simultaneously. 
Memories for both systems would be closely 
comparable in size, and the total increase 
in speed by paralleloperation would be lim- 
ited by the dead time required to send num- 
bers to and from memory and by other 
housekeeping functions. 

4-11.3.6    Subtractors 

A subtractor maybe designed in a man- 
ner quite similar to that used for an adder, 
except that the concept of "borrow" replaces 
the "carry" concept. Logically, however, 
the occurrence of distressing cases where 
the subtrahend is larger than the minuend -- 
together with the fact that the rules for binary 
subtraction are significantly more compli- 
cated than those for addition-- leads to hav- 
ing the computer perform subtraction by ad- 
dition, either directly or by using comple- 
ments. An adder-subtractor performs the 
double function of creating a sumor differ- 
ence and, in a separate channel, develops 
the carry or borrow. Subtraction accumu- 
lators count in reverse of addition accumu- 
lators. 

In some, perhaps most, computers it has 
been found more convenient to perform sub- 
traction through addition of the complement 
representation of numbers instead of through 
the use of a subtractor. 

4-11.4    MULTIPLIERS AND DIVIDERS 2,3,-1 

Multiplication is in some ways the most 
important operation to be mechanized, be- 
cause of its complexity and because it must 
often be carried out with such speed that it 
greatly influences the design of the entire 
arithmetic unit. The multiplying operation 
(see Information Summary 4-8) usually in- 
volves facilities for the simultaneous stor- 
age, addition, and shifting of several num- 
bers, and these facilities are also employed 
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INFORMATION SUMMARY 4-«.   THE RULES OF BINARY-ARITHMETIC MULTIPLICATION 
AND AN EXAMPLE OF THEIR APPLICATION 

The rules: 

0X0  =  0 
ox1=o 
1x0  =  0 
1X1   =   1 

Example: 
I 

\ The multiplication I 24 j       ^      24   i 
. ot decimalnumbers      =     _X 3_      =       +24       =     72 
' 24 and 3 \       / ^       /   +24   \ 

The binary equivalents of the decimal numbers involved are as follows: 

24   =   11000 
3  = 11 

Therefore, 

^ the corresponding I \ 
\ binary.                         • = 
I multiplication         I i         11 
f                                         1 f   +110 

11000 
11 

000 
000 

1001000   answer 

which equals: 

2 or     64 
, 3 

-2 or       8 

72   as before. 

in the mechanization of the other arithmetic 
operations. The simplest serial, binary mul- 
tiplier might consist of three storage reg- 
isters: two of normal length for the multi- 
plier and the multiplicand, and the third of 
double length to store the finalproduct. One 
of the principal problems in designing a mul- 
tiplier is that of controlling and sequencing 
the various additions, multiplications, and 
shifts necessary to obtain the product. 

The desired speed for multiplication 
should be based on the speed of addition or 
subtraction and upon the expected frequency 
with which multiplication is to be encoun- 
tered. As pointed out by Phister2, if it is 
expected in the average problem that there 
will be ten additions and subtractions for 
every multiplication, a reduction in multi- 
plication time from ten add times to one 
add   time   may  increase  the  complexity   of 
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the multiplication logic by a factor of ten, 
but cannot even reduce total computing time 
by a factor of two. 

Division may be mechanized in at least 
three distinct ways: by the common and 
familiar trial-and error method, by using a 
nonrestoring algorithm, or by making use of 
an iterative procedure. 

Although multiplication and division are 
somewhat complicated to carry out even with 
pencil and paper, multiplication and division 
by ten in the decimal number system are 
very easy; it is simply a matter of moving 
the decimal point. Similarly, in the binary 
number system, a movement of the binary 
point to the right or to the left corresponds 
to a multiplication or division by some power 
of two. In a parallel computer the mecha- 
nism for this is, of course, very simple. In 
a serial computer, the shifting of a number 
in a register is somewhat more complicated. 
Shift registers are discussed in considerable 
detail by Phister2, Flores3 and Richards '. 

4-11.5    MATRIX MEMORIES 

A major problem in the design of mem- 
ory devices is the means of selection or 
access to a particular storage element in 
order to "read" the state of the element or 
to "write" into the element. This selection 
canbe achieved entirely by means of matrix 
switches using logical elements such as 
diodes, or part of the selection can be built 
into the memorv. As the capacity of the 
memory increases, the complexity of the 
selection equipment increases, a primary 
cause of the development of a variety of 
memory systems. Bistable magnetic cores 
are capable of performing most of the log- 
ical operations of digital computers (aswell 
as most of the storage). Core circuits have 
the advantages of reliability, long life, com- 
pactness, and lightweight; some of the newer 
cores are inexpensive and require rela- 
tively low power consumption. 

4-11.6    COUNTERS 

Counters are most often used in com- 
puters as indices or timers. In addition to 
the basic clock pulses that establish syn- 
chronism between parts of the computer, it 
is necessary to  have   other timing   signals 

for use in organizing, sequencing, or iden- 
tifyingdata or operations. Thesetiming sig- 
nals may be obtainedas output:; of a counter 
that changes state every clock pulse or every 
time some event takes place that is to be 
identified by the timing circuits. 

Modern high- speed computers mainly 
use binary counters, consisting of a set of 
bistable storage elements each of which 
transfers back and forth between its two 
stable states upon the reception of pulses. 
With the decimal number system, elements 
having ten stable states are used; and each 
time a given element changes froni the state 
representing 9 to the state representing 0, 
a pulse is sent to the next element. 

Counters in both binary and decimal 
systems have been adapted to counting only 
forward, only backward, either forward or 
backward, or to count up or down from a 
preset value. 

4-11.7   ARITEIMETIC  LJNITS 

For combinations of logical elements 
into complete arithmetic units, the reader 
is directed to Refs. 2, 3, 4, 13, and 34, plus 
pertinent literature more recently listed in 
professional society and trade bibliograph- 
ies. 

4-12 CIRCUIT COMPONENTS 

4-12.1    VACUUM TUBES 

In the period from 1919, when Eccles 
and Jordan invented the basic circuit used 
as a flip-flop or trigger or multivibrator, 
up through about 1945, when Eckert and 
Mauchley built ENIAC (the first electronic 
digital computer; ref. the Introduction to this 
handbook)under the sponsorship of the Bal- 
listic Research Laboratories of the Ordnance 
Corps, U.S. Army, vacuum-tube digital cir- 
cuits were increasingly being perfected. 
ENIAC used 19,000 tubes and consumed 
nearly 200 kilowatts of power. The solid- 
state circuits now almost universally used 
are closely analogous to the tube circuits 
of older computers. The generally greater 
reliability, longer lite, smaller size, and 
lower power requirements of solid-state 
circuitry have virtually eliminated vacuum- 
tube use in computers. 
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4- 12.2    SEMICONDUCTORS 

The field of transistor and diode logic- 
circuit design evolved with marked techno- 
logical and economic changes. Refs. 13 and 
14 constitute a good foundation in the field, 
and Refs. 46 through 59 deal with transistor 
computer circuitry. The availability, per- 
formance, and cost of actual semiconductor 
devices the designer might consider for the 
solution of a particular problem are factors 
that can require very close liaison between 
engineering and procurement groups. 

Ref. 60 describes a basic circuit using 
one transistor, one capacitor, and three re- 
sistors from which a complete digital com- 
puting system may be economically con- 
structed. 

More recently, integrated circuits have 
been used in computer design and provide 
advantages not achievable with conventional 

transistors and diodes, and relatively bulky 
passive elements such as resistors and ca- 
pacitors. Extremely low power consumption, 
low supply voltage, reduced size, and re- 
duced cost make integrated circuits ex- 
tremely feasible for certain applications 
(see Refs.   91 through 96). 

The manner in which basic logical ele- 
ments are combined to form circuits, such 
as identity comparators, is described in 
Information Summary 4-9. Logical design 
using basic AND-OR circuits is given first, 
followed by logical design utilizing NAND- 
NOR integrated circuits. Truth tables and 
Karnaugh maps are provided to illustrate 
the method of optimizing circuit design. For 
convenience, aFairchild 930diode-transistor 
micrologic (DT/iL) gate and inverter was 
selected as the basic logic element for the 
comparator design. Other types of micro- 
logic, however, couldhavebeen used as well. 

INFORMATION SUMMARY 4-9.    THE LOGICAL   DESIGN OF 
IDENTITY COMPARATORS 

Identity comparators are used to com- 
pare the contents of two or more stages or 
registers and to provide an output onlywhen 
all of the corresponding inputs are equal. 
For example, in the case of the two-stage 
comparator shown in Fig. IS 4-9.1 an output 
F will be obtained only when the contents of 
the A Register are equal to the contents of 
the B Register. No output F will be obtained 
if any one of the stagesAj is not equal to its 
corresponding stage B^. These conditions 
are illustrated by the truthtable and Karnaugh 
map in Fig. IS 4-9.1 for each stage, where 
a 1 is a logical HIGH and a 0 is a logical 
LOW. For an n-stage identity comparator, 
the  Boolean  equation can thus be written as 

F =(A,B,  +Ä,B,)   (A2B2+   A2B2) (AnBn t  AnBn) 

(IS 4-9.1 ) 

which states that the output F will be HIGH 
only when Aj and Bj are both HIGH or both 
LOW, and concurrently A2 and B2 are both 
HIGH or both LOW, and so forth. 

DESIGNING WITH AND-OR LOGIC 

With the use of inverters and passive 
AND and OR gates, Eq. IS 4-9.1 could be 
implemented as shown in Fig. IS 4-9.2. Sym- 
bolically, a dot represents an AND gate, a 
plus sign represents an OR gate, and an open 
arrowhead represents an inverter for ob- 
tainingthe complementof the input variable. 
Other symbols could be used to represent 
these gates and inverters, depending on the 
particular drafting standards employed. 

DESIGNING WITH NAND-NOR LOGIC 

When designing with diode-transistor 
micrologic, such as Fairchild flatpack inte- 
grated circuits, the inverting action of the 
circuit itself must be taken into considera- 
tion. This, in effect, influences the manner 
in which the Boolean equation is implemen- 
ted. To illustrate this point, consider a typi- 
cal DTpL 930 gate, similar to the one shown 
in Fig. IS 4-9.3. This gate can be repre- 
sented schematically as a 4-input diode net- 
work  and  a pair  of  NPN   transistors   con- 
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INFORMATION SUMMARY 4-9.    THE LOGICAL DESIGN OF 
IDENTITY COMPARATORS (Cont) 

SIMPLIFIED DIAGRAM 

• • • 

\ \ ' \ \ ( 
IDENTITY COMPARATOR 

. . . 

o o e 

t 
!•> 

B2 B3 \\ Bil 

TRUTH 
TABLE 

KARNAUGH 
MAP 

A. 
i 

B. 
i 

F; 

0 0 1 

0 1 0 

1 

1 

0 

1 

0 

1 

A. 

0 1 

0 

0 a 
Figure IS 4-9.1.     Simplified diagram, truth table, and Karnaugh map 

for an n-stage identity comparator. 

Ai», 

■V 

-,    A.   B.i A,  B 
1   "1        1  "1 

1     1 

-• » 

-^>—      * 
n 

A2 B2+  A2 B2 

->-J     ' 

F     (A,B, * A ,B.) (A„B0+ A„B )       (AB    , AB 
11 11 22// nn        nn 

Figure IS 4-9.2.    An n-stage identity comparator based on the use of AND-OR logic. 
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INFORMATION SUMMARY 4-9.    THE LOGICAL DESIGN OF 
IDENTITY COMPARATORS (Cont) 

A/W 

Figure IS 4-9.3.     Schematic representation of a single DTpL 930 gate 
with a DTfiL 933 extender. 

nected in cascade.   Two such gates are con- 
tained in a   single   chip.    The   input network 
is  expandable to 8 diodes  by the  addition of 
a  diode    cluster,   such  as  a   DT/iL 933 (see 
Fig.  IS 4-9.3). 

The circuit operation tor the gate itself 
is as follows. When inputs A, B, C, and I) 
are all HIGH (+5vdc), diodes CR1 through 
CR4 are back-biased so that alllGIT appears 
on the base and collector ot Ql. Transistor 
Ql will then conduct to ground from +V 
through R2, Ql, CR5, and R3. The voltage 
drop across R3 will cause Q2 to conduct and 
saturate, so that the output F is LOW (ground 
potential). If any input A, R, C, or D goes 
LOW, its associated diode will be forward- 
biased, thereby placing the base ol Ql at 
ground. This condition causes Q1 to cut off, 
thereby cutting oft Q2, so that the output F 
goes  HIGH  (+VCC).    In effect,  the   output   is 

LOW when all inputs are HIGH, and the out- 
put is HIGH when one or more inputs are 
LOW. 

The input loading (fan-in)for this par- 
ticular gate is one unit load for each input. 
The output loading (fan-out) is eight unit 
loads. One unit load is defined as approxi- 
mately 1.3 milliamperes. For large varia- 
tions in temperature (-55°C to +12b°C), the 
fan-out should be reduced to approximately 
six unit loads. At 25°C, the noise immunity 
oi the gate is approximately +1 vdc. As the 
temperature increases, the noise immunity 
decreases. 

The physical structure oi the Fairchild 
930 monolithic chip is shown in Fig. IS 4-9.4. 
Internal diodes, resistors, and transistors 
are all constructed of semiconductor mate- 
rial, interconnected and tied through "traces" 
to   spring terminals.     These  terminals   are 
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INFORMATION SUMMARY 4-9.    THE LOGICAL DESIGN OF 
IDENTITY COMPARATORS (Cont) 

REFERENCE 
MARK 

PART 
/ NUMBER 

3 

4 

5 

6 

P/N 

■13 

■12 

• 11 

■ 10 

(A)     Top View of the Chip 

(B)    Logic Diagram of the  Dual Gate (normally shown 

as a NAND gate) 

Figure IS 4-9.4.     Physical structure and actual pin connections 
of the DTpL 930 monolithic chip. 

usually tinned anti then impulse-soldered to 
printed-circuit boards. Removal of a chip 
is accomplished with the aid of a razor-type 
penknife. Asa rule, pin 7 is connected to 
ground and pin 14 is connected to a +5 vdc 
source (Vcc). If an input line is unconnected, 
it will act the same way as if a +5 vdc level 
were present (logical HIGH). 

In terms of logic, the DTpL 930 can be 
used either as a positive NAND gate or a neg- 
ative NOR gate, depending solely on the way 
in which the input and output levels are in- 
terpreted. When the DTpL is used as a NAND 
gate, the circuit provides a LOW output only 
when all the inputs are HIGH. Otherwise, 
the output is HIGH.   These conditions can be 
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INFORMATION SUMMARY 4-9.    THE LOGICAL DESIGN OF 
IDENTITY COMPARATORS (Cont) 

expressed by the Boolean equations 

F  -ABCD 

(IS 4-9.2 

and 

F  =(A+B+C+D)  + ABCD 

= A + B +C +D 

= ABCD 
(IS 4-9.3) 

Thelogic symbol for a4-input NAND gate is 
in Fig. IS 4-9.5 (A). A"bubble" on the output 
line indicates a logical LOW; the absence of 
a "bubble"onan input line indicates a logical 
HIGH. 

When the DT juiL is used as a NOR gate, 
the circuit provides a HIGH output whenever 
one or more inputs are LOW. If all inputs 
are HIGH, then and only then will the output 
be LOW. These conditions can be repre- 
sented by the same Boolean Eqs.IS 4-9.3   and 

IS 4-9.2 above, respectively. The logic sym- 
bol for a 4-input NOR gate is shown in 
Fig. IS 4-9.5(B). In this case, the "bubble" 
on the input line indicates a logical LOW, 
and absence of a "bubble" on the output line 
indicates a logical HIGH. 

The use of a DTpL 930 gate as an in- 
verter is illustrated in Fig. IS 4=9.5(C). The 
output is LOW when the input is HIGH, and 
vice versa. One input line is normally uti- 
lized for this function. 

Identity comparators with diode-trans- 
istor micrologic can now be designed, as 
shown in Figs. IS 4-9.6 and IS 4-9.7, by using 
the basic Boolean Eq. IS 4-9.1. For conve- 
nience, only 2-bit and ti-bit identity compa- 
rators are illustrated, but the design can be 
applied to anynumber of bits or stages, pro- 
vided loading requirements arenot exceeded. 
Implementation that is achieved primarily 
with a single type of gate, such as the Fair- 
child 930, simplifies design and maintenance 
objectives, and usually affords spare input 
lines. The ultimate selection of the actual 
chips, however, generally depends on the de- 
signer and other factors. 

A- 

B ■ 

C • 
D. 

ABCD 

NOPE 7 
F ■ A+B+C+ D 

(A)     NAND Gate (B)     NOR Gate 

(C)      Inverters 

Figure IS 4-9.5.    Logic symbols for the DTpL 930 gate. 
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INFORMATION SUMMARY 4-9.    THE LOGICAL DESIGN OF 
IDENTITY COMPARATORS (Cont) 

^V 
1/2 Zl 

This identity comparator provides a logical HIGH output 
when the two input bits are both HIGH or both LOW.   For 
example, when A and B are both HIGH, 22-6wilI be LOW 
and 23-6will be HIGH.   When A and Bare both LOW, 
22-8 will be LOW and 23-6 will again be HIGH. 

(A)   Logic Diagram 

INPUTS OUTPUT 

A        B F 

0        0 1 

0         1 0 

1         0 

1          1 

0 

1 

0 ©    o 
1 o    0 

F=AB+ÄB 

(C)     Kar naugh Map (B)    Truth Table 

Figure IS 4-9.6.    A two-bit identity comparator (A=B). 

4-65 



AMCP 706-329 

INFORMATION SUMMARY 4-9.    THE LOGICAL DESIGN OF 
IDENTITY COMPARATORS (Cont) 

1/2 Zl 
1    f\   6        9 

1/2 Z2 

1 J\ ' 

-O 

10 1/2 Z2 

2 1/2 Z3 

1/2 Zl 

1/2 Z6 
This identity comparator provides a logical HIGH output 
when the input bits are all HIGH or all LOW.   For ex- 
ample, when A| and B] are both HIGH, 22-6 will be 
LOW.   With a LOW input on Z3-1, Z3-6 will be HIGH. 
To obtain a HIGH output at Z9-6, all the inputs to 28-9, 
-10, and -12 must be HIGH.    If any input to 28-9,  -10, 
and -12 is LOW,  then Z9-6 will be LOW—stating that 
an A bit is not equal to a B bit. 

(A) Logic Diagram 

INPUTS 
A.     B. 

i        i 

OUTPUT 
F. 

0       o 1 

0         1 0 

1          0 

1      1 

0 

1 

0      1 

of?: 

F. = A. B. +A. B. 

F=(A,  Bj-rÄ,  B,)(A2 B2+Ä2B2) (A3B3+-Ä3B3) 

(B)  Truth Table (for each stage) (C) Karnaugh Map 

Figure IS 4-9.7.    A six-bit identity comparator (A=B). 
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4-12.3    MAGNETIC DEVICES 

Refs. 62, 63, and 102 cover some of the 
first work done in the use of magnetic-core 
elements for logical switching. Ref.64 is an 
excellent bibliography of literature pertain- 
ing to magnetic circuits and materials, 
covering magnetic cores and films, ferrites, 
magnetic metals, multi-aperture magnetic 
devices, twistors, the ferristor and the para- 
metron. A survey of magnetic devices is 
given in Ref. 17. In addition to the simple 
toroidal magnetic core, there are magnetic 
devices having a more complicated geometry. 
Atwo-aperture device, or transfluxor is de- 
scribed in Kef. 70, three-aperture corelogic 
is described in Kef. 72, and an 8-rung "lad- 
die" is described in Ref.  71. 

4-12.4    NEW DEVELOPMENTS 

An interesting type of large-capacity 
storage can be constructed using ferroelec- 
tric materials such as barium titanate. These 
materials can be polarized by a sufficiently 
large potential difference and, since the di- 
rection of polarization can be reversed by 
reversingthe direction of the voltage, binary 

information can be stored. The direction of 
polarization can be sensed by applying a 
voltage pulse of specified polarity because 
a relatively large current is required to 
change the polarization while little current 
is required if the polarization is not changed. 

The memory cells are constructed by 
evaporating rectangular electrodes on a plate 
that is a single crystal of fercoelectric ma- 
terial. A sixteen-cell unit is shown in Fig. 
4-35. For writing, a cell is selected by the 
coincidence of two voltages E, each of which 
is half of that necessary to change the polar- 
ization of the dielectric. When reading, the 
full switching voltage 2E is applied to one 
electrode and the otlier is grounded through 
a load resistor. If the read signal causes a 
reversal of the polarization, a voltage pulse 
will appear across the load resistor indica- 
tingthe initial state of the cell. An alternate 

reading system uses the output wires as the 
primaries of atransformer as shown in Fig. 
4-35(F). 

Ferroelectric memories are easy to 
manufacture since the electrodes are evapo- 
rated directly onto the dielectric and are 
quite small. The electrodes can be 10 mils 
wide  and 10 mils   apart.    The  ferroelectric 

B i 

(A) 

O 

(B) 

INPUT WRITE 

(C) 

>   OUTPUT 
TIWE 

SHEET OF 
FERROELECTRIC MATERIAL 

--£ 
0      0      0 

(D) 

r T r Y 

+ 2E 

77T 

(E) 

Figure 4-35.    Ferroelectric storage. 
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can be 10 mils or less thick. This corre- 
sponds to a bit density of nearly 2 50,000 bits 
per cubic inch. 

At present, ferroelectrics have several 
disadvantages. The rectangularity of the hys- 
teresis loop is poor and the size and shape 
of the loop depends on the frequency of the 
applied voltage. Also, the ferroelectricprop- 
erties of the material can be damaged by 
repeated reversals of the polarization and 
these properties are sensitive to tempera- 
ture. Because of these difficulties, ferro- 
electrics have not been used in any com- 
puters; however, they are still the subject 
of intensive development effort. 

The tunnel diode 75. is a solid-state de- 
vice, with a negative-resistance region in 
its characteristic curve, that can be used in 
microwave digital circuits for amplification 
and gating. By utilizing this device, repeti- 
tion rates (i.e., 1/unit time interval)of 1,000 
to 3,000 megacycles, or more, may be real- 
izable. Thus its potential advantage is very 
great speed in a comparatively reliable solid- 
state device. At present, there are disad- 
vantages—associated with problems of re- 
producibility and uniformity of characteris- 
tics as well as with the many circuit-design 
problems introduced by the high speed—that 
must be overcome. 

The tunnel diode consists of a junction 
between extremely heavily doped (doped to 
"degeneracy") n-type and p-type semicon- 
ductors. It depends for its operation on the 
quantum-mechanical phenomenon known as 
tunneling, from which the diode derives its 
name. Tunneling is an effect in which an 
electron can "tunnel" through a potential bar- 
rier, even though it does not have sufficient 
energy to "surmount" the barrier, provided 
the barrier is "thin" enough. 

4-13 STORAGE 

4-13.1    SEQUENTIAL-ACCESS STORAGE 

The addresses of a sequentialstore are 
scanned continuously, with a particular ad- 
dress becoming available once each cycle. 
This type of storage generally provides large 
amounts of inexpensive memory, but has a 
relatively long access time. 

4-13.1.1    Magnetic Sequential Storage 

The most important types of sequential 
access storage involve magnetic recording 
on drums, discs, and tape. In order to keep 
the reading (or writing)in synchronism with 
other elements of the computer, the drums, 
discs, or tapes usually have one channel re- 
served for clocking or timing pulses. In 
some cases —e.g., where a drum constitutes 
the main memory of a computer—thetiming 
pulse channel is the basic clock pulse gen- 
erator for the computer» 

4-13.1.1.1     Magnetic Drums 

A magnetic drum is a metal cylinder 
that revolves about its axis and has informa- 
tion recorded on its surface, as shown in 
Fig. 4-36. Information is written onto or 
read off of the drum through heads mounted 
close to the surface of the drum. 

Extremes in drum capacity are a small- 
size 2X2 inch drum storing 20,000 binary 
digits, contrasted with a4-foot drum storing 
20,000,000 bits. A capacity of 100,000 bits 
is common, and may be obtainedin a drum 
6X6 inches, with a storage density of 50 
bits per inch around the circumferance and 
20 bits per inch along the axis. 

4-13.1.1.2     Magnetic Discs 

Storage on magnetic discs produces a 
cross-breed between sequential storage (on 
each disc)with the random feature of select- 
ing one disc from a continuously revolving 
stack in a manner of a juke box. Conven- 
tional disc storage ranges from4,000 words 
of 40 bits to units storing severalmegabits. 

4-13.1.1.3     Magnetic Tape 

A magnetic tape is a flexible plastic or 
metal strip from 0.001 to 0.010 inch thick, 
from 0.25 to 4 inches wide, and may be up 
to 2500 feet in length for atypical installa- 
tion. Fig. 4- 37 illustrates the method of feed, 
read-write, drive, and take-up for handling 
magnetic tape. 

Tape storage has been used inthe form 
of endless loops, providingmany of the char- 
acteristics of a magnetic drum, as shown in 
Fig.  4-38. 
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Figure 4-36.   Arrangement of a hypothetical,  sixteen-word serial memory 
on the surface of a drum. 
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Figure 4-37.    Typical reel system for 

magnetic tape. 
Figure 4-38.    Method of providing an 

endless tape. 
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4-13.1.2    Delay-line Storage 

Considerable use has been made in the 
past ot acoustic (ultrasonic)delay lines to 
provide reliable storage of information re- 
peated-over and over, as shown in Fig.  4-39. 

In the acoustic delay line, coded infor- 
mation is introduced serially into a medium, 
which may be mercury, by loud-speaker ac- 
tion. A second transducer picks up the pul- 
ses delayed by the transmission time through 
the medium. These received pulses can be 
reformed and sent again through the delay 
line. In this way, the information store is 
retained sometimesfor days at a time with- 
out losing a pulse. A higher-speed variation 
of the delay line uses a quartz crystal. By 
having mechanical vibrations transmitted 
through a crystal polygon rebound from 15 
or more sides, a reasonably long delay may 
be packaged in a small volume. 

Lumped-constant delay, lines, using a 
number of inductors and capacitors to create 
a transmission line with a low propagation 
velocity, represent a very special approach 
that invol\es resolution problems requiring 
large numbers of different small compo- 
nents. This type has inherent losses and 
requires additional amplifiers to create long 
delays. 

Magnetostrictive delay lines find wide 
application as serial memories. Their ad- 
vantages are light weight and low power con- 
sumption. Special packaging is required €or 
extreme environmental conditions, however. 
These delay lines usethe principles whereby 
somematerials deform when a magnetic field 
is applied, and conversely distort a surround- 
ing magnetic field when the material is 
strained. In this type of delay line, a mag- 
netostrictive wire is held between two damp- 
ing elements to prevent reflections and is 
magnetized by a transmitting coil at one end 
to deform the wire. The deformation travels 
down the wire, and the strain is transduced 
into an electrical pulse at the other end. 
Pulses are stored in the wire in the form of 
strain waves. 

Fig. 4-40 shows a typical serial mem- 
ory that is available as a standard off-the- 
shelf item. A simplified schematic diagram 
is also shown. Physically, a magnetostrict- 
ive delay line is coiled and secured inside a 
metallic case that is then attached by stand- 
offs to a printed- circuit board containing the 
logic. The delay line illustrated has an 
operating frequency range of 1 mc and will 
store up to 2048 bits at that rate.': The max- 
imum power dissipation of the whole unit 
is 3.4 watts. 

DIAPHRAGM- 

MERCURY COLUMN 
(SOUND WAVES) 

PULSE ENTERS 
MERCURY HERE 

ELECTRICAL SIGNAL 
ACTUATES DIAPHRAGM 
TO PRODUCE 
SOUND WAVES 

-MICROPHONE 

IT ARRIVES HERE 
A FEWMILLIONTHS OF 
A SECOND LATER AND 
PRODUCES AN ELECTRICAL 
SIGNAL 

ELECTRICAL PULSE 
IS AMPLIFIED AND 
RESHAPED 

AMPLIFIER 

Figure 4-39.    Acoustic delay line. 

*At 1 mc, a 2048-microsecond delay will store 2048 bits of data,  in accordance with the relationship 
,        v       storage capacity (bits) 

Total pulse delay (Ajsec; =   -=—r-?  F '   v clock frequency (mc) 
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Figure 4-40.    A typical serial memory utilizing a magnetostrictive delay line. 
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Logically, the serial memory may be 
considered to be a shift register whose length 
is equal to the specified number of digits of 
delay and shifts at the clock rate. Continuous 
storage is achieved by feeding the serial- 
memory output back to the input and recir- 
culating the stored data. Logical inputs are 
provided for entering information into the 
memory, removing information from the 
memory, modifying memory contents, form- 
ing circulating serial adders, etc. 

An excellent presentation on magneto- 
strictive delay lines appears in Ref. 102. 
The application of these delay lines in air- 
borne serial memories is covered in Ref. 93. 

Serialmemories with a "zero-tempera- 
ture-coefficient" glass delay line have been 
built for operation with high-frequency logic 
elements. Their use has not been as wide- 
spread, however, as magnetostrictive delay 
lines -- probably because of cost and fre- 
quency restrictions, such as short lead 
length. 

4-13.1.3    Punched Paper Tape and Cards 

Punched paper tape and cards are useful 
for very-long-access-time storage, for in- 
struction storage, and as an intermediate 
input-output medium. The nature of their 
use is summarized in Figs. 4-41, 4-42, and 
4-43. 

Both tape and cards provide a method 
of holding files of information outside the 
computer. Cards have the advantage of being 
easily rearranged, added to, or deleted from 
in order to vary programs and routines or 
to up-date a data file conveniently. Tape can 
be read at rates of a few hundred characters 
(2,800 bits) per second. At the upper limit 
of card handling — 1000 cards per minute — 
an equivalent bit rate of 16,000bits per sec- 
ond is obtainable. 

4-13.1.4    Photoelectric Storage 

By using photographic storage of opaque 
and transluscent binary bits arranged not 
unlike the punched-hole arrays on cards, 
very high packing densities canbe achieved — 
in the order of 50,000- 100,000bits per square 
inch. A number of physical configurations 
'have been developed including  reels of film 

DIRECTION OF TAPE FEED 

PUNCHED 
TAPE  s 

:.r® 
oo i Ab 'o oo o - 
o oooio oo oo- 
o    o    o d>p    o       o    o   -. 

OO O ip1 

O     O QOO       O     O 
oo    o o pbo    o o    o 
OO OD OO O- 

o o obo o  0     o  o _ 

LOCATION 

HOLES 

■HOLE SITES 

Q j   SLOT IN MASKING TAPE 

» MASKING PLATE 

Figure 4-41.    Reading of punched 
paper tape. 

(usually 35 mm in width), large disks, plates 
a few inches square, and film strips or chips. 
A given photographic element is normally 
scanned sequentially, but it is conceivable 
that the photoelectric scan of information 
would take place at several million bits per 
second. Except for reels and disks, the 
photographic elements may be stored in a 
manner that permits mechanical selection — 
giving a combined random-sequential access 
to a very large memory bank. 

4- 13.2   RANDOM-ACCESS STORAGE 

4-13.2.1    Magnetic Core and Other Coinci- 
dent-current Devices 

The very- common, very-high - speed 
magnetic core memory forms a good exam- 
ple of the class of random access storage 
devices. Fig. 4-44 shows a "plane"of cores, 
each typically between 0.1 and 0.4 inch in 
diameter. Each core is of square-loop mag- 
netic material (as described in par. 4-12.4), 
and the coils indicated in the figure are 
commonly of only a single turn so that the 
complete matrix may be woven from wires 
threading horizontally and vertically through 
the cores. 

A pair of the X- and Y-coordinates de- 
termines a set of cores, and a carefully con- 
trolled signal level is used to affect the Oor 
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Figure 4-42.    Typical arrangement for reading punched paper tape. 
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SENSE 

INHIBIT/DISTURB 

Figure 4-44.    Corner of a core matrix. 

1 level of one specific core where the coor- 
dinates intersect. The addition ol many 
planes and a Z-axis creates a core memory 
stack, one module of which typically has a 
word capacity between 1,000 and 4,000. Solid 
slabs of ferrite material have been designed 
to act like an array of cores, by creating 
arrangements ot holes and printing conduc- 
tive windings on the essentially nonconduc- 
tive Territe material. A matrix oi cores can 
also be croatorl through techniques of de- 
positing films oi magnetic- material, insula- 
tion, and copper grids on glass. Such de- 
posited circuits may have extremely high 
speeds. 

A recent development in magnetic mem- 
ory components is fabricated of pressed fer- 
rite materials and takes the form of small 
rectangular solids, each nominally 0.085 X 
0.050 X 0.050 inch. These blocks have two 
nonintersecting orthogonal holes: one for 
storage   and  one  for interrogate.     Magnetic 

domains in the common volume of material 
between the holes are shared, and a change 
in flux linkage around one hole will cause a 
change in the flux linking the other hole. 
Spacingbetween the holes is suchthat inter- 
ference is reversible, producing a nonde- 
structive memory element. The direction of 
flux around the storagehole determines if a 
1 or a 0 was stored. Abipolar sense voltage 
induced by the change in stored flux is ob- 
servedon the sense conductor in the storage 
hole. Very short access times are reported 
for these elements. 

4-13.2.2    Diode-capacitor Storage 

A bank of capacitors wi'th associated 
diodes can store information of a thousand 
bits or so for periods of a few seconds. A 
capacitor is charged to store a 1,and is dis- 
charged tor a 0. 
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4- 13.2.3    Cathode-ray-tube Electrostatic- 
mosaic Storage 

In earlier digital machines, devices 
such as the Williams tube, the barrier grid 
tube, and the selectron were developed for 
storing charges on plates that were scanned 
for reading and writing by a cathode-ray 
beam. These typically would store l,024bits 
with random access time as small as 10 
seconds. They required particularly precise 
and noise-free control circuitry. 

4-13.2.4    Photoelectric Storage 

Random-access photoelectric storage 
has been developed in two forms. In one of 
these, a cathode-ray tube is employed as a 
light source. Data are recorded on photo- 
graphic plates, each bit being recorded on a 
separate plate. To permit parallel readout, 
the light beam from the tube face is split by 
an optical system so as to fall on corre- 
sponding areas ofall plates. The light pass- 
ing through a plate is then focused in a 
photo-cell. This memory system has been 
employed in telephone central offices. 

Amemory employing a photocell matrix 
excited by a matrix of electroluminescent 
cells has been built experimentally. Electri- 
cal feedback from each photocell to its cor- 
responding electroluminescent cell is used 
to hold information in the memory. 

4-13.2.5    Ferroelectric Storage 

Ferroelectric crystals, such as barium 
titanate, retain residual electrical polariza- 
tion on application and release of a voltage. 
This property is similar to the hysteresis- 
loop characteristic of magnetic materials 
used in core memories; therefore, ferro- 
electric crystals may be adapted as high- 
speed storage devices. The technique is, 
however, still in the developmental stage. 

cerned with transistors and integrated cir- 
cuits. In each case, care must be taken in 
the mechanical design to ensure reliable 
connections and strain relief. Extreme 
cleanliness both in the elimination of dust 
and in removing all traces of chemicals used 
in processing is a necessity. Fortunately, 
such reliable components are now available. 

In the case of transistors, manufactur- 
ing tolerances are so broad that measure- 
ment of critical parameters on all units is 
usually necessary. For some critical appli- 
cations, selection of units is necessary. 
Complete inspection of other components, 
such as resistors and capacitors, is not 
practiced except in the case of military ap- 
plications in which the highest reliability is 
required. 

Pulsed operation introduces certain 
problems that are not encountered in con- 
ventional circuits. In vacuum-tube circuits, 
it was found that a cathode interface was 
formedunder steady pulsed operation, which 
materially reduced the emission. Special 
cathodes have been developed 'or this serv- 
ice. Transistors for pulsed service are 
usually required to operate in the saturated 
region. For this type of operation, the sat- 
urated collector-to-emitter \oltage should 
be minimized since this voltage times the 
collector current is the major part of the 
power dissipated in the transistor. The de- 
sign of the transistor must also minimize 
the   storage time, i.e., the time   required  to 
dissipate the minority carriers collected at 
the base-collector junction. 

Resistors and capacitors are conven- 
tional, but types that have minimum induc- 
tance are employed. Pulse transformers, 
when used, employ square-loop cores which 
have low leakage reactance when saturated. 

4-14.2    PACKAGING TECHNIQUES (MIN- 
IATURIZATION) 

4-14 CONSTRUCTION PRACTICES91 % 

4-14.1    COMPONENT SELECTION 

Because of the large number of compo- 
nents used in a typical computer-, the highest 
component reliability is demanded. Present- 
day computer techniques are primarily con- 

Techniques that employ con. entional 
electronic, components, mounted and con- 
nected by methods that minimize waste space, 
are classifiedas m miatunzation techniques. 
The term also comprises efforts to reduce 
the volume oi the components themselves. 
Microminiaturization, on the other hand, 
describes techniques that eliminate the cases 
and'or  leads   of the   components.     Carrying 
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the concept further, the techniques of molec- 
ular electronics eliminate the separatecom- 
ponents as mechanical units. 

The combination of miniaturizat ion tech- 
niques with the modular concept has become 
standard practice in present-day computers. 
Printed-circuit cards are used extensively, 
usually fitted with a connector to facilitate 
maintenance. Anumber of ingenious designs 
have been worked out by the manufacturers 
to prevent insertion of a card in a wrong 
socket, to lock the cards in place, and to re- 
move cards easily. 

While circuit cards vary widely in size, 
a standard 0.1-inch grid system has been 
adopted by the industry to facilitate layout 
and mechanized production. Most modern 
components conform to this system. Auto- 
matic machinery is available for the bending 
and insertion of component leads in pre- 
punched holes. The card material is usually 
a glass-fiber-base epoxy resin material in 
military equipment that must withsland a 
humid environment. Occasionally glass or 
ceramic areused. In commercial equipment, 
a paper-base phenolic resin is common. 

Interconnections are sometimes made 
by hand-wiring, but more-uniform and reli- 
able results are obtained with photo-etched 
wiring. Connections may be hand soldered, 
but with close attention to details and care- 
fulinspection good results are obtained with 
dip soldering. 

Connectors for module cards must be 
rugged and reliable. The use ofprinted con- 
nectors should be restricted to applications 
where size and weight are paramount con- 
siderations since ruggedness and life are 
somewhat compromised. 

The number of components per module 
is limited by maintainability considerations. 
About six transistors, with associated cir- 
cuitry, is a practical limit. Thus, a flip-flop 
or binary counter element is a viable mod- 
ule, while a complete counter would be dif- 
ficult to maintain as a module.    Conversely, 

a single diode ANDgate would be wasteful as 
a modular element; the usual practice is to 
combine several gates on a single card. 

Considerable reduction in size has been 
obtained with welded construction. In this 
technique, components are interconnected by 
spot welding of their leads, without support 
of a board. The completed assembly is then 
encapsulated, the final module usually having 
the form of a rectangular block with the in- 
terconnectingleads projecting from one face. 
Suchwelded assemblies have shownhigh re- 
liability in severe environments; however, 
the production costs are much higher than 
with the conventional technique. 

4-14.3    MICROMINIATURIZATION 

The Micromodule program, sponsored 
by the U.S. Army, has been used extensively. 
Individual ceramic wafers are employed as 
a substrate for individual components (occa- 
sionallymore than one component is included 
on a wafer). Since the size is standardized, 
stacks of wafers may be readily intercon- 
nected to form modules which are then 
usually encapsulated. Micromodular con- 
struction has tlie benefits of size reduction 
(about 500,000 components per cubic foot) 
and reliability improvement, yet is amen- 
able to automatic production. 

More recently, there has evolved the 
technique of molecular electronics, particu- 
larly integrated circuits. This technique 
employs a semiconductor substrate on vari- 
ous portions of which resistors, capacitors, 
diodes, and transistors may be formed. Re- 
sistors, for example, are formed by apply- 
ing two ohmic contacts to the substrate; di- 
iodes and transistors are formed by forming 
rectifying junctions. Unwanted conducting 
paths are etched away, and desiredpaths are 
vacuum deposited. The result may be either 
a complete logic element in the space occu- 
pied by a single transistor or a singlemicro- 
module. 
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CHAPTER 5 
DIGITAL DIFFERENTIAL ANALYZERS 

5-1   INTRODUCTION 

As a general rule, the solution require- 
ments for fire control computers (particu- 
larly where prediction techniques are in- 
volved) are very time limited. Accordingly, 
fire-control solutions must be processed at 
the highest possible speed consistentwith the 
necessary degree of both accuracy and pre- 
cision. Thesolution of a reasonably complex 
set of differential equations can require an 
unreasonably large number of iterations and 
an inordinate amount of computational equip- 
ment. Therefore, whenever there is a large 
number of differential equationsto be solved, 
it becomes desirable to investigate the use of 
other than a standard digital computer? (see 
Chapter 4). Requirements forlong-term drift 
stability, accuracy, and a wide range of var- 
iables lead quite often to the digital differen- 
tial analyzer (DDA.) as a likely candidate for 
this portion  of the   computational workload. 

The use of digital differential analyzers 
--because of their great speed advantage in 
solving differential equations, coupled with 
modern mechanization techniques--appears 
to offer a promising alternative to the stan- 
dard-digital-computer approach, An attrac- 
tive application for a high-speed DDA is 
as part of a hybrid system comprised of a 
DDA section and a standard- digital- computer 
section. In this system, the DDA section 
would process high-speed differential-equa- 
tion calculations and thereby alleviate the 
load on the standard section. 

Potentially, the DDA can iterate a differ- 
ential equation faster-than a standard digital 
computer since tlie latter wastes time doing 
housekeeping tasks, memory-transfer in- 
structions, indexing, etc. In most DDA de- 
signs, this potential has not been completely 

realized for two reasons: 
1. Most DDA's have been serial ma- 

chines rather than parallel. 
2. Most DDA designs use a fixed inde- 

pendent variable increment for solving dif- 
ferential equations rather than a variable 
increment (which is used by most sophisti- 
cated standard digital computers). 

The digital differential analyzer is an 
incremental computer consisting of a collec- 
tion of digital integrators interconnected in 
such away as to sol\-e integro-differential 
equations. A DDA is permanently program- 
med—insofar as a problem solutionis wired 
into tlie configuration of computing units-- 
but the modular basis of tlie configuration 
leads to simplicity of design, and ease of 
maintenance and programming, It should be 
pointed out that a DDA solves differential 
equations; it does not dern e them. The basic 
digital-integrator computing units can be 
used not only as integrators but also as 
switching devices , limiters , and genei-ators 
of special functions, and can be programmed 
for algebraic computations such as multipli- 
cation and division. A DDA integrates by 
means of a digital process involving the over- 
flow of registers; the effect is similar to 
solving a differential equation stepwise by 
finite differences. 

The detail required in programming 
DDA's c an he grcatlj simplified over that for 
other digital machines because the DDA is 
particularly susceptible to a block-diagram 
approach in programming. 11 is interesting 
that some commereuil general- purpose digi- 
tal computers have been provided with the 
software to establish operation as a DDA. 
This   possibility   is   sometimes   of  interest 

* Ry P..   St.   George,   jr.   and A.   Kczer,   based on the references given at the end or this chapter 

, jSec par.   3-5 of Chapter 3 for the backgaoimd of this termrnolo.r/.y. 
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duringthe design phase of a special-purpose 
computer. 

The immediately following paragraphs 
onthe concept of the digital differential ana- 
lyzer are based on Kef. 3, which should be 
consulted for further information. (Also in- 
formative in this connection is Ref. 18,which 
presents a relatively complete discussion of 
DDA theory, operation, mechanization, and 
programming. ) This remarkably illustrative 
description shows how a DDA computes suc- 
cessive values of a function by means of suc- 
cessive differential additions. 

The problem chosen is to compute a table 
of values fora function y= f(x). If one starts 
with agiveninitialvalue of y, yc, = y(xo), then 

y(x,) 

Similarly, 

y(>ü   +    [y(*i) -/(*„)]   (5-i) 
y(x)    +     (Ay). (5-2) 

y(x2)        =    y(x,)   +     (Ay)> 

and so forth.    In other words, 

y(x.+])    =    y(x.)     ■+      (Ay), 

Now suppose that 

y = ex 

(5-3) 

(5-4) 

(5-5) 

Then 

dy     =    e"dx     = ydx (5-6) 

or, approximately, 

(A y)„. = y(x.)  (x.+1   -x.)   =y(x.)Ax (5-7) 

Thus, one can compute successive approxi- 
mate values of e* by means of the relation- 
ship 

y(x i +1) = y(x|) + Y(X-) AX (5-8) 

For the above illustration, the smaller one 
makes Ax, the more accuratethe results will 
be. However-, this is not always true; for ex- 
ample, when y= ( or because of the li imitations 
of calculating techniques, etc. 

By pausing for a moment before setting 
up a computing unit to mechanize Eq. 5-8, 
one can explore--and then dismiss--what 
couldbe anobstacle in the computations. Spe- 
cifically, multiplication can produce a dou- 
ble-length result, i. e., an n-digit number 
multiplied by an m-digit number can result 
in a number with m + n digits. In a digital 
computer, the register to record the result 
of a multiplication is usually of double-word 
length (or two registers) wherein the first 
word o r register records the most significant 
bits (major product) and the second word or 
register records the least significant bits 
(minor product). In the present problem, 
where Ax is small,the maj or part of the mul- 
tiplication y(x;)Ax willbe zero. Thus, errors 
will result when the minor product, which 
contains very significant figures in this prob- 
lem, is dropped. It would therefore be better 
to work with the double-length extension of 
y(x;). However, this is not particularly de- 
sirable for what is supposed to be a small 
special-purpose computer. 

By examiningthe procedure more care- 
fully, it is possible to ascertain how the use 
of a double-length accumulator canbe avoid- 
ed. As has been noted, each time y(x;)Ax is 
formed the major product is zero; but cer- 
tainly the major part of y(x;) must change 
eventually. This must occur during the ad- 
dition y(x;) +y(x,)Ax and will be the result of 
a carry from the minor part into the major 
part. In other words, as one accumulates in 
the minor part, one eventually propagates a 
carry, or overflow, from the minor part into 
the major part of y(x;). If one is working in 
binary, the carry can only be a 1 and the 
major part of y(x;) can change at most by 1 
during any iteration. Hence, one does not 
need a double-length accumulator at all; 
rather, one needs a single-length accumula- 
tor that simply accumulates successive 
minor parts of y(x;)Axi and a counter that 
holds the major part of y(x;) and adds 1 to 
the maj orpart of y(x;) each time there is an 
overflow from the minor accumulator. The 
accumulated minor parts are referred to 
collectively as the residual. * 

True multiplication is not essential in 
finding y(x;)Ax, for one can always take Ax - 
l/2q.   One then need only shift y(x;) byqposi- 

* 
See the subsequent discussion of errors in par.   5-5 

5-2 
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(ions to the right to form y(x,)Ax. Hid, since considered as consisting of a '■> register, ur 

the re w ill not hi' a mu|orpart in I he aeeinn u- counter; an arcum nla lor register h'; and a 

lalor, one can always choose Ax so I had the means for adding the contents <>l' Y to l{. An 

.shi R ing of y(x ■) need not ha ve lo occu r aclrial ly addi I ion oocu rs each lime a pulse is nppl i ed 

(although of course, it does occur virtually). to the gate at the point marked Ax. The con- 

To illustrate these points, consider a tent y of the Y regislor Is altered by the Ay 

4-bil binary word and let Ax 0.0001 (see input which may he either a single pulse to 

big. f>- 1 ). bigure irl(/\) il I usl rales Ihe arcu- add unity to y or a much larger numbei'. As 

mulalor that is to hold the residual and the the number in Y i s repeatedly added to H,lhc 

counter that is to hold the major part ot the It register will overilow IViini time to time, 

iunclion value y. The circle represents Ihe Mach lime an overflow occurs, a pulse will 

component wherein y is virtually but not ac- appear on Ihe A/, oulpui I inc. The A/, over- 

lualiv shifted; this is simply a gale that at flow, or carry, from the accumulator is the 

the proper time passes y to be accumulated differentia I va 1 uc that is ava 11 able to be added 

willi Ihe previous residua! lo form the new to some fund ional va 1 tie and thus confi line the 

residual. The dash-dot lines represent Ihe calculation, for example, in the confi gu ra- 

''l rue1'juxtaposition of the double length val- lion of ihe example in I'd f^'. .')-1 , the carry of 

lie of y. for this illustrative problem, slart y Ax was i'vi\ hack to Ihe Y register of the 

with x , 0, and y,, - c 1 preloaded into same compulingumt to create the next point 

Ihe counter. Then y(\0) - 01.00 and y(xu )Ax - in the fable of y e \ The relal ionsh i p be- 

00.00 0100, where 0100 is the residual. Hveenthe numbe r of A/ pulses and Ax pulses 

Since will  be 

y(x,) =     y(xj -)   y(xjAx       01.00 0100 Az   =■-       1-   yAx                                        (5-0) 

the   01.00   remains  unchanged  in Ihe counter where 

and 0100 is put i nto Ihe accumulator (see   big. 

f)-KM)), With y(x,)Ax - 00.00 0100 again,one y      the number in  Y 

obtains 0100   I   0100      1000    as   Ihe    residual 
(by   binary   arithmetic), and 01.00  remaining If      the  radix (base) of the number sys- 

sti 11 unchanged in I he counte r as y(x,).    Then, tern in use 

y(x^)Ax --- 00.00 0100,   whence    1000   I   0100 - n -■■   the numbe r of oraleres i n the registers 

1100 is the new   residual   and 01.00 remains 

unchanged    as   y(x.j)   in   tile    counter.      Next, The pi-oblein ol 'eompul ing sin x  and cos x 

y(x,)Ax ■- 00.00 0100,   whence   1100 + 0100   - will i I lustra le how two com put ing und s can be 

carry 1    l- 0000; now the counter is increased combined.    Lei. yr|       cos x .and  lei  y.>       sin x; 

by 1, putting 01.01   in the counter as y(x<;)and then ihe differential equalions are: 

leaving 0000 as the  new residual.    One then 
continues   with  y(x,,)Ax = 00.00 0101,   and so dy,     =   - sin x dx = -y dx              (5- 10) 
forth.   The result of each step and the graph 
of the function so calculated a re shown in Fig. and 
f)-1(M). 

The progress of the plotted output in  big'. dy 2    =   cos x dx    =    y dx                 (fi-11) 

5-1   illustrates a problem to be kept in mind, 

namely,  lhal   Ihe slope of Ihe  funcl iorr  cannot In   the   same   manner   developed   for flu- 

bo    steeper    than    4.a   degrees.      My     suilable example of pa re   5-1, successive approximate 

scaling (see  par.   !>-4), the  slope  of a   function values   can   be   computed  from  the   relation- 

can   be   adjusted   so   that   il    does   not   exceed ships 

4f>  degrees  wilhin Ihe   range of compulation. 

y,(X|  t ,!- y,(x,)     I     Ay,;    Ay,= -y2Ax    (T>-12) 

5-2   LOGICAL CIRCUITRY 
and 

A  generalized form of the basic integra- 

tor r i rcui I   to r  I d )A ' s   (see   big.   5- 2)  may be / 2^1 .  i' " V 2
l'xi'   4    AY2;   A y 2   =  >'1   A*     *r,"1;l) 
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(A)    Funclionül  Diogrom ot the Bcibic  DDA Comp_utiiK^ E lement 
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K KLGISTLK A/, (r>-18) 

(GATL W- 

Y REGIS1LR Ay 

figure .r)-2.    The 1)1 )A computing unit. 

The a IT;I ngrment of I wo I )l )/\ com put ing units 
shown in big. '.>-'■'■> can then be sot up to cotn- 
pute y |   and y ,. 

A va i-i ol y ol' mathematical ope rat. ions ran 
be performed with combinations of integra- 
tors. If, I'm- example, ii is desi red to multiply 
two numbers, v , V ■, one can solve for the ex- 
pression \. y.\ ,. (The y-subscript form 
has been employed to emphasize the use of 
the \ register in the basic computing unit.) 
Since 

then 

dy3  = y,dy? -'     y2dy, 

y3
(xi . i>   =y3<xi)   '    Ay3 

y,(xi . ,) = Y ?*>*■) ■*   AY-> 

V (xi.|)    = Y\(*)    +      A^l 

(;1- 1-1) 

(5-15) 

(5-1G) 

(5- 1 7) 

which can be computed by the configuration 
of big. 5--1, using th rec comput ng units. Only 
Ihe counter, or Y register, o:' the third unit 
is used, and the two inputs to it must be elec- 
tronically arranged so that they do not step 
this counter at   precisely  the same  time. 

Generating a square also uses three* 
units. Again, only the counter in the third 
unit is used, as shown in big. 5- a. from the 
relations!] ip 

y    =   x2 (ä-liO 

(5-20) 

(5-21) 

(5-22) 

il   follows I hat 

dy   »  2xdx 

y(x,   ,-,)    - y(x.)     I    Ay 

Ay   - 2x.   A x 

The first counter is loaded with tlic constant 
2 and never changes. 

The amount of hardware required to put 
together many integrators, or computing 
units , particularly if many signff 'fcant figures 
were incorporated inthe computational accu- 
racy, might appear to be very substantial. 
However, modern LSI (large-scale integra- 
ted) circuits have made all parallel machines 
quite feasible. An alternative classical ap- 
proach is to use a serial systeni in wliicli all 
tlic arithmetic operations required in the 
"gating" functions can be performed by a 
single   set  of arithmetic   units.    In  a   serial 

y, Ax 

figure 5-f>.    An illustrative combination of two  l)l)A computing unit.1- 
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Figure 5-4.    The computation of y,   = y , y >. 

2xA> 2 Ax 

Figure 5-5.    The computation of y - x 

system, the contents of the Y registers anil 
K registo rs are morely held in storage loca- 
tions, the contents ol' whicli aro passed in 
serial fashion through llie control and arith- 
metic elements of the computer. .Magnetic- 
drum and delay-line types of storage have 
been used effectively in this app] icai ion. 
Also, LSI shift registers may hi1 effectively 
utilized. Jacksorr presents a simplified block 
diagram of a magnetic- drum system to i 11us- 
trate the principle. As shown in Fig. 5-6, 
five channels or tracks of information are 
stored on the drum. Tin; contents of the 
Y, R, and AX lines arc processed in a com- 
putational unit thai is controlled by the ad- 
dress line, Tj. The operations are all syn- 
chronized by a permanently recorded clock 
line, (". Consider the Y channel: the Y reg- 
isters of all integrators are recorded in this 
channel in a serial manner. One drum rev- 
olution is called a major cycle, while the it- 
eration or- processing   of  each integrator is 

termed a m ino r cycle. 1 f the machine contains 
1YI integrators, then IVI minor- cycles consti- 
tute a major cycle.' Within each minor cycle, 
the digits contained in the Y register being 
processed aro presented in serial, with the 
least-significant digit first. Thus, in a ma- 
chine ol' IVI integrators that handles a maxi- 
mum of IN digits, the Y channel consists of 
IVI .\ digits around the circumference of the 
drum, with the digits of integrator 2 follow- 
ing those of integrator 1, etc. The K regis- 
ters of the integrators are contained in the 
K line in a similar manner. The; R and Y 
registers are in parallel on the two lines; 
i. e., the It register of integrator 23 occu- 
pies the same position on the 1! line as does 
the Y register ol' integrator 23 on the Y line. 

The computation unit operates on the dig- 
its contained in the Y and R registers exactly 
as the action of the integrator was defined; 
i. e., it causes y, tobeadded to or subtracted 
from   I-, and it adds the summation of the Ay- 

R 
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AZ STORE 

L ADDRESSES 

OFAx ANDAy 

C. CLOCK 

Figure 5-6.    Simplified  representation of l)l)A operation. 

inputs to V[ to form yg , ,. This is done in a 
serial   manner   and   the   digits   of   r |  _   ;    and 

v-        ,    are  re-reeorded on the drum as soon 
■ ■1*1 

as'they are formed. The output of the inte- 

grate r being p roresscil i s reeordod on the AX 

1 inc. 
The use of the AX line to mala1 the out- 

puts of all integrators available to any par- 
ticular integrator now must be considered. 

Suppo.se that a machine uses 20 dibits I'oi- the 
Vami 1! registers and contains 20 integrators. 

In other words, assume that there is a string 
of integrators each taking 20 pulse- t.i men to 

pass through (he read or record ei rruit. Also 

assume that thcAXlinois very short where 
information remains on the di-inii for only l!) 

pulse-times and that it is then read off and 

recorded again by the recording head that 

originally recorded the data. Then, as the 

first integrator is processed, its output-- 
consisting of either one pulse or no pulse-- 

is transferred to the AX line and is recorded 
on the drum at that instant. Twenty pulse- 

times later the second integrator is ready to 
deposit its output on the- AX. line. Since the 
AX line represents a delay of only 10 pulse- 
times, the  first integrator's output wall  have 

come off the line, gone hack on the line, and 

moved over into the second position. This 
causes the second integrator's output to be 

recorded on the AX line directly behind the 

first integrator's output. The third integra- 

tor coming 20 pulse-times later will, of 
course, place its output on the AX line after 

those of integrators 1 and 2, and so on. After 

10 integrators have been processed, the A/, 

line will contain the most recent outputs of 

allot thrni. Since1 the AX 1 ine complete! y re- 

cycles during the time that any integrator 

is passing through the computation unit, if 

makes flu1 outputs o f al I the integral or« avail- 
abb1 to the i n tog rate r lha t is being process (a I. 

This is obviously a simplified example be- 

cause, in general, DDA's contain many more 

integrators than they curry digits per inte- 

grator. In this cast1, two or more AX, lines 
or more than one reading head on the AX line 
are required. However', this example does 
illustrate the processing scheme common to 
all  systems. 

To pick the dy inputs for an integrator, 
a coincidence circuit observes the AX, line 
and the address channel I,. When a pulse 
appears on (he address line, the coincidence 
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circuit causes the contents of the AX line at 
that instant to be fed to a n up- down counter 
that sums the dy inputs, In DDA's 1o date, 
|)i'ovision has been made for summing from 
7 to as many as 15 dy inputs to a single inte- 
grator, in most machines, the dy addresses 
are offset one integrator space so that they 
are summed during the integrator period 
prior to the one to which  it applies. 

In most machines, tiie dx input to an in- 
tegrator is restricted to a single input. II' 
the sum ofseveral va riables is desi red as the 
variable of integration, some other means of 
summing' the i nc roments must be used. Usu- 
ally, however, the dx address consists of a 
binai'v number denol ing the pulse position in 
the A/; line of the desired input. This binary 
number is used to seta counter two integra- 
tor limes ahead of the integrator to which it 
applies. Then, during the next integrator 
period, the counter counts down and causes a 
dx regisler to observe the AZ line at the 
proper instant to pick up the desired dx in- 
put for the  integrator to be  processed next. 

In addition to improvements in machine 
organization that can be effected by the use 
of recent integrnted-ei reuit technology, sev- 
eral additional improvements can be made 
over classical DDA's. One method ''' is the 
combination of several integrators that con- 
lain the- same variable and share the Y reg- 
ister- and adder elements with multiple K 
registers. Another improvement is the use 
of either quasi-floating-point arithmetic or 
pu re- floating-point arithmetic in which, in- 
stead of scaling a fixed-point machine to 
handle the worst-case range of variables, 
the DDA is scaled to handle a nominal range. 
When a variable exceeds this range, crit- 
ical integrators are automatically rescaled 
to modify the increment size of the variable. 
Since the iteration time of a DDA is depend- 
ent on the variable size, this technique also 
allows the parallel DDA to run at the opti- 
mum speed at each  region of its solution. 

As an example of the technique of inte- 
grator sharing, consider the case of the so^ 
lutionof 1 ,/u. fig. ,r>-7(A) shows the conven- 
tional interconnection of two integrators that 
would lie used for this solution. Moth inte- 
grator 1 and integrator 2 store the variable 
1/u in the Y registers. Therefore, the cor- 
responding s ha red- integrator arrangement 
of   Dig.  .r)-7(l5)   liaSj two   K   registers,   where 

register K ( is identical with the R registerof 
integrator 1 and register- R ■> is identical with 
the R register of integrator- 2. This shared- 
integrator DDA arrangement requires one 
adder, one Y register, and two R registers, 
whereas the conventional DDA arrangement 
requires two adders, two Y registers, and 
two U  registers. 

du 

du 

' 
I I 

Y R Y 
'I 

R 

- 

r— 

1 

Integrator  1 

d(l) 
Integratoi 2 

(A)   Convent onal   Implementation 

(B)   Shared-inten.ratot Implementation 

figure 5-7.    Convention."!] anil shared- 
integrator   DDA   implemental ions of 1 <'u 

5-3   SOLUTION OF DIFFERENTIAL EQUA- 
TIONS 

Par. 5- 2 has discussed how tlie output of 
the H register of the basic integrator circuit 
(sec Fig.  T)-2) is consicletetl to be 

A z     y A x (5-23) 

!')-« 
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Usually the finite increments Ax, Ay, and Az 
are replaced by the differentials dx, dy, antl 
dz. The characteristic equation of the device 
then becomes 

o r 

QZ      ydx (5-24) 

It hasbeen pointed out how, in DD\ oper- 
ation, the increment mav be made a suffi- 
ciently small part of the variable so that the 
incremental equation closely approximates 
the integral etuation 

/      ydx (5-28) 

./   ydx T    Z (5-25) 

or the differential equation 

There  is  yet  another way of looking at 
this problem.     If it   is  assumed that y is  an 
integer arid Ax isplus or minus one unit, then 
the digits contained in the register R repre- 
sent the fractional part of 

n2>AX (5-26) 

where €3 is the radix of the number system 
used and n equals the number of digits in the 
registers. Considered in this way, the sum- 
mation of the Az outputs is then the integral 
part of the preceding expression. Thus, this 
constant of proportionality canbe included in 
the characteristic equation of the device, so 
that 

TT"      /      ydx (5-27) 

dz    - ydx 

or the derivative equation 

dz   . y(x) 
dx 

(5-29) 

(5-30) 

This establishes the individual integrator as 
a device that solves a first-order differential 
equation. The useful fact is that if the Y reg- 
ister is loaded with a second-(order deriva- 
tive antl the Ax input is the increment in the 
independent variable, thenthe Az output gen- 
erates the first-order derivati\ e 

(£) (5-31) 

where z1 is an integer. The fractional pail 
of expression 5-26, which remains in tlic 
11 register, is neglected and represents a 
round-of! error. Note that this error is al- 
ways less than Ax, which has been assumed 
to be plus or minus one unit. 

The step from finite increments to dif- 
ferentials in a purely incremental device may 
|ar the mathematicians among the readers. 
Admittedly, it is inaccurate but it seems to 
be customary in discussing ODA's and is, 
perhaps, a carry-over from the mechanical 
integrators which were truly continuous de- 
vices. Tt is used here because it makes the 
general oxplanal ion simpler and is fairly ac- 
curate i f second-order effects areneglected. 
The reader is reminded, however, that al- 
though the digital integrator can be consid- 
ered to be fund ionally equivalent to the me- 
chanical integrator,its discrete nature intro- 
duces errors; these are discussed m par. 5-5. 

It is generally possible to isolate the 
highest-order derivative in a differential 
equation. For example, in the case ofthe 
equation 

d2
w 

w 
dw 

dt2 dt 
0 (5-32) 

one  may  solve for the highest-order deriv- 
ative as 

d2w t    sin w 
dt 

(5-33) 

The differential of this quantity is 

d2v- 

dtJ 

d 
w  

dt 
djsin w)       (5-34) 
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dw 
dT 

dw -t d ( sin w ) (5-35) 

From a network of integrators, such as that 
showninFig. 5-8, the first-order derivative 
and the dependent variable can then be ob- 
tained from the second-order derivative-- 
which is itself a function of the first-order 
derivative, as shown by Eq.   5-33. 

dt 

,2 
d  w 

dt' 

Ax 

Az 

Ay 

dw 

"dT 

Ax 

Az 

Ay 

dw 

"dT 

Ax 

Az 
Ay 

Ax 

Az 

Ay 

/dw\ 
dfc) 

dt z 
i,     n 

Ax 

Az 

Ay 

Ax 

cos w       Az 
Ay 

dt dw 

/dw\ 
vd(-dT) 

d ( sin w 

Figure 5-8.    Connections employed for the 

solution of-i^W- -w-^- 
dt' dt 

sin w = 0. 

In this general approach, it is assumed 
thatthe second-order derivative is available 
to load the Y registerof the "first" integra- 
tor. This is integrated against t to obtain the 
first-order derivative, which is integrated 
inturnto obtain w. Note that the first-order 
derivative is needed twice, and hence a du- 
plicate countin another Y register is gener- 
ated. Integrated against w, this element pro- 
duces the term ^j-p dw. By using the d($) 

output of the " first" integrator as the Ax in- 
putto the integrator containing the dependent 
variable w, the first term on the right-hand 
side of Eq. 5-35 is obtained. The generation 
of d(sin w) uses the network already shown 

in  Fig.   5-3.     Note   that   the   generation   of 

_.— depends on the knowledge of w, and the 
generation of w  depends on the knowledge of 
d ~w 
"Try.     The feedback   connection   makes this 
arrangement of integrators a closed system 
driven by the dt input. It might be said that 
the feedback mechanizes the equal sign in 
Eq. 5-35 since it applies the constraint that 
forces the system to equalize the two sides 
of the equation. This represents an impor- 
tant feature in the DDA solution of differen- 
tial equations. 

Just as a set of initial conditions is 
needed to specify the starting point in solving 
differential equations, the initial conditions 
or starting point for a DDA mustalsobe spe- 
cified. Initial values are placed in all the Y 
registers. The equation is solved once for 
the machine at a specific point, and then the 
machine takes over. The running solution 
produced bythemachine is then accurate and 
up-to-date within the limitations imposed by 
the discrete nature of the integrators. 

5-4   SCALING222 

Scaling is required to fit the variables 
of a problem to the numerical range of the 
DDA. Efficient scaling for a problem re- 
quires that the maximum absolute value of 
all variables be known o r carefully estimated 
to prevent the inadvertent overflow of a Y 
register during the running of a problem. If 
too-generous anestimate of maximum values 
is given, the solution requires more time than 
is necessary. With well-established values, 
it should be possible to scale the variables 
so as to make the most efficient use of the 
DDA's precision and yet keep the computing 
time to a minimum. 

Jackson presents a set of relationships 
for scaling the DDA as follows. First, let 
capital letters represent actual or problem 
values and let lower-case letters represent 
machine values. Further, assume that for 
each quantity there is a scale factor S, so 
that Bs represents one unit of the quantity 
to the machine, where B is the radix of the 
number system used. In other words, the 
following relations exist: 

dx \5-3 6) 

5-10 
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dy   - B'ydY (5-3 7) 

(5-38) 

in which x, y, and z represent machine val- 
ues; X, Y, and Z represent actual values; and 
B is the radix of the number system used in 
the DDA. For each integrand Y of the inte- 
grator, there is a positive integer m such 
that Ern~' is less than the maximum absolute 
value of Y and this maximum absolute value 
is less than o r equal to B m. This relation- 
ship can be stated in the form 

<  IY (5-39) 

Now it is preferable to have the output rela- 
tionship of anintegrator in the form dZ=YdX, 
in terms of the actual values. However, it 
was established earlierthat the characteris- 
tic equation of the integrator is dz=(l/B )ydx 
in terms of the machine values, where all 
quantities are integers and n represents the 
number of digits in the Y register. If the 
values from Eqs. 5-36 through 5-38 are sub- 
stituted inthe characteristic equation, it fol- 
lows that 

BSid'Z    =    —   BSyY •    BS'dX        (5-40) 
B" 

and,   if the relation dZ = YdX is to hold, then 

,S      4 S 

or 

+  S 

(5-41) 

(5-42) 

This first scaling equation establishes a re- 
lation between the number of digits used in 
the Y register, the scale factors of the vari- 
ables of integration, and the scale factor for 
the output variable--as it should, since it was 
derived from the characteristic equation. 

As stated earlier, the Y register must 
be capable of holding the integrand y of the 
integrator at all times during the computa- 
tion. From the definition of scaling factor 
it is known that for each unit of Y, the Y reg- 
isterwillhave to hold the number Bs> . Also, 
itwas noted that at sometime duringthe com- 
putation  the  integration would be   almost as 

big as Bm . Therefore, if it is riot to overflow, 
the Y register rmist be capable of holding a 
number as large as Bn! • Bsv or Bn,+ y

y. 
In other words, 

m   I    S„ (5-43) 

This is the second scaling relation, and 
it determines the number of digits required 
for an integrator in terms of the maximum 
value of the integrand and the scale of the 
integrand input. It also is known, for any 
particularmachine design, thatthere is some 
maximum number of digits available, say N. 
Therefore, this last relation can be expanded 
to 

+ S    <   n N (5-44) 

Another useful but dependent scaling re- 
lation canbe obtained from the two preceding 
relations. From Eq. 5-42, Sv=n + Sx - Sx; 
from Eq. 5-44, S < n - m. Therefore, n + 
Sz- Sx < n- m,   or Sy~ Sx  <    m,   or finally 

S    -   S (5-45) 

In recapitulation, the three scaling rela- 
tionships are 

S    ■+   S    =     n I   S 
y » ' 

m    t S    i   n < N 
y 

S    -   S   >.m 

(5-46) 

where m is the smallest integer satisfying 
B < lYlmax £ B1 , n is the numberof digits 
inthe Yregister, andNis themaximum num- 
ber of digits available in the Y register. 
These equations define the scaling relations 
necessary for scaling any single integrator. 
The extension to a system of integrators is, 
on the surface, simple and straightforward. 
For compatible operation, all the variables 
contributing to a particular input must be at 
a common scale. For instance, all dy inputs 
to a particular integrator must have the same 
scale. Violation of this rule results in mul- 
tiplicationbypowers of B (which can be used 
to advantage at times). It is also clear that 
if the dx output of one integrator is used as 
an input to another integrator, then, in gen- 
eral, the two must be of equal scale. 

5-11 
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All thismay seem axiomatic, and indeed 
it is, but it must be stressed because, while 
the scaling relations are straightforward, 
scaling is the most difficult and important 
phase of programming a DDA. Part of the 
difficulty results from the fact that the scal- 
ing relations involve inequalities. Ingeneral, 
a large numberof setsof scaling factors ex- 
ists that will satisfy any particular system 
of integrators. The direct approach is to 
scale the problem once and then adjust the 
scaling factors until an efficient scaling is 
found. Usually, there are two possible cri- 
teria for fixing the scaling. Unfortunately, 
they are incompatible. One may require a 
particular variable to a certain precision, 
thus fixing its scale and establishing all oth- 
ers. On the other hand, one can fix the time 
of computation--thereby fixing the scale of 
the independent variable. This brings out an 
important feature of the DDA: the ability to 
trade time for accuracy, or vice versa. The 
result of scaling a problem is the determina- 
tion of the register lengths for every integra- 
tor in the machine. Then a correctly scaled 
problem maybe stepped up in accuracy or in 
speed of computationby readjusting all inte- 
grator lengths by the same amount. 

Once the scaling of the variables has 
been determined, it is possible to determine 
the initial conditions, i.e., the initial value 
of each integrand, and to express these in 
terms of the machine values from the scaling 
relations. 

It can be seenthat a major disadvantage 
of a conventional DDA organization is the use 
of fixed-point arithmetic, inwhich the scaling 
is based upon the maximum value that each 
variable can assume. If some of the variables 
vary over a large range, an extremely small 
independent increment may be required to 
maintainthe accuracy. As the size of the in- 
crement decreases, the number of iterations 
increases. If a standard digital computer 
were restricted to fixed-point arithmetic, it 
would have the same type of scalingproblems 
encountered by the DDA. There are several 
possible techniques that can be employed to 
overcomethe scalingproblems of fixed-point 
arithmetic. One, of course, is to imple- 
ment a fully-floating-point machine. An- 
other, more practical, approach is to use a 
quasi floating point (i.e., multiple scale)that 
is  a  compromise   between   fixed-point   and 

floating-point arithmetic, If the complete 
range of a variable is divided into several 
sub-ranges and each sub-range is scaled to 
fitthe fulllength (numberof bits)of the fixed- 
point word, the DDA may compute with the 
scale corresponding to the particular sub- 
range in which the variable happens to lie. 
When the variable changes to a different sub- 
range, the DDA must then switch to the cor- 
responding scale. Each scaletherefore uses 
fixed-pointarithmetic, butthe switching from 
scale to scale as the variable changes mag- 
nitude simulates the effect of a floating point. 

5-5   ERRORS INTHE DDA 

The operation of the digital integrator 
has been characterized by the integral equa- 
tion 

/    V" [ Eq. 5-281 

b n 

./    y dx - 
a 

2    y,. 
i ■--1 

Ax 

Over a range from x = a to x = b, this inte- 
gral can be approximated by a finite sum as 
follows when the rangeinterval has been di- 
vided into n equal parts; see Fig.  5-9(A): 

(5-47) 

The error due to this approximation can be 
made as small as desiredby making Ax small 
enough or, by what is the samething, n large 
enough. The erro rincurred by using a finite 
Ax is known as the truncation error. The 
method of integration as outlined here is 
known as Euler or rectangular integration 
because the integral is approximated by sum- 
mingthe rectangular areas yiAx. This is the 
crudest form of integration and the truncation 
error can be quite large unless Ax is made 
very small. However, making Ax smaller 
means that the machine must run longer to 
cover a given range. Thus, there is a prac- 
tical limit to the reduction possible in the 
size of theincrements Ax and it is desirable 
tobe able to reduce the truncation error with- 
out having to reduce Ax further. This can be 
done by  refining the method of integration. 

A large improvement, without compli- 
cating the circuitry, can be made by using 

what is commonly known as trapezoidal inte- 
gration; see Fig. 5-fl(T3). In this method, the 
integral   is   approximated  by  summing   the 
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/~ydx = ^y. Ax nth RECTANGLE 
J                i-1 

Ü 
Area - y    Ax 

h 
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t 
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i r 

X - - a x-b X 

"*~Ax       ^ 

(A)   Rectangular Integration 

nth TRAPEZOID 

Note that Ay    Jiere 
n 

is negative. 

(B) Trapezoidal  integration 

NOTES: 

1 -IXA.V.;.! denotes the truncation error. 
2.      Ax is made large here for illustrative purposes. 

Figure 5-9.   Truncation errors associated with rectangular arid trapezoidal integration. 
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Ay- 
Ax.     A   fur- areas  of  trapezoids    (y; 

ther reduction of the truncation e rro r may 
be made by going to forms of parabolic inte- 
gration that approach Simpson's rule; how- 
ever, the complexity of circuitry and the 
number of storage registers required rises 
rapidly. 

An estimate of the errors incurred by 
these two methods, determined by Courant, 
is (1/2 )Mj (b - a)Ax for rectangular integra- 

1 2 
tion and j^Mj (b- a)(Ax)   for trapezoidal inte- 
gration, where M,   is the upper bound   of the 
absolute value of the first derivative, M2   is       A sin 
the upper bound   for the   second  derivative, 
and (b - a) is the range.   The ratio of the two 

1  /M; N 

errors is 
6\M 

Ax.   Since Ax is some small 

fraction, the reduction in the truncation er- 
ror by the use of trapezoidal integration can 
be considerable. 

A second source of error is encountered 
in using a finite R register. Sincethe regis- 
ter is broken off and Az pulses are trans- 
mitted instead of accumulatingthe sum in an 
infinite register, the quantity Az (when ac- 
cumulated in another integrator) is always 
in errorby the remainder left in the R reg- 
ister. This errormakes up part of the round- 
off error, 

Another source contributingto round-off 
error is the system of intercommunication 
between integrators, In a system where the 
communication consists of either one pulse 
or no pulse, representing a +1 or - 1 incre- 
ment, respectively, what is known as binary 
intercommunication exists. Here, since the 
output mustbe eitheraplusoneora minus 
one, an error E is introduced where 

-   Az <  £ <   I Az (5-48) 

This canbe appreciated by consideringan in- 
tegrator that should have a zero output. Since 
only +1 or -1 are available, the error at any 
instant is a full unit of Az. To find the true 
value, the average outputmustbe considered. 
This source ofe rro re an be reduced by a fac- 
tor of two by usingwhat is known as ternary 
intercommunication. In this system, the out- 
put of an integrator can be +1, 0, or - 1 and 
the error is 

_ 4. 
2 

£+JA! (5-49) 

Note that, now, two bits of information are 
required for intercommunication, That is, 
the amount of informationto which there must 
be random access has doubled or, in other 
words, the Az lineof themachine is doubled. 

It is alsoinstructive to consider the ef- 
fect of a loss of higher-order terms in, for 
example, the generation of sin 8. By taking 
a Taylor's series expansion of Asin 8, it is 
found that 

cos fAA(.< -i sin   0 A 

•1   cos 0   (Ay)3 (5-50) 

Yet, with the arrangement shown in Fig.   5-3, 
it can be seen that 

A sin 0 ~cos Ols 0 (5-51) 

Thus, there is a first-order approximation 
wherethe higher- or der terms have been neg- 
lected. In many problems where the range 
of 0 is not too great, the error encountered 
here may be truly negligible. But in some 
applications, say a control application, where 
the computer may be required to run contin- 
uously for hours or even days, the drift in 
sin 0 due to these neglected terms would soon 
render the solution useless. 

Also to be considered are the conse- 
quences of the effective time delays inherent 
in the DDA computational process. Themost 
important delay is that between an overflow 
and the subsequent addition. The example 
which follows (adapted from Ref. 20) should 
serve to illustrate the point. Other more 
complete analyses may be found in Ref.   21. 

Figure 5-10(A) shows an analog feedback 
loop used to generate the sine and cosine 
waveforms thatarethe solution of Eqs. 5-10 
and 5-11. The associated root locus of Fig. 
5-10(B) shows that the loop is conditionally 
stable for all gains. Figure 5- 11(A) shows 
the simplest DDA implementation of Eqs. 
5-10 and 5- 11. The difference equations of 
Fig. 5-ll(B) canbe related to the sampled- 
data feedback system shown in Fig. 5- 11(A). 
Evaluation by the Z- transform technique 
yields the Z-plane root locus shown in Fig. 
5-1KB). 
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COSwt 

(A)    Functional Diagram 

s2 + l = 0 

s - + jw 

: 
s     PLANE 

X 

= J COS n   6 -/ 
o 

4 

Slf 

COSfx)= -/ SINrd 7 
o 

(B)   The s-plane Root Locus 

Figure 5-10. The stability of a continuous 
(analog)solution of the equations for sine 
and cosine functions. 

The root locus shows that the system is 
unstable (outsidethe unit circle)for all Ax > 0 
values and is conditionally stable only for 
Ax = 0. For finite Ax values, the amplitude 
of the sine wave will grow exponentially with 
increasing x. To offset this error, the inte- 
grators must be continually initialized. 

The configuration of Fig. 5-12 (A)has 
onlyone delayin the loop, which corresponds 
to a serial implementation. Note the quantity 
(n + 1) that appears on the right-hand side of 
the difference equations of Fig. 5-12(B), as 
compared with the difference equations of 
Fig. 5-ll(B), This difference stems from 
the additional time delay associated with the 
additional zero-order hold shown in Fig. 
5-11(A). The root locus of Fig. 5-12(B) shows 
that the system depicted in Fig„ 5-12(A) is 
conditionally stable for T 2 4, where T is the 
period of the iteration. 

-v              /* 
ZOH 

r       T 
1                          ZERO- 

ORDER 
HOLD 

1/s 

)/s 
T 

ZOH 

G (z)   H(z) = 

—\>*" 

z-1 
(z- 

(A)   Functional Diagram 

PLANE 
tee* LOCUS 

DOUBLE POLE 

THIS IS CONDITIONALLY 
STABLE CNLY WHEN T= 0 

SIN  (nil) = SIN   (n) + COS (n) Ax 

COS (nil) =- COS (n)  - SIN   (n)Ax 

(B)   The z-plane Root Locus 

Figure 5-11.   A DDA-integrator solution of 
the sine and cosine equations; 
parallel implementation. 

5-6   DDA COMPONENTS, CIRCUITS, 
AND HARDWARE 

The conception of the DDA is generally 
attributed to Steele, a mathematician. His 
contribution was to show how one could re- 
alize digital accuracy in the time-honored 
differential- analyzer method of machine 
computation; how the process couldbe mech- 
anized digitally: and how the time-sharing 
capabilities of a digital computer could be 
used to produce a machine that is smaller, 
simpler, and cheaper than an analog type, 
and yet have the inherent accuracy of a dig- 
ital machine. 

The components, circuits, and input- 
output peripheral equipment associated with 
DDA designs are similar to those used in 
standard digital computers, and are chosen 
to provide the required logical characteris- 
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ZOH 

Gfz)   H(z) = Tz 

(z-1)2 (z-1) 

(A) Functional  Diagram 

PLANE 

DOUBLE POLE 

LOCUS 

SIN    (n + l)=SIN   (n)^COS(n)Ax 

COS   (n+1)   = COS (n)   - SIN   (n+l) Ax 

(B)   The z-plane Root Locus 

Figure 5-12.   A DDA-integrator solution of 
the sine and cosine equations; serial 
implementation. 

tics and operating speed for any particular 
application. With the advent of the integrated 
circuit, functional elements such as arrays of 
logic gates, flip-flops, etc. and the LSI (large- 
scale integrated) circuits, many new mecha- 
nization possibilities exist. For example, 
Ref. 20 details a complete DDA adder-inte- 
grator integrated circuit that, when combined 

with a single-chip shift register, is a com- 
plete DDA element. Because of the extreme- 
ly small size of these types of semiconductor 
elements--MOS (metal-oxide - silicon) as 
well as bipolar--many new machine organi- 
zations are feasible from a hardware stand- 
point, As an example of a parallel DDA for 
the implementation of the equation. 

V in   (;  'i 

by means of the relationship 

dy d.'Mx); 
dx 

(5-52) 

(5-53) 

using atypical arrangement of these new LSI 
semiconductor elements, consider the sys- 
tem shown in Fig. 5-13. This circuit uses 
three DDA integrator elements (eachin aflat- 
pack case approximately 0.5 in. X 0„3 in. X 
0.1 in.) and five 20-bit shift-register ele- 
ments (eachin a TO-78 transistor-type case 
approximately 0.4 in. dia. X 0.2 in. high). 
These eight circuit elements require approx- 
imately the same size and number of inter- 
connections that is required to construct a 
simple flip-flop of discrete transistors and 
diodes. 

Because of the improved characteristics 
of glassandwire delaylines, the use of drum 
memories has diminished rapidly, with the 
great benefit of eliminating complex and 
unreliable electromechanical components. 
Similarly, the 16-, 25-, 50-, and 100-bit shift- 
register integrated-circuit chips that are 
starting to appear commercially should rap- 
idly replace the delay-line memories (par- 
ticularly in parallel DDA's), thereby pro- 
viding another significant decrease in size, 
weight, and power -- and an increase in re- 
liability. 
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Figure 5-13=   Interconnection diagram of DDA and shift-register integrated-circuit 
elements (MOS) to solve the equation y =$JI(X). 
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CHAPTER 6 
ANALOG COMPUTERS 

6-1 INTRODUCTION 

The definition of "analog computer" is 
not simple and clear-cut because the term 
embraces several distinguishing characteris- 
tics, abroad range of components, and various 
methods of problem solution. First among 
the characteristics is that problem variables 
are generally represented as continuously 
variable physical quantities that may take 
the form of mechanical, electrical, hydraulic, 
pneumatic, ormagnetic quantities. An analog 
computer represents one physical form of 
the mathematical model of the system under 
consideration. The variables in the analog 
model may take the same physical form as 
in the original system, but more often the 
analogy is one of mathematical equivalence, 
because, as is illustrated in Chapter 1 of this 
handbook, many different physical systems 
obey mathematical laws of identical form. 

Analog-computer components perform 
basic mathematical operations such as addi- 
tion, multiplication, division, integration or 
function generation, and may be of a me- 
chanical, electrical, electromechanical or 
electronic type. Certain general advantages 
in speed, accuracy, or reliability accrue to 
each type, and some types are better suited 
to performing specified mathematical opera- 
tions. The most advantageous mathematical 
modeling of a given physical system may 
dictate the use of more than one type of ele- 
ment-- electromechanical for one operation, 
electronic for another, and so forth. 

A classification of analog devices under 
three headings of direct analogies, indirect 
analogies, and simulators is shown in Fig. 
6-1.     The  usefulness   of a  scaled replica or 

Direct Analog is apparent for obtaining valu- 
able information in a study of the effective- 
ness of control of water-shed runoff, or in 
the collection of aerodynamic data. The 
power-system network analy2er is aformof 
direct analog consisting of both lumped- 
parameter and distributed-parameter por- 
tions. Voltages representing the generators 
are impressed on the analyze-, and currents 
and voltages are measured at distribution 
points and load points in the system. The 
network analyzer serves to emphasize a 
general characteristic of the analog computer 
-- the variables are customarily measured 
rather than counted. The measuring instru- 
ments typically used for recording variables 
in an analog computer are ammeters, volt- 
meters, oscillographs, magnetic and optical 
recorders, and plotting boards. 

The second heading in Fig. 6-1, Indirect 
Analog, includes mechanical and electrical 
types. The slide rule, devised in the seven- 
teenth century, needs no amplification as a 
basic engineering tool. Mechanical linkages 
are discussed inpar. 6-4 through par. 6-4.15. 
The mechanical differential analyzer for 
solving ordinary differential equations is 
also reviewed inpar. 6-4 through par. 6-4.15. 
Under Electrical Indirect Analogs, the items 
are self-explanatory with one exception. An 
example of the use of electrolytic tanks is in 
the determination of the trajectories of elec- 
trons in a cathode-ray tube. 

One point that should be mentioned under 
Simulators is that this class of analog com- 
puter is usually constrained to operate in 
"real time", whereas analog devices in them- 
selves may often operate in extended, or 
slow, time or in compressed, or fast, time. 

Analog   methods  have  two   chief advan- 

*By W   W.   Seifert 

6-1 



AMCP 706-329 

ANALOG 
COMTOiliERS 

DIRECT 
ANALOG 

INDIRECT 
ANALOG SIMULATORS DUALS 

MODEL DAMS 

WIND TUNNELS 
-r 

NETWORK 
ANALYZERS 

FLIGHT TRAINERS 

JET-ENGINE SIMULATORS 

MiEGtMiNICAL 

SLIDE RULES 

LINKAGES 

DIFFERENTIAL 
ANALYZERS 

I ELECTRICAL 

DIFFERENTIAL 
ANALYZERS 

ALGEBRAIC 
EQUATION 
SOLVERS 

SPECIAL 
TYPES 

ELECTROLYTIC 
TANKS 

Figure 6-1.   Classification of various analog devices. 

.ages: (l)the time required to solve a prob- 
lem is short, even for complex sets of dif- 
ferential equations, and (2) once an analog 
computerhasbeen set up to solve a problem, 
it can generate solutions for a wide range of 
system parameters in a very short time. 

6-1.1 SOLUTION OF EQUATIONS BY ANA- 
LOG MEANS 

whether   it be   composed  of electrical,   me- 
chanical, or fluid elements. 

The concept of analogies is strengthened 
further by comparison of the laws that form 
thebasis for electrical network analysis with 
the corresponding laws for mechanical sys- 
tems. Kirchhoff's laws for electrical sys- 
tems can be stated as: 

6-1.2    Common    Mechanical   and   Electrical 
Analogs 

Each computing element in an analog de- 
vice performs its mathematical operation on 
a physical quantity (such as an electrical 
voltage o r a shaft rotation) where the physical 
quantity is equivalent to a variable in the 
mathematical model for the system. As is 
discussed in Chapter 1 of this handbook, 
knowledge of the equivalence on analogies 
relating different types of physical systems 
is a valuable asset in the solution of many 
problems relatingto dynamic systems. Table 
l-2summarizes some of the analogies exist- 
ingbetween electrical, mechanical, hydraulic, 
pneumatic, and thermodynamic systems. It 
is immediately apparentthatthe same mathe- 
matical form describes the dynamic perform- 
ance  of a  single-degree-of-freedom system 

(1) In any electrical network, the alge- 
braic sum of all currents flowing 
toward anypoint is zero at all times, 
i.e., 

D 0 (6-1) 

(2) The algebraic sum of all voltage 
drops around any closed circuit is 
zero at all times, i.e., 

I> 0 (6-2) 

where one form or the other is employed de- 
pending on the details of the particular sys- 
tem. Analogously, Newton's Third Law for 
mechanical systems takes one of the follow- 
ing forms: 

(1)    In translational   systems,   the alge- 
braic   sum  of the forces acting at a 
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point   on   a   body  in   equilibrium   is 
zero,  i.e., 

X)F 0 (6-3) 

(2) In rotational systems, the algebraic 
sum of tlie torques acting on a body 
in equilibrium is zero, i.e., 

£ i -o (6-4) 

The   analogous   statements   for steadj- 
state conditions in other systems follow: 

In magnetic circuits, all flux lines 
must be continuous closed paths. 
In hydraulic systems, the law of 
conservation of mass allows the 
calculation of velocity distributions. 
In thermal  s\ stems, the law  of con- 

ID 

(2) 

servation of energy permits the tal- 
culation    of   temperature   distribu- 
tions. 

The concept of direct- analog computation 
can   be   illustrated   by   consideration  of the 
example   depicted   in   Fig.    6-2.     A   spring- 
supported  mass m is constrained to move in 
a   vertical   direction   (see   Kig.   6-2(A)).     \t 
time  t = 0, the mass is at rest in an equilib- 
rium position, where the displacement s = 0. 
A  force  f(t)   is   applied between the frame of 
reference    and   the   mass.     Viscous  friction 
exists between the mass and its guides.    Tlic 
differentia] equation describing the s\stem is 

(3) 
f(,)  _fk(t) _fb(t) = m—- 

dt2 

(6-5) 

7777777777777m 

(A)   Spring-supported mass. 

Parallel  RDC circuit in which current is analagous to force in (A) 

^Ä 

(C)    Series RDC circuit in which voltage is analogous to force in (A). 

Figure 6-2.   Analogous mechanical and electrical systems. 
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where the subscriptsk andb identify the force 
contributed by the spring and the friction in 
the system, respectively. Substitution of the 
appropriate expressions for these forces 
yields, forthe simple case of viscous friction 
and a linear spring, 

a \        d s    , ds    . f(t) = m—- tb-r- + ks 
dt2 dt 

(6-6) 

If Ey.   6-6  is rewritten in terms of velocity, 
v = ds/dt, it takes the form 

dv 
f(t) - m 4t- T bv t k / vdt (6-7) 

Application of Kirchhoff's first law to an 
electrical circuit consisting of a current 
generator i(t) driving a resistance R, an in- 
ductance L, and a capacitance C connected 
in parallel (see Fig. 6-2{K)) yields, as dis- 
cussed in Chapter 1, 

i(t) =   i(t)  +ir(t) + i(t) (6-8) 

where the subscript G refers to reciprocal 
resistance, or conductance, and the subscript 
r refers to reciprocal inductance. Substi- 
tution of the appropriate expressions relating 
currents to voltage drops shows that 

i(t) =C-de-t Ge t r/edt 
dt 

(6-9) 

Comparison of Eqs. 6-7 and 6-9 shows that 
they are identical in form and, consequently, 
will have identical mathematical solutions. 
Therefore, if current is made analogous to 
force, it follows that voltage is analogous to 
velocity, capacitance is analogous to mass, 
conductance is analogous to viscous friction, 
and reciprocal inductance is analogous to 
spring stiffness. 

Examinationof the circuit of Fig. 6-2(C) 
shows that it also is analogous to the me- 
chanical system of Fig. 6-2(A) if, in this 
case, voltage is made analogous to force. 
Application of Kirchhoff's second law to this 
circuit yields 

ä(t) =   eL(t)  +   eR(t)   + es(t) (6-10) 

Substitution of the expressions for the voltage 
drops in terms of the current gives 

5(t)  =  L—  :  Ri   H S   /" idt 
dt J (6-11) 

where the elastance S is the reciprocal of 
capacitance. Eq. 6-11 is identical in form 
with Eqs. 6-7 and 6-9. Consequently, if volt- 
age is made analogous to force, current is 
analogous to velocity, inductance is analogous 
to mass, resistance is analogous to viscous 
friction, and elastance (reciprocal capaci- 
tance) is analogous to stiffness. 

An awareness of these and other ana- 
logies is important to the designer because 
use of them may allow him to translate a 
givenproblem in one physical system, where 
modeling would be difficult, into terms of 
anotherphysical system that is more readily 
adaptable to the construction and testing of 
low-cost models with variable parameters. 
Thus, simple electrical networks often can 
be used to reproduce the dynamic perform- 
ance of mechanical, acoustical, hydraulic, 
magnetic, and thermal systems, as well as 
that of complex systems containing com- 
ponents of several different types. 

6-1.3    Block Diagrams 

The first step in describing a physical 
system in a manner suitable for analog com- 
putation consists of formulating a block dia- 
gram for the system. Initially, the informa- 
tion necessary to specify all the blocks in 
precise mathematical form may not be avail- 
able, but such specification must be achieved 
before it is possible to carry out any type of 
computer studies of system performance. In 
a generalblock-diagram model, mathematical 
operations or operators are indicated by 
appropriately labeled boxes or blocks, while 
connecting lines denote quantities or signals 
to be acted upon or produced by such opera- 
tions. The block represents merely the fact 
that the signal flowing into it is operated on 
in some fashion to yield the output quantity. 
The specific operation is indicated by the 
symbols entered in the block. This method 
of representation means, fundamentally, that 
a functional relationship exists between the 
output and the input quantities. The fact that 
the operation may not be defined exactly does 
not invalidate the block diagram as a very 
powerful tool in system analysis. 
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Block diagrams have become a very 
widely used tool in both the analysis and 
synthesis of engineering systems, Conse- 
quently, a commonly agreed-upon symbolic 
language for depicting block diagrams has 
evolved as a means of assisting engineers in 
using this tool as a precise and powerful 
means  of  describing  system performance'. 

A basic rule of block- diagram represen- 
tation is that all signal flows are unidirec- 
tional, as signified by the arrows. This rule 
can be illustrated by the simple diagrams of 
Fig. 6-3. The left-hand figure represents the 
fact that the voltage across a resistance R is 
equalto the current flowing into it multiplied 
by the value of the resistance. An attempt to 
interpret a diagram by considering the flow 
in a direction opposite tothe arrows obviously 
leads to incorrect results since voltage times 
resistance does not yield current. While in 
this simple case an obvious reciprocal rela- 
tion exists, interpretation of diagrams in this 
way can lead to incorrect results and in 
general should be avoided. 

Block diagrams can be formulated on the 
basis of variables expressed in either the 
time domain or the frequency domain. While 
frequency-domain notation is somewhat more 
convenient, it should be recognized that nor- 
mally used instruments enable one to observe 
the variables as functions of time rather than 
frequency. As a result, while it is not cor- 
rect, it is not uncommon for one to see block 
diagrams, especially if formulated for study 
on an analog computer, in which transform 
notation is employed within the blocks while 
the signals are indicated as time functions. 
Fig. 6-4 illustrates both the time-domain and 
tlic frequency-domain block-diagram notation 
for several basic operations. 

Summation is represented by a circle 
with an inscribed "X" as shown in Fig. 6-5. 
If one of the inputs to the summing point is 
to be subtracted, this is indicated by a dark- 
ening of the appropriatequadrant of the circle. 

U, 

Thus, Fig. 6-5 indicates that ±3 = ix — i,. 
Some workers indicate that a signal is to be 
subtracted by placing a minus sign beside 
the arrowhead on that variable. 

The electrical schematic of Fig. 6-6 and 
the corresponding block diagram illustrate 
the formulation of a block diagram for a 
simple system. The block diagram can be 
formulated in a step-by-step fashion from 
the schematic. Note first that the voltage 
ej is to be considered as the system input 
and C2 as the system output. Then note that 
the voltage e^, which appears across the re- 
sistor R1; is the difference between et and 
e2. This fact is represented in the block 
diagram by the summing circuit shown on 
the left-hand side. Next note that the current 
i is found by multiplying the voltage e3 by 
I/RI. Then note that i2 is given by i - ii, 
as indicated by the second summing circuit. 
The output voltage e2 is l/C times the inte- 
gral of the current flow into the capacitor C 
and thus is found by operating on the current 

/  dt. The next   step is to find the i2   by£ 
current ij, which combines in the second 
summing circuit with the current i to yield 
i2- Thecurrentij can be found as the voltage 
across the resistor R2 multiplied by l/R2. 
This voltage, in turn, is given as the voltage 
e, minus the voltage across the inductance L. 

di 
This latter quantity is given by L 

'1 
dt All  of 

Figure 6-3.   Block diagrams of Ohm's law 
and Newton's second law. 

the currents and voltages in the circuit are 
now specified in the block diagram and it is 
complete. 

A simple change of the variables in Fig. 
6-6 to functions in which time is replaced by 
the Laplace transform variable s,and a cor- 
responding change is made in the notation 
employed to indicate differentiation and in- 
tegration, according to Fig. 6-4, enables one 
to convert the block diagram of Fig. 6-6 to 
the alternate form shown in Fig.  6-7. 

While diagrams of these types permit 
one to see easily the interrelationships exist- 
ingin a system and are useful as a first step 
in developing an analog-computer set-up for 
a system, it is desirable for mathematical 
analysis to reduce a complex diagram of this 
type into one containing only a single block. 
This block then represents the transfer func- 
tion for the system. Inversely, a block dia- 
grammay have been drawn initially in terms 
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Time Domain Frequency (Laplace)   Domain 

1.    Multiplication  by a constant 

Ut) 
R 

e(t) 

2. Differentiation 

KO d 
dt 

e(t) 

Integ ratio 

i(0  *- 

3. 

TdT 
o 

t 

/ i(t)dt 
o 

HO 
R 

E(0 

KO 
s 

E(s) 

KO 1 
s 

E(0 

Figure 6-4.    Block-diagram operations- 

3     1 -   2 

Figure 6-5.    Symbol for a summing point. 

-^VW !M2>HÄ>^>JH u* 
1 ] 

L  dt 

^ 
1/R2 

Figure 6-6.    Series-parallel circuit and its block diagram. 

6-6 



AMCP 706-329 

E,(s) (2)mp^2)^ir 

^ 

I,(s) 

I (5) 

sL 

E,(» 
♦*- 

HSK, 
EjfO-sLI^s) 

Figure 6-7.    Block diagram of the system of Fig.   6-6 given in the 
Laplace domain. 

of complex transfer functions and it is de- 
sired to recast it in terms of the basic opera- 
tions performed by individual analog com- 
puting elements in preparation for stud} of 
the system on a computer. For these pur- 
poses, a group of rules have been developed 
ior manipulating block diagrams. Some of 
the more important of these rules are illus- 
1 rated in tlie paragraphs which follow. 

Rule   1.   Superposition. 
The principle of superposition, which 

applies only to linear systems, states that 
the response of a system to several inputs 
applied simultaneously is equal to the sum of 
tlie responses to the inputs applied individu- 
ally. C onsequently, the response of an ele- 
ment to an individual forcing function can be 
found by considering all otlier inputs zero. 
On this basis, tlie two diagrams of J?ig. 6-8, 
111 which I7! is the part of E due to 1] anci iiA 
is part of E due to E, are equivalent. 

Rule 2.    Cascaded elements. 
The order of linear cascaded demerits 

mav be interchanged or they may be com- 
bined bj multiplying tlie functions of tlie in- 
dependent elenients, as indicated  in Fig.   6-9. 

Rule 3. Moving an element forward or 
backward past a summation 
point. 

An element may be moved forward past 
a summation point if its reciprocal is in- 
serted in each leg of the other inputs to tlie 
summation (see Fig. 6-10) o r backward past 
a summation point, against the direction of 
flow, provided it is inserted in every leg that 
represents an input to the summation. (See 
Fig.   6-11.) 

Rule 4.    Moving  an  element  forward   or 
backward past a pickoff point. 

An element may he moved forward past 
a pickoff point provided it is placed in each 
branch leading away from tlie pickoff point 
(see Fig. 6-12). Conversely, an element ma\ 
be moved backward past a pickoff point pro- 
vided its reciprocal is inserted in all branches 
other than the one in which it was originally 
located (see Fig.  6-13). 

Rule_ 5.    Combination of parallel paths. 
Parallel paths lying between a pickoff 

point and a summation point rm y be combined 
into a single element, provided that there are 
no additional pickoff or summation points in 
either path. The resulting single element is 
represented b\ tlie sum of tlie element-; m 
the individual paths.    (See  Fig.  6-14.) 

Kulc 6.    Removal  of a  feedback loop. 
A feodbai k loop v, ith a forward transfer 

function Fj(s) and a feedback transfer func- 
tion F As) can be replaced b \ a single eJemem 
equal to F)(s)/(1-- F](s)F;As)|. The minus 
sign is used when tlie feedback is additive, 
tlie plus sign w hen the feedback is subtrac tive. 
(See  Eig.  6-15.) 

The application of these rules is illus- 
trated bv a reduction of the block diagram of 
Fig. 6-7 into one containing a s ngle element. 
As a first stop, the feedback path containing 
sL anti 1 ME is reduced to a single element 
by application of Rule 6. Here, Fj(s) cor- 
responds to 1/R2 anci FAs) to sL. As a next 
step,    the   feedback  path   containing  the  new 

clement ■ 4- -n-^—■   —:    in the feedback path and the 

element   l/Cs in the forward path is reduced 
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F(s) 

F(s) 

Figure 6-8.    Equivalent configurations based upon superposition. 

1 *, 1 
sC sCR 

Figure 6-9.    Combination of cascaded elements. 

1 
I 

sL yy 
R 1 

sL 
1 

Figure 6-10.    Movement of an element forward past a summation point. 

Figure 6-11.    Movement of an element backward past a summation point. 

HTH 
Figure 6-12.    Movement of an element forward past a pickoff point. 
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r 

ik2 

1 

] I 
sL 

} 
R2 

IR, 

1      <    I 

Figure 6-13.    Movement of an element backward past a pickoff point. 

R+ sL 

Figure 6-14.    Combination of parallel paths. 

-Mgh^ 
F,(s) 

Y       Y F,(s) Y 

l-Fn(s}F2(s) 

Figure 6-15.    Removal of a feedback loop. 

to a single element. The cascaded elements 
in the forward path of Fig. 6-16(B) are then 
combined according to Rule 2. Finally, the 
feedback system of Fig. 6-16(C) is reduced 
in accordance with Rule 6 to a system con- 
taining a single element. The function in the 
block of this final diagram is the transfer 
function for the system. 

6-1.4   Analog Computer Diagrams 
Diagrams drawn to indicate how an analog 

computer should be set up to solve a partic- 
ular equation are closely related to the general 
block diagrams discussed in the preceding 
paragraph. However, a specialized set of 
symbols has been developed to conform with 
the operations performed by the actual ele- 
ments of the computer.   Although these sym- 

bols are not completely standardized, those 
shown in Table 6-1 are representative. It 
should be noted that this listing does not con- 
tain a symbol for differentiation. At first, 
this might appear to be a serious omission 
inasmuch as analog computers are used ex- 
tensively in obtaining the solution to differen- 
tial equations. In practice, however, for 
reasons that will be discussed later, it is 
more feasible to employ the process of inte- 
gration than the process of differentiation. 

Although important applications of analog 
computation have been made in the solution 
ofalgebraic equations and partial differential 
equations, the engineer concerned with the 
design of fire control systems is interested 
in analog techniques chiefly as they apply in 
the study of s\ sterns that can be described in 
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TABLE 6-1.    SYMBOLS FOR ELECTRONIC ANALOG COMPUTING ELEMENTS. 

Operation and symbol 

High-gain inverting amplifier 

x o o x(l 

x    = ~ Ax,  where    A 

Remarks 

The high-gain amplifier represents the basic 
building block of the electronic differential 
analyzer 

Summing amplifier The constants by which the various inputs 
are multiplied aretypical of those normally 
provided in a summer or integrator 

Summing integrator Each of these units provides a sign reversal. 
The initial condition is indicated in the box 
labeled i.e. 

-/< x, + x7 +• 4x, f  lOx^) dt i- i.e. 

Coefficient multiplier The   coefficient  a  is  manually   set before a 
solution is run 

x, O- 

x    - ax   where 0 <     a <     1 

-O x 

Gei 

x . 

X 

I A: -_ l : „ «. 

O x„ 

This  unit provides   for multiplication of one 
dependent variable by another 

itx , /K 

Function generator 

x   o- 
l F.G. 

The abbreviation   F.G.   may be   replaced by 
a simple graph of the function 

-O x, 

6-10 



AMCP 706-329 

^2>H 

(A) 

(B) 

R2 •   sL 

CLs    '   CR   s-  1 
2 

E
2 

E2 

(C) 

?JCLs/ t (CR,R2 + L)s -»  R, + R2 

(D) 

Figure 6-16.    Steps in the reduction of the block diagram of Fig.  6-7. 

terms of ordinary differential equations and 
in the mechanization of equations as an opera- 
tional part of the fire control computer. A 
discussion of the basic technique for solving 
ordinary differential equations by analog 
means will serve to clarify further the use of 
block diagrams and to introduce the elements 
used in analog computers. 

6-1.5 Analog Solution of Differential Equa- 
tions 

Inorderto introduce the techniques used 
for solving ordinary differential equations, 
considerasa simple example the differential 
equation 

dx 

dt 
1 (6-12) 

with the initial condition specified that x= 0 
at t = 0. If the possibility of integration is 
presupposed, and if the derivative dx/dt is 
assumed to be known, the function x can be 
obtained, as indicated symbolically in Fig. 
6-1 7(A) where use has been made of the sym- 
bols defined in Table 6-1. In an attempt to 
solve Eq. 6-12 the difficulty is encountered 
thatthe function dx/dt is not given explicitly. 
M'hat is given is a relation involving dx/dt 
and x. If, for the moment, the assumption is 
made that the function x is known, the differ- 
ential equation can be solved for dx/dt to 
yield 

^-1 
dt 

(6-13) 

The   operations   on   the    right-hand    side   of 
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Eq. 6-13 are indicated symbolically by Fig. 
6-17(B). The two symbolic representations 
given in Figs. 6-17(A) and 6-17(B) can be 
combined to yield the diagram shown in Fig. 
6-18. The -1 represents a fixed voltage ob- 
tained from a reference source. The diagram 
given in Fig. 6-18 represents a closed-loop 
systemthatby its nature is forced to produce 
the desired solution, provided that the opera- 
tions are performed in an ideal manner. In- 
asmuch as an integrator also serves as a 
summing unit, it is unnecessary to provide a 
summing unit as an individual component in 
the complete system. Fig. 6-10 incorporates 
this simplification. 

The technique for solving a first-order 
equation is readily extended for the solution 
of an nth-order, linear, constant-coefficient 
differential  equation of the generalized form 

dtn 
+ a_ d-'y 

dtn"' 
+ a 

ay 

dt 
+ ao/ =f(t)   (6-14) 

First,   the highest derivative is separated by 
putting the equation in the form 

d"y 

df 

1 dn" 

dtn" 
in 

dt 
+ a„ -f(t) 

(6-15) 

INITIAL CONDITION 

(A)    Diagram representing the  integration of dx/df 

(B)    Diagiam repie^enting the operations in the expression 1-x 

Figure 6-17.   Basic diagrams associated with the analog 

solution of the differential equation (dx'dt) + x*1   - 1. 

6-12 

Figure 6-18.    Diagram combining Figs.  6-17(A) and 6-170V) 
io give I.he solution of the differential equation  (dx'dt) + x~  = 1 
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1 

1     -/dt 
X 

2 
X 

0 X 

2 

* 
X 

Figure 6-19.    Simplification of Fig.   6-18. 

Then, the availability of this highest deriva- 
tive is assumed, and it is integrated n times 
to yield y. The various derivatives are mul- 
tiplied by the appropriate coefficients, 
summed, added to f(t), and finally multiplied 
by _l/an to give the highest derivative 
dny/dtn. Because the signs of outputs of 
successive integrators alternate, care must 
be taken to see that each term is added with 
the correct sign. This technique can be il- 
lustrated by reference to the setup diagram 
of Fig. 6-20for solving the third-order equa- 
tion 

dt 

d2y 

s-^-°^10-y=f(,) (6-16) 

In this setup, the assumption has been made 
that all the coefficients in the equation are 
positive and less tlian unit). The occurrence 
of negative coefficients would require the ad- 
dition o r removal of inverting amplifiers, anci 
coefficients larger than unity would require 
the insertion of amplifiers with gains greater 
than unity. 

6-1.6    TV PICS O F ANALOG COMPUTERS 

If a physical system is to be useful as an 
analog, its performance must be analogous to 
that of the mathematical equations it is to 
simulate and it must be possible to measure 
the performance of the physical system ac- 
curately and conveniently. Although a great 
variety of physical systems ranging from 
rubber membranes to large assemblages of 
sophisticated electronic units have found use 
as analog computers, the types of most im- 
portance   as   components of fire control sys- 

tems o r as design aids in the development of 
fire control systems are either mechanical, 
electromechanical, or electronic computers. 
Each type possesses certain general advan- 
tages in speed, accuracy, or reliability, and 
a specific type may be best suited to per- 
forming a specified mathematical operation. 
Consequently, it is common to see more than 
one type of computing element in a single 
complete computer. Although four- to five- 
place resolution and three- to four-place 
accuracy aretypical of analog- computer per- 
formance inmost simple operations of algebra 
and the calculus, the error resulting in the 
solution of an overall closed-loop system of 
medium complexity may be closer to 1 per- 
cent in a typical situation. 

6-1.7   Electromechanical and Kl ectronie Ana- 
log Computers 

Anyanalog computer employing voltages 
and mechanical shaft angles as analog quan- 
tities falls into the electromechanical cate- 
gory. On this basis, nearly all computers, 
except the high-speed repetitive electronic 
type, fall into this category. In a somewhat 
more restrictive sense, the term electro- 
mechanical computer applies to computers 
in which a relatively large numoer of instru- 
ment servos is used to perform such opera- 
tions as multiplication and function genera- 
tion. Althoughhigh accuracv can be achieved 
with properly designed electromechanical 
computing elements, these units have a re- 
stricted speed of response and require some- 
what more specinlized maintenance than 
purely electionic elements. As a result, the 
tendency in the design of general-purpose 
analog computers is awaj from the use oi 
servos and other electromechanical units. 
However, where a large number of nonlinear 
functions mustbe generated and a large num- 
ber of multiplications performed, such as in 
flight trainers, servos may offer the best 
overall solution. Servo multipliers , dividers, 
and function generator's are discussed m par. 
6-4 through par. 6-4.15. 

The term electronic analog computer 
generally refers to an analog computer for 
solving ordinarx differential equations in 
which most, if not all, of the computation is 
done by purely electronic moans. Such com- 
puters   offer  the  advantage   of much greater 
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Figure 6-20.    Setup for the solution of a linear third-order differential 
equation. 

speed than amechanicalor electromechanical 
computer. In fact, all-electronic machines 
are sometimes designed to permit repeating 
the solution to a problem 10-60 times per 
second. Specific computer components are 
described under par.   6-3 through par.   6-3.9. 

6-1.8   A-C Type 

In an a-c computer a carrier voltage, 
usually 400 cps, is used throughout the ma- 
chine. Here, the amplitude of an analog quan- 
tity is representedby the amplitude of the a-c 
voltage and the sign of the quantity by whether 
this voltage is in phase or 180 degrees out of 
phase with a reference voltage. This a-c 
suppressed-carrier technique is advanta- 
geous when data are transmitted over great 
distances and when vector transformations 
are required. The a-c computer can make 
use of some of the same components as used 
in d-c computer, such as summing circuits 
and coefficient potentiometers, provided 
careful attention is given to phase shift be- 
tween computer components. F'or example, 
the addition of two a-c voltages that are 
slightlyout of phase can lead to considerable 
error. However, integration cannot be per- 
formed with a high-gain amplifier and an RC 
feedback network. Instead, a velocity servo 
is usually employed as an integrator in a-c 
computers . 

A-c signals can be used to drive two- 
phase servomotors directly, to excite syn- 
chros, and to excite induction resolvers em- 
ployed to perform trigonometric functions. 
The accuracy of an induction resolver is 
limited by magnetic uniformity and residual 
voltages, as well as by the difficulties of 
residual noise components and the problems 
of phase shift that are common to all inductive 
components. Nonetheless, the accuracy 
achieveable in a well-designed machine can 
be comparable with that achieved in a d-c 
computer. 

In computers employing an alternating- 
current voltage as the analog quantity, trans- 
formers can be used for performing addition 
(see Fig. 6-21). Ifaccurate results are to be 
obtained, the transformers must be nearly 
ideal. 

V30 I—Ivi? nv2?  r 

Figure 6-21.    Transformer summing 
circuit. 
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6-1.! I    D-C   fype 

In a. d-c computer, all calculations arc 
carried out with direct currents or voltages 
representing the analog quantities. Shielding 
is used extensively to help minimize noise 
and interference troubles in the handling of 
low-level signals, with the shielding carefull\ 
designed to avoid circulating ground currents. 
The amplifiers used in a direct-current com- 
puter are perforce direct-coupled, leading 
to tlie requirements for response from zero 
cps to several thousand cps for real-tinic 
computers (Ref. par. 6-3.1) and to several 
hundred thousand cps for compressed-time 
applications. The drift cliaracteristics of 
the amplifiers must also be carefully con- 
trolled. Drift (change in the zero-signal- 
reference level of the output) arises in d-c 
amplifiers because of changes in power- 
supply voltages and heater voltages, changes 
in tlie characteristics of vacuum tubes or 
transistors, and changes in component values 
resulting I'rom variations in temperature or 
humidity. Idcallj , the input impedance of a 
computer- amplifier should be infinite, its 
output impedance zero, and its gain infinite. 
For niost applications, these cliaracteristics 
arc essentially achieved in modern vacuum- 
tube computer amplifiers and rapid strides 
have been made in recent years toward ob- 
taining nearly as good characteristics from 
transistorized amplifiers. The strong appeal 
of transistorized design is offset b\ the in- 
tic=rently low input impedance and high output 
impedance characteristics of transistors, 
plus their susceptibility t o temperature \ ario - 
tions. lortunatelv for tlie designer, so much 
v.ork has been done in developing d-c ampli- 
fiers that (in ample choice from existing de- 
signs  is available  m militarv quality. 

The d-c analog computer is bask all \ a 
real-time device, but can be used on a com- 
pressed or extended time scale. 

6-1.10    Kloclrical  Analog Computers 

Tiie use of electrical networks a.-> analoa 
computers lias found wide application. Fre- 
quently, after experience with the technique 
has been .gained, it is possible to arrange the 
electrical elements of resistance, inductance, 
and mipacLtanee to mechanize compliealob 
physics'     .---.stems    without    die    i nfe median.- 

step of formulating equation-, for tlie given 
system. The flow of electricity in the net- 
work is a useful analog in structural design 
problems, in establishing fluid flow in pipes, 
in predicting neutron densities in a reactor, 
and in a range of similar functional applica- 
tions. 

Configurations of an electrolytic tank or 
a conducting sheet have currents that satisfy, 
under suitable conditions, various forms of 
tlie Laplace and Poisson partial differential 
equations. By these equations, it is possible 
to describe a great number of physical phe- 
nomena in the fields of electrodynamics, fluid 
dynamics ,thermodynamics , and related prob- 
lems. 

Voltages can lie summed electrically in 
the simple resistance network shown in Fig. 
6-22. The output voltage v() is given by tlie 
expres sion 

R, R, 

R, t R2 R, - R2 

(6-17) 

Although this circuit can be extended to 
permit summing n voltages, it has tlie dis- 
advantage that the resistance across which 
the output voltage vQ is developed influences 
the result obtained. 

To perform electrical differentiation, 
a voltage proportional to the derivative of a 
second voltage can be generated by a resist- 
ance-capacitance (11C) circuit or a resist- 
ance-inductance (R L) circuit 'see .Fig. G-23). 
I'or many applications, a relatively crude 
approximation   of   the derivative  | -,  sufficient 

-AA**/- 

! 

tgure r-,-22. e   res i si.i 
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and these simple circuits suffice. The ac- 
curacy of the RC differentiator is improved 
byusing small values of R and C (short tii". e 
constant), but this leads to a small output 
voltage. Likewise, the RL differentiator re- 
quires a large R and a small L for high 
accuracy. 

(2) Fabrication errors due to manu- 
facturing tolerances and necessary 
clearances. 

(3) Slip errors where friction drives or 
belt-connected   units   are   required. 

6-2 ANALOG SOLUTION OF EQUATIONS 

input e 
output ~ RCde 

dt 

(A)   RC Differentiator 

R 
■AMr 

input e output : (■M-e 

(B)    RL Differentiator 

Figure 6-23.    Differentiating circuits. 

6-1.11   Mechanical Analog Computers 

Mechanical analog computers generate 
problem solutions primarily by mechanical 
means. Although they have been displaced 
almost completely by electronic or electro- 
mechanical computers for general-purpose 
applications, they are still widely used as 
special-purpose computers. The accuracy 
achievable with the best mechanical com- 
puting elements exceeds that obtainable with 
electronic elements, and a mechanical com- 
puter can be reliable even when operated in 
an unfavorable environment. 

Specific mechanical computing elements 
-- based upon the use of cams, linkages, and 
gears -- are described in par. 6-4 and in- 
clude summation devices, integrators, mul- 
tipliers and dividers, resolvers, and function 
generators. 

In mechanical computers, three types of 
error contribute inaccuracies to the mecha- 
nization of mathematical relationships: 

(1) Theoretical errors due to the in- 
herent approximations of the geom- 
etry. 

6-2.1    BASIC SOLUTION METHODS 

6-2.2    Ordinary Differential Equations" 

The analog technique for the solution of 
a simple, first-order differential equation is 
presented in par. 6-1.5. This technique is 
thenextended to the solution of a generalized 
nth-order, linear, constant-coefficient differ- 
ential equation. Solution of such an equation 
(Ref. Eq. 6-14) requires only integration, 
generator of f(t), and the operations of sum- 
mation and multiplication by constant coeffi- 
cientsbecause the function defining the high- 
est derivative of the dependent variable is a 
linearfunctionof f(t) and the derivatives of y. 

Analog computers are of special import- 
ance in solving ordinary differential equa- 
tions. General-purpose computers of this 
type are called differential analyzers. The 
solution of ordinary differential equations by 
analog means is presented in the paragraphs 
which follow. The solution of other types of 
equations by analog methods is covered in 
succeeding paragraphs. These include the 
solution of simultaneous linear algebraic 
equations, nonlinear algebraic equations, and 
partial differential equations. 

As a specific example of the solution of 
an ordinary differential equation by analog 
methods,  consider the equation 

69.4^ t9.17-d*. .20 
dt' dt 

(6-18) 

This leads to the analog-computer setup 
shown in Fig. 6-24. However, such a setup 
is not unique because Eq. 6-18 can be re- 
written in the form 

d2y     9.17    d£       1_      J0_ 
"^T4 69T  dt   [~mly = 69.4 

(6-19) 

Eq. 6-19 could be solved with the alternative 
computer arrangement shown in Fig. 6-25. 
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20 

an 

63.4 
dt' 

INTEGRATOR 
dl 

-9.17 

INTEGRATOR 
"] y(») 

Figure 6-24.    Analog-computer setup for a simple linear differential 
equation. 

20 

i, 

\   -d2y- 
dy 

di 69.4 
»■ INTEGRATOR i   INTEGRATOR 

y 

9.1 7 

69.4 

1 

69.4 

Figure 6-25.    Alternative analog-computer setup for a simple linear 
differential equation. 

The solution of equations outside this 
special class requires the use of nonlinear 
operations. Of these operations, the most 
important are the multiplication of two vari- 
ables and the generation of functions of one 
variable. Some problems may require gene- 
ration of functions of two or more variables, 
but often these are built up, at least approxi- 
mately, from simpler operations. Fortu- 
nately, most of the problems encountered in 
practice can be handled in this way because, 
as discussed in par. 6-2.17, generation of 
functions of two or more variables is difficult. 

Equations that contain time-varying coef- 
ficients may be considered one step more 
complex tlian linear, constant-coefficient, 
ordinn ry, differential equations.    Tlie equation 

d  y      _ dy      ... . (6-20) 

where C is a constant, is a simple example 
of this type and canbe solved with the analog- 
computer setup illustrated in Fig. 6-26. Non- 
lineal-, differential equations, of which the 
following equation is a simple illustration, 
represent a still more complex type. 

d y 

dt2 dt 
(6-21) 

Although the mathematical structure of Eqs. 
6-20 and 6-21 is quite different, essentially 
the same computer operations are required 
in both cases, as can be seen by comparison 
of Fig. 6-26 with Fig. 6-27, which is an 
analog-computer setup diagram for solution 
of Kq.  6-21. 
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im 

INTEGRATOR 

- f < t ) y 

dt 
INTEGRATOR 

yd] 

MULTIPLIER 

-f (t) 

FUNCTION GENERATOR 

Figure 6-26.   Analog-computer setup for a simple linear, time-varyinj 
differential equation, 

R> dl2 I 
INTEGRATOR 

1 
df 

INTEGRATOR 
Y ID 

^ 

li , 

J 
MULTIPLIER FUNCTION        GENERATOR 

-1 

Figure 6-27.    Analog-computer setup I'or a simple nonlinear 
differential equation. 

6-2.3    Simultaneous  Linear Equations3 

The problem of finding the unknown xhs 
that satisfy a set of simultaneous equations 
of the generalized form 

a,, x.   - a i ,x,  ~>   ■■■   ' a , „x     ■ b,    ■  0 

a21 X-,     "a2 2X2 a2nxn   ^ b2      0 
(6-22 

where the n' s and b's are known constants, 
and the equivalent problem of inverting ma- 
tinees, arises frequently in engineering and 
science. m 1878, Kord Kelvin proposed a 
machine for solving such equations, but ap- 
parently lie never- built it. ,I. B. Wilbur, a: 
the bbi ssacluiseti s Institute of d'ecbnolos • . 
.built several improved versions of Kelvin 
machine in the lhdO's. W ith the incivam m 
inferest in elecf i'ical analog computers .■ '' v.'.c 
Ih-iO's, attention turned to electrics', analog 
methods. Still more recently, with us- e. ide- 
snread use of diigital machines an vie do- 
iiKiii.      I'm-     icciiniciues     eanable    ol    sandbns 
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(2) 

In 

several hundred equztions, most problems of 
tliis class now are solved digitally. Incertain 
applications, however, that involve a maxi- 
mum of 12 to 15 simultaneous equations, 
some convenience may be gained by use of 
analog techniques. 

Two basically different methods exist for 
tlie   analog   solution of a set of linear simul- 
taneous algebraic equations: 

(1)    Iterative, or successive-approxima- 
tion, methods. 
Closed-loop       or       direct-solution 
methods. 
schemes employing the iterative 

method, the a and b coefficients are repre- 
sented on groups of potentiometers. With 
the potentiometers representing the coef- 
ficients an through aln and b j switched into 
the circuit, the potentiometer representing 
X] is adjusted to give a null on an indicator. 
The second bank of potentiometers is then 
switched into the circuit and the potentiometer 
representing x2 is adjusted to satisfy the 
second equation. This process is continued 
until each equation in turn has been switched 
into tlie circuit and tlie corresponding x po- 
tentiometer lias been adjusted for a null. The 
process is then repeated until a set of x's is 
obtained that yields a balance for each equa- 
tion of tlie set. Tlie values of the x's are then 
read directl\ from the potentiometers. 

Direct solution of a set of simultaneous 
algebraic equations by analog methods can be 
accomplished by employing feedback across 
high-gain computing amplifiers. The ar- 
rangement shown in Fig. 6-28 is for solving 
only two equations, but may be extended di- 
rectly for solving systems of more equations. 
The desired a's and b's are set into the ap- 
propriate potentiometers, antl the b potenti- 
ometers are excited from a fixed voltage E. 
The output voltages e j and e2 of the amplifiers 
represent the values of the unknowns x3 and 
x2. Because the gain characteristic of the 
amplifiers is a function of frequency, the use 
or feedback around the amplifiers may lead 
to instability in circuits of the type shown. 
However, straightforward means exist for 
circumventing this difficulty. 

6-2.4   Nonlinear Algebraic Equations 

A nonlinear algebraic equation that 
occurs frequently in scientific work has the 
generalized form 

where a,, a, , a■> ä-n-l 

0     (6-23) 

antl a,   are con- 
stants. General solutions to higher than 
fourth-degree polynomial equations cannot 
be  obtained and considerable effort has been 

Figure 6-28.    Circuit for a closed-Loop solution of a pair of 
simultaneous equations. 
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devoted to developing machine methods for 
solving these equations. Mechanical, hydrau- 
lic, and electrical analog schemes have been 
used to a limited extent. With the develop- 
ment of digital techniques, however, the 
worker desiringto solve any number of poly- 
nomial equations usually uses a digital com- 
puter. 

Basically, the solution of a polynomial 
equation requires generation of the required 
powers of the variable z, multiplication of 
these quantities by coefficients, and summa- 
tion of the resultant terms with the constant 
a,. The variable z is swept through a range 
of values, and a root occurs whenever the 
sum is zero. If the coefficients and the roots 
are all real, potentiometers and simple sum- 
ming circuits are sufficient to perform the 
required operations. Complex roots can be 
handledby converting the original equation in 
z into a pair of simultaneous equations by the 
substitution of. z = x + iy o r by conversion of 
the equation into trigonometric form by the 
substitution of z = r (cos 0 + i sin 0). 

Numerous variations of these techniques 
-- as well as a number of other schemes -- 
have been proposed, but they have received 
little attention since digital methods have be- 
come widely available. 

6-2.5    Partial Differential  Equations1 

where 

2 2 2 
, 2 d   4>      d   <£■       a   <t> 

öx2      =y2      hz 2 

b. Diffusion equation: 

fit 

c. Wave equation: 

2 

v2 / = K —=- 
;it 2 

d. Poisson's equation: 

V20 =f(x, y,z) 

e. Wave equation with damping: 

v2-/: -K, —^ K. —^ K,> 

(6-24) 

(6-25) 

(6-26) 

(6-27) 

(6-28) 

(6-29) 

f.       Equations from theory of elasticity: 

V4
:/ -0 (6-30) 

The solution of partial differential equa- 
tions by analog me ans is based upon the same 
concept as the solution of ordinary differen- 
tial equations; namely, that the behavior of a 
variety of physical systems can be expressed 
bymathematical equations of the same form. 
Partial differential equations are generally 
more complex and difficult to solve analyti- 
cally than ordinary differential equations, 
and a great deal of attention has been given 
to the development of analog methods of solu- 
tion. However, generali zed partial-differen- 
tial-equation computers do not exist. Equip- 
ment must be tailored to a specific problem 
or narrow class of problems, and the ten- 
dency has been for each group of analysts 
to construct its own analogs. 

Partial differential equations that are 
encountered frequently in scientific work and 
that have been investigated by analog tech- 
niques include the following: 

a.      Laplace's equation: 

and 

where 

'    -K- 

^^K,-^.K2 — 

4 2- 
2x 

(6-31) 

(6-32) 

(6-33) 

Conductive solids, conductive liquids, 
resistance networks, resistance-reactance 
networks, electronic analog computers of the 
type used to solve ordinary differentia! equa- 
tions, and nonelectric schemes, such as 
hydrodynamic analogs, elastic-sheet analogs, 
and soap films, havebeen used for the analog 
solution of partial differential equations. 
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6-2.6    SCALE FACTORS AND TIME SCALES z 

After the basic block diagram for the 
representation of a physical system has been 
determined, scale factors must be assigned 
that relate (1) the amplitudes of voltages with- 
in the computer to the magnitudes of the 
corresponding mathematical variables in the 
differential equation tobe solved and (2)the 
time required for an event to take place in 
the computer (real time) to the time required 
for it to occur in the problem being investi- 
gated (problem time). 

In an electronic computer, the relation- 
ship between an equation variable y and its 
corresponding voltage vi  can be written 

°,y, (6-34) 

In general, the scalefactoraj is a dimensional 
constant since y] andvj usually have different 
dimensions. For example, if yi is a distance 
measured in feet, and 5 volts of vx correspond 
to 1 foot of yj, Eq.  6-34 becomes 

(5v ft)y. (6-35) 

Because a computer, contains more than one 
variable, the relationships between scale 
factors of different variables must be taken 
into account in the operation of a computer. 

Consideration of the block diagram for 
the completely generalized analog-computing 
component shown in Fig. 6-29 leads to a 
method for handling scale factors that is 
applicable to any analog element the analyst 
may encounter. The output vQ of this compo- 
nent, as a function of the inputs v, and mach- 
ine time T, canbe expressed as 

(6-36) 

1 
1 "- 

g(v, ,v2,... ,vn ,T) 
* 
n     •   •   • 

Figure 6-29.    Block diagram for a 
generalized computing component. 

The corresponding   relationship  in the   phy- 
sical situation canbe expressed as 

yo   '   ^YuYn, „0 (6-37) 

Computer variables and Oe corresponding 
problem variables can be related by a group 
of equations each of which has the form of 
Eq.  6-34, i.e., 

aoY, 

ai yi 

v    = a  y n n / n 

7 = a.t 

(6-38) 

Substitution of the   relationships   of Eq. 
6-38 into Eq.  6-36 yields 

\Vo " g(°pv V2'   ■••' an>v atf) 

'   anVn'   V) 

(6-39) 

(6-40) 

For any particular element, the scale factors 
can be evaluated by comparison of Eq. 6-40 
with Eq. 6-37. Multiplication of a variable 
yj by a dimensionless constant k, as expressed 

by 

■ ky, (6-41) 

represents the simplest situation involved. 
The analog equivalent of this process is 
shown in Fig. 6-30, where the symbols above 
the lines denote equation variables and those 
below the lines denote computer variables. 
The analog component introduces a fixed gain 
c and gives an output 

v0   =cv, (6-42) 

Substitution of the appropriate relationships 
of Eq.   6-38 into Eq. 6-42 yields 
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A change in the time scale on which a 
computer is operating can be effected by 
changing only those components performing 
operations inherently dependent on time. 
For example, the solution time for a third- 
order linear differential equation with the 
setup described could be doubled merely by 
halving the gains of each of the three inte- 
grators. No change in the initial conditions, 
the summing circuit, or the coefficient po- 
tentiometers would be required. 

As a practical matter, it is desirable to 
arrange an analog computer (unless it is of 
the high-speed repetitive type) for a solution 
timein the range of 30 seconds to 2 minutes. 
Alower limit is set by the speed of response 
of mechanical elements, such as servo units 
or recorders, while an upper limit is set by 
integrator drift. 

6-2.7    LINEAR OPERATIONS2 

Pars. 6-1 and 6-2.2 show that ordinary 
differential equations can be solved by the 
instrumentation of various mathematical 
operations. The present discussion sum- 
marizes briefly techniques used to instru- 
ment linear operations and provides appro- 
priate references to the more detailed 
discussions of specific devices that are given 
later in the chapter. 

6-2.8    Scale Changing 

The simplest operation performed in an 
electronic analog computer is scale changing, 
i.e., multiplying by a fixed Coefficient. This 
is accomplished by means of a high-gain 
amplifier with resistive feedback, as shown 
in Fig.  6-34. 

If negligible current flows into the amp- 
lifier, the error voltage can be written di- 
rectly as 

o—WV 

R: 
V:     + e    Ri+R,Vi    Ri+Rf 

(6-57) 

Furthermore,  the   output  of the amplifier is 
related to its input by the relationship 

vo   =-Ave (6-58) 

Where  the  amplifier  gain  is  very high,   the 
combination of Eqs. 6-57 and 6-58 shows that 

Rf 
(6-59) 

Examination of Eq. 6-59 shows that the 
gain of the circuit in Fig. 6-34 can be adjusted 
by a change in the value of either the input 
resistor or the feedback resistor. Because 
practical difficulties associated with the 
closed-loop stability of the amplifier may be 
encountered if an attempt is made to vary 
the feedback resistor over a wide range, the 
usual practice is to employ one fixed value 
of Rf (1 megohm is the usual value) and to 
vary R. to change the overall gain. Although 
continuous adjustment of the gain over a 
range of 10 to 1 is easily achieved by varia- 
tion of Rj, this method of setting arbitrary 
gains is not the one most frequently employed 
because, as shown by Ey. 6-59, the gain 
varies inversely with R; and, consequently, 
setting Rj is somewhat inconvenient. The 
more usual practice is to permit adjustment 
of the overall gain in steps -- such as 1, 2, 
4, and 10 -- by selection of the appropriate 
input resistance, and to provide continuous 
gain adjustment, when required, by the use 
of a potentiometer connected as shown in 
Fig. 6-35. In many applications, the error 
caused by loading the potentiometer with the 
resistance    R;   is   negligible,    since   typical 

Rf 

AA/V 

Figure 6-34.    Amplifier with resistive feedback. 
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Figure 6-35.    Use of a potentiometer for continuous gain adjustment. 

values for the total resistance of the poten- 
tiometer range from 10,000 to 30,000 ohms, 
whereas R; may range from 100,000 to 
1,000,000 ohms. When increased accuracy 
is required, the potentiometer setting can be 
made with the aid of a digital voltmeter or a 
precision attenuator after the particular re- 
sistance R; to be used is connected. 

6-2. D   Summation 

The circuit used for scale changing, and 
incidentally for providing sign reversals, is 
readily extended, as shown in Fig. 6-36, for 
a summation of voltages. If the error voltage 
in the circuit of Fig. 6-36 is negligible (that 
is, the amplifier gain is very large), the out- 
put voltage can be shown by simple circuit 
theory to be given by the equation 

Ri R. R. 

IRT1 -R: 
(6-60) 

One summing-circuit arrangement used com- 
mercially provides seven inputs with re- 
spective gains of 1, 1, 1, 4, 4, 10, and 10. By 
connecting an input signal to the proper com- 
bination of input terminals, any integral value 
of amplifier gainfrom lto 31 maybe obtained 
with this arrangement. 

Since subtraction is the same process 
as addition, except that the sign is reversed, 
subtraction is not treated separately. 

Electronic techniques for addition are 
discussed in par. 6-3.3, while mechanical 
techniques are discussed in par.  6-4.1. 

6-2.10   Integration 

The analog solution of ordinary differ- 
ential equations is based on the use of in- 
tegrators. Integration can be performed 
mechanically with ball-and-disk or disk- 
disk mechanisms (see par. 6-4.2), electro- 
mechanically with a rate servomechanism 
(see par.   6-4.2),   or  electrically with an RC 

o—VW 

v o—V\A/—" 

v o—VW—' 

Figure 6-36.    Representative circuit for the summation of n voltages. 
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feedback network around a high-gain ampli- 
fier (see par. 6-3.1). Pneumatic integrators, 
in which a gas is passed through an orifice 
into a tank, are also used. 

Probably the firstmechanical integrating 
device was the planimeter invented in 1814 
by J. M. Hermann. Over the next 40 years, 
various planimeters were proposed, but this 
work did little to introduce integrating de- 
vices into mathematical analysis. In the 
early 1860's, James Thomson proposed a 
disk-sphere cylinder integrator, and about 
10 years later William Thomson (who later 
became Lord Kelvin) conceived the basic 
idea of interconnecting integrators to ob- 
tain analog solutions to ordinary differential 
equations. The use of electronic integrators 
originated during World War 11. 

The basic circuit for performing inte- 
gration in electronic analog computers is 
similar to that employed for scale changing 
but, as shown in Fig. 6-37, employs capaci- 
tive, ratlier than resistive, feedback. If, as 
before, the ideal-amplifier situation is ana- 
lyzed,  the   input  current i;  can be written as 

V. 

Eq. 6-64 shows that the gain factor of the 
integrator is determined by the product KjC 
of the input resistor and the feedback capa- 
citor. With the integrator, as with the scale 
changer, the error resulting from noninfinite 
amplifier gain is negligible in practical ap- 
plications. However, the feedback capacitor 
used in an electronic integrator must have a 
very high leakage resistance o r the perform- 
ance of the integrator deteriorates. Again 
for the case of an infinite-gain amplifier, 
analysis of the circuit of Fig. 6-37 with the 
addition of aleakage resistance R in parallel 
with the capacitance C yields the relationship 

1 

R,Cs i 
R. 

t 

R7 
(6-65) 

which has been transformed into the fre- 
quency domain, with s as the complex- 
frequency variable. Thus, a noninfinite R 
determines the frequency at which the opera- 
tion of this circuit departs by a specified 
amount from that of an ideal integrator de- 
fined by the equivalent relationship 

(6-61) .-L-v. 
R;CS ' (6-66) 

Because the input circuit of the amplifier 
draws negligible current, the feedback cur- 
rent if, as defined in Fig. 6-37, is the nega- 
tive of i- or 

(6-62) 

If the error voltage is negligible, the voltage 
across the capacitor equals the output voltage 
and, consequently,  can be written as 

/' i,dMvo(0) (6-63) 

where  T   is computer time (real time) and tj 
is the time for which v    is determined. 

Substitution  of Eq. 6-62 into Ey.   6-63 yields 

0 
,(0) (6-64) 

The leakage resistance of a good 1-fJ.f inte- 
grator capacitor, whichusually employs poly- 
styrene as the dielectric, may have a typical 
value of 1,000,000 megohms. This value of 
leakage resistance causes the performance 
to depart from that of an ideal integrator by 
the introduction of a phase error of 1 milli- 
radian at a frequency of 1 millirad/sec. 
Consequently, very long solution times must 
be involved before leakage resistance intro- 
duces appreciable errors. Grid current in 
the input stage of the amplifier in Fig. 6-37 
presents another limit on integrator per- 
formance. Here, the extraneous output re- 
sulting from grid current is given by 

°   " _±~   / i,d-, (6-67) 
C 0 

where ig is the grid current. Grid current 
produces an offset that increases with time 
and thus sets a limit on the maximum solu- 
tion time that can be used before a specified 
error builds up. 
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o—Wv » 

Figure 6-37.    Basic circuit for integration. 

In order, to use an integrator in an elec- 
tronic differential analyzer, means must be 
provided to set the initial value of the inte- 
gral at any arbitrary value. Because the value 
of tlie integral in the circuit of Fig. 6-3 7 is 
proportional to the voltage across the capa- 
citor, the direct way to set the initial value 
is to place a charge on tlie capacitor prior 
to the start of the solution. Fig. 6-38 illus- 
trates a basic circuit often used. In the 
INITIAL CONDITION position, the amplifier 
input is switched to a resistive network. The 
potentiometer setting determines the voltage 
to which the capacitor is charged. When the 
switch is placed in the COMPUTE position, 
the capacitor initially retains its charge, but 
the rircuit begins to function as an integrator. 
In tlie solution of a set of equations, anumber 
of such integrator circuits must be switched 
simultaneously.    Consequently, the switching 

usually is accomplished \\ l ;h a number of 
relays with their coils connected in parallel 
and energized through a common switch. 
Closing a single switch then activates all the 
relay coils simultaneously , and tlie solution 
begins. 

6-2.11    Synthesis of Rational Transfer Func- 
tions 

Analog-computer   studies   often  involve 
transfer functions of tlie form 

H(s (6-68) 
s    - bn _1 s n - 1 

where s is the complex-frequency variable 
and the a's and b's are real constants. Such 
functions   can be   instrumented by an appro- 

Figure 6-38.    Electronic integrator with initial-condition circuit. 
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priate combination of the basic operations of 
integration, summation, and multiplication 
by a constant coefficient, as shown in Fig. 
6-33. 

This method is particularly suitable for 
realizing transfer functions having a small 
number of poles, particularly if the coeffi- 
cients in the function require frequent change. 
Since the coefficients appear directly as the 
gains of amplifiers, almost no calculations 
are required in the synthesis. However, if 
high-order functions are to be synthesized, 
an excessively large number of active units 
is required by this method, and the equipment 
reduction effected by using the methods dis- 
cussed in the remainder of this section may 
assume practical significance. 

The simplest generalization of the basic 
integrator circuit is shown in Fig. 6-40. If 
an ideal amplifier with infinite gain is as- 
sumed, analysis of the circuit of Fig. 6-40 in 
terms of admittances leads to the relationship 

(6-69) 

If YA  and YB are two-terminal RC networks, 
alltheirpoles and zeros must alternate along 

the negative real axis of the complex frequency 
plane and the lowest critical frequencies 
must be zero. Consequently, the poles and 
zeros of the transfer function also must lie 
on this axis, but two poles or two zeros may 
occur together, and the lowest critical fre- 
quency may be a pole. Any transfer functions 
meeting these conditions can be written in 
the form 

e o 

e. 

_N(s) 
G(s) 

G(s] 

(6-70) 

where N(s) and D(s) are polynomials having 
the forms, respectively, of the numerator 
and denominator of Eq. 6-68 and where G(s) 
canbe selected sothat N(s)/G(s) and D(s)/G(s) 
canbe realized astwo-terminal RC networks. 

The synthesis of YA canbe carried out 
in several ways, one of the simplest being to 
expand N(s)/G(s) in the form 

•     £    i    \ 
i =2 

G(s C, 
s + 

1 (6-71) 

R.C; 

t>0    ) COEFFICIENTS 

Figure 6-39.    Integrator realization. 
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COMPLEX 
PLANE 

REAL 

where 

The sum 

Figure 6-40.    Block diagram for one-amplifier realization with two- 
terminal networks. 

C, 
1 IM 

l_s   G(s) 
(6-72)      and 

'l     "     ' Aliel ~      AI2e2 

i, = - Y      p   -f Y     e 2 A12ei A2 2C2 

(6-75) 

(6-76) 

Q 

E (6-73) 

-2s+^c: 

is  obtained by making a partial-fraction ex- 
pansion of 

1   N(sj 
G(s 

■Cl£ 
(6-74) 

The resulting network is shown in Fig. 6-41, 
where the values of R; and C; are in ohms and 
farads. 

Substitution of three-terminal networks 
in place of the two-terminal networks of Fig. 
6-40 yields a useful generalization of this 
method of synthesis. The resulting circuit, 
illustrated in Fig. 6-42, can be analyzed in 
terms of the input, output, and transfer ad- 
mittances of the network. These admittances 
are defined forthe A network by the relation- 
ships 

Hf 
—\L—www*- 

H^ ■AWVWV- 

Figure 6-41.    Resulting form of synthesis 
network, 

6-29 



AMCP 706-329 

ß 
NETWORK 

1 
1           A           2 1   NETWORK z 

¥ -A     J> 
e. 

1 
e 2 -+- 

Figure 6-42.    Block diagram for one- 
amplifier realization with three- 

terminal networks. 

where the currents and voltages are shown 
in Fig. 6-43. A similar definition applies to 
the B network. The voltages in the circuit of 
Fig.  6-42 are related by the equation 

e2(YA22   ^    YB22)-   e,(YA12) + eo(YB12)      (6-77) 

Furthermore, 

e, -Ae (6-78) 

Solution of Eq. 6-77 and Eq. 6-78 yields the 
following relationship for the transfer func- 
tion e0/e;: 

Y A12 

Y       + Y 
A22 B22 

Y- +—- T  

(6-79) 

As A becomes infinite, e, /c( approaches the 
negative of the ratio of the transfer admit- 
tances, that is, 

eo YA12 
(6-80) 

The error caused by a finite value of A can 
be evaluated from Eq. 6-79 which is the exact 
expression forthe realized transfer function. 
The errors can be determined either as the 
displacements of the poles of the realized 
transfer function from the desired poles or 
as the error in the amplitude and phase of 
the realized transfer function at real fre- 
quencies.     To   keep   the   error   small,   it  is 

necessary that the following relationship hold 
at all frequencies: 

A22   +   '  B22 

—~~Ä—™ 
(6-81) 

At   high   frequencies,   either  or both  of the 
output  admittances YA22   and Yß22   may tend 
to become  infinite.     If such is the case, the 
B network   should be   so  designed that YB12 

also goes to infinity at high frequencies. 
The transfer admittance of a three- 

terminal network formed entirely of re- 
sistances and capacitances can have only 
simple poles that must lie on the negative 
real axis of the complex-frequency plane, 
but may have zeros that lie anywhere in the 
complex-frequency plane except on the posi- 
tive real axis and that need not be simple. 
The poles of e, /e ; in Eq. 6-80 follow from 
the poles in YA12 or from the zeros of Yru2 , 
wliilethe zeros ofe0/e; follow from the zeros 
of YAI2 or from the poles of Vßi2 ■ Conse- 
quently, littletheoretical restriction is placed 
ontlie type of transfer impedance that can be 
formedbyusing a circuit of the type shown in 
Fig.   6-42. 

Several general procedures for synthe- 
sizingthree-terminal BC networks have been 
given in tlie literature4''. These procedures, 
are too lengthy to include here, but are rela- 
tively straightforward. 

The principal restrictions imposed on 
this realization are the complexity of the 
synthesis calculations, the large number of 
elements, and the great range of element 
values that may be required. 

Although few theoretical limitations are 
imposed on the type of transfer function 
realizable with the single-feedback-amplifier 
method just described, tlie use of additional 
amplifiers permits increased flexibility in 
the realization of the transfer function.   This 

NETWORK' 

Figure 6-43.    Definition of admittances. 
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flexibility can reduce the number of passive 
elements required to obtain a given function, 
decrease the spread of element values, and 
simplify the synthesis calculations. Such 
expedients are particularly important when 
complicated functions with many poles must 
be realized. 

One synthesis metliod using three ampli- 
fiers is developed to demonstrate that any 
transfer function can be realized in this way. 
Once the particular method is understood, 
many possible variations become obvious. 

The circuit for the three-amplifier re- 
alization is shown in Fig. 6-44. This circuit 
differs from the one-amplifier realization 
shown in Fig. 6-42 only by the addition of the 
C and I) networks and the inverting amplifiers 
driving these networks. As is brought out in 
the following discussion, two-terminal net- 
works are sufficient to realize any transfer 
function; hence, this case is considered. 

The voltages in the system obey the re- 
lationships 

Y       Y ' A    -       C 

Y       Y     ■+ ' B D 

YA^YB.YC+YD (6-84) 

As A becomes   large,   F)q. 6-84 assumes the 
limiting form 

YB-YD 

(6-85) 

If the desired transfer function is expressed 
as a ratio of two polynomials N(S)/D(S), the 
admittances must satisfy the relationship 

Y.  -Yr N(s[ 

D(s) 
(6-86) 

In   order to   realize  the  admittances   as  RC 
networks,   Fq. 6-86 is separated to give 

(Y    ■* Y    * Y 

and 

YD) " e:(YA - Yc)  + eo(YB - YD) 

(6-82)     and 

Y. -Y, 
N(s 
G(s) 

(6-87) 

■Ae, (6-83) 
D(s)_ 

G(s) 
(6-88) 

Solution of Eq. 6-82 and Ey. 6-83 yields the 
following relationship forthe transfer function 
from e- to e   " 

where   G(s) is an arbitrary polynomial which 
does not alter the realized transfer function. 

r '  NETWORK   2 

2   NETWORK  ' 

Figure 6-44.    Block diagram for three-amplifier realization. 
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The realization follows the method used 
to obtain YA and Yj in Fig. 6-40. The frac- 
tion N(s)/G(s)is expanded in the series given 
by Eq. 6-71, and the terms in the resulting 
expansion are divided between the A and C 
networks in such a way that all the elements 
have positive values. The additional freedom 
gained from allowing negative terms in the 
expansion makes possible the realization of 
any ratio N(s)/G(s) with two-terminal RC 
networks, provided that the two following 
conditions are met: (l)the zeros of G(s) lie 
on the negative real axis; (2) the ratio N(s)/ 
G(s) goes to infinity no faster than s as s 
becomes infinite. An identical procedure is 
used to realize the ratio D(s)/G(s). 

The error introduced by a finite gain A 
can be evaluated from Eq. 6-84 which is the 
exact expression for the realized transfer 
function. The method is the same as the 
method already described for evaluating the 
errors in the one-amplifier realization, How- 
ever, in Eq. 6-84, the possibility exists of 
changing the synthesis procedure slightly to 
realize exactly the desired transfer function 
with a finite value of A. Eq. 6-84 can be re- 
written in the form 

A   / D 
1 -- YA^c 

special instances because the errors caused 
by a finite value of A in the approximate 
realization are usually less than the errors 
due to parasitic behavior of the elements. 

A major advantage of the three-amplifier 
synthesis procedure is the simplicity of the 
calculations required to obtain the element 
values. The spread of element values is de- 
termined by the spread of the terms in the 
expansion of the ratio N(s)/G(s) that is given 
in Eq. 6-71 and the corresponding expansion 
of the ratio D(s)/G(s). The arbitrary zeros 
of G(s) can be chosen by a trial-and-error 
approach to control this spread. 

6-2.12   NONLINEAR OPERATIONS 2.3 

(6-89) 

In the solution of nonlinear ordinary 
differential equations, the need often arises 
for means that permit multiplication of two 
computer variables and the introduction of 
arbitrary functions of one o r two variables. 
Hecause these operations are more difficult 
to perform than the linear operations, agreat 
deal of effort has been spent by workers in 
the field of analog computation in the develop- 
ment of multipliers and function generators. 
The principal methods that have been devel- 
oped €or performing these nonlinear opera- 
tions are discussed briefly in the immediately 
following paragraph. Where applicable, 
references are made to the descriptions of 
various devices appearing later in the chapter. 

Ifthe desired transfer functionis again desig- 
nated by the ratio N(s)/D(s), itcanbe realized 
by making 

(6-90) 

and 

1    4- -Yr 
.D(s)_i(Y    iY  } 
G(s)    A

IT
A
1T

C
J 

(6-91) 

If A > 1, the ,A, B, C, and D networks can 
always be realized as two-terminal RC net- 
works by using expansions of the form given 
in Eq. 6-71. The exact realization, obtained 
at the expense of including additional elements 
in the  B   and I) networks, is justified only in 

6-2.13    Multiplication and Division 

Two types of multiplication arise in 
computer work: (l)multiplication of a com- 
putervariable by a constant and (2) multipli- 
cation of one computer variable by another. 
The first type is simple; the second is diffi- 
cult. Multiplication can be performed mech- 
anically, electromechanically, or electron- 
ically,as described in pars.   6-3.2 and 6-4.3. 

The chief requirements for a multiplier 
to be used in a general-purpose analog com- 
puter are speed, accuracy, and relative 
simplicity. Servomultipliers of the type 
described in par. 6-4.3 can be built to meet 
the last two requirements, but their speed of 
response is inherently limited. Many attempts 
have been made to build all-electronic multi- 
pliers (Ref. par. 6-3.2) that meet all three 
requirements.      Only   since   the   late   1950's 
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has it been possible to reduce the errors in 
these multipliers to a degree comparable 
with that achieved in the linear computing 
components. However, the all-electronic 
schemes for multiplication remain complex 
in comparison with the means for performing 
linear operations. 

The high accuracy achieved in such 
analog-computing components as integrators 
and coefficient multipliers results from the 
use of feedbackin such a way that the stability 
and linearity of the units are determined by 
the characteristics ofpassive elements rather 
than those of vacuum tubes. A high-perform- 
ance multiplier is difficult to design because 
the product cannot be compared directly with 
either of the input signals for the purpose of 
obtaining an error signal to be used in the 
feedback loop. 

In the multipliers described, either one 
orthe other of the two following schemes has 
been used to achieve high accuracy: 

(1) An indirect type of feedback control 
(2) A circuit in which vacuum tubes act 

merely as switches. 
In a conventional servomultiplier, the 

indirect control of the feedback loop employs 
a reference voltage and a feedback potentiom- 
eter. The effectiveness of this method depends 
upon the constancy of the reference signal and 
upon the similarity of the control and multi- 
plying potentiometers. 

In the time-division multipliers '"' and 
in the quarter-square multiplier8 using a 
segmented-straight-line representation of 
the square-law function, vacuum tubes are 
used merely as switches. The use of tubes 
in 'this manner offers great possibilities in 
the design of precision computing components, 
as demonstrated by performance that ap- 
proaches that achieved in linear computing 
components. 

Although division is in many ways similar 
to multiplication, some division schemes 
utilize special techniques and introduce addi- 
tional problems. 

At first glance, it might appear possible 
to perform mechanical division by inter- 
changing the output and one of the inputs of a 
multiplier, such as one of those that are dis- 
cussed in par. 6-4.3. The practical difficulty 
with this approach is that the quotient ap- 
proaches infinity as the divisor approaches 
zero.   This requirement exceeds the capacity 

of any physical device. Furthermore, even 
within the capacity of the device, a high input 
torque is required when the divisor is small 
and friction may make the device completely 
inoperative. 

The circuitry of several electronic mul- 
tipliers is discussed in par. 6-3.2, while 
mechanical and electromechanical multi- 
pliers are described in par.   6-4.3. 

6-2.14   Vector Resolution 

Problems requiring the resolution of a 
vector into components in a particular co- 
ordinate system and the transformation of 
vector quantities from one coordinate system 
to another arise in the study of systems in- 
volving the determination of trajectories 
from component velocities and forces. The 
problem of representing the trajectory of an 
aircraft subject to forces of drag, thrust, 
gravity, etc., is typical of this class. These 
forces and the resulting trajectory can be 
described in terms of a set of axes fixed to 
the aircraft, in terms of axes fixed with re- 
spect to the earth, or in terms of a set of 
axes one of which is aligned with respect to 
the relative wind. Each of these axis sets 
offers advantages for some calculations and 
disadvantages for others. Consequently, in 
the study of an overall system it is usually 
advantageous to employ two or more coordi- 
nate systems and make appropriate trans- 
formations between them. 

Vectors can be described in either a 
rectangular or a polar coordinate system. 
Figure 6-45 illustrates the representation, 
for a simple two-dimensional case, of a 
single vector quantity in both a rectangular 
and a polar coordinate system. In the rec- 
tangularX- Y system, the vector is described 
in terms of its components along the ortho- 
gonal X- and Y-axes. These two components 
are designated x and y. In the polar system, 
the vector is described by its magnitude and 
by the angle it makes with respect to a fixed 
reference axis. These are designated in the 
figure as r and  0. 

If the vector is expressed in polar co- 
ordinates (r, 0), its components in a rectang- 
ular system are given by the equations 

and x =r cos   '   | 

y = r sin ;     ^ 
(fi-92) 
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X AXIS 

directed along the positive Z-axis will ad- 
vance in the positive direction when it is ro- 
tated from the positive X-axis toward the 
positive   Y-axis   through   the   smaller  (here 

90°) angle. 
Any  vector A in  such  a  system  can be 

represented uniquely in the form 

Figure 6-45.    Representation of a vector in 
a rectangular coordinate system and in a 

polar coordinate system. 

The alternate transformation, rectang- 
ular to polar, or as it is usually termed, 
simply the "polar" transformation, is ac- 
complished in accordance with the relation- 
ships 

--1 y 

A - A i  +A A,k (6-95) 

tan 

■\fx*T 
(6-93) 

y 

Fig. 6-46 illustrates the related problem 
of expressing a vector that is initially speci- 
fied in one rectangular coordinate system in 
a second rectangular system having its origin 
common with the first but with the axes ro- 
tated through the angle 8. The components 
u and v in the second system are related to 
the components x and y in the first system 
and  the  angle of rotation  8 by the equations 

■y s 

and 

in u   J 

(6-94) 

y cos 

The direction of a vector in a three- 
dimensional coordinate system can be speci- 
fied either in terms of the direction cosines 
of the vector or in terms of a set of Euler 
angles. The basic mathematical relation- 
ships involved with each of these techniques 
is discussed here and computer techniques 
for performing vector transformations by 
the two schemes are discussed in par. 6-4.4 
through par.  6-4.7. 

6-2.15    Direction Cosines 

In this discussion, it will be assumed 
that the axis system under consideration is 
a right-handed one having axes X, Y, and Z. 
In    such    a   system,    a   right-handed    screw 

where  i, j, and k  are unit vectors  along the 
x- , y-, and z-axes  respectively, and A,,   A, 
and A,  are the  coordinates  of the terminal 
point of the vector A.  The length of the vec- 
tor A is then given by 

■V A'(A! 
x y 

(6-96) 

The direction of the vector can be specified 
by a set of direction angles, i.e., the angles 
that the vector makes with the three coordi. 
nate axes. The angles between the vector A 
and the positive X-, Y-, and Z-axes are de- 
noted symbolically by (A,x), (A,y) and (A,z), 
respectively. The components of the vector 
are then given by the equation 

A,   = A cos (A, x) 

Ay - A cos (A, y) ' (6-97) 

A   -- A cos (A, z) ' 

Use of Eqs.  6-96 and 6-97 shows that 

cos2(A, x) i cos2(A, y) +eas- (A, /) = 1        (6-98) 

U AXIS 

Figure 6-46.    Rotation of a rectangular 
coordinate, system. 
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Consequently, tlie direction angles are not 
independent and, if any two of them are speci- 
fied, the third must satisfy Ey. 6-98. The 
cosines of these direction angles are called 
the direction cosines. 

In developing methods for specifying the 
orientation of one coordinate system with re- 
spect to another having its origin common 
with the first, it is convenient to have an 
application in mind. The problem of speci- 
fying the orientation of a set of right-handed 
orthogonal axes fixed in an aircraft with a 
second axis system fixed in inertial space 
arises frequently and, therefore, provides a 
good example. The firstaxis system is called 
the hody-axis system, and the second the 
inertial system. The origin of the body-axis 
system is fixed at the nominal center of 
gravity of tlie aircraft and the three body 
axes are fixed with respect to the aircraft. 
Unit vectors along the X-, " -, and Z-axes 
in this system arc designated ib, J b and k,. 
The exact alignment of the X body-axis is 
somewhat arbitrary but here it shallbe con- 
sidered to be aligned with the principal axis 
of tlie aircraft. The Y- and Z-axes then form 
a right-handed system as showninFig. 6-47. 

The   inertial   system   is  a  right-handed 
triad   of mutually perpendicular  axes  fixed 

in inertial space. It is assumed that the 
earth is an adequate local reference. Con- 
sider the X-Y inertial plane as being taken 
perpendicular to the gravity vector. The X 
inertial axis is usually fixed in the direction 
of true north. In this system, the unit vectors 
are designated ii; j; and k.. 

The orientation of the body-axis system 
with respect to the inertial system is illus- 
trated in Fig. 6-48. The direction of each of 
the body axes can be specified with respect 
to the inertial axes by three direction co- 
sines as shown in Fig. 6-49. To locate the 
three axes of a coordinate system, a total of 
nine direction cosines is needed, but when 
systems employing mutually perpendicular 
axes are used, six of these direction cosines 
are actually redundant. 

6-2.16    Euler Angles 

It can readily be visualized that a set of 
axes, such as the body axes of Fig- 6-47, could 
be oriented in any arbitrary way- with respect 
toa set of inertial axes having the same ori- 
gin by three successive angular rotations as 
defined in Fig. 6-50. It should be noted that 
the final orientation of a body following sev- 
eral   rotations  in  space  is  dependent   on the 

AIRCRAFT 
CENTER OF GRAVITY 

plane of 
symmetry 

X AXIS 

ZAXIS 

Figure 6— 47. Example of a body-axis system, 
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plane perpendicular 

i-    north 

Figure 6-48.    Orientation of a body-axis system with respect to an 
inertial system. 

I = cos£ = U • i. 

m = cos iV - U ' j. 

n    =   cos T=      U ' "k. 

U (Unit Axis) 

Figure 6-49.    Direction cosines defining the orientation of an axis in 
inertial space. 

order in which the rotations are made. Con- 
sequently, a convention in this regard must 
be set up and followed or erroneous results 
will be obtained. The convention indicated 
below  is widely used, but is not the only one. 

Assume that the two axis systems are 
initially coincident and it is desired to specify 
a series of three angular rotations that will 
define the final orientation of an axis system, 

for example a body-axis system, with respect 
to the inertial system. First, the, azimuth 
\p of the vertical plane containing ib, k; and 
the intersection of this plane with a reference 
plane defined by i; and j; is defined (see Fig. 
6-48). This is achieved by a rotation about 
the k axis. A new axis system designated by 
thesubscript 1 is then related to the original 
set by the first set of equations in Fig.  6-50. 
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k. . 

> - -? 

Jl =  Ü 

1 

j: = 

k, k. 
--       -1 

COS ^ sin \p 0 

-sin^- cos ^ 0 

0 0 1 

'-*   ~ — -» ~ 
'2 'l 

j? =  'B J'l 
= 

112_ ^ 

cos 0        0     -sin 0 

0 1 0 

sin $ 0       cos# 

2    b 

i—^ n —-*   -] 

'b '2 
-* -1 

j
b 

= c J2 
— 

\ /k2_ 

1       0 0 

0 cos <fi sin0 

0       -sin c^ cos<^ 

Figure 6-50.    Euler-angle definitions. 

The elevation angle 6 of ib above the reference 
plane is tlien defined. This is achieved by 
rotation about tlie jj axis defined in the pre- 
vious step anti leads to the s ccond axis sys- 
tem specified in Fig. 6-50. The third and 
final rotation defines the roll angle <p and is 
achieved by a rotation about the 12 axis de- 
fined by the previous step. 

In matrix   notation,  the axes are related 
as follows (see the appendix to this chapter): 

(6-09) 

r ■"" '- "" -> 
'b I ■ 'i 

jb .- c'-ßCI ji = f Ji 

_rb 
*■<- 

}; 

where 

Transformation   from body  axes  to   inertial 
axes is given in matrix form by 

(6-100) 

where the notation Ö " ^etc. refers to the in- 
verse matrix (seethe appendix t 0 this chapter) 
and 

r _> ~| ~_> ~| 
'b 'b 

Jb = 'p-' Jb 

> >_ 
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K C. 

m m (6-101) 

The nine direction cosines are equivalent 
tothe three Euler angles and related to them 
by the following expressions: 

f    = cos f cos '!.• 

■ cos t' sin u' 

I'    ~ sin <l  sin I) cos w -cos d sin ./; 

sin ;/ sin u + cos <;  sin ,   cos 

mx = cos i  sin <■■ sin y' - sine/ cos ,/ 

n    - cos ■; cos 

(6-102) 

Conversely,   the  three   Euler angles can 
be found from the following expressions: 

sin c   = -n 

tan u ^ m 

ta n  ,' = n    n     1 

(6-103) 

To transform a vector v = x'i' + y'j1 + z'k1 

from any axis system (i', j', k') to a reference 
axis system (i, j, k), the following equation 
must be satisifed: 

v  - x'i'   i y'\    + z'k'   - xi   + YJ (6-104) 

In terms of the nine direction cosines and 
expressed in matrix form, the required 
transformation is specified by the relation- 
ship 

I' l' x' x 

• y' = y 

z' z 

(6-105) 

In terms of Euler angles, the coordinate 
transformations take the form 

X   - (   K    + F   y'    i  ('   z' 

x   cos ;. cos  ,' 

y (sin   ,; sin i   cos i; -cos  /  sin ■!,, 

I z'(sin v  sin ;/' ' cos ./- sin '.' cos 

(6-106) 

y =mxx yy   -i mj. 

x   cos i' sin 

T y'(cos •/ cos '4' + sin  / sin f'sin '/■) 

+ z'(cos  /  sin i1 sin ip - sin  j cos i) 

x'  T n  v'  + n  z' 

(6-107) 

(6-108) 

- -x' sin (   t y' sin 4 cos < ■ i z' cos •/ cos .' 

Conversely, avector v~ xi+ yj + zk given 
interms of a reference axis system (i, i, k) can 
be converted to an axis system (i', j', k') by 
means of the same family of direction cosines 
using the inverse matrix transformation 

(6-109) 

The fact that the transpose (see appendix) of 
the di re ction-cosinem at rix is also the inverse 
of the matrix follows in this special case 
where the axes of each axis system are ortho- 
gonal or mutually perpendicular. 

Written in terms of the Euler angles 
describing the orientation of the given axis 
system with respect to the reference axis 
system, the transformation equations are 

x'      I' x  1 m y   t n  z 
X 

= x cos     cos ;,'■ t y cos i sin y  - z sin r   (6-110) 

y'   = ('  x   l m   v   t n   z 

= x(sin ./ sin     cos 'A - cos <!  sin <.;) 

y(cos  ; cos ,  + sin  i   sin     sin  , 

T z(sin   ;  cos    ) 

(6-111) 
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I   x   : m  y   ■ n   z 

x(sin      sin       • cos      sin      cos    ) 

(0-112} 

' vlcos   .   sin      sin   ,  - sin   :  cos  . 

■ z cos      cos 

Technique:-; for instrumenting these trans- 
formations on an analog computer are de- 
scribed in par.  6-4.4 through par.  6-4.7. 

Kxample 6-1 is a numerical illustration 
of the coordinate transformations expressed 
by Eqs.  6-110 through 6-112. 

hot   the   liulor angles defining the coordinate m    _ cos      Sjn     Sjn     _Sjn     cos 

-system   \\   v',   •/.'   in terms   of tlic   reference 
-5(4 x.  -,, 7. be tlic following: _ Q 8lg ,  Q Q87     Q 25g _ 0.574    0 966 - -0 536 

15 nz -cos     cos     -0.819     0 996    0816 

5 

- 35 If the components of the vector, in the original 
axis system are x = l,y = 2, 7 = 4 (man's con- 
venient set of units), tlic components in the nev. 
axis system arc, from Kqs. 6- 11 0, ■ 11^ ant 
6-112, 

I'lien,   IToni   liqs.  6-102, 

ix     cos cos     - 0 996     0 966   0 962 

mx     cos sin     - 0 996     0 259 - 0 258 

nx      -sin -0 087 

sin sin      cos      - cos      sin 

ü 574     0 08?      0 966-0 819     0 259     -0 164 

n cos cos sin       sin     sin 

0 819     0 96c     0 574     0 087     0 259     0 804 

n,      sin cos        0 574     0 996    0 572 

: ,      sc   .   sin cos   .   sin      cos 

0.574     0.25?     0.819      0.087     0.966     0.218 

lxx   • mxy   • nxz 

0 962     1  i 0 258     2-0 087    4 

1.130 

x   ' m 

0 164      1     0 804     2     0 572     4 

3 732 

\\x      my   -  n   z 

0.218      1 -0.536  ■ 2     0.816  ■ 4 

2 410 
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6-2.17     Generation   of   Arbitrary  Nonlinear- 
Functions 

Until recently, attention was directed 
primarily on the development of techniques 
for generating functions of a single arbitrary 
variable. However, in the past 10 years, as 
a-result of increasing interest in the study of 
systems that canbe described adequately only 
by the use of functions of two or more arbitrary 
variables, much more attention has been given 
to this broader problem. The first portion 
of this discussion deals with the problem of 
generating functions of a single variable, 
while the latter portion explores the more 
general problem. 

Two distinctly different methods are used 
for representing arbitrary nonlinear func- 
tions. The firstscheme approximates the de- 
sired function by a continuous function that, 
depending on the purposes at hand, may be a 
function such as a polynomial in the inde- 
pendent variable or may be generated as a 
continuous physical variable as is done in 
mechanical-linkage computers. With the 
second method, the desired function is stored 
or otherwise represented at a finite number 
of discretevalues of the independent variable 
and intermediate values are obtained by inter- 
polation. 

As an example of the first technique, a 
simple power series of the form 

y. =C,    iC,x -C2x2  -.C, Cx" (6-113) 

can be fitted to an arbitrary function by ap- 
propriate selection of the Coefficients C0, 
Ci,Cv2, . . . ,Cn. If a mathematical expres- 
sion for the desired function is available, it 
is possible, inprinciple at least, to derive an 
expressionfor the error between the desired 
function and the function generated by the 
power series, in terms of the independent 
variable   and  the   coefficients   C0,   Ci,   ■ ■ ■ , 
r1 One basis   on which  these   coefficients 

n' 
can be   evaluated entails minimization of the 
square of this error over the range of interest 
of the independent variable. 

If the desired function is designated 

y -f(x) (6-114) 

and the approximation to y is given b\ Eq. 
6-113, then the error is given by tlie ex- 
pression 

y„ ~ f(x) - (C0 ■' C,x C2x = .)    (6-115) 

Then 

fy-yP)2- lf(x) -(C0 -C,x iC2x! - ...)}■ 

(6-116) 

It is desired to minimize the integral of e2 

over the range of interest of the independent 
variable, x0 to xm. This integral will be 
designated by the symbol J and is given by 

J f (x)dx 

fm |f(x) -(C0  iC,. C2x' .)]2 dx 

(6-111) 

It is desired to minimize J by appropriate 
selection of the coefficients. To do this, the 
partial derivatives of J with respect to each 
of the coefficients are set, in turn, equal to 
zero.    Thus, 

"J *",„  ,  .,  ''e(x) 
>cn 

/■    2e(x) 
>C„ 

0 

J x
m >'e(x) 

f     2e(x) —■=— dx 
•i. li(~„ 

>      (6-118) 

C 
0 

Simultaneous solution of the resultant set of 
equations yields the desired C's. Actually, 
itispossible that these calculations will lead 
to a maximum for J rather than a minimum. 
Usually, it is not difficult to verify whether a 
maximum or a minimum is involved. If any 
doubt exists, the ultimate test for a minimum 
isthat the second derivative of J be positive, 
when the first derivative vanishes. 

As an illustration of this technique, con- 
sider the evaluation of the coefficients for a 
power series to approximate the function ex 

over the range of x from 0 to 1. For simpli- 
city in this illustration, the series will be 
terminated after tlie third term.    Thus, 
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yp -C0 ■ C,x i C2x
2 (6-1 ID) 

The   corresponding   approximations for 
are thon 

Then 

J~        / \e*  -(C0  ->C,x  ,C,x2)]2dx 

(6-120) 

antl 

f2(x) - 0.872 -1 1.692x (6-129) 

f3(x)  =0.979  i 1.048x 4 0.645x2 (6-130) 

antl 

y 2]ex -(C0 1 C,x   ) C2x2) 
0 

dx   - 0 

(6-121) 

f 2  e* -(C  - C.x   .C.x2)  xdx     0 
0 L J 

(6-122) 

2leX -(C0 -i C,x  i  C2x
2)lx2dx :■ 0 

(6-12 3) 

Kvaluation   of these   integrals  and   sub- 
stitution  of tlie  numerical value  for e gives 

C      4^i,^- a      I       }      1718 

^-0 1 2 
—   , — , -— 1.000 

2       3       4 

(6-124) 

(6-123) 

3    '   4    '   5 
0.718 (6-126) 

Solution of these equations yields 

C0  -0.979;     0,-1.048,    C    -0.645        (6-127) 

The   corresponding   coefficients   for   the 
case  where   onlv   two  terms are carried arc 

C   -0.872,    C,  - 1.692 (6-128) 

These results and the function ex are plotted 
in Kig. 6-51. 

Unfortunately, the problem of carrying 
out the integrations required to evaluate the 
coefficients by this means is frequently so 
difficult, even for simple analytic functions, 
as to necessitate the use of numerical 
methods. Furthermore, the problem of 
solving the resultant set of simultaneous 
equations, if many coefficients are to be 
found, is also such as to require the use of 
machine methods. 

Fortunately, if the accuracy desired is 
not extremely high, it is usually possible to 
arrive at a satisfactory set of coefficients by 
trial-and-error plotting of the power series 
in comparison with the desired function. 
Furthermore, one is forced lo employ this 
method if no analytic representation of the 
desired function is available. 

In addition to tlie power-series repre- 
sentation just discussed, expansions based 
upon trigonometric functions, Legendre poly- 
nomials, or Tchebycheff polynomials also 
find   use in representing arbitrary functions. 

The alternative method of generating 
arbitrary functions, whereby values of the 
function are stored for a firite number of 
discrete values of tlie independent variable 
and intermediate values are then found by 
interpolation, also finds extensive use in 
studies employing analog computers. For 
convenience, function generators based on 
this technique are here designated as inter- 
polation-type, function generators. 

In tlie simplest andmost widely employed 
schemes, straight-line or linear interpolation 
is employed to obtain approximate value of 
the function for values intermediate to those 
stored. Kig. 6-52 illustrates the method. 
Here, it is readilx seen that for a given 
arbitrary function, tlie error of approxima- 
tion depends upon the number of line seg- 
ments used and their distribution. The seg- 
ments could be selected on the basis of equal 
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3.0r- 

0.979  + 1.048x + 0.645x2=   f (x) 

X 

f2(x) 

0 ,      0.3 

:    1.380 
t 

1.351 

1.350 

0.5 

0.872 

0.981 

1.000 

1.718 

ex 

1.664 

1.649 

3 
_.l 
0.2 0.4 

... _L_ 
0.6 

0.8 .0 

2.226 2.564 

J    2.230 2.672 

I    2.226 2.718 

.[__... 

Figure 6-51.    Plots of ex and its approximations, where e is the  error in 
the function y = f(x). 

Arbitrary Function 

Approximation of 
Arbitrary Function 

igure 6-o2.    St rai g'ht-J inc approximation 
ol' an arbitral"-   fun, tion. 
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increments of the independent variable, or of 
the dependent variable, o r on the basis of the 
relative curvature of the function at different 
points. Analytic determination of the optimum 
scheme to employ is tedious at best antl the 
usual approach is to utilize a sufficiently- 
large number of segments that the errors 
appear to be negligible for the purposes at 
hand. In analog studies, the maximum prac- 
tical number of discrete points utilized is 
usually set by the design of the function 
generator itself. However, from a theoreti- 
cal standpoint, there is no point in utilizing 
so many steps that tlie error in representing 
the discrete values of the function exceeds 
the errors of approximation between points. 
This is the round-off problem that arises in 
numerical calculations. 

The interpolation errors could be re- 
duced if a power-series method of approxi- 
mating tlie desired function between the 
stored values were to be employed. How- 
ever, for analog purposes, the amount of 
equipment required under this approach is 
usually so great as to preclude its use. 

The representation of functions of two 
independent variables is inherently much 
more difficult than is the case of functions 
of a single variable. \\ lien relatively simple 
bivariable functions are to be represented, 
it may be possible to approximate them in 
terms of products or sums of single-variable 
functions. However, for mam physical phe- 
nomena, tliis is impossible arid a method de- 
signed specifically for generating functions 
of two independent variables must be em- 
ployed. 4 variety of schemes, based on the 
use of three-dimensional cams or on the 
storage of values of the dependent variable 
for a number of values of each of the inde- 
pendent variables antl use of interpolation 
techniques to find intermediate values, have 
been developed. Some of these are discussed 
later in tliis chapter (see par. 6-3.5) m con- 
nection with a description of the specific. 
equipment utilized to Generate such functions . 

6-3 ELECTRONIC DIFFERENTIAL AN A- 

LYZERS 

General-purpose electronic differential 
analyzers are now produced b;\ a number of 
companies. Computing errors of individual 
elements   in   these   machines   varv between 

0.02 and 3 percent of full scale, depending 
upon tlie mathematical operation involved and 
the quality of the component, but determina- 
tion of the overall accuracy to be expected 
in a specific solution is difficult. Solution 
time is essentially independent of the problem 
being solved, but the number of computing 
elements used increases more or less di- 
rectly with the complexity of the problem. 

For many special-purpose applications, 
such as ground-based fire control, commer- 
cially available computer components can be 
used. If the signals handled by the control 
computer ever reach zero frequency, then 
the amplifiers used must be direct-coupled 
or d-c amplifiers. RC-coupled or a-c amp- 
lifiers have been successfully used for repe- 
titive differential analyzers and simulators, 
but d-c amplifiers will be required for. most 
real-time control systems. For this reason, 
the discussion on amplifiers is limited to 
the d-c operational amplifier. 

6-3.1    OPERATIONAL AMPLIFIERS 

The design of a d-c amplifier imposes a 
number of problems that are riot encountered 
in the design of an ordinary a-c amplifier. 
One problem is that of bias, since each am- 
plifier stage is coupled by resistance networks 
to the input of the following stage. The voltage 
level at the output of each stage must either 
be compatible with the grid voltage at the in- 
put of the following stage or else it must be 
introduced to the grid through an appropriate 
resistance network fed from a bias voltage 
supply. 

A more serious problem is that of drift. 
Variations in the supply voltage to the am- 
plifier (including heater supply voltages) 
cause tlie output level to change independently 
of the signal at the input. Changes in tube 
characteristics resulting from temperature 
changes oragelikewise affect the level of the 
output voltage. Changes in massive circuit 
components as a result of temperature, 
humidity, or age produce the same effect. 
Considerable attention must therefore be 
giventothc selection of well-regulated power 
supplies, high-quality 'vacuum tubes, including 
an input tube that exhibits very low grid cur- 
rent, antl passive circuit elements that are 
stable in value over tlie temperature range 
and    humidit\     conditions    under   which   the 
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amplifier must operate. Burn-in of all 
components, including vacuum tubes, is often 
desirable. The use of differential-type cir- 
cuits to reduce drift is a standard procedure 
as discussed in Ref. 9. Another solution to 
the problem of drift in the first stage of the 
amplifier is to provide a high-gain, drift- 
free circuit for the first stage by using a 
modulator and an a- c amplifier as discussed 
later. Grid-current effects can be minimized 
by operating the first-stage plate and screen 
grid at a low potential and operating the 
heaters at less than rated voltage. A differ- 
ential input stage is usually used to compen- 
sate for changes in cathode emission, as well 
as to provide a summing function for the 
feed-forward loop. The amount of compen- 
sation is correct when the transconduetance 
of the tube is equal to tlie reciprocal of the 
common cathode resistor. 

Most amplifier designs that make use of 
the sampler-a-c amplifier-filter combina- 
tion use a feedforward loop around tlie a-c 
amplifier sectionin order to bypass the high- 
frequency components of tlie signal 'and, in 
most cases, tlie d-c component of the signal 
as well) to the d-c coupled section of the 
amplifier. A partial schematic for su< ]i an 
amplifier is shown in Fig. 6-53, from v. hich 
the compensating networlis have been omitted 
for tlie sake of clarity. This is the genera] 
form of most d-c operation;)] imp! ifmr:- 
having a gain of to6 or greater. In fig. 
6-53? it is seen that the grid voliato 11 
sampled and amplified b\ two stages o! 
amplification in tlie a-c section. The output 
of the demodulator has tlie opposite polarit) 
of the grid voltage ant! 15 sub1 »-acted from 
the grid voltage itself (in the nnitv- feed- 
forward-loop case) at tlie input of the first 
stage of the d-c section oj the amplifier 
through the action of the diffc reatial stage. 
Capacitance-diode coupling 1 sometimes 
used in the fcodi'orws >.:<} loop, a - indicated, 
in order to reduce he   ■i','ect of arid current. 

The a-c section c insists of an electro- 
mechanical vibrator 01 chopper, a two-stage 
a-c amplifier, 1 demodulating circuit, and 
an KC filter network having a large tine 
constant. The d-i section consists of three 
stages of direct-coupled ciicuitrv. The 
chopper is driven from an a-c voltage source 
of 6 0 to 400 cps. llic voltage . , is grounded 
during  a  portion 01 each c\cl<   ol tile driving 

voltage of the chopper. If the voltage eg is 
different from 0, the voltage at the grid of 
the first tube \ria is a series of pulses that 
can be amplified by the a-c amplifier. The 
output of the second stage of the a-c ampli- 
fier is coupled to a diode-type demodulating 
circuit that is driven from the same voltage 
source that drives the chopper. The de- 
modulated voltage is then filtered by the fil- 
ter consisting of resistance R and capacitance 
C, which results in a slowly varying d-c 
voltage e2 at the grid of V~2a. This comprises 
the entire a-c section and is quite similar in 
most commercial designs. This section is 
usually designed for a d-c gain of 1,000 to 
3,000. The output of V u, is also used to 
drive an overload circuit that provides a 
warning when the voltage of the a-c amplifier 
section exceeds a fixed value. This provides 
a convenient but not absolute indication of 
overloading of the d-c section. 

The input stage to the cl-c section con- 
sists of a differential-type circuit that uses 
two halves of a twin triode and a common 
cathode resistor. This stage amplifies the 
sum of three voltages: (1) the output voltage 
of the a-c section filter, (2) a bias voltage 
obtained from a balanced potentiometer (both 
tieinc summed at the grid of V2a ), and (3)the 
•• oltage e , from tlie fee dforward loop. The 
second stage of the d-i section consists of a 
cathode follower that 'hives an amplifier 
stage. The cathode follower is often omitted 
and a high-gain pentode used, instead of a twin 
triode for the second -Tage. The last stage 
' onsists of two tubes (usually two halves of 
separate twin triodes) used in a cascade-type 
circuit. From Fig. 6-53, one might conclude 
that tlie high-gain operational amplifier cir- 
cuit is rather simple; two such circuits could 
bebuiltona single chassis and would require 
only eight vacuum tubes and one chopper be- 
tween the two amplifiers. Sote that only one 
pole of the chopper contactor is used for the 
amplifier shown;tlie other pole could be used 
for a second identical amplifier, on the same 
chassis. The cascade circuit requires differ- 
ent halves of two different tubes because the 
filament supply of Vh; usually must be biased 
with a negative voltage. 

Table 6-2 gives specifications which are 
typical of amplifiers such as the one indicated 
in  Fig.  6-53. 
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-w- 

D ^GCCTION 

Figure 6-53.   A typical operational amplifier, 

If an operational amplifier meets the 
specifications of Table 6-2, the errors dis- 
cussed earlier will usually be less than 0.1 
percent over an operating range of 0 to 100 
cps. This statement assumes, of course, 
that the amplifier is not misused; for example, 
the output load must be kept within the speci- 
fied limits.   The computing elements that are 

associated with the amplifiers in a high- 
quality computer are usually matched to 
tolerances of± 0.1 percent orbetter. 

6-3.2    MULTIPLIERS 

Although a great many schemes have been 
prepared   for   performing   multiplication   in 
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TABLE 6-2.    TYPICAL OPERATIONAL-AMPLIFIER SPECIFICATIONS. 

GAIN 
a-c section:     1,000 to 3,000 
tl-c section:    50,000 to  100,000 
overall:            greater than 10 

D-C DRIFT 
Referred to summing junction:    < 0.25 mv/day 
Integrator (with 1.0 \JÄ capacitor) 

Standby state --    < 100 mv/lii minutes 
Operate state--    < 100 mv/90 minutes 

V2a GRID 
CURRENT 

maxinium:       < 100 fi/za 
average:          <    30 /i/ia 

FREQUENCY 
RESPONSE 

open loop:    flat to 0.005 cps, -6  db slope to 50 kc 
unity inverter (with IM resistors):   bandwidth  lOkcto 

30 kc with little or no resonant peak 
max. phase shift at 100 cps:    0.15° 
unity inverter (with 0.1  M resistors):   bandwidth 30 kc 

to  100 kc 
max. phase shift at 100 cps:    0.1° 

BANDWIDTH 

Gain Resistors Capacitor Summer Integrator 

1 
4 

10 
0.1 

1  M 
0.25M 
0.1  M 
1 M 

1.0   (if 
1.0  juf 
1.0  \JA 

1.0  ß[ 

10-15 kc 
8-10ke 

8 kc 
100 kc 

10 kc 
10 kc 

9 kc 
130 kc 

OUTPUT 
VOLTAGE 
RANGE 

±125 volts 

MASIMTJM 
CURRENT 
OUTPUT 

20 ma 

MINIMUM 
LOAD 
IMPEDANCE 

5,000 ohms 

SATURATION 
0.01% 

to 
CPS 

at 
Load Current 

100 
70 
25 

5 ma 
lOma 
20 ma 

OUTPUT 
IMPEDANCE 

open loop,  500-1,000 ohms 

NOISE LEVEL referred to summing junction,   5.0 mv max.,   peak-to-peak 
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electronic analog computers , only a few of 
these have found any real application. Two of 
these   schemes  are  discussed here; namely: 

(1) Time-division multiplier. 
(2) Quarter-square multiplier. 

6-3.3   Time-division Multiplier 

The time-division multiplier is a pulse- 
width, pulse-amplitude multiplier, also called 
time-division. It operates on the principle 
that the average value E, of a train of rec- 
tangular pulses (see Fig. 6-54) can be ex- 
pressed as 

11   -   +2 
(6-131) 

where I, is the width of the positive portion 
of each pulse cycle, t2 is the width of the 
negative portion of each pulse cycle, and 
T = tj + t2 (see Fig. 6-54). Through use of 
appropriate circuitry, the times tj and t2 are 
controlled in such a manner that the average 
voltage E, is given by the relationship 

(6-132) 

where vl and v^ are two voltage inputs to the 
multiplier. If the pulse-train amplitude E 
is  made  proportional  to the multiplier input 
v2 and the multiplier output v0 is made pro- 
portional to Ea, the operation of the multi- 
plier can he expressed in the form 

(6-133) 

where k is a design constant. 
The principle of this type of multiplier 

is relatively simple, and conventional pulse- 
circuit techniques initially were utilized in 
their design. However, the accuracy was 
limited by difficulties associated with ac- 
curate time division of the waveform and con- 
trol of the amplitude. These difficulties are 
minimized by the use of a feedback system, 
to establish the proper timing; and a high- 
precision feedback-type electronic switch, 
to make the characteristics of the multiplier 
essentially independent of the tube charac- 
teristics. 

To minimize the multiplier errors re- 
sulting from afinite switching time, the wave- 
forms must have extremely steep sides. 
Lowering the basic repetition frequency al- 
leviates this problem but increases the prob- 
lem of filtering. Consequently, the choice of 
repetition frequency is a compromise. 

For favorable combinations of inputs, the 
errors in a time-division multiplier can be 
held below 0.1 percent of full scale. As a 
result, time-division multipliers are used 
widely in analog-computer work. 

Actually, several types of electronic 
multipliers   develop   an   output   of the   form 
VjV2/v3 (see Eq. 6-133), with Ihe result that 
either multiplication or division is possible 
-- depending on which inputs are employed. 
Because division by a small number yields a 
large output, care must be exercised that the 
divisor does not become too small. 

F 
k—' —n '> k— f'-H '* 

M H 9< it 
W H 

j r 
Figure 6-54.    Basic waveform of a time-division multiplier. 

See,   for example,  pages 302-306 cf Ref.   10. 
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6-3.4    Quarter-square Multiplier 6-3.5    FUNCTION GENERATORS 

Probably the most accurate and widely 
used electronic multiplier is the electronic 
quarter-square multiplier. Mathematically, 
an electronic quarter-square multiplier is 
the same as its mechanical equivalent (see 
par. 6-4.3). The only real difficulty en- 
countered in building an accurate electronic 
multiplier is associated with the generation 
of the squares. The approximate square- 
law characteristics that can be generated 
directly with vacuum tubes or thyritc resist- 
ance elements give minimum errors that 
exceed 2 percent. A resistance network and 
a group of diodes can generate a straight- 
line-segment representation of a square- 
law function as described under function 
generation in par. 6-3.3. The errors in 
quarter-square multipliers of this design 
can be held to  1 percent o r less. 

Currently, the most widely used means 
for generating arbitrary functions electroni- 
cally is the diode function generator. Func- 
tions that are adequately represented by two 
orthree straight-line segments can be gen- 
erated using very simple diode-resistance 
networks such as shown in Fig. 6-55. Fre- 
quently, these networks are associated with 
an operational amplifier, as shown in Fig. 
6-55(C). These function generators utilize 
the characteristic that an ideal diode offers 
no resistance to current flow in one direction 
but offers infinite resistance to current flow 
in the opposite direction. 

Thisbasic scheme can be generalized to 
permit  generation  of arbitrary  functions as 
shown in Fig. 6-56(A).   For the generation of 
functions  of a single variable, the voltage vj 
is  fixed with the  polarity and amplitude re- 

NONLINEAR FUNCTION 

le0 

(A)    Limiter 

DIODE NETWORK 

e-,       R 
o—•WV- 

± 

T 

:'-T  T* ^    E2 

(B) Dead space 

+ E 

(C)    Coulomb friction 

Figure 6-55.    Diode networks used for generating three simple 
nonlinear functions. 
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yuired to give the desired output when the 
independent variable V] is zero. With voltage 
v2 a negative constant, the circuit is suitable 
for generation of functions of the type illus- 
trated in Fig. 6-56(11). When Vj = 0, no diode 
conducts, and the function intercepts the f(vj) 
axis at f(0) = -(Rf/Rv2) v2 and has a slope of 
m0 = - Rf/Kvl . As the input vx is increased 
in the positive direction, one diode after 
another begins to conduct in accordance with 
the settings s. of the potentiometers P, 
through   Pn.     These   break   points   occur at 
viBi = -si/f d"si)v2 I" ^s eacn diode con- 
ducts, it connects a new input to the summing 
circuit and contributes a slope increment, 
(Rf/R;) (1-s). The figures shown apply spe- 
cifically to a function having a positive value 
for f(0)  and  a negative   slope that increases 
constantly   as 

l 
increases.      However,   by 

proper selection of the polarities of the volt- 
ages v, and v2 and the diode connections, this 
scheme can be extended for the generation of 
functions lying in any of the four quadrants. 
By suitable combination of several of these 
basic circuits, it is possible to represent a 
function whose slope changes sign. 

Because a great variety of functions can 
be setup in a straightforward manner on this 
type of generator, it is being used widely. 
The accuracy achieved depends on the partic- 
ular function being generated, on the number- 
of line segments used to represent the func- 
tion, antl on the overall stability of the cir- 
cuit. Commercially available generators 
utilize 8 to 20 diodes, with the possibility of 
coupling two units for the generation of a 
single function antl thereby providing up to 
40 segments. With such units, a very wide 
variety of functions can be generated with 
errors of less than one percent. 

Examination of the equations presented 
along with the discussion of the operation of 
tlie generator of Fig. 6-56 shows that both 
the point at which tlic generated function in- 
tercepts the z-axis and the break points of 
tlic function are directly proportional to the 
bias voltage v2. Consequently, a family of 
curves of the class shown in Fig. 6-57 can 
be generated direct!} b\ tliis method if the 
bias v2 is made proportional to the second 
variable. Other bivariable functions in which 
tlie intercepts on the Kvj) axis are not spaced 
uniformly with the variable v2 can be gene- 
rated with this unit if the bias voltarc is made 

proportional to a function of v2 rather than 
to v2 itself. However, the added restriction 
is imposed that the breakpoints must follow 
the same functional relationship in order that 
the boundary curves i remain straight lines . 
For functions having break points distributed 
in the same proportion on all the boundary 
curves, a relatively simple extension of the 
same method can be used. In the more gene- 
ral cases where the boundary curves of the 
functiondo not possess this simple property, 
the method is still theoretically possible but 
usually not practicable because an excessive 
amount of equipment is required. 

A function generator that is basically an 
all-electronic curve follower employing a 
cathode-ray tube, an opaque mask, and a 
photocell received considerable attention ten 
years ago but has now been largely replaced 
by the diode function generator. In units of 
this type, generally referred to as a photo- 
former, amask, with its edge cut in the shape 
of the desired function, is mounted close to 
the face of a cathode-ray tube, and a photo- 
cell is mounted in the front of the tube face 
in such a way as to pick up light from the 
fluorescent spot (see Fig. 6-58). The out- 
put of the cell is amplified and used to con- 
trol the y position of the spot in such a way 
that as the spot is moved in the x direction 
it is made to ride along the edge of the curve 
with approximately one-half its area hidden 
by the mask. The y deflection voltage re- 
quiredto maintain this condition is thus pro- 
portionnlto the ordinate of the curve and can 
be taken as the output of the Function gene- 
rator. 

Although photoform ers hive been used 
extensively, theyhave several disadvantages. 
In particular, precise initial calibration of 
the unit is relatively difficult, and operation 
is highly subject to drift. Consequently, it 
is difficultto hold the errors in such a func- 
tion generator below 3 percent for periods 
of more than a few hours. With the develop- 
ment of other types of function generators, 
the use of pliotoformers is decreasing. 

6-3.6     DECISION UNITS 

Frequently in the simulation of a physical 
system or in a computer used as part of a 
complex system, the need arises to perform 
logical  operations  based  upon   a timing   se- 
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Figure 6-56.    Approximation of an arbitrary function by means of a 
diode function generator. 
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Figure 6-57.    Simple bivariable function. 
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athode-ray tube 

l,ou,put d-c amplifier 

Figure 6-58.   Basic form of the photoformer function generator. 

quence or upon the amplitudes of prescribed 
variables within the computer. A simple 
example arises in connection with the es- 
tablishment of a sequence for automatically 
settinga computer into the "initial condition" 
state, turning on the recorders, running a 
solution, turning off the recorders, resetting 
the initial conditions and, if desired, re- 
peating the sequence after the change of some 
prescribed parameter. These operations 
can be   done with   simple timers and relays. 

Other decision elements now widely used 
in analog computers are "voltage compara- 
tors" and "sample-and-hold" units. Avoltage 
comparator is a unit that provides for the 
opening or closing of a switch (this may be a 
set of relay contacts or an electronic switch) 
when a computer voltage signal becomes just 
greater than or just less than a reference 
voltage, which itself may be fixed or may be 
another computer variable. 

This operation is performed by supply- 
ing the two voltages to a summing circuit 
that feeds a high-gain amplifier, the output of 
which is arranged to drive the control coil 
of a relay or to close an electronic switch. 
Diodes are connected to the relay in such a 
mannerthat the relay is actuated by voltages 
of only a prescribed polarity. Additional 
diodes in the amplifier insure that it responds 
very quickly after being saturated. The high 
gain provided by the amplifier causes the re- 
lay to  pull   in  or  drop out with a very small 

change  in the   signal voltage above or below 
the comparison voltage. 

Sample-and-hold units are now being 
used extensively in computations involving 
data that are available only at discrete points 
in time, and in carrying out mathematical 
operations that call for sampling a computer 
variable and storing its value for a prescribed 
time or until another variable has reached a 
predetermined value. Sampling can be carried 
out with a high-gain amplifier similar to that 
used in a voltage comparator and driving a 
high-speed relay or an electronic switch. 
For a sampling operation, the input to this 
amplifier takes the form of a short voltage 
pulse that closes the relay at the moment 
the sample is to be taken. The closure of 
the switch applies the voltage zo be sampled 
to a buffer amplifier having unity gain and a 
very low output impedance. This amplifier 
charges the capacitor of an integrator in a 
manner similar to that used in establishing 
initial conditions on an integrator. At the 
end of the sampling pulse, the capacitor is 
disconnected fromthe charging (amplifierand 
becomes the feedback capacitor of an inte- 
grator. If the integrator input is zero and 
the capacitor charge does not leak off, the 
voltage output of the integrator will maintain 
the sampled value until a new sample is 
taken. A sample-and-hold circuit must be 
designed in such a way that the sampling 
pulse   is   of sufficiently   short   duration that 
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the voltage being sampled does not change 
value appreciably during the sampling time, 
but is sufficiently long that the holding ca- 
pacitor can be charged very nearly to the 
sampled value   during the sampling interval. 

6-3.7    INPUT-OUTPUT EQUIPMENT 

6-3.8    Input Equipment 

Inasmuch as no input, other than the initial 
conditions, is involved in obtainingthe homo- 
geneous solution to a differential equation, and 
asimple switch-closure provides the forcing 
function for obtaining the step response of a 
system, a great deal of work is done on analog 
computers without any requirement for gene- 
rating complex input signals. For computers 
utilized as part of an operating system, the 
inputs may be derived from a tracking unit 
(for example, a radar tracking antenna), or 
from temperature, pressure, or mechanical- 
position transducers. However, two types of 
input equipment that deserve brief comment 
are (1) the reference-voltage supplies used 
in establishing the initial-condition voltages 
on integrators and comparators, and (2) the 
noise generators used in carrying out studies 
of the performance of systems when subject 
to random inputs on random disturbances. 

6-3.9    Reference Voltage Supplies 

The normal practice is to provide both 
positive and negative reference voltages equal 
to the maximum voltage at which the majority 
of the computing components are designed to 
operate; common reference voltages are +100 
and -100 volts. When computers are used to 
study linear constant-coefficient differential 
equations, the accuracy of the solution does 
not depend* on the exact value of the reference 
voltage or even on the constancy of the ref- 
erence if all reference voltages used in the 
computer are of equal amplitude and vary in 
the same way. If, however, a computer is to 
be employed to study differential equations 
that contain variable coefficients or nonlinear 
terms, appreciable errors may be introduced 
unless the reference voltages are well regu- 
lated.    Consequently,  a reference supply that 

is well regulated and has a low internal im- 
pedance is generally essential. Furthermore, 
the wiring system used to distribute the ref- 
erence voltage should have a very low im- 
pedance if the reference voltage is to be the 
same in all parts of the computer. 

The requirements for the reference- 
voltage supply are very similar to those for 
the regulated power supplies used elsewhere 
in the computer (see par. 6-5.1 through par. 
6-5.6) except that the voltage is lower. Either 
abatteryor a special regulated power supply 
may be used, but a regulated supply is gene- 
rally preferable. However, several modifi- 
cations of the usual regulator circuit are 
found in reference-voltage supplies. First, 
gas-discharge tubes make satisfactory volt- 
age standards in regulated power supplies, 
provided relatively slow variations in the 
output voltage can be tolerated. If the out- 
put is to be maintained at an absolute voltage, 
however, some standard other than a gas 
tube must be employed. In spite of its low 
voltage, a standard cell has been one of the 
most satisfactory voltage standards, but 
Zener diodes are now being used extensively 
for this purpose. Second, since the positive 
and negative reference voltages should be of 
exactly the same magnitude, both voltages 
should be derived from the same reference 
supply. This type of operation canbe achieved 
by regulating one supply from the voltage 
standard and the second supply from the output 
of the first. 

6-3.10   Noise Generators 

In computer studies, the usual require- 
ment for a noise generator is that the ran- 
dom-signal output have a Gaussian amplitude 
probability distribution and that its power 
spectrum extend from essentially zero fre- 
quency to a maximum frequency of 30 to 40 
cps. The schemegenerally used for the gene- 
ration of such signals is shown in block- 
diagram form in Fig. 6-59. The output of the 
gas tube extends from zero frequency up to a 
maximum determined by the bandwidth of the 
circuitry used to amplify the signal. How- 
ever, because the relative power in the very- 
low-frequency     components     of    the    output 

Provided the sensitivity of the unit on which the solution is recorded is also controlled by the reference voltage. 
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Figure 6-59.    Block diagram of a random-signal generator, 

changes randomly with time and because a 
d-c voltage exists across the tube, the scheme 
shown in Fig. 6-59 offers a better method for 
developing the desired signal than if conven- 
tional d-c amplification were employed. Here, 
the output of the gas tube is amplified in an 
a-c coupled amplifier with a band pass some- 
what wider than that of the filter that follows 
it. The signal then is passed through the 
filter, amplified some more, and finally de- 
modulated in a keyed demodulator operating 
atthe center frequencyof the filter and passed 
through a low-pass filter to eliminate the 
upper sideband of the demodulator output. 
If an output signal with a power spectrum that 
is flat in the range from 0 to 100 cps or less 
is desired, the band-pass filter can be cen- 
tered at 400 cps, and either a mechanical 
chopper or a vacuum-tube demodulator keyed 
at 400 cps can be used for demodulation. 

Unfortunately, the amplitude of the gas- 
tube output changes erratically from time to 
time by amounts of 10 percent ormore. This 
characteristic makes the generator repre- 
sented in Fig. 6-59 unsuitable as a random- 
signal source if accurate data on system per- 
formance are to be collected. The difficulty 
can be eliminated if the output of the second 
amplifier is fed also to an averaging detector 
whose output, after being passed through a 
filter with a long time constant, is applied to 
the first amplifier as an automatic-gain- 
control voltage. 

If random-signal generation equipment 
is to be used in computer studies, means 
mustbe provided for shaping the power spec- 
trum of the random signal injected into tlie 
setup, as required for the particular study 
and for monitoring random signals in the 
system. 

Thebasic mathematical expression used 
in malting random-signal calculations for 
linear systems relates the power spectra at 
the input and output of the system. If tlie 
system function is specified as H(jw), the 
power spectra of the input $in (o>) and of the 
output $ (nu (w)  are related by the expression 

*.„,("•)= :H(j")   *lnM (6-134) 

Furthermore, if the mean-square value of 
the output, whether it be a mechanical motion 
or a voltage, is denoted by E^,ut, then 

f \J<M> (6-135) 

Consequently, 

/   |H(jü.)|  <l>inU)d6; (6-136) 

A proper choice of the function II(jw) 
allows assignment of various meanings to 
the quantity Kout . Once H(jw) and$in(w) are 
known, Ejut can be calculated conveniently 
with the aid of a table:::  that allows evaluation 

* See table of integrals in the Appendix of Ref.    10. 
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of integrals of the form appearing in Eq. 6-135 
by purely algebraic means. 

Determination of the function Il(ja)) that 
is required to produce a riesiroi shape of 
power spectrum is simplest if $ in o>) can be 
considered a constant over the frequency 
band of interest. This condition is equiva- 
lent to the statement that the output of the 
random-signal generator must be essen- 
tially white noise for the frequencies in- 
volved, consequently, the output filters 
provided with noise generators are designed 
to give an output spectrum that is essentially 
flat up to a frequency higher than will be used 
in computer studies. Final shaping of the 
power spectrum can then be accomplished 
with filters employing standard computing 
elements. 

Theproblemof measuring or monitoring 
random signals is basically one of determi- 
ning the mean-square value of a random signal 
whose power spectrum is confined to fre- 
quencies of a few cycles per second. This 
operation can be instrumented, as shown in 
Fig. 6-60,by passing the signal first through 
a full-wave rectifier; then through a squaring 
unit, whichmay be a diode function generator 
of the type described in par. 6-3.5; then 
through a filter with a long time constant; 
and finally displaying the result on a d-c 
meter. Because a statistical signal is being 
measured, the meter reading will show vari- 
ations about the true output Eöut . The ampli- 
tude ofthese variations depends upon the type 
of filter inserted between the squaring unit 
and the meter. An approximate value of the 
expected   error  can be  obtained  if a  signal 

having a rectangular power spectrum flat in 
the range from -coc to +wc, as shown in Fig. 
6-61, is taken as the input to the monitor. 
If a simple-lag, low-pass filter having a 
transferfunction l/(Tp s+1) is used (in which 
s is the complex frequency variable), then 
the probable error in any observation of the 
mean square of the applied signal is given by 

(6-137) 

where 

!•' 
time constant of the filter 

Consequently, if signals having a cutoff fre- 
quency as low as 1 2rad/secare tobe observed 
with an error of 5 percent or less, the filter 
must have a time constant of at least 120 
seconds. If greater accuracy is desired or if 
a filter with a shorter time constant is to be 
used, a series of uncorrelated measurements 
could be taken, and the results averaged. 
Then, the error would be approximately 
1/ y/li times the error in a single observa- 
tion. 

The random-signal-generating equipment 
discussed thus far provides signals with a 
Gaussian amplitude probability distribution. 
Two other types of signals used to a lesser 
degree in control-systems studies are square 
waves with a fixed 'amplitude but random 
zero-crossing times, as shown in Fig. 
6-62(A), and signals that change amplitude 
at equal time intervals but assume any arbi- 
trary amplitude, as shown in Fig. 6-62(B). 

RANDOM-SIGNAL 
INPUT 

FULL-WAVE 
RECTIFIER 

SOUARING 
UNIT 

FILTER ,r^ V; 
OUTPUT 
METER 

Figure 6-60.    Block diagram of a noise monitor. 
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<t>(wl 

Figure 6-61.    Rectangular power spectrum. 

addition is dictated largely by whether trans- 
lational o r rotational mechanical motions are 
to be added. The linkage differential sums 
two linear motions and gives a linear output, 
as does the rack and gear unit also. Two 
rotary motions are summed to give a linear 
output in a screw differential, while two rota- 
ry inputs yield a rotary output in a gear dif- 
ferential. Each type of mechanical differen- 
tial is subject to fabrication errors which 
lead tobacklash. Therefore, larger elements 
can be made with smaller errors. Instru- 
ment gear differentials, using gears approxi- 
mately one inch in diameter, are available 
with backlashes as low as 5 minutes of arc. 

+E 

IOT 
(A) 

cD p~ 

(B) 

Figure 6-62.   Non-Gaussian random 
signals. 

6-3.1 1   Output Equipment 

The output equipment used with analog 
computers consist of stripchart recorders, 
plotting boards, digital voltmeters, and os- 
cilloscopes. These units are discussed in 
pars.  6-5.10 through 6-5.14. 

6-4 MECHANICAL AND ELECTROMECH- 

ANICAL DIFFERENTIAL ANALYZERS 2 

6-4.1    SUMMATION DEVICES 

Addition can be performed mechanically 
with differentials made up of linkages, racks, 
or gears as illustrated in Fig. 6-63. The 
form  of device used to perform mechanical 

6-4.2   INTEGRATORS 

The geometry of a classical Kelvin disk- 
disk mechanical integrator is shown in Fig. 
6-64. Integrators of this type were used in 
the early differential analyzers built at the 
Massachusetts Institute of Technology by 
Rush and in many fire-control computers 
built during World War II.   Inthis integrator: 

x =   angular position  of large input disk 
y = radial position of small disk as 

measured from center of large disk 
r =   radius of small disk 
g = scale factor relating angular rota- 

tion of the output shaft to that of 
small disk 

7- = angular position of output shaft 
An expression relating a differential rotation 
dz of the output shaft to a differential rota- 
tion dx of the input shaft can be written di- 
rectly from the geometry of the system as 
follows: 

o r 

iy dx -- 2-n gr dz 

= — fy dx 

(6-138) 

(6-139) 

Mechanical integrators are also widely used 
as continuously variable speed changers. In 
commercially available units, the size of the 
large disk ranges from 1.5 to 5 inches. These 
units utilize hardened steel alloys. The typi- 
cal accuracy specification for a  1.5-inch unit 
is   0.5   percent  for  loads up to  1 inch-ounce. 
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Figure 6-63.    Typical mechanical differentials, 

Accuracy  improves  as the   disk  size  is in- 
creased. 

The primary deficiency of the disk-disk 
integratoris that it can supply only a limited 
load torque. An increase in the output-torque 
capabilities requires an increase in the com- 
pressive load between the disks, but this in 
turn increases the force required for sliding 
the small disk. If the solution of a problem 
requires that the output of one integrator 
drive the input of another, a difficult compro- 
mise   results.     This  limitation on the   disk- 

disk integrator is partly obviated in the ball- 
and-disk integrator, where rolling friction 
replaces sliding friction. 

In the M.I.T. differential analyzers, 
torque amplifiers were used to obtain in- 
creased output torque. The original units 
employed mechanical torque amplification; 
the later machine used a servo followup sys- 
tem. 

A significant advantage offered by a me- 
chanical integrator is that each of its inputs 
can be   a  function  of any arbitrary variable. 
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Figure 6-64.    Geometry of the disk-disk 
integrator. 

Consequently, a mechanical integrator is not 
restrictedto performing integration with re- 
spect to time as is an electronic integrator. 
Because of this feature along with their reli- 
ability and relative simplicity, mechanical 
integrators find considerable use in special 
purpose coinputers. 

Integration is accomplished electrome- 
chanically with a rate servomechanism (see 
Fig. 6-65). Servo action causes the voltage 
developed by the tachometer vt to equal the 
input voltage v}. If kt is the gain of the ta- 
chometer in volts/ (rad/(sec) for the partieula r 
reference employed and if the tachometer 
turns through an angle 0, the motor runs at 
a speed such that 

If tlie potentiometer is geared 1:G to the ta- 
chometer arid supplied with a voltage v^ , the 
output voltage vu is given bj tlic relationship 

-£r-/vi dt (6-141) 

where Ö j. is the angular rotation of the po- 
tentiometer, corresponding to tlie voltage v2. 
A servo of this type employing a drag-cup 
tachometer represents the most satisfactory 
technique available for integrating a signal in 
the form of a suppressed- carrier a-c voltage. 
An accuracy of better than 1 part in 1000 can 
be achieved, but the frequency response is 
limited. 

6-4.3    MULTIPLIERS AND DIVIDERS 

6-4.4   Mechanical Multipliers 

The operation of multiplying a computer 
variable bya constant can be achieved mech- 
anically by either a simple gear ratio or a 
lever system. 

Multiplication of one computer variable 
byanother can be performed by (l)intercon- 
nection of a pair of integrators, (2) linkage 
mechanisms based upon similartriangles, or 
(3)square-law or logarithmic gears or cams. 

Mechanization of the mathematical rela- 
tionship 

<t(d>    dt) (6-140) xy / x dy   .     |y dx        (6-142) 

reference voltage 

input voltage v 1 

Figure 6-65.    Block diagram of a rate-servo integrator 
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indicates how multiplication canbe performed 
with a pair of generalized integrators plus a 
differential for summing their outputs. The 
interconnections required are shown sche- 
matically in Fig.  6-66. 

Linkage multipliers based upon similar 
triangles can take several forms; Fig. 6-67 
shows the basic idea involved. The T-shaped 
member is free to rotate about the axisO. 
Provision is made for positioning the member 
B along the fixed slide C and for positioning 
the pin P2 in slide A, which is parallel to C. 
By similar triangles, it is evident that 

z     xy 

.*-7 . 

7_ _ X_ 

y =k 

xy (6-143) 

Thus, the product is obtained as the distance 
z of the pin Pj from the slide C. 

A mechanical quart er-squares multiplier 
based upon the identity 

j 2 
xy =— [(x   1 y) y)2) (6-144) 

can be mechanized with squaring cams or 
square-law spiral-face gears, each of which 
is discussed under function generation (see 
par. 6-4.16). Fig. 6-68is a schematic repre- 
sentation of such a multiplier. 

mechanical integrators 

Figure 6-66.    Schematic representation of 
multiplication by means of a pair of 

integrators plus a differential. 

6-4.5    Servomultipliers 

A servomultiplier includes a control po- 
tentiometer and a multiplying potentiometer, 
which are mechanically coupled and driven by 
a servomotor (see Fig. 6-69). The control 
potentiometer is excited from the multiplicand 
voltage Vj. The servo zeroes its error volt- 
age by rotating the arm of the control poten- 
tiometer to a position such that the voltage at 

>— y —1 

w/M;ww//wmvwv>V'-y>'>W''WW.'>>>>'>^ TJ-TTO-,;^ 

Figure 6-67.    Linkage multiplier. 
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Figure 6-68.    Schematic representation of a quarter-squares multiplier. 

Figure 6-69.    Schematic representation of a servomultiplier, 

the potentiometer slider equals some fixed 
constant times vx. The common position of 
the two potentiometer sliders is, therefore, 
proportional to vx. If the two potentiometers 
are both linear and if they track exactly, the 
voltage atthe slider of the multiplying poten- 
tiometer can be expressed as 

k   v.f(v2) (6-146) 

k„ (6-145) 

where km is the gain factor of the multiplier. 
If both potentiometers are excited with 

voltages that are balanced to ground, true 
four-quadrant multiplication is achieved. 
Several multiplying potentiometers can be 
ganged with a single reference potentiometer, 
so that one voltage v-j can be multiplied by 
several other voltages with a single servo 
unit. Nonlinear multiplying potentiometers 
can be used if a multiplication of the  form 

is desired. 
Accuracies of the order of 0.05 percent 

can be achieved with servomultipliers. For 
low-frequency applications, where their limi- 
ted bandwidth and acceleration capabilities 
are adequate, servomultipliers: find wide ap- 
plication. 

6-4.6    Mechanical Dividers 

The practical difficulty of performing 
division by interchanging the output and one 
of the inputs of a multiplier is discussed in 
par. 6-2.13. Specifically, the quotient ap- 
proaches infinity as the divisor approaches 
zero, which is an operation exceeding the 
capacity of any physical device. Further- 
more,  even within the capacity of the device, 
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when the divisor is small, a high input torque 
is required and friction may make the device 
completely inoperable. This latter difficulty 
can be avoided by interconnecting a multi- 
plier, a differential, and a motor in the form 
of a servo loop,  as shown in Fig.   6-70. 

If the assumption is made that the quotient 
z is within physical limitations, z canbe mul- 
tiplied by the divisor y to give zy. Subtrac- 
tion of zy from the dividend x yields an error 
signal ethat can be transformed into an elec- 
trical signal, amplified, and used to drive the 
7. input of the multiplier. If the gain of the 
servo loop is high, the servo will cause the 
error to approach zero.    Thus, 

yz 0 x/y (6-147) 

In an alternate approach, the reciprocal 
of the divisor is obtained from a function cam 
(see par. 6-4.16) and this result is multiplied 
by  the   dividend in a conventional multiplier. 

6-4.7    Electromechanical Dividers 

Theposition- servo scheme used for mul- 
tiplication canbe rearranged as shown in Fig. 
6-71 to permit division. The assumption may 
be made that the motor velocity is related to 
the error voltage ve by the constant k. The 
output of the control potentiometer is repre- 
sented as its input voltage times the factor 
6/6 F, where 6 is the anglethe slider has been 
moved from the zero output position and 6 F 

is the full-scale rotation. The error voltage 
can be written as 

(6-148) 

In the steady state, 6 equals ÖJ.v2/v1, and the 
output of the potentiometer excited from v: is 
vjö/öp, which equals VjV2/v^. Because the 
loop gain (kv^/öp) of this system varies di- 
rectly with the input v;, the system is sluggish 
for small values ofv,, but may oscillate for 
large values of v^. This difficulty is over- 
come by passing the error signal through a 
third potentiometer, as shown in Fig. 6-72. 

Division can also be performed with a 
single, linear, tapped potentiometer, as shown 
in Fig. 6-73, provided that the divisor is never 
less than a prescribed value. This scheme 
is particularly useful in cases where the di- 
visor is in the form of a shaft angle Q. If 
operation is restricted to the section of the 
potentiometer below the tap point, i.e., where 
0 > 0, the ratio of output voltage to input 
voltage can be written as 

e0 

^(T)*» - +      (6-149) 

wherep is the resistance of the potentiometer 
in ohms/rad and <t> is defined such that 

-, ---L- (6-150) 

Thus, division is achieved witli respect to the 
variable 0. 

6-4.8   COORDINATE-SYSTEM CONVERTERS 

A coordinate converter transforms a set 
of quantities in a Cartesian or rectangular co- 
ordinate system into an equivalent set of 
quantities   in  a polar   coordinate   system, or 

x o- 

mechai ica I 

m u 11 i p I i o i 

Figure 6-70.    Block diagram of a divider employing a servo-driven 
multiplier. 
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Figure 6-71.    Block diagram of a position servo used for division. 
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F'igure   6-72.    Block diagram of a gain-compensated divider servo. 

-O 

Figure 6-73.    Division circuit based on a 
single, tapped, linear potentiometer. 

vice versa. Vector resolution is essentially 
the same operation (see par. 6-2.14). The 
schemes discussed here canbe extended from 
two to three dimensions by the use of addi- 
tional components similarto those described. 

6-4.9    Mechanical Converters 

Coordinate conversion can be performed 
mechanicallyby using the Scotch yoke mech- 
anism. Fig. 6-74 indicates an arrangement 
that would convert wind velocity and heading 

into north-south and east-west components of 
wind velocity or perform any equivalent polar- 
to-rectangular coordinate conversion. Both 
the magnitude and direction of the wind are 
variable and must enter the computation. 
The crank of the Scotch yoke is positioned in 
accordance with the wind direction, and the 
angular motions derived by tlie gear picltoffs 
represent the sine and cosine of the crank 
angle or, in this case, the north-south east- 
west components of a unit velocity wind. 
Multiplication of actual wind velocity by these 
components yields the desired components. 
The utilization of this scheme for conversion 
from rectangular topolar coordinates is usu- 
ally not practical unless  servos are added. 

6-4.10   Electromechanical Converters 

The induction resolver, discussed inpar. 
6-4.14, under functiongenerators, is designed 
specifically for coordinate conversion. If 
conversion is to be made from polar to rec- 
tangular coordinates, the rotorofthe resolver 
is positioned to the required angle and the 
magnitude   is introduced as a voltage applied 

6-61 



AMCP 706-329 

A.»    wind 

'      velocity 

Nl-S 
--4—-» component 

of wind 

E-W 
prT.) B component 

of wind 

|\|-S N   .direction 

component J'VSvelocity 

w — 

y cos Ö - x sin 6 

and 

'E-W 
component 

Figure 6-74.    Mechanical coordinate 
converter, 

to one of the stator windings. The voltages 
induced in the two rotor windings are then 
the rectangular components of the input sig- 
nal. Since one input of the resolver is mech- 
anical and the other electrical, and the cpm- 
ponents of the input vector may be available 
only as electrical o r as mechanical quantities, 
a preliminary conversion must frequently be 
made. 

The determination of the polar coordi- 
nates of a vector from its rectangular com- 
ponents can be performed using an induction 
resolver driven by a position servo (see Fig. 
6-75). If the two input voltages to the re- 
solver are x and y and the resolver shaft 
angle is 6, the outputs of the resolver can be 
expressed as 

(6-151) 

(6-152) 

As shown in Fig. 6-76, the magnitude of the 
vector in polar form is given by x cos 6 + 
y sin 0 and is thus vR2 . The resolver output 
vRi is used as the error signal for a servo 
that positions the resolver. WhenvRI is zero, 
the resolver is positioned to the proper angle 
ösoasto satisfy the geometric requirements 
of the coordinate conversion. An electrical 
signal corresponding to the shaft angle can 
be obtained from a potentiometer. 

An equivalent coordinate conversion sys- 
tem can be built by using sine-cosine poten- 
tiometers. Twopotentiometers must be used 
and their output summed to obtain voltages 
equivalentto those derived from a single re- 
solver. In some applications, the sine-cosine 
potentiometers can be replaced with linear 
potentiometers driven from a Scotch-yoke 
mechanism. 

6-4.11   Three- dimensional Vector Resolution 
by Computers 

This paragraph shows the techniques for 
utilizing a computerto carry out a full three- 
dimensional vector resolution as discussed 
in par. 6-2.14 through par. 6-2.16. Since it 
is frequently convenient to carry out this 
computationinterms of the rotational velocity 
of the coordinate system rather than merely 
in terms of its angular orientation, several 
additional concepts are introduced at this 
point. 

# 

y   cos 0 " x sin Q 

reference voltage 

1 L    ^-L, 
f » 

x  cos 0 t y sin () 

potentiometer 

Figure 6-75.    Simplified diagram of a rectangular-to-polar converter. 
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Figure 6-76.    Geometry of the coordinate-conversion system. 

The   rotational   velocity   vector   can be 
written in terms of the body-axis system as 

'b " '"xb'b 4 -'ybjb ,bkb 

Eq. 6-155. Here it is to be noted that the 
inertial reference frame is fixed and there- 
fore its derivative must be zero. 

(6-153) 

where co xb, UJ yb, andu>zb are the rates about 
the three body axes oriented along ib, jb and 
ki , respectively. 

The  rate  at which the body-axis   set is 
rotating is given I  ' 

(6-154) 

Jb 
4 
dt 

dkb 

dt 
where.X denotes a vector cross-product. 
Insertion of Eq. 6-153 in Eq. 6-154 yields, 
after slight rearrangement, 

di 
0 

dt 

dffa 
dt 

dt . 

'"zb 

l'yb *"xb 

Jxb 

0 

'b 

Jb 

<b 

(6-156) 

When all components of the vector resulting 
from Eq. 6-156 are individually equated to 
zero, the following nine equations for the 
derivatives of the direction cosines result: 

Px  " "Wy       aybfz 

71 x  '°zbmy  ~"'ybmz 

"x  X&:zbny _&;ybnz 

y  = 6;xbPz ~°-~J~ 

(6-155) Y xb   z zb   x 

('z   = ,'/'ybfx       ''xb(\ 

\   = ° ybmx - "xbmy 

Differentiation of each side of Eq. 6- 100 yields 
the  following  relationship   after insertion of n, = oj, i n ybnx  -axbny 

(6-157) 
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Fig. 6-77 showshow the direction cosines 
can be generated from the three body rates 
to xb, u) vh; and OJ zb- The blocks identified by 
the symbol 1/s represent integrator servos 
having a voltage input and a shaft-angle out- 
put, while the boxes identified by the symbol 
p represent potentiometers. If this same 
setup were to be instrumented on an all- 
electronic computer, the electromechanical 
integrators could be replaced by electronic 
integrators and the potentiometers by elec- 
tronic multipliers. 

Once the direction cosines are available 
as shaft angles, the resolution of a vector 
from abody-axis coordinate system to an in- 
ertial system is accomplished readily by the 
arrangement shown in Fig.   6-78. 

An equivalent computation based upon use 
of Euler angles can also be instrumented. 
The equations forthe derivatives of the Euler 
angles can be derived from a combination of 
the direction-cosine definitions given in Eqs. 
6-102andthe equations forthe derivatives of 
the direction cosines given by Eqs. 6-157. 
Differentiation of the expression for the di- 
rection cosine n,   in Eqs.  6-102 yields 

(-cos (>) (6-158) 

while insertion of the expressions for ny and 
nz   from  Eqs.  6-102 in the expression for hx 

of Eqs. 6-157 yields 

cos '. sin , b cos '   COS (6-159) 

Figure 6-77.    Block diagram of a system for generating direction cosines. 
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A A 
Z  Y X 

COMPONENTS IN 
AIRCRAFT        COORDINATES 

Figure 6-78.    Block diagram of a system for converting from aircraft 
coordinates to inertial coordinates, 

When these, two expressions are equated and 
solved for 6, the result is 

i' - a:     cos   •■;   -«■   .sin    <p (6-160) 
y h 2.0 

In   a  similar manner,   differentiation  of the 
expression for n    in Eqs.  6-102 yields 

<i. =ü-xh ttan 6-U'    sin   4 +    ^cos   i)   (6-163) 

In a similar fashion, it can be shown that 

'■!-■ = sec "A* sin;'  + (6-164) 

n    = cos ö(cos 4- (sin 0)0 s\n 4     (6-161)       body   rates   CO xb 

Fig.   6-79  shows a computer setup for gene- 
rating the Euler angles as shaft angles from 

u>, and wzt,    while   Fig. 

while  insertion   of the  expression of nx and 
nz in the equation for n    of Eqs.   6-157 yields 

n    = ■ zbsin    8 + aixb cos 6'cos 4        (6-162) 

Insertion  of the   expression   for 6   from  Eq. 
6-160   and   solution  of Eqs.   6-161 and 6-162 
for Ö yields 

6-80 shows how a vector can be resolved 
from a body-axis system to an inertial-axis 
system or vice versausing these Euler angles 
to position electromechanical resolvers of 
the type described in par. 6-4.14. In an all- 
electronic computer, diode function genera- 
tors set up to generate the necessary trigo- 
nometric functions could be used in place of 
the resolvers. 
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Figure 6-79.   Block diagram of a system for the direct solution of 
Euler angles, 
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Figure 6-80.    Block diagrams of systems for converting from body-axis 
coordinates to inertial-axis coordinates and vice versa by the use of 

resolvers. 
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6-4.12    FUNCTION GENERATORS 

6-4.13 Mechanical Trigonometric Generators 

The double Scotch yoke mechanism (see 
Fig. 6-81) is one of the most frequently used 
mechanical devices for generating sines and 
cosines. A crank pin C rotates about a pivot 
P at a fixed distance r. The pin fits snugly 
into a pair of slotted members that are 
mounted at right angles to each other and are 
free to slide in fixed supports. As the crank 
is angularly positioned to an input angle 6, 
the horizontal extension executes a motion 
r cos 9 and the vertical extension executes a 
motion r sin 9. 

The gear mechanism shown in Fig. 6-82 
is another means for generating sine and 
cosine functionsmechanically. In this device, 
the diameter of the large internal gear is 
twice that of the planet gear that is arranged 
to roll inside it. As the larger gear rotates 
about its axis, the small gear rotates inside 
and its center describes a circle. Because 
of the geometry of the system, the pin P 
moves along the line A-A', and its distance 
fromthe centerof the large circle is 2r sin 0 
or2r cos 6, depending on the reference taken 
for 6. Since these units involve rolling rather 
than  sliding motion,  they  have   low friction. 

.internal gear 

A—- 

in  I 

Figure 6-82.    Gear-type sine-cosine 
generator, 

Figure 6-81.    Double Scotch yoke 
mechanism. 

oufput pinion 

Figure 6-83.    Modification of the Scotch 
yoke for generating a tangent function. 

The modification of the Scotchyoke shown 
in Fig. 6-83 can be used to generate a tangent 
function over a limited range of the argument. 
A somewhat similar mechanism can be em- 
ployed for generating the secant function. 

6-4.14   Electrical Trigonometric Generators 

Sines and cosines can be generated elec- 
tromechanically with either a sine-cosine 
potentiometer or an induction resolver. A 
shaped-card potentiometer is shown pictori- 
ally and schematically in Fig,, 6-84. The re- 
sistance   is   a  complete   360"   element with 
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supply 
voltage 

(A)     Pictorial (B) 

Figure 6-84.    Shaped-card sine-cosine 
potentiometer, 

four taps spaced at 90". A balanced supply 
voltage is applied to one pair of diametrically 
opposite taps; the otherpair of taps is ground- 
ed. Each quadrant of the resistance element 
is tapered to give a sinusoidal output when a 
specified load is connected between the slider 
and ground. Voltages proportional to the 
sine and cosine of the shaft angle are de- 
veloped between ground and each of a pair of 
sliders mounted 90" apart. Precision units 
ofthis type are built with diameters of 10-20 
inches. In these units, the maximum voltage 
error can be held below 0.15 percent of the 
maximum output, and a mechanical resolution 
of approximately 0.02° can be attained. For 
certain disadvantages associated with this 
type of unit,  see par.   6-4.18. 

Special circuits employing linear po- 
tentiometers can be used to generate tangent 
and secant functions. For generation of the 
tangent function (see Fig. 6-85), a linear po- 
tentiometer with a total resistance 2R„ is 
supplied with voltages+Vj/2 and -v;/2 through 
the resistors R2 and the potentiometer is 
loaded between the slider and ground with a 
resistance Rj. The transfer gain of this 
circuit can be expressed in the form 

(6-165) 
1 -y<, 

where the constants K and y depend on the 
circuit parameters. With a proper choice of 
these constants, this circuit approximates a 
tangent function to within 1 percent over the 
range of 0 from 0° to 60°. 

The transfer gain of the circuit for ap- 
proximating the secant function (see Fig. 
6-86) can be written as 

Figure 6-85.    Circuit for the generation of 
the tangent function. 

2Ri4 
R 

■sec <p (6-166) 

where the parameters are adjusted to make 

R, 
^(4^- + l]2-2 (6-167) 

With this   scheme,   the   approximation  to the 
secant is in error by approximately ö   /24. 

A second type of sine-cosine generator 
is the induction resolver, which may be con- 
sidered to be a particular type of synchro 
generator. It consists of a cylindrical rotor, 
carrying two distributed windings with their 
axes in space quadrature, and a cylindrical 
Stator, alsowith two distributed windings with 
axes in space quadrature. Each of the pri- 
mary windings, which are normally on the 
stator, develops in the annular air gap a flux 
that ideally goes through one cycle of sinu- 
soidal variation in the circumference of the 
air gap. In turn, the voltage induced in each 
output winding varies with the sine (or cosine) 
of the rotor angle. .Connections to the rotor 
are made through slip rings. Precision re- 
solvers for operation in the frequency range 
of 60-1000 cps are available from a number 
of instrument manufacturers. 

Fig. 6-87 is a basic schematic repre- 
sentation of an induction resolver. Voltages 
vS] and vs2 of the same phase are applied to 
the two stator windings, and the voltages vR1 

and vR2 are induced in the rotor windings. 
These voltages   arc   related by the equations 
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Figure 6-86.    Circuit for approximating the secant function. 

o- 

Figure 6-87.    Schematic diagram of an induction resolver 

(6-168)     6-4.15   Arbitrary Function Generators 

and There are various mechanical and elec- 
tromechanical   devices capable of generating 

vR2   = vs]cos   0+ vS2sin   i- (6-169)    more  than one function.    Mechanical devices 
in this category are cams, noncircular gears, 

where 6 is the angle defining the position of and linkage mechanisms. The principal 
the  rotor with respect to the Stator. electromechanical  methods use nonlinear or 
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tapped potentiometers and electromechanical 
curve followers. 

Mechanical function generators arc dif- 
ficult to design and expensive to build, hut 
they are more accurate and more reliable 
than electronic and electromechanical units. 
In addition, they can be used in environments 
unsuited to electrical equipment. 

6-4.16    Cams and Noncircular Gears 

A cam is basically a physical replica of 
the function to be generated. Theseunits are 
designed in a variety of forms, the plane cam 
with a spring-loaded follower [ see 1'ig- 
6-88(A)l being one of the simplest and easiest 
to make. A more positive action than af- 
forded by the spring-loaded follower can be 
achieved by milling a groove of the desired 
shape in a metal disk, as depicted in Fig. 
6-88(13). A pin or roller inserted in the slot 
serves as a follower and generates a linear 
output motion.     Cams  are also made   in the 

INPUT 

(A)   Plane cam with spring-loaded follower 

form of cylinders with a groove milled in the 
surface and a roller arranged to slide along 
a slot as the cylinder is rotated. 

Fig. 6-89 shows a radial function gear 
and a spiral-face function gear. The use of 
function gears has been limited because of the 
difficulty of design and fabrication. However, 
with proper design and manufacture, high 
precision can be achieved, and such gears 
have found important uses in special-purpose 
computers, such as in a mechanical quarter- 
square multiplier. 

6-4.17    Linkage Mechanisms 

Linkage mechanisms consist of rigid 
elements moving in aplane and pivoted to each 
other, to a fixed base, or to slides. Linkage 
computers can be designed to perform a 
number of functions -- including addition, 
multiplication, and squaring. Unfortunately, 
few standard bar-linkage function generators 
exist and one must usually design a linkage 
suitable for a particular purpose. Although 
linkage devices are reliable, economical to 
construct,   and frequently smaller than other 

(A)    Radial function gear 

Ei & i E3 M\ — O UTPUT 

INPUT PINION 

(B)    Cam with groove contact 
(B)    Spiral-face function gear 

Figure 6-88.    Typical cams. Figure 6-89.   Typical function gears . 
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types of computers for the same purposes, 
they have not been used widely because they 
are relatively difficult to design and the field 
of mechanizable functions is somewhat re- 
stricted. 

6-4.18    Special Potentiometers 

Several methods of generating nonlinear 
functions with potentiometers are available. 
In one type of nonlinear potentiometer, such 
as the sine-cosine potentiometer of Fig. 
6-84, resistance wire is wound on a tapered 
card. The shape of the card determines the 
functional relationship between mechanical 
motion and resistance change. This method 
has several disadvantages. Accurate ma- 
chiningof the shaped card is difficult and the 
ratio of maximum to minimum card width 
should be less than 10 to 1 to avoid a fragile 
card. High card slopes also must be avoided 
because it is impossible to make the wire 
stay in place in such regions of a card. A 
combination of several wire sizes and a 
tapered card can be used to accommodate a 
greater range of slopes. Another method for 
producing a nonlinear element is to wind the 
resistance element with a variable wire 
spacing. However, the resolution becomes 
poorer as the wire spacing is increased. 
Potentiometer» that will generate nonlinear 
functionsto accuracies of the order of one or 
two percent are used frequently in spite of 
these limitations. 

An entirely different means for genera- 
ting nonlinear functions is to provide a num- 
ber of taps along a linear resistance element. 
External resistors are used to make the 
parallel combination match the desired re- 
sistance-versus-shaft-angle curve at the tap 
points and the resistance element in the po- 
tentiometer provides ameans of interpolating 
between points. The various function-gene- 
ration schemes based upon this type of unit 
differ principally in the manner in which the 
voltages at the taps arc established. For 
monotonic functions, simple re sistive loading 
of the type shown in Fig. 6-90(A) suffices. 
However, if the derivative of the desired 
function is not of the same sign over the 
entire function, it becomes necessary to 
inject currents at intermediate taps. This 
canbe done with the type of generalization of 
the    simple   loading   scheme   shown   in   Fig. 

6-90(B). Alternatively, the voltage at each 
tap can be established either from a low- 
impedance source or by an iterative-adjust- 
ment procedure if the source impedance can- 
not be neglected. 

With schemes of this type, the accuracy 
of the approximation to the desired function 
improves as the number of taps on the po- 
tentiometer is increased, but the amount of 
setup effort required also increases. For 
many applications, a potentiometer with 8-10 
taps provides an adequate approximation, but 
potentiometers with 25-30 taps are available 
if amore accurate representation is required. 
One major limitation on this system isthat 
the potentiometer must be driven mechani- 
cally and, therefore, the speed of response is 
severely limited. 

6-4.19    Electromechanical Curve Readers 

In one of the most successful of the auto- 
matic curve readers, the curve is drawn with 
conducting paint on a flat piece of rectangu- 
lar-coordinate graph paper. By means of a 
pair of servo drives, a reading head is po- 
sitioned along one axis in accordance with the 
independent variable and along a perpendicu- 
lar axis in accordance with thefunction. Po- 
sitioning in the direction of the independent 
variable is controlled with a linear potenti- 
ometer. A radio-frequency current is passed 
through the conducting paint., and the field 
produced by this current induces voltages in 
an electromagnetic pickup mounted on the 
carriage. The pickup and its associated de- 
tector give a zero output signal when the head 
is exactly centered over the curve. The sig- 
nal increases, with a sign dependent on the 
direction of motion, as the head is positioned 
over the curve by a servo that uses the out- 
put of the reading head as its error signal. 
A linear potentiometer mounted parallel to 
the axis of the function delivers an electrical 
output proportional to the position of the head 
and, thus, to the desired function. 

6-5 COMPLETE COMPUTERS 

In previous chapters, the computing units 
that are the principal building blocks in any 
analog computer have been described. How- 
ever, a complete computer must include a 
large  amount  of equipment that  is   not used 
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loading tesistars 

pofentlomi tei- 

(A)     Simple  resistive   loading /m     Cutrent injection at taps 

Figure 6-90.    Function generation with a tapped potentiometer, 

directly in the computations, but without 
which the computing elements are not usable. 
Into this class fall power-supply equipment, 
means for readily interconnecting the com- 
puting elements, sequencing and overload 
equipment, recording equipment, and test 
equipment. Some of the main features of these 
equipments are described in this chapter. 

6-5.1    POWER SUPPLIES 

A complete analog computer, particu- 
larly one of large scale, requires a variety 
of power supplies for its operation. The 
principal power supplies used are the follow- 
ing: 

(1) Filament power  supplies, both a-c 
and d-c. 

(2) Unregulated   high-voltage   d-c   sup- 
plies, both positive and negative. 

(3) Regulated    high-voltage    d-c    sup- 
plies, both positive and negative. 

(4) Reference-voltage supplies. 
(5) D-c supply for relays, clutches, and 

associated equipment. 
(6) A-c supply for servomotors. 
(7) A-c    supply   to   drive   choppers   for 

d-c amplifier stabilization. 
The characteristics of the various sup- 

plies, the features of the supplies that are 
different from those required in other ap- 
plications, and tlie means by which some of 
these special characteristics are obtained 
are discussed in the paragraphs which follow. 

6-5.2    Filament Power Supplies 

If sufficient forethought is given to the 
problem of supplying filament power for the 
vacuum  tuhes   in a  computer',   no  particular 
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difficulties arise in providing a satisfactory 
supply. Tubes employing 6.3-volt heaters 
are used most commonly, although 12.6-volt 
versions of many of the common 6.3-volt 
tubes are available. In a small or medium- 
size computer, the current requirements for 
6.3-volt tubes are not excessive. However, 
in a large-scale computer, considerable 
saving in copper can be realized by doubling 
the supply voltage anti either running pairs of 
6.3-volt tubes in series or using 12.6-volt 
tubes. In at least one commercial computer, 
the heater in the first tube in each amplifier 
is operated at one half tlic rated voltage in 
order to reduce grid current. Practically all 
the commercial electronic differential ana- 
lyzers use a-c filament supplies, but d-c 
supplies are used in someofthe large-scale 
custom-built computers. 

In the power-output stages of servo am- 
plifiers and other high-level units, hum 
pickup from tlie heater supply is no problem, 
and an unregulated a-c supply is preferable 
because of its simplicity. If an a-c filament 
supply is to be used in a computer that does 
not employ chopper-stabilized amplifiers, 
drift can be reduced if tlie filament supply 
is derived from an a-c constant-voltage 
regulator. Commercial constant-voltage 
transformers are available in a range of 
volt-ampere capacities. One class of con- 
stant-voltage a-c transformers depends on 
the saturation of a magnetic material to pro- 
duce the necessary nonlinear impedance. 
Control is achieved by the use of a resonant 
circuit in conjunction with the saturable ele- 
ment. This type of regulator is economical 
antl requires essentially no maintenance, but 
tlie output waveform is necessarily distorted 
by core saturation. This distortion may be 
serious in tlie operation of some types of 
equipment. A slightly different type of a-c 
regulator utilizes a temperature-limited 
diode as one element in a bridge circuit. An 
error voltage is derived from tlie bridge and, 
after amplification, is used to control the 
direct current in a saturable reactor. Good 
output waveform is achieved by a filter in- 
serted between the saturable reactor antl the 
loa d. 

Electromechanical regulators alsocanbe 
used and are very satisfactory if given ade- 
quate periodic maintenance. 

The use of a d-c filament supply in tlie 
low-level stages of computer amplifiers 
offers some advantage because the use of di- 
rect current prevents hum pickup from the 
filaments. In some installations, the difficulty 
associatedwith the use of two types of heattr 
supplies is avoided by supplying allthe vacuum 
tubes with direct current. Several types of 
d-c filament supplies are available as com- 
mercial units. A selenium rectifier can be 
used with an appropriate transformer and an 
LC filterto reduce the ripple to less than one 
volt. A simple supply of this type has poor 
regulation and may lead to serious drift un- 
less chopper-stabilized amplifiers are em- 
ployed. Regulated, electronic d-c filament 
supplies are commercially available with a 
variety of current capacities. These units 
include a degenerative control loop that em- 
ploys a saturable reactor as a nonlinear im- 
pedance in series with the primary of the 
transformer that supplies tlie rectifier. 

In an installation where hundreds of 
amperes of heater current are required, a 
motor-generator set may prove to be the 
most suitable type of supply. 

The ripple in ttie voltage from a gene- 
rator is at a considerably higher frequency 
and a much lower amplitude than that in the 
output of a full-wave rectifier driven from a 
single-pliase 60-cps supply. The filter re- 
quired to remove this higher frequency can 
use a much smaller LC combination tlian is 
required with ttie rectifier. Because in- 
ductances of even a small fraction of a henry 
are large and expensive if they have a direct- 
current-carrying capacity in the range of 
hundreds of amperes, and because extremely 
large values of capacitance may be required, 
tlie filter is an expensive part of a rectifier- 
type filanient supply. 

6-5.3   High-voltage  D-C Supplies 

Both positiv e and negative iiigti-voltage 
d-c supplies operating at sex-eral different 
voltages   are   required in a complete analog- 

ue Chanter 16 ol  Ref.    11. 
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computer installation. Although an unregu- 
lated supply canbe used for high-power-level 
stages, such as the output stage used to drive 
a servomotor,regulated supplies are used to 
supply the direct current for other portions 
of almost all analog computers. 

The practice commonly followed in com- 
mercial analog computers is to provide sepa- 
rate power supplies, each includingarectifier 
and a regulator, for each group of equipment. 
For example, apower supply for the required 
positive and negative voltages is assigned to 
a group of computing amplifiers, another sup- 
ply is assigned to a function-generator group, 
and still another to a group of servomulti- 
pliers. Power-supply voltages commonly 
used in analog computers are +300 volts, 
-300 volts, and +500 volts. The 300-volt 
supplies are designed with a current capacity 
of 0.5 to 1.5 amperes. A supply may be used 
to provide either a positive or a negative out- 
put with respect to ground, depending on 
which output terminal is grounded. The+500- 
volt supply is used to provide bias voltages 
and, consequently, is required to supply only 
a few milliamperes of current. A-500-volt 
supply is not necessary since the -500 volts 
can be obtained by connecting a low-capacity 
-200-volt supply in series with the -300-volt 
supply. 

A typical power-supply unit consists of 
a transformer and a full-wave rectifier sec- 
tion followed by an electronic voltage regu- 
lator. Fig. 6-91 shows a schematic diagram 
of the rectifier section of a typical power 
supply. 

The output of the rectifier is not suitable, 
for several reasons, foruse as the plate sup-' 
plyof the computing components of an analog 
computer. First, the internal impedance of a 
1-amperesupply of this type may be 10 to 20 
ohms at zero frequency. Unless the internal 
impedance of the power supplies feeding the 
computingcornponents is held to a few tenths 
of an ohm,undesirable cross coupling of sig- 
nals occurs between components connected to 
a common supply. Second, changes in the 
output voltage of the rectifier with changes 
in the a-c line voltage and in the load result 
in  excessive  drift in the output of Computing 

components. Even if chopper stabilization 
is employed in the computing amplifiers, the 
principal causes of drift should be reduced. 
Third, unless a large amount of filtering is 
provided following the rectifier, a large rip- 
ple component (possibly 10 volts or more) 
appears in the d-c output voltage. Iftheplate- 
supply voltage to the computing amplifiers 
contains an appreciable ripple voltage, some 
of this ripple will appear at the output of the 
amplifierand may increase the noise to such 
an extent that the useful operating range of 
the amplifier is seriously restricted. 

By the use of an electronic voltage 
regulator,:: each of these difficulties asso- 
ciated with the basic rectifier can be eli- 
minated. Fig. 6-92 shows the basic form of 
the series regulators employed in most elec- 
tronic voltage-regulator units. A VR tube is 
frequently used as the voltage standard, and 
a resistive voltage divider connected across 
the regulator output is adjusted to give ap- 
proximatelythe same voltage at the tap point 
as that across the VR tube. In the simplest 
regulators, a single tube serves as both the 
voltage-comparison unit and the amplifier. 
In this instance, the voltage at the cathode of 
the tube is established by the VR tube, and 
the tap point on the voltage divider is con- 
nected to the grid of the tube. 

The fact that the plate current from the 
control amplifier flows through the reference- 
voltage source impairs the performance of 
this simple circuit. Since the plate current 
varies and the voltage across a VR tube is 
not entirely independent of the current flow 
through the tube, this circuit is not used in 
high-quality voltage regulators. Instead, the 
reference voltage is applied to one grid of a 
differential amplifier, and the voltage from 
the voltage divideris applied to the other grid. 
Increased gain, and consequentlybetter regu- 
lation, is achieved by adding a separate stage 
of amplification. The series-control element 
consists of one tube or as many tubes in 
parallel as are needed to carry the required 
output current. 

Fig. 6-93 shows the schematic diagram 
of a complete electronic voltage regulator. 
This unit is supplied with unregulated direct 

See Part III of Ref.    11. 
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current at approximately 460 volts and sup- 
plies 300 bolts regulated direct current. The 
current capacity 'is approximately 800 ma. 
With a ripple component of 10 volts on the 
input voltage, the ripple on the output is ap- 
proximately 0.2 5 millivolt. The internal im- 
pedance of tlie supply is less than 0.1 ohm. 
Tn this supply, the desired current capacity 
was obtained by placing eight 6R4 tubes in 
parallel. Several      high-current-capacity 
tubes ha\e been developed for regulator 
service. Tlie type 6AS7, for example, is a 
double triode each section of which is de- 
signed to pass a current of 130 ma at a volt- 
age drop of 100 bolts. The newer 6336 tube 
has approximately double the rating of tlie 
6\S7. 

hi a small- or medium-size coniputer 
installation, as many as six rectifier-regu- 
lator, units of each polarity maybe required 
to supply the necessary high-voltage direct 
iiirrent. The flexibility derived froin the use 
of a lew sniall supplies outweighs the saving 
in space and maintenance that results if a 
jingle unit is used to supply +300 volts ancl 
another to supply - 300 \ olts . A large-scale 
installation, on the other hand, may require 
25 amperes or more of direct current at each 
polaritv . This current could be obtained 
cd her from a number of supplies, eacli with 
;■! capacity of approximately 1 ampere, or 
Iron1 ' centralized supply. If a high-current- 
capac it\ central rectifier is employed, some 
advantage can be gained from the use of' a 
scheme somewhat niore complex than tliat 
snow ri in Fig. 6-hi. The filtering problem 
can be reduced considerably if a polyphase 
rather tlian a single-phase rectifier is used. 
With a polyphase rectifier, the amplitude of 
tue ripple voltage is reduced, and its fre- 
quency is increased. Both of these factors 
ease tlie filtering probleni. Use of a half- 
\\ a v e, I hree- phase rectifier offers considera- 
ble advantage o\ er a full-nave, single-phase 
unit at relativ ely little increase in complexity. 
[I the current required is of the order oi 15 
amperes or more, the further, reduction in 
ripple that can be achieved with a full-wa\e, 
three-phase unit may offset its increased 
complex it\ . 

1A en if a centralized rectifier is used in 
a la rye installation, the use of individual regu- 
lator units for different racks or groups ot 
equipment   is  recommended.    IY/O  particular- 

advantage is gained by the use of a single 
high-capacity regulator in place of a group 
of smaller units. The latter essentially 
eliminate the problem of cross coupling be- 
tween different computing units and, if cor- 
rectly located, do not require long, low- 
resistance feeders. A number of series-type 
regulator units of the type represented in 
Fig. 6-92 can be fed from a common rectifier 
if a positive output voltage is desired. How- 
ever, regulators of this type cannot be used 
in parallel froni a common supply if a nega- 
tive output is desired. Tnthis case, the posi- 
tive output terminal would he grounded. Since 
the positive input terminals of all the units 
would be fed froin the same point, the control 
elements of all the regulators would lie in 
parallel and, consequently, could not operate 
satisfactorily. This difficulty can be cir- 
cumvented in several ways, but probably tlie 
most satisfactoryis the use of a shunt rather 
than a series regulator. The basic shunt 
regulator is represented in Fig. 6-94. With 
this type of regulator, the output v oltage is 
the difference between tlie input \ oltage ana 
the drop across the series resistor. This 
drop, in turn, is determined by the sum of 
"die cui-rent draw n by tlie load and that drawn 
by the shunt regulator tubes. The current 
drawn bx the shunt element is controller! in 
sucli a \va\ that a fixed output \ oltage is 
niaintained, regardless of changes m load 
current or input \ oltage. Fig. 6-fto show ^ 
the complete schematic diagram of a shunt 
regulator designed for negative operation, 
\ regulator of this type drav s constant cur- 
rent ;rom the supply rectifier, regardless of 
Hie load current draui from ths regulator. 
Consequently, as a means ol reducing both 
tlie currenl drain on the rectifier and the heat 
dissipated in the regulator, fron one to live 
shunt tube:: can be switched into tlie circuit 
and the series resistor can be changed simul- 
taneously for applications wnere onlv a frac- 
tion of the full output is required. 

Tlie grids of the shunt tubes must oper- 
ate at a voltage below that of their cathodes 
and, in turn, must be driven by a tube that 
operates with its cathode and grid at still 
lower voltages. Consequently, in addition to 
tlie -4 50-vol? unregulated input from which 
this regulatoi operates, tn o other \oltages, 
-400 volts antl -475 volts, are supplied to the 
amplifier   tubes   in the regulator.    The regu- 
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Figure 6-Y4.    Block diagram of the basic shunt regulator. 

lator of Fig. 6-95 has an internal impedance 
of approximately 0.06 ohm and a ripple out- 
put of approximately 0.3 millivolt. 

Both the positive and the negative regu- 
lators described have a very low internal 
impedance and provide an output with a very 
low ripple content. However, the voltage 
across a gas tube, even when it is operated 
at constant current, varies somewhat with 
time and temperature; therefore, the output 
of any regulator unit that utilizes a gas tube 
as a voltage standard cannot be expected lo 
maintain an absolute level of output voltage. 
For most computer applications, variations 
of a few volts in the supply voltages can be 
tolerated, provided a fixed ratio between 
supply voltages is maintained. Interregula- 
tion of a positive and a negative supply can 
be achievedbyusing. one voltage standard and 
by deriving the standard voltage for one of 
the regulators from the unit with which it is 
paired. 

6-5.4    Relay Supplies 

In a computer, the relays, stepping 
switches, and clutches frequently are de- 
signed to operate on 24 to 28 volts direct 
current. Severaltypes of power supplies can 
be used for this purpose. In an installation 
wherethistype of load is fixed and relatively 
small, a power supply consisting of a trans- 
former, a selenium rectifier, and an RC filter 
provides   a  simple yet satisfactory solution. 

If, however, this type of load varies widely 
from problem to problem, the operation is 
improved considerably if a supply with better 
regulation than that provided by the simple 
rectifier is used. Either one of the elec- 
tronically regulated d-c supplies described 
for supplying filament voltage or a small 
motor-generator set provides a satisfactory 
supply. In a small installation, a relay supply 
with a capacity of a few hundred milliamperes 
may suffice. In a large installation, a supply 
of 25 to 50 amperes may be required. 

6-5.5   A-C Supplies 

In the majority of the electronic differ- 
ential analyzers now available commercially, 
no special a-c supplies are required. How- 
ever, several generalized computers have 
been built that employ a suppressed-carrier- 
modulated signal as the data carrier. Further- 
more, an a-c data carrier is used in a number 
of special-purpose computers. 

The requirements for the a-c supply in 
such applications are somewhat similar to 
those for d-c reference supplies, as discussed 
in par. 6-3.9. The supply should be well 
regulated and have a low internal impedance. 
Furthermore, the harmonic content should 
be kept very low. If appreciable phase shift 
of the harmonics occurs as they are trans- 
mitted through the computer, the harmonics 
will not add in the same way as the funda- 
mental   components.    As   a result, excessive 
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harmonic voltages may appear at summing 
points and cause overloading of tlie servos 
or other computing elements, tor a fixed 
computer that operates on a 60-cps carrier, 
the required voltages could be supplied di- 
rectly from the a-c mains. In the case of a 
mobile computer or one that uses other tlian 
a 60-cps carrier, the required a-c voltages 
could be supplied either by a rotating machine 
or by an electronic generator. Hecause a-c 
computing equipment is sensitive to the fre- 
quency of the voltage used as the data carrier, 
both the frequency regulation and the ampli- 
tude regulation of the reference supply should 
be satisfactory. 

If two-phase servomotors are employed 
in the computer, a supply also is required 
for the reference fields of the motors. Ttiis 
supply must be of the same frequency as the 
data carrier and must maintain a fixed pliase 
relationship (usually 90°) with respect to the 
carrier. This requirement can be met if a 
two-phase alternator is used or if the elec- 
tronic generator includes two power units 
that derive their excitation from a common 
oscillator through appropriate phase-shifting 
networks. If very little 90° power is required 
in a computer, a phase shifter could be pro- 
vided at each motor and the 90° central sup- 
ply could be omitted. However, this solution 
quickly loses its advantage as the size and 
flexibility of the computer increase. 

Another special a-c supply that is found 
in some computers employing chopper- 
stabilized d-c amplifiers is a supply to pro- 
vide chopper excitation. Frequencies in tlie 
range from 2 0 to 200 cps but usually bearing 
no simple relationship to 60 cps are used to 
drive choppers. Such frequencies cannot be 
obtained directly from the power line. Since 
the power requirements for chopper supplies 
are relatively small, even in a large instal- 
lation, a \acuum-tube oscillator followed b\ 
a power amplifier usually proves satisfactory. 

6-5.6   Grounding Systems 

Although tlie grounding system in any 
computer should receive careful considera- 
tion, the problems associated with grounding 
become more pronounced as the size of the 
computer installation increases. An ideal 
grounding system would be one with infinite 
conductivity, with the result that tlie potential 

drop between any two points in the ground 
system would be zero. Ifatruly infinite con- 
ductivity system were available, signal and 
power grounds could be connected in any con- 
venient way without causing extraneous ground 
signals that might impair the accuracy of the 
computer. The amount of copper required to 
achieve this result is excessive. Conse- 
quently, some fundamental rules should be 
followed in planning the grounding system. 
Tlie grounding system for handling signal 
grounds should be independent of the system 
used as the return path for power connections 
in the computer, except €or a single inter- 
connection at one point. If the cross coupling 
through the grounding system is to be held to 
a minimum in a large-scale installation em- 
ploying a variety of power voltages, both 
alternating and direct, separate ground sys- 
tems should be provided for each type of 
power supply; for example, vacuum-tube 
heater supplies, plate supplies, relay and 
clutch supplies, and a-c servomotor supplies. 
These separate ground systems should be 
interconnected at a single point. 

Edwards12 has indicated that a consider- 
able saving in the size of conductor needed in 
the signal ground system of a large computer 
employing chopper-stabilized d-c amplifiers 
can be achieved if the ground points against 
which the choppers compare the error volt- 
ages in the various amplifiers are connected 
to a ground buss separate from that used for 
grounding potentiometer and other signal- 
carrying elements. By the use of this tech- 
nique in an installation that includes ten 
computing cabinets, the offset of the chopper 
ground as measured between any two ampli- 
fiers in the installation has been held to 0.1 
millivolt, and a large saving in copper over 
that required by a brute-force method has 
been achieved. 

6-5.7    PATCHING      ANU 
EQUIPMENT 

PROGRAMMING 

In any computer, means must be provided 
for interconnecting tlie computing elements 
in the form required to carry out the desired 
computation and for placing the computer in 
its various modes of operation, such as 
"INITIAL CONDITIONS", ''RUN". "HOLD", 
and "RESET". These and related topics are 
usually groupedunder the heading of patching 
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anti programming. The range in complexity 
of this type of equipment as found in different 
computers is extremely wide. At one end of 
tlie scale is the special-purpose coniputer 
designed to solve only one specific set of 
equations, sucli as a fire-control computer. 
Tlie interconnections in such a computer 
would be permanent, and tlie programming 
equipment might reduce merely to an Oh- 
OFF switch. At the other end of tlie scale is 
the large generalized computer that is capa- 
ble of solving a great variety of problems, 
such as a simulator. The feasibility of 
patching and programming such a machine 
entirely from punched tape was demonstrated 
on the mechanical differential analyzer1^ 
built at M.I.T. in the late 1930's. Between 
these two extremes lies an enormous range 
of possibilities. For any particular installa- 
tion, the decision as to the degree to which 
precabling, manual patching, and automatic 
patching and control should be eniployecl is 
basically one of economics rather than of 
technical feasibility. However, in addition to 
tlie initial cost of the installation, the compu- 
tation of costs must include an appropriate 
weighing of set-uptime, checking time, run- 
ning time, and maintenance over the expected 
life of the computer. 

Because patching and programming are 
separate operations in most analog com- 
puters, these functions are discussed sepa- 
rately in the paragraphs which   follow. 

tile system being studied. Patching, then, 
consists primarily of providing connections 
between tlie boxes. This set-up procedure 
has considerable educational \ alue in enabling 
tlie operator to visualize the system being 
studied. However, it is effective only if tlie 
number of elements imolved is relati\el\ 
small; it becomes unmanageable for \ery 
large problems. 

Another computer utilizes a different 
approach to the patching problem. In this 
computer , twenty-four computing amplifiers, 
eighteen potentiometers, twelve 1-jHf capa- 
citors, ten diodes, and three limiters are 
mounted in the computer cabinet. The termi- 
nals of these elements are wired to a patch 
bay into which may be plugged a removable 
probleni hoard. The patch-bay terminals are 
arranged in a 21-by-29 array. The wiring to 
the patch bay is arranged ana the problem 
boards inscribed to facilitate setting up the 
basic operations commonly required in ana- 
log-computer work. Groups of four resistors 
are associated with the input terminal of a 
number of the amplifiers. These resistors 
provide   for summation gains of 1 anti 10.   In 

L jr'Mt' triWwJP' ■* 

6- 5.13    Patching Equipment 

In the simplest type of analog computer, 
tile input and output terminals of each com- 
puting component are made available, and the 
interconnections required for the solution of 
a problem are made by means of cables run 
directly between the components. Fig. 6-96 
provides an example of a computer in which 
patching is done in this manner. This com- 
puter consists of a collection of computing 
elenients in small boxes. Tlie various boxes 
provide the basic functions of summation, 
coefficient setting, and integration, a few 
commonly required simple linear functions 
such as 1/(1 +as), and nonlinear elements 
such as limiters and dead-zone simulators. 
The boxes containing these elements can be 
arranged on a table or in a rack in a way that 
more or less duplicates tlie block diagram of 

ft- 

Figure 6-96.    Typical analog-computer in- 
stallationin which patching is accomplished 
by the use of cabling between components. 
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addition to the resistors pernianently con- 
nected to the patch bay, an assortment of 
additional resistors is provided. Each of 
these is arranged in a small housing pro- 
vided with a plug and jack. The unit can be 
plugged into the appropriate terminal on the 
patch board, and in turn, a patch cable can be 
plugged into the jack. Decade resistance units 
that are direct-setting to within 1 percent 
also are available as plug-inunits. Aproblem 
set up on one of these removable boards can 
be taken off, if desired, and returned to the 
machine merely by replacing the board and 
setting the coefficient potentiometers to the 
required values. This system of patching 
provides considerable flexibility in setup, 
but if the problem utilizes most of the avail- 
able equipment, the patch board becomes 
somewhat cluttered and difficult to follow. 
Because the board is large enough to allow 
for the addition of external resistors, it is 
rather difficult to plug into position. 

Several other computer manufacturers 
have evolved a slightly different approach to 
the patching problem. In the computers 
developed by these groups, all the computing 
components are inside the machine, and the 
patching is accomplished by making the ap- 
propriate interconnections on the patch board 
with simple cables. Setup of a problem also 
requires adjustment of the coefficient poten- 
tiometers, but this is a simple operation. 
Because the patch board in these computers 
is used solely for the purpose of making 
interconnections, the terminals on the patch 
board can be placed closer together. One of 
thesecomputers uses a metal patch board as 
shown in Fig. 6-97. A metal board is used in 
order to confine all leakage currents to 
ground paths and to prevent terminal-to- 
terminal leakage. Fig. 6-98 shows a front 
view of the computer with its metal patch 
board in place. 

Mistakes made in patching represent one 
of the principal sources of errors in the 
solutions obtained from electronic differential 
analyzers. In any complex problem, the oc- 
currence of patching errors can be reduced 
significantly if, after one operator sets up a 
patch board, a second operator checks each 
and every connection against the setup dia- 
gram. A group in the Aeronautical Hesearch 
Laboratory at the Wright Air Development 
Center has carried the process of patch-board 

checking one step farther with a unit that they 
have designated as a patch-board verifier. 
A prewired patch board is inserted in a stand- 
ard receptacle in this device. The circuitry 
of the patch-board verifier is arranged in 
such a way that each terminal of the board 
is examined in turn and a record is printed 
in coded form of all the interconnections on 
the board. In addition to automatic prepara- 
tion of a list of interconnections in a form 
that canbe checked readily, this unit provides 
an electrical check on each patch cable and, 
thus, indicates open or short-circuited cables. 

At the present time, small problems can 
be setup on a computer with very little trouble, 
but the difficulties associated with the initial 
setup and checking of patch boards and co- 
efficients increase rapidly with an increase 
in the complexity of the problem studied. 

6-5.9    Programming Equipment 

In the simplest applications of differen- 
tial analyzers, the programming equipment 
takes the form of a switch by means of which 
the computer can be put into a "RESET", 
"HOLD", or "OPERATE" condition. In the 
RESET position, the desired initial conditions 
are established in all the integrators and 
servos in the computer. Some studies are 
mademerelyto learn how a system responds 
as it comes to rest after being released with 
a given set of initial conditions. In such 
cases, a solution is obtained merely by 
switching the computer from the RESET to 
the OPERATE position. After steady-state 
conditions have been reached, the computer 
can be switched to the HOLD position, where 
the solution is  "frozen". 

Instead of obtaining a transient solution 
of this type, the analyst may wish to see how 
the system responds to a prescribed continu- 
ous forcing function, such as a sinusoid or a 
random signal. Programming in this case is 
only slightly more complicated than in the 
situation just described. In a problem where 
only tlie steady-state solutionis required, the 
computer is placed in the OPERATE position, 
the forcing function is connected, and the 
response of the system is observed on a re- 
corder until steady-state conditions are 
reached. 

Simple manual operation of the control 
switches   on   tlie   computer   and  recorder   is 
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Figure 6-97.    A removable metal patchboard. 
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Figure 6-98.   A general-purpose  analog computer with its metal patch 
board in place. 
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entirely satisfactory when a small number 
of runs is desired. However, if many runs 
are required, as in a statistical study, or if 
electromechanical computing elements are 
being used under conditions where they may 
be driven into their limit stops at the end of 
the solution, strain on both the equipment and 
the operator can be reduced considerably if 
automatic- sequencing equipnient is installed 
in tlie computer. 

The flexibility of this equipment should 
lie consistent with the variety of problems 
that niay be studied on the computer. For a 
computer that is to be employed in a variety 
of studies, one good solution is the provision 
of a collection of tiniers and switching ampli- 
fiers that can be patched together and into the 
coniputer setup in the same way as the com- 
puting elements. The timers should be of the 
adjustable- interval type and should be de- 
signed to start when an electrical signal is 
applied. At tlie end of a predetermined inter- 
val, which may be adjustable from 1 to 30 
seconds, a pair of contacts in ttie timer is 
closed. Thesetontacts can be used LO initiate 
any of a variety of actions in tlie computer. 

Automatic-sequencing equipment could 
be used with a coniputer to establish the 
following series of events during the solution 
of a typical missile-trajectory-type problem. 
First, tlie prescribed initial conditions are 
established throughout tlie computer . Second, 
inorderto establishthe zero for each channel 
of the recorder, the paper feed in tlie re- 
corders is started and run a few inches with 
zero input into tlie recorder amplifiers. 
After a few inches of paper have been run, 
scale-marking pips are recorded to give a 
permanent record of the scale used in re- 
cording each Variable. After this marker is 
recorded, a code nuniber is stamped auto- 
matically on each record for use in identi- 
fying that particular solution, and an inch 
or two of record is run to show ttie initial 
values of tlie recorded variables. Next, a 
very short niarker pip is recorded on each 
channel to indicate the exact start of the 
problem, and, simultaneously, the computer 
is switched into the operate condition. During 
the course of the computation, changes in the 
forni of the system may occur, either after a 
predetermined time interval or when some 
variable in the system passes through a pre- 
scribed    value.      Finally,    when    the    range 

reaches some predetermined minimum value 
or begins to increase because a miss has 
occurred, this fact is detected by a switch- 
ing amplifier, the computer is switched to 
the hold or reset position, and the recorders 
are stopped. The sequencing equipment can 
be arrangedto run a single solution and stop, 
to repeat solutions with identical solutions 
until gi\ en a command to stop, orto sequence 
one or more parameters through a prescribed 
set of values and then stop. 

Equipment of this type can reduce very 
significantlytlie burden of repetitious opera- 
tions that, otherwise, the operator would be 
required to do. This saving is particularly 
important if the computer is being used in 
statistical studies such as those involved in 
an investigation of the effect of radar noise 
on missile trajectories. Without the auto- 
matic-sequencing equipment, the full atten- 
tion of tlie operator would be required during 
tlie runs, and numerous solutions might be 
spoiled inadvertently owing to operator 
fatigue. Willi automatic equipment of ttie type 
described, the operator must be on the lookout 
only for machine malfunction. 

6-5.10   OUTPUT   AND  OVERLOAD  EQUIP- 
MENT 

If useful results are to be obtained from 
a computer, means must be provided for 
observing and recording computer- variables. 
All of the modern general-purpose computers 
employ voltages as the analog quantity, and 
consequently, the problem of recording vari- 
ables is exactly that of recording voltages. 
In some cases, a record of the way in which 
voltage varies as a function of time may be 
desired, while in others the requirement may 
be to record one voltage as a function of some 
arbitrary voltage generated as part of the 
coniputation. In a real-time computer, re- 
cording of tlie first type usually is performed 
with a strip recorder, while in tlie second case 
a plotting board is used. In repetitive com- 
puters, cathode-ray oscilloscopes are used. 

6-5.11   Strip Recorders 14 

Fig. 6-99 shows the type of strip re- 
corder that is used commonly as an output 
element for analog computers, and Fig. 6-100 
shows   a  graph  made  with   such a recorder. 
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Figure 6-99.    A typical strip recorder. 
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Figure 6-100.   Graph made from a typical strip recorder. 
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Recorders of this type c;mHist of a chart- 
drive mechanism and one or more pen actua- 
tors with their associated pens. The drive 
mechanism, which is actuated by an electric 
motor, is arranged so that any one of several 
chart speeds can be selected, either by the 
simple movement of a shift niechanism or by 
manually changing gears in the mechanism. 
Speeds in the range from 0.25 to 2 5 cm/sec 
are used in computer applications. The pen 
actuators usually employed in the United 
States are patterned after a D'Arsonval meter 
movement, and no attempt is made to im- 
prove their linearity or frequency response 
by closing a position-feedback loop around 
the unit. A servo recorder has been developed 
in England in which the feedback signal is 
derived from a linear potentiometer. The 
galvanometer unit supplies the torque to de- 
flect the pen in the usual manner, but the 
spring that normally provides restoring 
torque is omitted. 

With either type of pen actuator, a static 
linearity of approximately 2 to 3 percent is 
achieved. The amplitude response of the pen 
actuator with its amplifier is usually flat to 
10 or 20 cps and can be considered usable, 
with reduced deflections, at frequencies as 
high as 60 cps. 

In most, recorders ofthis type, the record 
is made with ink on untreated chart paper, 
but recorders also are available in which a 
hot wire produces a line by contact with 
specially treated paper. The pens of an ink 
recorder must be cleaned and filled periodi- 
cally, but the cost of the paper for these re- 
cordersismuchless than for a recorder that 
uses treated paper. 

The need frequently arises to reproduce 
selected recordings made during a computer 
study. The paper normally used for ink re- 
cordingis sufficiently transparent for repro- 
duction by the usual semidry reproduction 
processes, but inmost cases an exposure that 
produces asatisfactory image of the grid lines 
does not reproduce the graph well, and vice 
versa. The treated paper used with hot-wire 
recorders usually is not transparent. In 
either  case,   satisfactory reproductions   can 

bo made by xerographic reproduction': or by 
photographing the record and reproducing it 
by offset printing. 

6-5.12    Plotting Tables 

Plotting tables are used for recording 
outputs from a computer when a plot of one 
variable as a function of some other arbi- 
trary variable in the computation is desired 
orwhen greater recording accuracy than can 
be achieved with a strip recorder is needed. 
Fig. 6-101 shows a typical plotting table. 
The unit is arranged with an arm and a car- 
riage that move at 90 degrees to each other 
in a system of rectangular coordinates. The 
motions of the arm and the carriage are con- 
trolled by position servos that derive their 
feedback information from rectilinear po- 
tentiometers. One potentiometer is mounted 
to the frame, and the wiper is carried by the 
arm, whereas the other is mounted on the 
arm, and the wiper is attached to the carriage. 
\ typical plotting table may have a useful 
surface 30 inches square. The servos usu- 
ally permit a maximum writing speed of ap- 
proximately 8 in./sec with a maximum pen 
acceleration of 150 in./sec/sec. The static 
accuracy of the servos is limited by the 
linearity of the feedback potentiometers and 
can be made to approach 0.05 percent of full 
scale. 

A plotting table usually is equipped also 
with a pen-lift circuit so that the pen can be 
lifted free of the plotting surface while it is 
being repositioned between solutions or while 
a new sheet of paper is being positioned. 
Another feature often provided is a timing 
device for making timing marks at prede- 
termined intervals duringthe plotting. These 
marks can be made either with the pen used 
forrecordingthe solution or with an auxiliary 
pen. 

Tables can be obtained with either one 
or two writing pens. On tables with two pens, 
automatic pen switching is provided if the 
entire plotting surface is to be utilized simul- 
taneously for both plots. 

*ln xerographic reproduction, graphic matter is copied by the action of light on an electrically charged photoconductive insulating 
surface. In this process, the latent image is usually developed with powders that adhere only to the areas that remain electrically 
charged.     The image formed by the powders can then be transferred to a sheet of paper. 
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Figure 6-101.   A typical plotting table, 

A novel and very useful feature that is 
available on some plotting tables is a vacuum 
system for holding the paper. The recording 
paper is positioned on the writing surface, 
and a vacuum pump is started to hold the 
paper securely in position. 

Plotting tables are available either with 
a horizontal plotting surface, as shown in 
Fig. 6-101, or a vertical surface for use 
where floor space is limited. Table-top 
models such as shown in Fig. 6- 102 are also 
widely used. 

6-5.13   Oscilloscopes 

Although oscilloscopes seldom are used 
for recording the outputs of real-time com- 
puters, they serve as important monitoring 
devices, especially in a-c computers, and 
are the principal means for recording the 
outputs of repetitive computers. Most oscil- 
loscopes with a frequency response that ie 
essentially uniform down to frequencies 
somewhat below the computer repetition fre- 
quency  can be employed satisfactorily; how- 
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Figure 6-102.   A typical table-top plotting table. 

ever, a dual-beam oscilloscope enables direct 
comparisonbetweentwo voltages in the com- 
puter. A single-beam oscilloscope with an 
electronic switch can be used for the same 
purpose, although the intensity of the traces 
is reduced somewhat. Four signals can be 
observed simultaneously if a dual-beam os- 
cilloscope with two electronic switches is 
used. If quantitative results are to be ob- 
tained, a flat-faced cathode-ray tube should 
be  used  to  minimize   distortion.    For direct 

viewing  a tube with  a persistence  of  10 to 
15    seconds    will  satisfactorily    retain   the 
trace of the complete solution. 

6-5.14    Servo and Digital Voltmeters 

Voltmeters in which the output appears 
directly as a series of digits rather than as 
the position of a pointer on a scale are be- 
coming increasingly popular for monitoring 
the   signals in real-time electronic differen- 
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tial analyzers. Some voltmeters of this type 
are simple position- servo devices in which a 
motor drives a linear potentiometer to pro- 
duce a null between the potentiometer output 
voltageand the input voltage to be measured. 
The output is displayed by a counter that is 
geared to the potentiometer. 

A second type of direct-reading voltmeter 
is designed on the principle of an electronic 
analog-to-digital conversion unit15. In one 
voltmeter of this type, the need for moving 
parts is completely avoided by the use of an 
output-displayunit that consists of a stack of 
ten plastic blocks, each of which has anumeral 
carved into it. A smalllampbulb is arranged 
adjacent to each block. Fromthe front of the 
stack, only thenumeral next to an illuminated 
lamp is visible. Four- or five-digit registers 
of this type can be mounted in a cabinet with 
the conversion equipment or can be mounted 
at one or more convenient locations in the com- 
puter. 

6-5.1 5   Overload Indication Circuits 

Even operators who have had consider- 
able skill in setting up computer studies ex- 
perience difficulty in selecting scale factors 
that ensure signal voltages high enough to 
provide operation well above the noise level 
but low enough to prevent a loss in accuracy 
due to overloading of the computing compon- 
ents. Unless the computer is equipped with 
an overload-indication system, overloading 
of one or more of the computing units may 
occur during solution and pass unnoticed. 

Overload-indication circuits for opera- 
tional amplifiers can be designed on several 
different bases. In one scheme, the presence 
of anoverload is based directly upon the volt- 
age developed by the output stage of the amp- 
lifier. The overload indication is provided 
by a gas-discharge tube that is connected to 
the output stage and biased to fire at the pre- 
scribed voltage. The voltage developed by 
the output stage, however, is not a true indi- 
cation of linear operation of the amplifier. 
For example, the maximum voltage that can 
be developed by an amplifier within its linear 
range depends upon the load connected to the 
amplifier and the condition of the output tube. 

In amplifiers that employ chopper stabi- 
lization, the voltage developed by the stabili- 
zation  amplifier normally   is  low as long as 

the amplifier is operating linearly, but rises 
sharply if the amplifieris driven into the non- 
linear region. Consequently, the-voltage de- 
veloped by the stabilization amplifier can be 
used to indicate overloads. This indication 
is not based upon a specified voltage at the 
amplifier output, but purely upon the occur- 
rence of an overload. If an amplifier that 
has a nominal maximum output of 100 volts 
has to deliver 130 volts and does this with- 
out requiring an excessive voltage at its 
error point, it is presumably operating satis- 
factorily andno changes in scaling are neces- 
sary. On the other hand, if under a certain 
condition an amplifier becomes nonlinear at 
90 volts, this overload system indicates the 
fact even though the amplifier still is opera- 
ting below the nominal maximum output. 

Indicatorlights that areused to show that 
an overload has occurred can be located on 
each amplifier unit, orthe overloadindicators 
for all units can be grouped on a single panel 
for convenience. 

6-5.16    CONSTRUCTION  TECHNIQUES AND 
MAINTENANCE     CONSIDERATIONS 

If a computer is to perform in a satis- 
factory manner over a period of time, the 
following conditions must be met by the com- 
puter: 

(1) It must be designed to meet the re- 
quired specifications. 

(2) It must operate reliably for extended 
periods of time, possibly under 
widely changing environmental con- 
ditions. 

(3) It must have been designed in such 
a way that defective units can be 
located readily and replaced or re- 
paired quickly. 

A number of the problems associated 
with the design of individual computing ele- 
ments have been discussed earlier in this 
chapter. However, the need to follow accepted 
procedures for the design and construction 
of electronic, and electromechanical equip- 
ment cannot be stressed too strongly. Main- 
tenance-engineering principles are discussed 
in Ref. 2 0 and these principles generally apply 
to this specific problem of computer design. 
Some aspects of maintenance and checking as 
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applied   specifically   to   computers  are  dis- 
cussed in the paragraphs which follow. 

6-5.17    Maintenance and Checking 

The fact that a correct computer repre- 
sentation of a system has been arrived at and 
that the required computing equipment is 
available does not insure that correct solu- 
tions will be obtained from a computer. Cor- 
rect results can be obtained only if the initial 
design of the components was satisfactory 
for the particular application, if the perform- 
ance of the components has not deteriorated 
seriously, and if no patching errors have 
occurred. The computer operator usually is 
not responsible for the initial design of the 
equipment. However, if he is to obtain valid 
results, he must see that the equipment is 
maintained properly and he must employ 
operatingprocedures that enablehim to detect 
errors in the computer solutions. These 
problems of maintenance and checking are 
discussed briefly in this section. 

6-5.18    Maintenance 

Twoschools of thought exist with regard 
to the manner in which maintenance should 
be carried on. One group recommends that 
equipment be operated until its performance 
is no longer acceptable; this procedure is 
termed breakdown maintenance. The other 
group recommends that each piece of equip- 
ment be tested periodically and repaired if 
its performance has deteriorated appreciably; 
this procedure is termed periodic mainte- 
nance. 

An attempt to arrive at an optimum main- 
tenance program must begin with a statement 
of the optimization criterion. A criterion 
that is useful in the case of computers used 
for carrying out design studies is that the 
overall cost of maintenance should be mini- 
mized under the condition that cost includes 
both the direct expenses of maintenance and 
an appropriate charge for the time that the 
computer is out of service as a result of 
component failures16 .If periodic maintenance 
is to be employed, carefulconsideration must 
be given to the procedures followed. One 
approach that might be taken specifies that, 
during maintenance, all vacuum tubes in a unit 
should be replaced each time the unit under- 

goes its periodic tests. Another procedure 
requires only that the performance of a unit 
meet a setofnormal operating specifications. 
Neither of these procedures accomplishes 
what should be the real purpose of periodic 
testing of components. Such testing is effec- 
tive only if, as a result of the tests, definite 
assurance is obtained that the tested compo- 
nent has a higher probability of continuing to 
give satisfactory performance for some spc- 
cifiedperiod than if it had never been tested. 
This statement implies that the testing pro- 
ceduresused in a satisfactory periodic main- 
tenance program should enable the operator 
to predict with some assurance that a unit 
that passes the tests should have a high prob- 
ability of continuing to give satisfactory per- 
formance at least until the next maintenance 
check. The marginal-checking procedures 
widely used as an aid in improving the reli- 
ability of digital computers are designed to 
locate elements that probably would fail rela- 
tively soon with continued use. Although these 
procedures are not applied readily for check- 
ing a complete analog computer, they can be 
applied effectively during the testing of indi- 
vidual amplifiers at a test position. 

A simple marginal check that can be made 
on an amplifier consists first of measuring 
the open-loop gain of the amplifier at one 
frequency, which may be any frequency near 
the center of the passband, using normal 
supply voltages. Then, the heater supply 
voltage is reduced by 10 to 15 percent and 
the open-loop gain is measured again. If the 
loop gain drops only slightly as a result of 
the change in heater voltage, the probability 
is high that the tubes will continue to give 
satisfactory operation for a number of addi- 
tional hours. On the other hand, a marked 
drop in loop gain indicates that the emission 
characteristics of one or more tubes in the 
unit are deteriorating rapidly, and the unit 
may fail shortly. In chopper-stabilized amp- 
lifiers, this test can be carried out separately 
on the main sections and on the stabilizing 
sections of the amplifiers. 

If a periodic maintenance program is to 
be really effective, a complete history should 
be kept on each unit to show when it was 
tested and what changes were required before 
the unit met test specifications. Analysis of 
suchrecords aids in the determination of the 
optimum length of the maintenance cycle and 
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possibly suggests slight circuit modifications 
if certain components showhigh failure rates. 

With small computer installations, the 
usual practice is to follow a breakdown- 
maintenance procedure because, in such in- 
stallations, the failure of a component is noted 
relatively easily, and the cost of machine 
time lost while the component is being re- 
placed is small. On the other hand, periodic 
maintenance has proved the more economical 
procedure in the operation of large installa- 
tions. However, experience has indicated 
that if a computer is set up for the study of a 
large problem, which may be on the machine 
for a period of three to six weeks, computing 
components should not be removed from the 
setup merely so that they can be given their 
periodic inspection. Components inuse should 
be maintained purely on a breakdown basis. 
In the case of equipment for field use, it is 
probably impractical to do much but perform 
breakdownmaintenance, exceptwhen the com- 
puter is returned to the operating base for 
overhaul. 

6-5.19    Checking 

A good maintenance program does not 
guarantee that the results obtained from a 
computer will be correct. In addition, the 
operator must use thorough and systematic 
checking procedures. Theoretical error- 
analysis techniques have been investigated '' 
but these are of relatively little aid in com- 
puter operation. The checking procedures 
that are used can be classified as methods 
that provide complete checking and those 
that provide partial checking. 

The most conclusive check that can be 
made on a computer solution is obtained by 
comparison of the computer solution with an 
analytic ornumerical solution of the identical 
problem. Usually, analytic solutions are un- 
obtainable, and for a complicated problem 
considerable time is required both to pro- 
gram and to run a solution even on a large- 
scale digital computer. Consequently, the 
analog-computer operator usually resorts to 
partial checking, with possibly one overall 
numerical check solution if a particularly 
complicated system is being studied. 

Regardless of what .checking procedures 
are used, correct results cannot be obtained 
if the  mathematical   model  of the system is 

not formulated correctly. Ifpossible, several 
analysts should take part in the preparation 
of the mathematical model, and each step in 
the process --particularly if approximations 
are involved-- shouldbe examined carefully. 

The next step involves translation of the 
mathematical statement of the problem into 
a computer setup diagram. This step can be 
checked effectively by rewriting the mathe- 
matical equations from the computer diagram 
alone. 

After the computer diagram has been 
checked, the operator is ready to proceed to 
wire the patch boards, set coefficient poten- 
tiometers, andmake what other setup adjust- 
ments are required. As a step in the check- 
out of a complete computer setup, static 
checking is a simple and effective procedure. 
For a static check, the output of each inte- 
grator is disconnected from its load, and in 
its place is substituted a fixed voltage. The 
voltages that should appear throughout the 
computer when the fixed test voltages are 
applied can be calculated independently from 
the setup diagram and compared with the 
voltages measured in the computer. Although 
this method is effective, it does not check any 
of the integrators and, furthermore, requires 
removing some patch cords and inserting 
test voltages. Whenever changes of this type 
are made, the chance exists of reinserting 
patch cords inthe wrong position, and special 
care shouldbe taken to avoid the introduction 
of new errors. 

6-5.2 0   ENVIRONMENTAL EFFECTS 

6-5.21    Size,   Weight,   and Power Considera- 
tions 

The constraints on the design of com- 
puting equipment for use at fixed locations 
are relatively simple to meet compared with 
those imposed on equipment for field or air- 
borne use. At fixed locations, size is not an 
especially critical factor, temperature canbe 
controlled by air conditioning, and a well- 
regulated primary power supply can be pro- 
vided. However, for field or airborne use, 
severe constraints are placed on the size and 
weight of equipment and also on the total power 
consumed. The use of transistors and semi- 
conductor diodes in place of vacuum tubes 
offers very   significant possibilities  for re- 
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dueing tlie size, weight and power consump- 
tion of electronic computing equipment. 
Transistorized analog coniputing equipment 
is in widespread use and the performance 
achieved with transistorized operational amp- 
lifiers is rapidly approaching that aehie\ ed 
with the more-con\ entional \acuum-tube 
equipment. 

The possihility of using purely mechani- 
cal elements in computers for field or air- 
borne use should not be overlooked since 
such devices can be made quite small and 
reliable under widely varying environmental 
conditions. 

The regulation of the primary power 
source used to feed a field or' airborne com- 
puter is frequently rather poor and this factor 
must be taken into account in the design of a 
computing systeni. While a well-designed 
high-voltage regulator should maintain a con- 
stant output voltage in spite of significant 
changes in line voltage, the regulator will 
cease to function properly if the supply volt- 
age drops too low. The range of line-voltage 
variationsthat canbe tolerated by the voltage 
regulators can be extended, but only at the 
expense of increased size, weight, and power 
dissipation at normal supply voltage. Conse- 
quently, in designing a complete system, at- 
tention should be given to providing reasonably 
good regulation in the primary power supply 
inorderto reduce the design problems asso- 
ciated with the individual computing elements. 
Furthermore, fluctuations in the voltage sup- 
plied to the heaters of the tubes in an opera- 
tional  amplifier can  cause  offsets  and high 

integrator drift-rates. Consequently, it may 
be desirable to supply the healers from a 
i-onstan1- voltage I ransl'oraicr. 

6-t). 22    Temperature,      Humidity,     Altitude, 
Shock, and Vibration 

The general considerations to be followed 
in designing equipment to withstand tempera- 
ture variations, high humidity, high altitude, 
and severe shock and vibration are outlined 
in Chapter 5 of Ref. 20. Accepted good de- 
sign practices should be followed in the de- 
sign of all computing equipment. Special 
precautions should be taken to avoid high- 
temperature regions in the equipment; ade- 
quate spacing should be pro\ided between 
conductors so that arcing will not occur at 
high altitudes and so that leakage will not 
become significant under conditions of high 
humidity and varying temperature, when 
moisture may condense on the equipment. 
Furthermore, adequate mecbanical strength 
must be provided at all points so that no 
damage will result from shocks and vibra- 
tion to which tlie unit may be subjected. 
Even though every care is taken to follow 
good design practices, units intended for field 
or airborneuse should be tested under cycles 
of temperature and humidity and should be 
subjected to shock and vibration tests before 
final acceptance of the design. Only in this 
way can possible weaknesses in design be 
detected before the units are subjected to 
actual field tests. 
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APPENDIX TO CHAPTER 6 

THE BASIC OPERATIONS OF MATRIX ALGEBRA 

Matrices are useful as a short notation for systems of simultaneous equations. The 
rules for matrix operations provide a convenient means of keeping track of the solutions of 
such systems of equations. The following material defines the various types of matrices 
employed in matrix algebra and summarizes the rules that govern the use of matrices. 

A matrix is a rectangular array of mn quantities, called an "m by n matrix," arranged 
in m rows and n columns. These mn quantities are called the elements of the matrix. If 
m = n, i.e., number of rows equals the number of columns, the matrix is said to be a square 
matrix of order n. The element of a matrix that is in the ith row and jth column, where i 
may have any value from 1 to m and j may have any value from 1 to n, is called the general 
element of the matrix; a usual notation is a;j. 

Matrices, even though without numerical value, can be treated as entities and thus can 
be added, subtracted, multiplied, orhave other operations performed on them. Such arrays 
offer a particulary convenient method for calculating simultaneous changes in a series of 
related variables.    The mechanics of the matrix algebra is illustrated below. 

(1)   Addition 

Additionof any pair of matrices [A] and[B] is possible only if the number of rows 
and the number of columns respectively are equal. Addition is both associative and com- 
mutative, i.e., 

([A] + [B]) + [C] = [A]+([B]+ [C]) -  [A] + [C]+ [B]= [C] + [A]+ [B] etc. 

Addition is performed row by row, each element in each column of the first ma- 
trix is added to the corresponding element in the corresponding column of the second ma- 
trix, thus forming one matrix.    The process is illustrated: 

[A]+ [Bl 

Qll a12 a13 

a21 a22 a23 

a31      a32     a33 

by      b12     b13- 

b21      b22      b23 

b31      b32     b33 

r°ll 4 bll °12 +b12 013 + b13 

a21 +b21 a22 +b22 a23 + b23 

a31 + b31      a32 +b32     a33 + b33 

12 3 4 

5 6 7 8 

9      -1      -2     ~3J 

6 2 2 0 

-4 -8 0 -1 

-9547 

7 4 5 4 

1-277 

0       4     2     4 

(2)    Subtraction 

Subtraction is the same as addition except that the corresponding elements are 
subtracted from eachother. The associative and commutative properties apply. The process 
is illustrated: 
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12 3 4 

5 6 7 8 

9    -1    -2   -3 

0      2-6      0 

7      5      3      4 

6-3-9      1 

10      9      4 

-2144 

3      2      7-4 

(3)    Multiplication 

Multiplication is a more complex process in which the two matrices, [Ajand [ B], 
need not be the same size. However, the two matrices must be compatible, i.e., the number 
of columns of the left matrix must equal the number of rows of the right matrix. Thus the 
multiplication of the matrices [ 5 X 3] X [3X 8] is possible. The multiplication would result 
in another matrix of size 5 X 8 with each element of the matrix consisting of the sum of three 
terms. 

Multiplication is associative but, except for a special case, not commutative. It is 
emphasized that the matrix on the left multiplies the matrix on the right, i.e., premultiplication. 

[A] .([B] • LCI) - C LAI -[B]) • [C] 

[A] •  [C] ■  [B]   * [A] ■ [B: • [C] 

In multiplication each term in the upper row of the left matrix successively multiplies 
the corresponding term in the first column of the right matrix, the sum of the resulting 
products is the number entered into the position at column 1, row 1 of the product matrix. 
The upper row of the left matrix is now used in an identical manner with the second column 
of the right matrix to find a value for the position at column 2, row 1 of the product matrix. 
This operation is repeated with the first row of the left matrix multiplying every column of 
the right matrix. The entire operation is repeated with each row of the left matrix. The 
process is illustrated: 

all a12 a13 

a21 Q22 a23 

,a31      a32     a33 

bll      b12 

b21      b22 

331      D32 

an bii tan boi  + all "19 + a 1 9 boo tan b-: 11 Dll +a12D21 +a13 P31 allD12+a12D22+a13b32 

a21 bll +a22 b21 + a23 b31 a21 b12 +a22 b22 +a23 b32 

,a31 bll + a32 b21 +a33 b31      a31 b12 +a32 b22 + a33 b32 

6 1 8" "1 2 

0 -3 5 3 4 = 

1 2 6 _0 5 

6 t 3 +0 12 t 4 +40 

0-9 + 0 0 -12 425 

1+6+0        2 t 8 +30 

5»      56 

-9       13 

7      40 

(4)    Multiplication by a Constant 

If a matrix is multiplied by a constant, each element of the matrix is multiplied by 
the constant. 
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k[A] 

(5)    Transpose 

kall       ka12       ka13 

ka 21       kaoo       ka 

1      2      3 

A    -2      0. 

22      Ka23_ 

2       4       6 

8    -4       0 

The transposed  matrix of [A]  =[ a,j] , indicated by [ A]  or [ A] T = [ a-J , is formed 
from [A]  by interchanging rows and columns. 

If   [A] = 

Gll      °12     °13 

°21      "22     a23 

"31     "32     "33 

then    [A] » 

an      ..21     "31 

a12      "22     a32 

a13      "23     "33 

(6)    Identity Matrix 

The identity matrix or unit matrix has unity for elements along the main diagonal 
(the diagonal from the upper left to the lower right corners). All other elements are zero, 
i.e.: 

a-- = 1    if 

The notation for this matrix is [I]. 

0    if   i 5*. 

For every matrix: 

(7)   Inverse Matrix 

1       0      ...        0 

111-   0      1      ...       0 

0      0      ...        1 

[A] [I]- [IJ [AJ* [A] 

This operation is a time-consuming operation when performed by hand but is easily 
handled by the electronic computer. Only a square matrix has an inverse. It is assumed that 
the reader is familiar with the algebra of determinants.    The notation for the inverse of [A] 
.-„   I   Al -  L is    A 

The finding of the inverse of a matrix, or the "reciprocal" asit is sometimes called, 
involves  four   steps:    (l)replace each element of the matrix by its cofactor, considering the 
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matrix now as a determinant; (2) transpose the newly formed matrix; (3) evaluate the original 
matrix, considering the matrix as a determinant; and (4) arrange the quantities resulting from 
tlie previous steps.    The operation of finding the inverse of a matrix is illustrated: 

2      1      0 

A =    1       1      1 

4      2      1 

Step 1:     Find niatrix of tlie cofactors, remembering the rules of algebraic sign. 

Step 2:     Form transpose: 

(1-2)    -(1-4)      (2-4) 

-d -0)     (2 -0)   -(4-4) 

(1 -0)    -(2-0)      (2-1) 

-1    -1      1 

3      2    -2 

-2      0      1 

■1      3-2 

■1      2      0 

1    -2      1 

(Steps 1 and 2 result in what is called the "adjoint" of matrix A.) 

Step 3:     Evaluate determinant of A: 

2     1 0 

[A]-    1     1 1 

4     2 1 

St en 4:     Form the inverse: 

-2(1 - 2) - 1(1 -4) +0(2 -4) =■ -2 +3 +0 = 1 

[A| _ ' _  [adjoint] 
[A] 

A unique property of the inverse is the relationship: 

1 -1 1 

3 2 -2 

2 0 1. 
1 

1 -1 1 

3 2 -2 

2 0 1 

[A]"   [A]= [A] [A]~    = [I] 
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CHAPTER 7 
ANALOG-DIGITAL CONVERSION TECHNIQUES 

7-1    PURPOSE OF CONVERSIONS 

Automatic read-in and read-out of data 
between analog elements and digital-com- 
puting elements in fire control systems may 
call upon a wide varietyof input-output de- 
vices to perform the necessary analog-to- 
digital (A/D) and digital-to-analog (D/A) 
conversions. For read-in, in addition to 
voltage-to-digital conversions, the require- 
ment may be to convert shaft rotation, time 
interval, frequency, or a position into dig- 
ital form. For read-out, again in addition 
to digital-to-voltage conversion, it maybe- 
come necessary to convert a digital signal 
to mechanical motion. The speed and the 
accuracy with which these conversions can 
be made cover a wide range, more or less 
at the choice of the designer,, 

An extensive survey of A,/D anci D/A 
conversion devices can be found in Uefs„ 3 
through 7. This chapter will briefly sum- 
marize the four following types of conver- 
sion: 

1. Analog voltage to a digital output 
2. Mechanical motion to a digital output 
3. Digital signal to an analog voltage 
4. Digital signal to mechanical motion 

7-2   CONVERSION OF AN ANALOG 
VOLTAGE TO A  DIGITAL 
OUTPUT 

7-2 J   COMPARISON CIRCUITS 

Analog-to-digital converters consist- 
ing of comparison circuits are commonly 
used for tlie purpose of converting an ana- 
log voltage to a digital output. These vol- 
tage-to-digital encoders frequently consist 
of several pieces  of equipment,    and  fall 

largely into one of the two following classi- 
fications: 

1. I ,cvcl-at-a- time encoders (also 
called time-based encoder.1-. > 

2. Digil-al-a-time encoders (also 
called feedback-\ oltage comparison en- 
coders ). 

7-2.1.1 Level-at-a-time Voltage-to-digital 
Fncoder s 

fig-7-1(A) gives the basic block dia- 
gram of a widely used type of analog-to- 
digital converter that compares a linearly 
rising ramp voltage with the input analog- 
voltage s ;m-ple until they are equal. When 
the f wo voltages are equal, a binary counter 
is stopped at a count proportional lo the ana- 
log-voltage input. This occurs because tlie 
binary counter is started at tlie same time 
as the ramp -voltage generator for each con- 
version, and because the counting register 
is designed to reach Cull count at tlie same 
time that the ramp voltage reaches full 
scale. (Full scale here corresponds to 16 
counts. ) 

A digital programmer controls each 
conversion cycle, as shown in the wave- 
form diagram of Fig. 7-1(1?), The "start- 
sweep" pulse also controls a gate that steers 
clock pulses to tlie counting register. This 
register counts pulses until the \ oltage 
comparator detects equality between the 
input analog voltage and the ramp voltage, 
at which time a "stop count" signal is sent 
to the programmer to shut off'clock pulses 
to the counter. At the end of 16 counts, an 
"end-of-conversion" pulse is sent out for 
use by associated equipment in t 'ansferring 

By E.   St.   Gi-orge,   Jr. 
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FF - flip-flops of the 
counting regisrei 
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(B)    Wave  Forms 

F'igure  7-1.   Simplified block diagram and associated wave forms for a level-at-a-time 
type of voltage-to-digital encoder-. 
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the contents of the counting register to a 
storage area. A "reset11 pulse then clears 
the counter inpreparation for the next con- 
version, Although aparallel output is shown 
in Fig» 7-l(A), aparallel-to- serial convert- 
er may be used if serialre ad-out is desired- 
provided there is enough time allowed be- 
tweenthe "end of conversion"pulse andthe 
"reset "pulse for the register to be emptied 
in serial fashion. 

Fig. 7-l(B) shows a complete cycle for 
the conversion of a 13.5-volt analog input to 
digital form (assuming a scale factor of 1 
volt per count), followed by the beginning of 
a cycle for a 2.5-volt analog input. Even 
though there willbe no further count accumu- 
lated forthe 2.5-volt input afterthe last count 
shown, the full 16-count sequence must be 
completed before the "end of conversion" 
pulse will he generated. Although it may not 
be so apparent for a 4-bit counter, this type 
of conversion is very slow since clock pulses 
must be counted for every level that the 
counter is capable of storing, or 2n clock 
pulses must be counted by an n-bit counter 
for every conversion. A 10-bit counter, for 
example, must count 1024 clock pulses since 
its resolution is 1 part in 1024. The accura- 
cy of this type of converter is typically about 
plus or minus 0.1% of full scale, plus or 
minus 1/2 the least significantbit for a 10- 
bit counter plus sign bit. Themaximum con- 
version rate for a 10-bit counter is approxi- 
mately  100 conversions per second. 

The ramp-voltage generator and the 
voltage comparator of Fig. 7-l(A) are both 
based on the use of operational amplifiers 
of the general type described in Chapter 6 
(see par. 6-3.1). Because of the short cycle 
time, however, chopper stabilization is not 
usually necessary. On the other hand, a high 
gain-bandwidth product is required. The 
specifications for a typicaltransistor opera- 
tional amplifier of a type suitable for this 
application are given in Table 7- 1. 

The ramp-voltage generator of Fig. 7-2 
is derived from the electronic integrator of 
Fig. 6-38. As shown in Fig. 7-2, a solid- 
state switch (indicated by the mechanical- 
switch symbol) provides a means of initia- 
ting the ramp and of resetting to zero vol- 
tage.   Initiation is accomplished by means of 

the   "start-sweep"   pulses    shown   in   Figs. 
7-l(A)   and  7-l(B).   Reset  is  obtained from 

the   "reset"  pulses that  are also shown in 
these figures, 

The principal errors in the ramp-vol- 
tage generator aregiven by the ideal input- 
output equation, 

"-(idea!) RC    J .dt (7-1) 

and the corresponding equation with error 
terms included, 

if ±1       dt (7-2) 

where 
E os =the offset voltage of the operation- 

al amplifier 
Ios=the offset current of the operational 

amplifier 
and the other quantities are defined by  Fig. 
7-2. 

As an example, assume a 10-bit count er 
with 100 conversions per second. Then T= 
lOmillisec. From Table 7-1, the offset vol- 
tage [£os can arise either fromtemperature 
variation or from voltage variation. (The 
long-term drift is unimportant because of 
the short cycle time.) For an assumed tem- 
perature variation AT of 60CC, 

30 
.volt 

P—j AT     1800 /.volt maximum (7-3) 

For an as sumed supply voltage variation AVS 

of 10 millivolts, 

/J vol tN 

E 
(/;volt\ 
200~-|T-j '.V      2 ,.iVolt typical    (7-4) 

The effect of temperature variation is by 
far the greater. From Table 7-1,the offset 
current I      due to temperature variation  is o.s r 

nanoampere 

0.8    CC 
AT 

48 nanoamperes maximum (7-5) 
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TABLE  7-1.    VALUES FOR THE CHARACTERISTICS OF A TYPICAL HIGH-SPEED 
T R AN S 1ST OI t  OP ER AT ION ALA M P LI FIE It. 

NOTE:    VALUES GIVEN ARE FOR 25°C UNLESS OTHERWISE STATED. 

CHARACTERISTIC SYMBOL JALUES CONDITION UNITS 

Supply Voltage  (3-wireD.C.) Vs ±15 
Design 
Center 

Volts 
DC. 

c       ,    „           .              (Quiescent 
Supply Current              { ^,  nn J                                 \ Full output 

I 
s 

±10 

±30 
Max. 

mA 
D.C. 

Output-Voltage Range, Full Load E 
o ±10 Min. Volts 

P-P 

Output -Current Range I 
o 

±20 Min. ta A 
P-P 

Input  Common-Mode Voltage Range E 
cm ±   3 Max. Volts 

P-P 

Voltage Offset Stability   @ Const. Eos ±100 Typical Micro- 

Temp.   (Long Term) volts 

Offset Voltage Temperature Coeff. AE^/AT 10 Typical MV/°C 

-25CC to +8r>°C 30 Max . 

Offset Voltage/Supply Voltage AL     /AV 
OS           cc 

200 Typical /LtV/V 

Stability Coefficient 

Input Offset Current I 
OS 

±10 

±30 

Typical 
Max. 

Nano- 

amperes 

Offset Current Temperature Coeff. 

0 to 4 55°C 

AWAT 0.2 

0.5 

Typical 
Max . 

nA/°C 

Offset Current Temperature Coeff. AI     /AT 
OS' 

0.8 Max. nA/°C 

-25CC lo +85°C 

Open-Loop Gain   (<llD.C.RL-=   10K A 
O 

0.5xl06 'Typical 
Min. 

- 

Open-Loop Gain   C« Ü.C. R     =   500 

ohms 

A 
o 

3.0x10"' 
0.5xl05 

Typical 
Min. 

— 

Unity-Gain Crossover Frequency f 
C 

100 Typical mC 

Frequency Limit For Full Output f 800 Typical KC 

(Unity-Gain Inverter) 
P 

Differential Input Impedance   (SD.C. Zd 
Ü.1 Typical Meg- 

ohms 

Common-Mode Input Impedance 

<T<>    D.C. 

z 
cm 

— Typical Meg- 

ohtns 
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Figure 7-2.    Schematic diagram of a typical ramp-voltage generator 

Fq. 7-2 can be rewritten to separate the 
ideal (e„(i,k-:il) ) and error (Ae()) terms as 
follows: 

RcX   e. 

'o(idcol) 

i» rd- 

(7-6) 

Since the offset voltage and the offset cur- 
rent may cause errors of the same sign, 
the \\ orsl-casc e rror is 

1 
O.lxlO"6 

1 8xl(T3 

105 48xl0~9 10x10" 

6.6 millivolts 

where: \\i'. was chosen to be 0.01 see, with 
('-0.1 \\\ and lv-100K ohms, which are typi- 
cal values for integrators of the type under 
consideration. For the maximum value of 
e (10 wills; see Table 7-1), ihe percen' ai'C 
error (Ac(, ev)) < 100 is therefore equal lo 
O.O(iC)  pcrcenl   maximum. 

7-2.1.2   1 Mgit-at-a-time   Voltage-to-digital 
Fneoders 

Fig. 7-3(A) is the basic block diagram 
of a typical digit-at-a-time type of voltage- 
to-digital encoder. The significant wave 
forms  are shown in  tig. 7-3(15).,    This type 

of converter is much faster than ttie time- 
base type of digitizer described in par. 7- 
2.1.1 since the basic conversion sub-oyile 
time is about equal to the clock-pulse in- 
terval of the previously described encoder, 
and the total number of sub-cycles is equal 
to tlienumber of bits in the conversion reg- 
ister, Thus, for a 10-bit encoder, only 10 
successive approximation sub-cycles must 
be performed to effect a complete analog- 
to-digital conversion. The conversion rate 
is about 2 microseconds per digit typically; 
therefore, a complete oomersion takes 
about 25 microseconds, allowing time for 
logical control of ttie read-out, clearing of 
the register in preparation for another con- 
version, etc. Thus, ttie conversion rate for 
this type of eomerler is approximately 
40,000 conversions per second, as compared 
with 100 conversions per second for the time 
base type of encoder'. 

As shown by Fig. 7-3(A), the convert- 
command pulse comes in froni an esternal 
source, although it may be generated within 
the A/1) converter if a constant conversion 
rate is desired. With flic external command 
shown,the converter may be made to oper- 
ate on a "demand" basis, thus eliminating 
redundant data for slowly varying functions, 
while sampling more rapidly upon command 
when the analog input varies at higher fre- 
quencies.. The programmer, upon command 
to convert, sends a set pulse to tlie most 
significant flip-flop of the conversion regis- 
ter-.  The weighted analog value of this most 
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Figure 7-3.    Simplified block diagram arid associated wave forms for- a digit-at-a-time 
type of voltage-to-digital encoder. 
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significantflip-flop, passed alongto the vol- 
tage comparator at O ls compared with 
the analog input sample. A signal is then 
sent back to the programmer that indicates 
whether the half-scale analog output from 
the D/A converter;: is greater or less than 
the analog input sample, The absolute value 
of the voltage output of the n/A converter is 
calibrated accurately against a standard 
voltage reference, as indicated in Fig. 7- 
3(A). If the input sample is greater than 
half scale, the most significant flip-flop is 
left in the set position; if not, the flip-flop 
is reset.' Approximately 2 microseconds 
after the most significant flip-flop has been 
set, the same setpulse has traveled through 
the first sectionof a delay line DEj and sets 
the second most significant flip-flop FF4. 
If FFa was left set, the output of the D/A 
converter will be 3/4 of full scale; if FFK 

was reset at the end of the first digit sub- 
cycle, the output of the D/A converter will 
be 1/4 of full scale, In the timing diagram 
of Fig. 7-3(B), the most significant flip-flop 
was not reset, so the output of the 1)/A con- 
verter immediately after the S4 pulse is 
shown at 75% of full scale. 

Further delayed pulses S2 and S, act 
upon their respective flip-flops in like man- 
ner until the conversion is completed. When 
a suitable time interval has elapsed after 
the last sub-cycle, the programmer issues 
an end-of-conversion pulse to the external 
recording or computing equipment so that 
the contents of the conversion register may 
be logged, after which all flip-flops are 
cleared in readiness for the next conversion. 
In Fig. 7-3(B), the voltage converted is 
shown as a dashed line at about 84% of full 
scale. After the S2 pulse, the output of the 
D/A converter was 87„5%--or higher than 
the input sample--so FF2 was reset. After 
theS, pulse, the output of the D/A converter 
was 81.25%-- or the nearest value to 84% 
that was attainable with a 4-bit system-- 
since the resolution is only 6.25%. Thus, 
the number read-out of the conversion reg- 
ister at the end of conversion would be 81.2 5% 
of full scale.   Ifapulseis sent out to exter- 

nal equipment each time a reset pulse to one 
of the flip-flops is inhibited, a serial pulse 
train representing the digital (conversionis 
available for the operation of serial-type 
recording or computing equipment. Con- 
versely, the reset pulses themselves may 
be used to represent the complement of a 
serial-output pulse train, 

Note: At the present time, fire control sys- 
tems use 11-bit A/'D and D'A converters. 
These still produce considerable error; how- 
ever, increasing the bit capacity to reduce 
the error- will increase the equipment size 
unnecessarily. 

7-2.2      THE   LOGIC   USED   TO   OPTIMIZE 
THE SPEED OF CONVERSION 

A level-at-a-timevoltage-to-digital en- 
coder- -the basic time- base A/ D encoder des- 
cribed inpar. 7-2.1.1--starts counting at zero 
time, representing zero voltage, and regis- 
ters a steady stream of counts until stopped. 
Hence, an n-bit conversion takes 2" pulse 
times, and the speed of conversion can be 
increased only by increasingthe clock pulse 
rate and providing the necessary higher- 
speed circuits for encoding. 

A digit-at-a-time voltage-to-digital en- 
coder—a variation of the time-base encoder 
that uses feedback and a D/A converter and 
is described in par. 7-2.1.2--presets the 
counter to 2n~l and, at the start of conver- 
sion, is directed by an error-sign circuit to 
count in the proper direction to meet and 
match the analog voltage. A substantial in- 
crease in speed is offered by the digit-at-a- 
time encoder because this method reduces 
the conversion time to n+1 pulse times. 

For very-high-speed conversion, an 
amplified analog input sample can be used 
to deflect a cathode-ray-tube (CRT) electron 
beam across a codingmask. Inside the CRT, 
a systemof electron collector wires is ar- 
ranged behind the mask to detect the pres- 
ence of electrons passing through the holes 
in the codemask. Using the electron-beam- 
deflection technique, television video sig- 
nals havebeen encoded to 7-bit accuracy at 

See par.   7-4 for a description of D/A converters. 
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rates up to lü megacycles pur second. Since 
the deflection accuracy of the CRT svstem 
is not comparable with the comparison accu- 
racy of the voltage- comparison (digit- at- a- 
time) encoder, however, the increase in 
speed of the character-at-a-time method 
employed by the CRT systeni is achieved at 
a sacrifice in accuracy. 

7.2.3    THE USE] OF SERVOS WITH SHAFT 
ENCODERS 

Perhaps the slowest encoding method, 
but certainlj a straight-forward method of 
voltage-to-digital conversion, is simply to 
attach a suitable coding disc to the shaft of 
an existing servo element in the systeni. If 
the final angular position of the shaft is pro- 
portional to the desired analog voltage "in- 
put", the digital equivalent can be read from 
the coding disc as discussed in par. i-3. 
The response time of the servo is the major 
contributing factor to the time of conver- 
sion, and the maximum time could be an 
appreciable fraction of 'a second. 

7-2.4      STEEPING    SWITCHES,    EEEAYS, 
AND   TRANSISTOR   SWITCHES   FOR 
A./D CONVERSION }■ 

Rotary devices for direct conversion of 
angular shaft position to binary code are 
useful for- manual ot relatively siov. intro- 
duction of data intoa digital system. Elec- 
trically or mechanically driven stepping 
switches can be adapted for the slower auto- 
matic functions, producing direct digital 
signals. Since these will normally be in 
decimal form, either relays or solid-state 
OR gate logic can be used to encode them 
in natu ral binary fo rm as shown in the logic 
diagram of Fig. 7-4(A) or the equivalent 
matrix of Fig. 7-4(13). These circuits re- 
quire a voltage on one input 1 ine only, repre- 
senting the decimal number to be encoded 
in natural binary coded decimal form. 

7-3   CONVERSION OF MECHANICAL 
MOTION TO A  DIGITAL OUTPUT 

7-3.1      COMMUTATOR-TYPE   ENCODING 
DISCS AND DRUMS 

Aeomuutator-type encoding   disc    (or 

I'ainst 

coded rings with appropriate conducting and 
nonconducting sectors is one means that can 
be employed to represent a digital code. 
This arrangement does, however, possess 
limitations dueto (a) surface wear and con- 
tamination, (b) physical restrictions of 
brush size or alignment, and (c) positions 
of uncertainty during transitions between 
conducting and nonconducting regions, Fig. 
7-5 illustrates thetechnique of dividing one 
shaft revolution into 16 parts and reading 
out a 4-bit binary code through fourbrushes- 
B0, Bi, B2, and B*. 

Theuncertainty of coding during trans- 
itions canbe eliminated as discussed in par. 
7- 3.4. Coding discs, approximately4 inches 
in diameter, are commercially available 
with as many as 1024 sectors (10 binary 
digits). 

The equivalent drumtechnique is illus- 
trated in Fig. 7-6. The concept of using 
brushes to contact conducting and noncon- 
ducting sectorsthat is employed here is the 
same asthat used with a coding disc. Drum 
encoders are less common than disc encod- 
ers, however, because discs arc simpler to 
construct and have fever sources of error. 

(A)   logic diagram 

012       3       4        56789 

 . , » ► 

 p. ^_> ». .  

 ► ► ► ►  

 ► 1 ► 1 ► 1 ► 1 ► 

Oui 

Mattix diagram 

drum)   using   brushes 

7-8 
that   press   ag 
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Figure 7-5.    A typical binary coding disc. 

7-3.2    MAGNETIC ENCODERS 

An example of the rotating-drum tech- 
nique with magnetic encoding is discussed 
in Refs, 14 and 15. As shown in Fig. 7-7, 
the equipment consists of the following com- 
ponents: 

1. »An index disc and a high- speed mag- 
netic disc on one shaft rotating at a constant 
speed. The index disc generates a train of 
indexpulses (nominally 500 per revolution). 

2. An index-track reading head 
3. A reference shaft for the analog in- 

put that is coupled to the input shaft of the 
device so as to position a pulse writing head 
at   an   appropriate   angular   displacement. 

4. A reading head forthe magnetic disc 
5. An erase electric magnet 
6. A converter consisting of amplifi- 

ers, pulse shapers, a frequency multiplier, 
gates, and a delay circuit to operate on the 
pulses. 

The sequence of operation, illustrated 
in Fig. 7-8, is as follows: 

1. At the instant of read-signal initia- 
tion, a singlemagnetic pulse mark is writ- 
ten on the high-speed disc. 

(A)   Drum with brushes 

(B)   Coiresponding cyclic-ccur pattern 
.'/rapped around a drum 

ETgure 7-6.   Direct-drive angular-shaft- 
Dosition analog-to-digita 1 converter . 

2. Coincidentally, a train of index 
pulses is started at the output to an elec- 
tronic counter. 

3. The reading head detects the arri- 
val of the magnetic mark on the high-speed 
disc, and stopsthe index pulse-train output. 
The countof the pulse train is the measure 
of the angular displacement of the analog- 
controlled writing head from the reference 
position of the reading head, 

-9 
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Figure 7-7.    Block diagram of the Engineering Research Associates shaft monitor. 

Writing head 

Magnetic mark 

Magnetic disc 
Motor 

I ndex-track 
reading head 

I ndex track 

Reading head Magnetic mark 

1. Magnetic mark is  "written" on revolving magnetic disc at instant of read-signal initiation. 

2. Index-track reading head generates train of index pulses.    Convertei triples ftequency and 
shapes pulses which appear as output of Shaft Monitor. 

3. Reading head detects magnetic men k and stops index pulse train, the  length of which 
represents time interval between time magnet mark was written and lead. 

4. Erase magnet is energised foi one complete  revolution of magnetic disc,  prepating for 
next reading. 

Figure 7-8.   Operation sequence of the Engineering Research Associates shaft monitor. 

7-10 
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4. The erase magnet is energized for 
one complete revolution of the magnetic disc 
in order to prepare this disc for the next 
reading, 

Thenominal performance characteris- 
tics of the system provide 20 readings per 
second to anaccuracy of plus or minus 0.09 
degree for an input speed of 120 rpm. 

7-3. PHOTOELECTRIC ENCODERS 

For higher resolutions, the use of 
opaque and transparent areas to represent 
the code pattern on a disc and the use of a 
thin radial line of illumination to shine 
through 1 he disc onto photocells have proved 
to be very effective. Photoelectric discs 
have been made with an accuracy of one part 
in 131,072 (17 binary digits). The art of 
fiber optics--where the diameter of the 
light-conducting fibers is measured in mil- 
lionthsofan inch--has progressed to where 
great optical flexibility, compression in 
size, permanency of alignment, and fine 
discrimination between sectors and adjacent 
channels orbits canbe achieved. The meth- 
ods of minimizingambiguityat the boundary 
betweentwo sectors are the same basically 
as for commutatordiscs, and are discussed 
in par.   7-3.4. 

A simple, compact shaft-angle indicator 
has been contrived €or digital pickoff of ve- 
locity information (Ref. 13). Rased on the 
principle of interference patterns produced 
by two sectored discs, with one disc having 
one more opaque and transparent sector than 
the other, this device has achieved an accu- 
racy of better than one minute of arc. In 
the coarse pattern shown in Fig. 7-9, the 
transmitted light (reflected light canbe used) 
varies fromzero to full to zero for the pas- 
sage of each sector. Kith 512 sectors and 
four photo pickoffs in quadrature, digital 
logic can distinguish 1/2048 part of a rev- 
olution. It should be noted that this pickoff 
produces incremental rather than arithme- 
tic data. 

7- 3.4 CODES AND «RUSH (READING HEAD) 
ARRANGEMENTS EMPLOYED 

One technique devised to avoid errors 
due to imperfections and uncertainty intran- 
sitions from sectorto sector in coded discs 

is to use a cycliccodeinplaceof the binary 
code. Table 7-2 lists corresponding deci- 
mal, binary, and cyclic code numbers; and 
illustrate show in cyclic code the successive 
numbers differ from each other in only one 
digit column, It is important to note that in 
reading cyclic code (also called reflected 
code or Gray code) the sign of successive 
ONESalternates, starting with the most sig- 
nificant ONE as positive. It canbe readily 
verified from Fig. 7-10 that in cyclic code 
smallmisalignments do not result in an er- 
ror larger than one bit. 

A secondtechnique foravoiding reading 
errors is to use two brushes or heads for 
reading each binary digit. (Ref. 8, 9)„ The 
brushes are so positioned that if one brush 
is in transition, the mating brush is com- 
pletelywithin either a conducting area or a 
nonconducting area. Suitable circuits must 
be provided to select the brush that is not 
over a transition. The amount of equipment 
required to make this selection is about the 
same asthat required to convert cyclic code 
back into useful binary  form (Ref.   10). 

7-4   CONVERSION OF A   DIGITAL  SIG- 
NAL TO AN ANALOG VOLTAGE 

If adigitalnumberisavailable in serial 
form, a remarkably simple scheme devel- 
oped by Shannon and Rack canbe made to 
convert accurately to seven bits (lpart in 
128), although the switching and timing 
equipment are somewhat complex. In this 
scheme, the R-C circuit of tlie serial-to- 
voltage inverter shown in Fig. 7- 11 is ad- 
justed so that the stored charge decays to 
exactly half its value in one pulse time. The 
switchcloses foronepulse time for a 1 dig- 
it and is open for a 0 digit. The numbers 
are read in serially, least significant digit 
first. If the first digit is a 1, the capacitor 
builds up one unit of charge which then 
starts to leak off, becoming one-half at the 
end of the second pulse, one-fourth at the 
end of the third, and so forth. Thus, regard- 
less of successive openings and closing.-? of 
the "switch", the first digit has made a con- 
tribution of 2-" times the basic voltage at 
the end of the last pulse if it were a one, and 
nothing if itwere a zero. In the same fash- 
ion, the second digit makes a contribution 
of either   0  or 2~'n~'    ,  and so forth.     The 

7-11 
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180" MAXIMUM 

90   HALF MAXIMUM 

ILLUMINATING LIGHTS 

ALF MAXIMUM 

NIMUM 

LOWtR DISC MOUNTLD TO 
ROTATING SHAFT 

Figure 7-9.    Arrangement of sectored discs and photodetectors  forreadout of shaft motion. 
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TABLE 7-2.   A CYCLIC CODE AND ITS DECIMAL AND BINARY EQUIVALENTS. 

Decimal       Binary Cyclic Decimal Binary Cyclic 
Numb er       Number Code Number Number Code 

K>8iH MH: < I ).G 4 ■■! 2 1 T1 TS 71 1 

0 00000 00000 16 10000 11000 

1 00001 00001 17 10001 11001 

2 00010 00011 18 10010 11011 

3 00011 00010 19 10011 11010 

4 00100 00110 20 10100 11110 

5 00101 00111 21 10101 11111 

6 00110 00101 22 10110 11101 

7 00111 00100 23 10111 11100 

8 01000 01100 

---01101 

24 

25 

11000 10100 

I 
10 

 Ü1001  11001 10101 

01010 01111 26 11010 10111 

11 01011 oiiio 27 11011 10110 

12 01100 01010 28 11100 10010 

13 01101 01011 2 9 11101 10011 

14 oiiio 01001 30 11110 10001 

15 01111 

9 

01000 31 11111 10000 
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Figure 7-10.   Atypical cyclic coding disc. 

^- f »    out 

Comtanr-currenr 
Source 

Figure 7-11.   Schematic diagram of a 
serial-to-voltagc converter. 

contributions of each digit are all additive, 
and at the end of the last pulse the desired 
voltage is available at the output. The vol- 
tage mustbe read immediately since it con- 
tinues to decay. 

Other electrical networks for convert- 
ing a digital signal to a voltage are shown 
inFig. 7-12. The accuracyof these schemes 
is determined primarily by the stability of 
the sourcesandthe precision of the resist- 
ors, 

In Fig, 7-12(A) each current source is 
associated with abinary digit, least signifi- 
cant first, starting on the left. When the 
binary digit is a one, the related current 
source puts out a standard, regulated cur- 
rent I; for a zero bit, it has zero output.   If 

the   current  sources  are assumed to have 
infinite  impedance,     the  output voltage   is 

IR 
(7-7) 

where 
p = number to be converted 

n + 1 = number of stages 

In Fig. 7- 12(B), standard voltage sour- 
ces each put out a voltage E for a bit value 
of one, and no voltage forzero. In this case, 
if the voltage sources are assumed to have 
zero  impedance,   the output voltage is 

F 
(7-8) o-     2„+1     r 

Typical accuracy figures for the circuits 
shownin Figs. 7-12(A) and 7-12(B) are one 
part in 1000. 

Figs.7-12(C) and 7-12(D) show cir- 
cuits that are particularly useful when the 
digital information is available through re- 
lays, In both cases, the relay positions 
shown in these illustrations are those for 
a zero bit; the relay pulls in when its asso- 
ciated bit is a one. The output voltage for 
the circuit in Fig.   7-12(C) is 

b, 
(7-9) 

R 

and the expressionfor the output voltage of 
Fig.   7-12(D) is 

P (7-10) 
2 

n-n 

The circuits of Figs. 7-12(C) and 7~ 
12(D) have the advantage overthose of Figs. 
7-12(A) antl 7-12(B) of requiring only one 
precision resistor per stage, and of avoiding 
sensitivity to source impedance and output 
impedance. In the circuits of Figs. 7- 12(C) 
antl 7-12(D), accuracies of one part in 4000 
ran be attained. Through the use of all- 
electronic switching and sampling oi two or 
more digital, inputs, a single D/A  converter 
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Figure 7-12.   Schematic diagrams of typical digital-to-voltage converters. 
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can serve to convert more than one chan- 
nel of data--typically handling as many as 
100,000bits per second. 

7-5   CONVERSION OF A  DIGITAL SIGNAL 
TO MECHANICAL MOTION 

The requirement of conversion of par- 
allel digital information to shaft angle can 
be satisfiedwiththe servomechanism shown 
inFig. 7-13. Theposition of the output shaft 
is digitized bymeans of a coding disc, The 
static conversion accuracy can be made to 
approach that of the coding disc--normally 
a maximum of one part in 131,072 (17 bi- 
nary digits). In operation, the coded shaft 
position is subtracted from the desired 
shaft position and the difference number is 
converted into a voltage used to drive the 
output motor, 

Incremental digital information can be 
converted to shaft position by means of 
shaft-angle feedback from an incremental 
magnetic encoder:: and a reversible counter 
as indicated by Fig. 7-14. In this applica- 
tion, the encoderprovides an integral num- 
ber of pulses per revolution of the output 
shaft. Theanti-coincidence circuit resolves 

the coincident pulse problem so that the 
reversible counterdoes not receive both up 
and down counts simultaneously. The re- 
versible counter and the digital-to-analog 
converterprovide the error-detector func- 
tion. If the pulse source introduces up counts 
and the encoder introduces down counts, the 
reversible counterholds the servo error at 
any instant. Inasmuch as the digital-to- 
analog convertertransforms only the error, 
it can be a very simple device. In some 
cases, onlythethree states--up one or more 
counts, zero, and down one o rmore counts-- 
are employed. 

Theservosystemof Fig. 7-14 is useful 
inpulse-to-position o rfrequency-to-veloc- 
ity conversions. A typical application is in 
the precise frequency regulation of a-c al- 
ternators where accuracy is limited only to 
that of the pulse source. 

Stepping motors, through appropriate 
logic networks foreither serial or parallel 
digital operation, can be used to convert to 
mechanical motion--at rates of up to 2400 
steps per second. Since there is no feed- 
back in such systems, the accuracy may be 
limited by backlash and other errors in 
gearing end mechanical components. 

NUMBER TO BE 
CONVERTED SL%TRACTtNG 

CIRCUI' 

ANALOG-TO- 
DIGITAL 

CONVERTER 

W^lPAMPttt ON 
ER MOTOR 

ROTATION OF OUTPUT SHAFT 

Figure 7-13.   A servomechanism for digital-to-analog conversion. 

PULSE 
SOURCE 

ANTI- 
COINCIDENCE 

CIRCUIT 
. ::::::"TI 

REVERSIBLE 

COUNTER 

DIGITAL-TO- 
ANALOG 

CONVERTER 

MAGNETIC ENCODER 

COMPENSATION + 
AMPLIFIER 

ROTATION OF OUTPUT SHAFT 

Figure 7-14.    A servomechanism for incremental digital-to-analog conversion. 

*   Small stepping motors are often used as incremental magnetic  encoders. 
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CHAPTER 8 
ANALOG-DIGITAL COMPARISONS 

8-1    BASIS OF COMPARISON 

In the design of computing devices lor 
fire control applications ,many factors influ- 
ence the choice between analog computation, 
digital computation, or a combination of both. 
When a combined system is selected, a 
choice must then be made as to the points 
in the computation at which the conversions 
fromone type to the otherwill occur. Most 
of the factors on which analog-digital com- 
parisons are based bear one upon the other., 
starting with what are often the most crit- 
ical—speed and accuracy. These are fol- 
lowed by factors of complexity, of reliabil- 
ity, and of the effects of any special environ- 
mental conditions. Cost, site, weight, and 
power considerations complete the list of 
often interrelated factors on which the com- 
parisons are based. 

If one glances quickly through a com- 
puting system from input to output, a few of 
the salient decision points are immediately 
apparent. The input signals of a fire con- 
trol system are basically analog in nature. 
If these signals are to be transmitted over 
any great distance, however, it will become 
either necessary or desirable to convert 
them to some form of pulse-code modula- 
tion. Thismeans, in effect, converting them 
to digital form. Thus, the problem of con- 
version of signalsbetween analog and digital 
formmay be encountered in the use of either 
analog or digital computing equipment. Al- 
though analog instrumentation may effi- 
ciently provide last dynamic response, 
coordinate transformation, and power gain; 
digital techniques may provide more accu- 
racy in certain calculations, more conven- 
ient changeover between alternative modes 
of operation,   and more economical storage 

offunctions arid constants. An inherent dis- 
advantage of a digital system is that a con- 
siderable amount of equipment is dietated 
for solution of even the simplest control 
problem. At the output of the system, digi- 
tal techniques may be well adapted to dis- 
plays, but actual control functions maj re- 
quire aconversion to analog circuitry and 
devices« 

8-2   COMPARISONS BASED ON THE 
SPEED WITH WHICH SOLUTIONS 
ARE OBTAINED 

One chief advantage of analog techniques 
is that operations such as integration are 
performed continuously and rapidly, and 
most of the simple operations of algebra and 
the calculus fall well within useful limits of 
effectiveness. Further, although time-shar- 
ing is theoretically possible uith analog com- 
puting elements, the convenient and most 
common approach is to assign a specific 
computing element for each individual op- 
eration to he performed, with the effect that 
overall solution time is essentially unaf- 
fected by the multiple computations. In the 
case of nonlinear operations, which are 
relatively difficult to perform by analog 
techniques, the errors introduced may be as 
much as an order of magnitude more than for 
linear operations, an effectthat could offset 
an advantage of speed. The dynamic per- 
formance of servos and many nonlinear 
devices in a larger-scale system may he 
marginal as the requirement for more 
nearly real-time operation incceases. 411- 
electronic analog computers achieve much 
greater speed than the mechanical or elec- 
tromechanical analog computers, and are 
sometimesdesigned to permit repeating the 

By E   St.   George,   Jr 
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solution ofaproblem 10 to 60 ormoretimes 
per second. This contrasts uith typical 
servo performance wherein aunit might re- 
quire a few tenths of a second to reach full 
scale at a maximum speed, and might re- 
quire comparable time to accelerate from 
zero to full speed. 

The introduction of a sampling device, 
such as a digital computer, in aclosed-loop 
fire control system introduces a time lag 
related to the sampling interval. Input de- 
vices, such as certaintypes of radars, niay 
introduce such lags in an otherwise analog 
system. If the output of a system contain- 
ing a sampling element is to be continuous 
and smooth, it must be filtered. In general, 
the speed ofresponse of such a system will 
be at least twotimes the sampling interval. 
Fire control systemsthat must operate with 
verynoisyinput data may also be limited in 
response by the requirement for filtering. 

If it is determined that a computation 
in a fire control system must be completed 
no more frequently than once every second 
and a digital-computer configuration under 
consideration could complete the computa- 
tion in one-tenth of a second, then the digital 
computer, with perhaps little increase in 
hardware, could handle 10 different inputs 
on a time-shared basis. It is important to 
notethat an almost inevitable but sometimes 
subtle demand is imposed on the basic speed 
of digital computation by the way in which 
requirements of speed and accuracy multiply 
together. For example, an apparently simple 
problem might involve using a tachometer 
pulse generator to convert shaft rotation to 
adigitalinput. If it is required that the out- 
put beread 50 times per second to an accu- 
racyof lpartin 1000, then the resulting re- 
quirement for a pulse-rate-handling eapa- 
bilityis 50 X 1000 or 50 kc for this particu- 
lar channel of input data. Increasing the 
computing rate of a digital device tends 
strongly to increase its size and cost. (The 
term "size" should be interpreted here as 
related to the number of components since 
techniques of miniaturization --inthem- 
selves somewhat costly -- tend steadily to 
reduce sheer bulk.) The size of an analog 
computer is muchless sensitive to increase 
with increasing speed requirements. 

An approximate, but relatively correct, 
comparison of several digital machines --all 

solving the same problem --reveals how the 
basic speed of access to the working mem- 
ory, the use of serial or parallel operation, 
and the clock rate combine to determine the 
speed of operation. The problem used is as 
follows: 

Solve the following set of equations for 
J and Z. 

j - iZIz3K 

H +L 

z =   A/LY" 
where 

Y   =    AX + B for D   < Y   < C 
X is the input variable 
A, B, C, D, E, F, G, 11, K, and L are con- 
stants 
The method of solution chosen is as fol- 

lows : 
1. Read in new input X (exclusive of in- 

put switchingtime, input selectiontime, set- 
tling time, or A/D conversion) 

2. Calculate (A) (X) + B = Y 
3. Compare Y with C to insure that Y 

< C 
4. Compare Y with D to insure that Y 

> D .  
5. Calculate Z = V(E) (Y) (withan ac- 

curacy of 10 bits- 0.1%) 
6. Calculate J -   (ZF - G) (K)/(II+ L) 
7. Store J in bulk memory (use average 

access time) 
8. Store Z inbulkmemory (use average 

access time) 

A comparison of seventypes of digital 
machines that could be used to solve this 
problem appears in Table 8-1. 

Obviously, a computer with all-core 
storage, parallel logic, and a high clock- 
rate would be thefastest. Very rarely, how- 
ever, is the designer permitted so simple a 
choice. Core memories are expensive, and 
with their drivers arebulky; therefore, they 
are usually restricted to the working mem- 
ory, where their high-speed characteristics 
are of greatest value. Similarly, the use of 
parallel logic greatly increases the size and 
cost of equipment as compared with the use 
of serial logic, but does eliminate the neces- 
sity for parallel-series conversions at inputs 
and outputs. Finally, the cost of computers 
generally  increases with  clock frequency-- 
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TABLE 8-1.   A COMPARISON OF SEVEN TYPES OP DIGITAL MACHINES. 

Memory Type 

Nominal 
Operating Clock Problem 

Mode Bulk Working Frequency Time 

Serial Drum Drum 100 kc 130 msec 

Serial Drum Fast- 
Acess 
Registers 

160 kc 80 msec 

Serial Disc Core 170 kc 30 msec 

Parallel Drum Core 5 0 kc 9 msec 

Serial Drum Core 1 mc 7 msec 

Parallel Drum Core 1.5 mc 2 msec 

Parallel Core Core 1 mc 50 jusec 

partly because of the greater cost of high- 
speed transistors and diodes, and partly be- 
cause of the greater problems involved in the 
shielding and transmission of signals. 

8-3 COMPARISONS BASED ON THE 
ACCURACY OF THE SOLUTIONS 
OBTAINED 

The characteristics of materials and 
circuit elements establish the best basic ac- 
curacy obtainable in simple analog computa- 
tions as roughly one part in 10'. Noise usu- 
ally limits the minimum discernible vari- 
ation in a signal to aresolution of this same 
order. Errors arise from backlash in me- 
chanical linkages, changing values in elec- 
trical components, and drift in amplifiers. 
These e rrors tend to add rather slowly, how- 
ever, since most analog elements are used 
in feedbackloops and the effects of error in- 
crements are thereby minimized. The net 
result isthat therelatively simple mathemat- 
ical operations of summation, multiplication 
by a constant, or integration can be accom- 
plished with an accuracy of three significant 
figures, The more-difficult operations of 
multiplication (and division)  of variables and 

generation of complex functions may display 
a marginal accuracy approaching two signif- 
icant figures, or one percent of full scale. 

Of the three types of analog computers 
(mechanical, electromechanical, and elec- 
tronic), the accuracy achievable withthe best 
mechanical computing elements exceeds that 
obtainable with electronic elements. High 
accuracy can he achieved with properly de- 
signed electromechanical computing ele- 
ments, but their speed of response is re- 
stricted and they require somewhat more 
specializedmaintenance than electronic ele- 
ments . 

A digital device can be contrived to pro- 
duce any desired degree of precision (e.g., 
the mathematical constant it can be obtained 
to 2,000 places). A digital computing ma- 
chine has one intrinsic error, namely-, cumu- 
lative round-off, that may add up to serious 
significance in certain long computations. 
The digital technique has the inherent error 
of truncation, resulting fromthe Factthat di- 
gital computations are carried on in a step- 
by-step manner. Althoughthe errors intro- 
duced by round-off and step-wise approxima- 
tion are quite difficult to compute, some at- 
tempt should be made to appraisetheir effects 
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because these effects can become substan- 
tial 1_4 . Particularly in adigital computer, 
the requirements of speed and accuracy are 
intimately interrelated. The computing cir- 
cuitry, the logical arrangement, the comput- 
ing interval, and the programming must be 
selected in sucha manner asto permit real- 
time operation for a specific fire control 
system. 

8-4   COMPARISONS BASED ON THE 
COMPLEXITY OF THE COMPUTING 
DEVICES INVOLVED 

A comparison ofanalog and digitaltech- 
niques on the basis of complexity must con- 
sider the capabilities of the operator, prob- 
lems of programming and communications, 
and the ability to change over quickly and eas- 
ily from one problem to another. If the sys- 
tem requirements are relatively simple, and 
the basic inputs and outputs are analog, an 
analog system will often be more satisfactory 
and less expensive than a digital one. Fre- 
quently, an operator will be employed in 
tracking o r positioning operations, which are 
inherently analog in nature. 

If input (or output) data are being trans- 
mitted in digital code, which permits freedom 
from errors over much greater distances 
than analogmethods, the digital choice is ob- 
vious. The simplicity of the apparatus and 
circuitry associatedwith the transmission of 
a signal b> a synchro loop, for example, is 
always attractive when the character of the 
signal is well-adaptedto analog methods. A s 
the system becomes more complex, however, 
there is a tendency to design for digital and 
automatic operation. 

Analog machines have an inherent ver- 
satility in their ability to perform directly 
such varied functions as integration, sine 
generation, and multiplication. The digital 
machines must build up suchfunctions out of 
simple numerical processes of addition, sub- 
traction, and multiplication by the radix, Rut 
in contrast, the digital machine is more flex- 
ible thanthe analog since it is only necessary 
to insert anew program to start a new prob- 
lem. Evenwhen new interconnections for an 
analog machine are substituted by plug-in 
patch panels, and various calibration and ini- 
tial-condition settings are provided by nearly 

automatic, remote controls; starting a new 
problem is time-consuming. 

Establishing communication with the 
machine in the first place can give rise to 
considerable complexity of input-output e- 
quipment for digital machinery. Instructions 
for relatively simple operations consist of a 
large mass of details. Programming con- 
sists essentially of an exercise in numerical 
computation, with a limited choice of methods 
and language determined b\ specific design 
features of the computer. Rut with appropri- 
ate equipment and programming, for ex- 
ample, it can be arrangedfor the human op- 
erator to type out English-language instruc- 
tions on a key-board and be limited only by 
easily comprehended rules of computer 
grammar and vocabulary. 

One aspect of complexitythat must often 
be considered in connection with a computing 
machine is the ease with which the machine 
can be expanded. In general, a digital ma- 
chine must be designed from the start to en- 
compass the maximum foreseeable demand. 
Although the addition of more input-output 
equipment is always a possibility, the ma- 
chine must be designed with a capacity of 
controlling, reading from, and writing into 
the ultimate total number of peripheral de- 
vices that will be required. Analog equip- 
ment, on the other hand, is susceptibleto the 
addition of components--one atatimeif nec- 
essary--as the complexity of the problem in- 
creases. 

8-5   COMPARISONS BASED ON THE 
RELIABILITY OBTAINABLE 

In one sense of reliability — whether or 
not the device will operate when wanted, as 
distinguished from being broken down--both 
analog and digital devices can be designed to 
show a good record. Purely mechanical an- 
alog computingdevices can be made, not un- 
like the one-horse shay,to work without re- 
pair until they fall apart--an exaggeration 
that is useful to illustrate one school of 
thought as to the way in which maintenance 
should be carried out. Operation of equip- 
ment until its performance is no longer ac- 
ceptable is termed breakdown maintenance. 
In the area of passive electrical components 
--resistors,    inductors,    and    capacitors-- 
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breakdown maintenance is all that can be ex- 
pected since tests on these components gi-ve 

little indication of future performance. 
In the case of electromechanical com- 

ponents, either analogor digital, more spec- 
ialized maintenance procedures are almost 
always required than with purely electronic 
devices. Wiping contacts, make-and-break 
contacts, motor-drivendevices, pen or stylus 
recorders, andtape reading or punchingunits 
all present inherent problems of either wear, 
adjustment, cleanliness, corrosion, lubrica- 
tion, or acombination of thesethat may def- 
initely call for scheduled preventive mainten- 
ance--particularly if the operating environ- 
ment is unfavorable. 

The second school of thought on mainten- 
ance recommends that each piece of equip- 
ment be tested periodically and repaired if 
its performance has deteriorated appreci- 
ably. This procedure is called periodic 
maintenance. It is difficult to conceive of a 
piece of military equipment for which perio- 
dic maintenance is not specified, as an as- 
surance that a high state of readiness is be- 
ing maintained. 

The designer of advanced computing 
equipment can and should so construct either 
analog or- digital computing devices that re- 
pairable faults can be quickly remedied by 
removal and replacement of modular ele- 
ments. In modern solid-state digital cir- 
cuitry,the use of relatively feu types of plug- 
in logic circuit cards can account for the vast 
majority of functions within the organization 
of the machine, thereby minimizing the 
spare-parts problem and greatly facilitating 
rapid substitution. The ability of test pro- 
grams and routines to predict trouble, 
Ihrough marginal checking of components, 
plus the use of error-detecting logic that 
warns automatically while an actual problem 
is being run, gives an edge todigital compu- 
ters in the dynamic detection of unreliable 
performance. This i s particularly useful be- 
cause a digitalmachine is equally prone lo a 
large mistake (most significant digit) as to a 
small mistake (least significant digit). Be- 
yond a highly unlikely catastrophic failure, 
an analog device is more likely to make a 
small error. The yes-no circuitry of digital 
devices makes them less susceptible to line- 

voltage variations and to leakage resistance 
that can bleed off voltages in analog equip- 
ment. 

Just asthe designer's last weaponinthe 
struggle to maintain reliability is replace- 
ment, his first weapon is quality control. Bad 
solder joints or faulty- contacts anywhere in 
the system will plague analog or digital equip- 
ment equally. However rugged the electrical 
or electronic components themselves may be, 
necessary intercabling, plugs and connec- 
tors, or patch panels introduce elements of 
uncertainty. 

Redundancy in cabling,to provide two or 
more alternate circuits so that at least one 
willbe conducting if contact on anotheris in- 
terrupted, serves equally well for analog or 
digital devices. Redundancy in internal con- 
nections is particularly applicable in analog 
circuitry at points of wear such as in relay 
contacts, where the use of multiple contacts 
will not appreciably increase tie size of the 
equipment. 

Providing redundant subsystems, as op- 
posed to merely duplicating questionable in- 
terconnections, usually means increasingthe 
amount of equipment by more than a factor of 
two for either analog or digital techniques. 
If the first unit fails, means must he provided 
to detect the malfunction, plus, means for 
switching in the second unit. Extending this 
concept one step further, one could duplicate 
the detecting and switching equipment be- 
cause it, too, could fail. In extremely vital 
situations, triplicate or even quadruplicate 
systems have been provided. Digital com- 
puters are sometimes designed with redun- 
dant paths that permit a signal to be passed 
even though one of the paths is defective. 
Carryingthis concept still further, the SAGE 
air-defense system uses tu o completely dup- 
licate digital computers. 

Error-detecting and correct ing methods 
within a single nonduplicated system are par- 
ticularly applicable to digital systems. Var- 
ious methods can be applied to analog sys- 
tems, but these areusually assoziated more 
with preventive maintenance. Modern digital 
computing equipment isusually designed w ith 
built-in circuitry that will automatically de- 
tect the majority of errors that occur during 
computing-system operation. 
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8-6   COMPARISONS BASED ON THE 
NATURE OF ENVIRONMENTAL 
EFFECTS 

Before looking at some of the design 
problems associated with the operational en- 
vironments that must be anticipated, it is 
worthwhile to examine a few of the pre- 
operational environments. The problem of 
handling can compromise the integrity of 
many otherwise perfectly acceptable compo- 
nents. Forexample, a small, precision elec- 
tromechanical device that is allowed to tip 
over on its side on a hard-surface work bench 
might sustain a shock of 500 g's, whereas 
after final assembly in a package with shock 
mounts it might never be expected to sustain 
morethan20 g's. Shipment of precision opti- 
cal and electromechanical equipment in large 
assemblies by rail has had to be abandoned 
in many cases when itwas not possible to in- 
sulate against shocks intransit exceeding 30 
g's. Equally startling was the experience of 
50%loss throughdamage of ocean freight con- 
sisting of automobile parts packaged for 
overseas shipment. Inthis case, itwas found 
to be more economical to use air freight ex- 
clusively. These examples are cited to il- 
lustrate the staggering hazards that lurk be- 
yond the normal scope of the designer. 

Another area that has been found trouble- 
s ome until suitable controls were established 
is one that can appropriately be called hidden 
testing. There have been cases where equip- 
ment has reached its final destination, pre- 
sumably to be used for the firsttime, and has 
been found to have remarkably short life be- 
fore requiring maintenance. The simple de- 
vice of providing an accumulated running- 
time clock would reveal that this type of 
equipment presented an irresistible chal- 
lenge to technical and operatingpersonnel all 
along the line to turn it on and make sure it 
worked, o r to demonstrate it to somebody, or 
to duplicate an acceptance test procedure. 

Completely mechanical analog comput- 
ingdevices are, in many cases, best adapted 
to the most hostile environments. Repeated 
physical shock, thermal shock, radiation, or 
extremely hightemperatures can be circum- 
vented by mechanical analogtechniques. For 

example, hydraulic analogcomputing devices 
perform remarkably in the extreme environ- 
ment ofaircraft jet engines, and attempts to 

perfect electromechanical substitutes have 
not shown promise. 

The existence of make-and-break con- 
tacts, presure/sliding contacts, or patch 
connections in any computing equipment 
makes open season for dust, moisture, or 
vibration. Similarly, any form of vacuum 
tube, gas tube, lamp, or bulb invites failure 
from physical shock or, sometimes, thermal 
shock. 

If all-electronic elements are being 
compared forboth analog and digital devices, 
they are on very equal environmental ground, 
with one major exception -- field power. 
Naturally, power failure or sudden surges 
will induce malfunction or component failure 
regardless of computing technique. But a 
solid state digital system, with yes-no logic 
is not sensitive -- within limits -- tovoltage 
changes. 

A stored-program digital computer with 
a core memory may lose its program upon 
power failure, unless battery power is pro- 
vided. Environmentally, the use of batteries 
can create a storage problem and a warm-up 
problem. Also, of course, the batteries are 
that much more component hardware. 

In analog circuitry, wherever a voltage 
level represents an absolute value, such as 
across an integrating capacitor, any leakage 
due to moisture or other contamination will 
degrade the performance of the system. 

It is recommended that the design pro- 
cess include appropriate heat-transfer cal- 
culations so that forced warm-up can be pro- 
vided if necessary, and that all possible use 
of heat-sink properties be incorporated to 
allow for theextremes of artic- and desert- 
type environments. Design actions that can 
be takento assure operable equipment under 
environmental extremes are discussed in 
Chapter 5 of Ref. 5. 

8-7   COMPARISONS BASED ON COST, 
SIZE, WEIGHT, AND POWER 
CONSIDERATIONS 

The cost of an analog computer is ap- 
proximately proportional to its size. If it is 
necessary to expand the analog computer, 
components can be added one at a time, with 
obvious restrictions as to the capability of 
programming and suitably interconnecting 
any new elements.  Naturally, anyequipment 
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for field service can be flexible only within 
its packaging, arid considerable trading-off 
would have to transpire to equate future ex- 
pandability against present physical size. In 
general, increasingthe accuracy of an analog 
computer entails greater costthan providing 
greater digital accuracy if, indeed, it is even 
possible to increase the analog accuracy; 
however, the reverse may also be true. Any 
digital machine is likely to have a fairly 
large minimum cost, and increments of accu- 
racy attainable are then relatively inexpen- 
sive. 

If a digital computer is not originally 
built with expansion in mind, which would typ- 
ically include adding blocks of memory and 
adding input-output equipment, it is not gen- 
erally susceptible to expansion. The control 
capabilities must be provided in th-j original 
design, together with sufficient logic circuit- 
ry* 

Since a wide variety of MIL- SPEC com- 
ponents forboth analog and digital computers 
are available from existing manufacturers, 
a hidden cost of either type of design might 
lie in the time to develop and approve new 
components that had to run the full course 
from paper design to hardware. Balanced 
against the choice of the existingand proven 

is taking the calculated risk that, at the time 
it is needed for assembly, a clearlj superior 
state-of-the-art development that has been 
promised may actually fail to materialize. 

In any case where the relative merits 
of analog-versus-digital techniques do not 
emerge with reasonable clarity from a stud) 
of the situation, it is probably wise to carry 
forward preliminary designs on both types to 
obtain rough comparative costs. 

As for the class of mathematical prob- 
lem, more integration can be bought per dol- 
lar with analog computers and more arith- 
metic per dollar with digital computers. 

As a general rule, it may be stated that 
-- forboth analog and digital computers -- 
size, v, eight and cost are interrelated so that 
increases in size and weight lead directly to 
increased costs. Special miniaturization 
techniques undertaken to reduce size and 
weight may also increase unit costs by a large 
factor. 

Comparing computer power sources 
from a cost viewpoint shous that the neces- 
sity for a super-regulated power supply for 
the analog computer results in acost greatly 
exceeding that of the digital-computer power 
supply, whose sole requirement is that it be 
isolated from line transients, 
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CHAPTER 9 
RELIABILITY AND CHECK-OUT PROCEDURES* 

9-1    INTRODUCTION 

An important consideration in regard to 
the usefulness of fire control computers is 
their reliability, It goes without saying that 
equipment that is not reliable is less than 
useless. From a military point of view, a 
quantitative specification of reliability is 
desirable, and a convenient -- but by no 
means unique -- method of quantitatively de- 
fining reliability is to specify the average 
time between the failures of the equipment. 
Failure is defined as a condition in which the 
fire control system is rendered completely 
inoperable (catastrophic failure) or in which 
the fire control system is degraded in its 
performance to such a degree as to fail to 
meet acceptable limits. 

Fire control equipment with a long mean- 
time-between-failures (MTBF) and conse- 
sequently high reliability is the result of sound 
design, good quality control, and dependable 
maintenance. There is a general tendency to 
think of reliability in terms of quality control 
only. However, while quality control is one of 
the essential ingredients of reliability, design 
and maintenance are equally important. De- 
sign features that incorporate a quantitative 
approach to the selection of reliable com- 
ponents include elimination of unnecessary 
adjustments, the use of redundancy, the use of 
derating standards on components or sub- 
assemblies, and the full considerationof en- 
vironmental factors. 

These and other design features relating 
to reliability are discussed in general terms 
subsequently in this chapter. For specific 
design information concerning particular 
areas of reliability,  however, the fire control 

system designer should consult the applicable 
extensive documentation that is available. 
For example, the U.S. Air Force Rome Air 
Development Center series of documents on 
reliability ' constitutes an excellent source of 
detailed information concern-tng the reliabil- 
ity aspects of electronic design. Particularly 
valuable information concerning reliability 
and other design aspects of the specialized 
electronic field of integrated circuits (micro- 
electronics) appears in acollection of docu- 
ments published by the U.S. Army Electron- 
ics Command.: Included is information con- 
cerning the Department of Defense policy that 
has extended the throw-away concept (ref. 
par.  5-4.7.2   of Ref.   3)to integrated circuits. 

The mean-time-between-failures (MTBF) 
has beenmentioned as a measure of reliabil- 
ity. The relation of this quantity to probabil- 
ity considerations should be kept in mind 
when discussing reliability. The MTBF for a 
fire control system is determined primarily 
by the weakest link in the system's chain of 
components, i.e., the component most likely 
to fail in the shortest time in the particular 
environmental conditions to be encountered, 
Since fire control systems are made up of 
many components, statistical reasoning must 
be used to determine the aggregate effect of 
a multiplicity of components on the perform- 
ance of tne system. If the failure rate is de- 
fined as the reciprocal of the MTBF forapar- 
ticular component, then in a system the aggre- 
gate mean-time-between-failures is equal to 
the reciprocal of the sum of the average fail- 
ure rates of the individual components, This 
is for a system of the series type, namely a 
system in which the behavior of any single 
component has an effect on the overall system 

by E.  St.   George, Jr. 
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operation. In the case where redundancy::: is 
used in the design, it is possible for a compo- 
nent to completely fail and have the system 
continueto operate. The calculation of failure 
rate in which redundance is used is deter- 
mined by multiplying the product of the basic 
failure rate by a redundancy factor.' 

Another  quantitative way  of looking at 
reliability and  one helpful  in intuitive   rea- 
soning is to think in terms of the probability 
of success of aparticular mission.   In a ser- 
ies   system,   the   probability   of success  is 
equal to the product of the probability of each 
of the  components.    The necessity  for high 
reliability of components   in a complex sys- 
tem maybe illustratedas follows.   In a sys- 
tem made  up of four  components in series, 
each having a probability of success of 0.5, 
the probability  of success  of the system is 
equal to the product  of each of the compon- 
ent probabilities,   or about  0.06.     In larger, 
more-complex  systems,  the  effect  is  even 
more dramatic  and  in order to obtain  good 
system reliabilities   the  individual compon- 
ents  must   achieve  well    over   a 99   percent 
probability-of-success figure. 

Another considerationaffecting reliabil- 
ity  is  the  general behavior  of   components 
(and consequently   systems) in  regard  to  a 
breaking-in  period? and   also in    regard  to 
wearing out.   Many components show a strong 
statistical tendency to havehigh failure rates 
during the   early part  of the operating  life. 
Another way  of indicating this is  that if 100 
components  are put  on life test,   a certain 
percentage will tend to fail during a distinct 
early-failure period.   Thosethat survivethis 
period  tend to have much longer life spans 
until a wear-out period is reached,   at which 
time the failure rate increases.   These char- 
acteristics are illustrated in Fig.   9-1.    Be- 
cause  of the fact that any previously unde- 
tected failure is likely to show up in the in- 
itial use of a component,  placing a compon- 
ent in its normal   operating  condition  for  a 
brief period is an excellent means of check- 
ing the   reliability  of the   component.     If the 
component    operates    satisfactorily   during 
this check-out period, a high probability ex- 
ists that it will have anormal operating life. 

9-2   EFFECT OF ENVIRONMENT 
ON RELIABILITY 

Various environmental factors including 
temperature ,   moisture,   shock,   vibration, 
pressure   (or lack of it),  and   contamination 
obviously have a marked effect on the mean 
life of a component  and consequently on the 
system that is madeup of components.   Fire 
control computers are subject to a variety of 
environments, from a reasonably benign gar- 
rison installation,   through groundborne and 
waterborne installations, to airborne equip- 
ment.    Not to be   discounted are the effects 
of shock and vibration in shipment, which in 
some cases exceed conditions to be encoun- 
teredinthe worst airborne applications (ref. 
par. 8-6 of Chapter 8). 

In orderto carry out quantitative studies 
on anticipated mean life, one must have sta- 
tistical performance data on components 
under various environmental conditions. 
While a great deal of work has been done in 
this area, a staggering amount of statistical 
information is required to cover all possible 
components under all possible conditions. 
Designers, therefore, tend to use statistical 
mean-life data based on life performance of 
components under ordinary temperature and 
pressure with no shock or vibration, and to 
modify these values to take into consider- 
ation the effects of adverse environment. A 
great deal, of course, can be done to min- 
imize the effects of shock and vibration by 
properly mounting or insulating components 
within the structure of the fire control as- 
sembly. Thesameis true of other environ- 
mental effectssuchas salt spray, contamin- 
ating atmospheres, and reduced pressure. 
With any of these, the use of encapsulation, 
hermetic sealing, and insulating coatings and 
platings are often effective in increasing the 
mean life of sensitive components under ad- 
verse conditions. 

Here, aword of caution is introduced in 
regard to the concept of mean life. In the 
majority of reliability calculations, mean 
life has to do with mean operating life and, 
in general, under the environmental con- 
ditions anticipated, refers only to the useful. 

Redundancy,   as the word implies,   means a duplication of a particular subsystem function in a critical area so that,   if the failure 
of one of the subsystems occurs,  the other will be able to carry out the required function. 

Also commonly referred to as an aging period or a burn-in period. 
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Figure 9-1.   Equipment-life characteristics. 

life of the equipment when in operation. An- 
other factor that should be taken into ac- 
count from the overall reliability point of 
view is the mean shelf-life where stored 
equipment tends to deteriorate, sometimes as 
a result of adverse environmental conditions 
suchas excess moisture or micro-organ- 
isms. Even under benign environments, 
long periods of storage tend to deteriorate 
the operationof systemsbecause of agingof 
the components within the system, Some 
data are available to designers on deterior- 
ation and change in properties of compon- 
ents with shelf-life; such information can 
be used in the design of fire control com- 
puters in much the same way that mean- 
operating-life data are used. 

The behavior of a simple component in a 
system is, of course, strongly affected by 
manufacturing and assembly techniques, 
which inturn are reflectedinperformance un- 
der adverse environmental conditions. Envi- 
ronmental testing, particularly in regard to 
shock andvibration but also from the point of 
view of temperature, salt spray andmoisture, 
is thus important as a final check onthe over- 
all system aswell as the components making 
up the system. Many new techniques have been 
devised for connecting electrical components 
that are more rugged and less subject to fail- 
ure than ordinary solderedjoints. One exam- 
ple of this is in the use of welded electronic 
assemblies in which connections between 
electronic components are made with minia- 

ture spot-welded junctions. A high degree 
of art is required to satisfactorily accomplish 
this, although the process is now automated 
in such a way that electrical energy is care- 
fully metered in order that the spot weld will 
have been sufficiently heated but not exces- 
sively so. Metallographic examination of sam- 
ple welds is necessary for quality control. 
Advances in printed-circuit assembly tech- 
niques also have tended to increase reliabil- 
ity under adverse shock and vibration condi- 
tions. While some methods of construction 
to overcome adverse environment lend them- 
selves betterto digital units and others to an- 
alog, the general remarks made here apply 
equally well to either digital- or analog-type 
computers used in all types of fire control 
systems. 

9-3   LOGICAL DESIGN OF COMPUTERS TO 
OBTAIN THE DESIRED DEGREE OF 
RELIABILITY 

In the area of logical design, probably 
the most effective tool for increasing or con- 
trolling reliability isthe use of self-checking 
and self-correcting codes in the logical de- 
sign of the fire control computer. Another 
effective concept is that of utilizing redun- 
dant elements. Redundancy is an expensive, 
but often effective, method of increasing re- 
liability. If it is practical to provide the ex- 
tra space and weight, and if the additional 
cost of the duplicate   subsystems canbetol- 

9-3 



AMCP 706-329 

erated, it ispossible to appreciably increase 
the reliability of the fire control computer. 
Lest one conclude that the use of redundancy 
offers an inexpensive cure-all, it should be 
borne in mind that duplication of equipment 
requires an increase in the number of com- 
ponents by more than a factor of two, because 
not only must switching for the alternate 
equipment be provided but also some method 
of determining that the first subsystem has 
failed must be available. Furthermore, it 
must be taken into accountthatthegain in re- 
liability from redundancy is not quite what 
might be expected atfirstbecause the switch- 
ing and detecting equipment involved cannot 
be made  one-hundred-percent  reliable. 

With regard to self-checking and self- 
correcting codes inthe designof larger com- 
putingmachines, an excellent example is rep- 
resented by the test scheme provided for the 
FADAC computer. (The FADAC computer 
itself isdescribedinChapterl3.) The FADAC 
Automatic Logic Tester (FALT)' checks the 
logic of the FADAC computer and localizes 
any errors detected. Logic tests are read 
from a 5-channel, punched paper tape by a 
photo-electric tape reader. A s this tape is 
read, corresponding logic tests are performed 
onthe FADAC computer. When FALT detects 
an error, the reader halts and an ERROR 
light flashes. The point at which the error 
occurs is displayed on a visible numerical 
readout as a pair of numbers: a marker num- 
ber and an index number. Reference tothese 
two numbers in a test listing identifies the 
area in which the error has occurred. 

FALT-test-tape programming is based 
directly on FADAC logic equations so that 
FADAC is tested at the level of the individ- 
ual logic gate. Identification of logic gates 
associated with amalfunction aremade inthe 
test listing. Provisions have been made in 
the test listings to include not only the logic 
but also the board locations associated with 
it, in order to enable the technician to check 
the visible numerical readout againstthetest 
listingand immediately identify the boards on 
which the suspected logic is physically lo- 
cated. 

Maintenance of the   FADAC system   re- 
quires that failures or malfunctions be rap- 
idly located and removed   so that the system 
can be kept in operation with  a minimum of 
down-time.    Although the repair of any indi- 

vidual logic circuit is relatively simple, the 
more rapidly the malfunction is removed at 
the field-maintenance level, the quicker the 
system can be returned to operation. FALT 
has been designedto locate FADAC logic mal- 
functions as rapidly aspossible. When FRLT 
has localized the malfunction, the normal 
field check-out procedure would be to trace 
the suspected logic to its actual physical lo- 
cation on a plug-in board, and replace the 
board. Once the board has been replaced, 
the test tape associated with the suspected 
logic is re- run to determine whetherthe mal- 
function has been removed by board replace- 
ment. 

FALT logic is mechanized to obey cer- 
tain instructions or commands that are 
punched on paper tape or manually entered 
through the F4LT control panel. The nature 
of the command determines which outputs are 
transmitted to what elements of FADAC logic. 
To enable FALT to perform these functions, a 
temporary storage memory composed of sev- 
eral registers and counters is designed to 
control, hold, or count data read fromthetape. 
These logic and control functions are per- 
formed by flip-flops, logic networks, and 
crosspoint networks. 

The E'ADAC computer itself uses 19 iden- 
tical crosspoint networkboards. A crosspoint 
network board contains ten circuits divided 
into two types: four of one type and six of a 
second type. Each of the first type of circuit 
is confined to the selection and testing of flip- 
flops, including pseudo flip-flops. Eachofthe 
second type of circuithas an additional gate, 
thereby allowing the circuit to test single- 
ended outputs, such asprimary logicgates or 
logic drivers. 

Crosspoint network boards are located 
electronically between FALT and the com- 
puter. Each board is capable of linking FALT 
with the computer for automatically perform- 
ing four separate functions. Ten of 190 pos- 
sible addresses into the computer, as com- 
manded by FALT, areprovidedby each cross- 
point network board. The boards enable field- 
level personnel to isolate a circuit board in 
which a malfunction exists. The automatic 
location of a defective circuit board allows 
the computer to be restored to operation in 
minimum time,, A crosspoint network board 
performs four principal functions: 
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(1) It selects an addressinthe computer 
on command from FALT. 

(2) It orders a test on a flip-flop, and 
sendsthe resultant signal to FALT forexam- 
ination. 

(3) It orders a test, conducted similar 
to flip-flop testing, such that there are two 
gates, one gate per side. Because of the two 
sides, this gate test is called a "pseudo flip- 
flop". 

(4) Itordersa test on single-ended gates, 
such as primary gates or logic drivers, and 
sends the tested signal to FALT for examin- 
ation. 

Five-channel teletype coded paper tape 
is used as the input to FALT. The input de- 
vice is the memory loading unit. The test- 
tape information is fed into FALT at the rate 
of 600 sprocket rows per second and FALT 
will process the test commands at this rate. 
Six tapes totaling approximately 2600feet are 
required to perform a complete static 
check-out of FADAC logic. If this required 
2600 feet of tape were not separated, it could 
be fed into FALT, and the results of FALT 
commands applied to FADAC in approximately 
8.7 minutes. However, actual computer check- 
out time is largely a function of preliminary 
operational setup and manual setup, in which 
a technician must perform certain instruc- 
tions manually. 

Marker numbers arepunched on each test 
tape so that the location of the malfunction can 
be found in relation to the information location 
onthetape. The markernumber precedes each 
marker test group shown in the test listings, 
such as thenegation logic testof a particular 
flip-flop. The marker number consists of 
four octal digits with a range of 1111 to 7777 
(zeros are not used). When an error is de- 
tected during the running of a test tape, the 
marker numbers will be displayed in the vis- 
ible numerical readout on the front panel of 
FALT. The technician will then find the marker 
number displayed on FALT in the test listings. 
FALT stores and displays the marker num- 
bers through the marker register. As the 
marker numbers are read from the tape, they 
are shifted through the input register to the 
marker register, where they are stored and 
displayed  in the visible-readout  indicators. 

During the normal   running of the tapes,   the 
visible  readouts  are continually flashing off 
and on, but will display the marker number at 
the locationinthe test atwhich thetape halts. 

Index numbers, which are three digits in 
length,   are displayed  in the readout but are 
not punched  on the tape.     The index number 
is made available by the counting of tape char- 
acters through the FALT index counter.   The 
end  of a tape   character is identified by   the 
presence   of a hole in the fifth  channel of the 
tape. With two exceptions (thedelete and HRA'" 
characters),    the    index    counter   increases 
by one  count   each time this  hole is  sensed. 
When an error is detected during the running 
of a test tape, the index numbers will be dis- 
played inthe readout on the front panel of FALT. 
The technician must then locate the marker 
number in the test listing before proceeding 
to the index number.   The index number rep- 
resents the actual name of the flip-flop with- 
in the marker test group. 

Test listings are compiled for each test 
tape to enable thetechnician to (1) determine 
the overall test function of the tape, (2) give 
him a graphic view of the actual sequence, 
and (3) enable him to determinethe command 
or flip-flop address from the surrounding 
listing at which themalfunction has caused a 
halt in the tape. Test listings are basically 
a tabular listing of the actual FALT commands 
and addresses programmed into thetest tape. 
Each tape is separated into sections called 
marker test groups. Between each marker 
number on the tape, a series of commands 
and addresses are programmed to testa flip- 
flop, "AND" gate, logic driver, or write switch 
by applying certain inputs dependent on the 
nature of the command. This is the marker 
test group within the test listing. Eachmark- 
er test group is headed by the markernumber 
identifying it, and is further identified by a 
description of the test group. All test groups 
are sequential, i.e., the test listing is num- 
bered sequentially from left to right for as 
many index counts as are required for the 
number of commands and addresses in the 
marker test group. When the readout for the 
index numbers is displayed after an error, the 
technician must check the index number dis- 
played against the  index count in the listing. 

Hall Reader and light "A" lamp; the HRA neon indicator lights when a programmed hall (HRA) instruction has been executed by 
FALT. 
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FALT commands and addresses (the partic- 
ular FADA.C flip-flop "addressed" by the tape 
characters following the command character) 
are not listed. A typical portion of a KALT 
tape listing is shown in Fig. 9-2. 

FALT panel controls initiate and regu- 
late the  following  functions   (ref.   Fig. 9-3): 

(1) The crossnoint boards enable the 
selection of a flip-flop in the computer by ad- 
dressing that component (after commands, 
■the address follows) so that a prescribed test 
may be ordered and executed by a FALT com- 
mand. Some commands 1-setor 0-set a flip- 
flop; other commands determine which out- 
puts are to be transmitted to flip-flops, prim- 
ary "and" gates, and logic drivers. 

(2) With respect to flip-floptesting, once 
the applicable crosspoint board has located an 

address in the computer, the FALT command 
"1TF" or "OT [•'" for that address determines 
whether that flip- flop is 1-set or 0-set. FALT 
receives back, via the crosspoint board, tlie 
Hip-Hop outputs on the F.IT ancl KOT lines. Kot- 
a 1-set condition, FIT will be true (-6 volts), 
which corresponds to the unprimed flip-flop 
output, and the FOT will be false (0 volts). 

(3)  For each of the "or" diodes, there is 
an "and" gate.   The "and" gatemust beset to 
the 'true" state inorderto test the "or" diode. 
Setting of the "and" gate is accomplished by 
causing each of the terms in the gate to he 
"true . FALT next commands the computer 
to generate a clock pulse. With the clock 
pulse, the flip-flop is set so that the "or" 
diode is an input term. That flip-flop is then 
addressed by the crosspoint and 1-tested.    ff 

B 1 4 t 
B 
liPULL    HOARD   #319    ANpt,UR    HOARD    #321    F OR    F R R OR 5    AT     1146-073 
6 1 1 4 h - 0 S ^ -094 
R -104 
BPULL BOARD #235 ANOCCR oOARO A?4 3 FOR IRROR5 AT  1146-114 
n 1146-17' AA47-004 
B       1       !      4 7 
8 
BPULL BOARD #340 AND&OR B0ARC #343 FOR ERRORS AT 1147-013 
B 1147-025 -034 
b - 044 

BPULL    BOARD   #234    AND&CR    B0AR3   #243    FOR    ERRORS   AT     1147-053 
6 1147-064 -073 
B 7 15 1 
B 
B HRA 
B 
BADDRFSSABLF    PRIMARIES 
6 SGML    OF    THE    PRIMARY   »AND«    GATtS     IN    FADAC    ARE    CONNECTED   FOR    TEST 
BBY    THE    AP    LINE    OF    FALT.       THIS    TAPE    TESTS    THESE    PRIMARIES. 
B 
bl.    START    THE    TAPE    RFADLR. 
BPULL   fnARD   1*702    FOR    ERRORS    AT     1151-004 
Ö -034 
BPULL BOARD #205 FOR ERRORS AT 1151-054 
B - 086 
BPULL   BOARD    1*201,    FnR    fRRr-p^    AT    115 1 ~ 1 0 5 
B 1154-005 
B 115 4 
B 
BPULL BOARD *2C7 FOR ERRORS AT 1154-025 
e - 953 
BPULL BOARD #208 FCR ERRORS AT 1154-075 
B - 105 
BPULL BOARD #212 FOR ERRORS AT  1154-125 
3 1155-024 
B       115      5 
B 
BPULL BOARD #143,234,243 FOR ERRORS AT 

1151-015 
- 046 

1 151 - 065 
-094 

1151-114 
1154-015 

1154-034 
- 065 

1 1 54-084 
- 1 13 

1155-005 

1155-033 

1 151 - 024 

1 151 - 074 

1151-123 

1 154- 045 

1154-095 

1155-016 

1155-048 

E'igure 9-2.   Typical portion of a FALT tape listing. 
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Figure 9-3.    E'ALT operating controls. 

the flip-flop is 1-set, the 'lor" diodeis satis- 
factory. Each diode in the "and" gate is then 
tested in the same manner as primary "and" 
gate diodes. Each flip-flop has "gating" log- 
ic- associated with both the 1-set and O-set 
side. The gate onthe 0- set side is next tested 
in the same manner as for 1-set, with the 
exception that the flip-flop is O-set,then ad- 
dressed, anti 0-tested. 

(4) To insure that a primary "and" gate 
is functioning properly, two conditions must 
be satisfied. First, each term in the gate 
must beset to its true condition, and the out- 
put of that gate tested to be at a true level. 
Secondly, each term in the gate must be set 
to its "false" condition (one term at a time) 
and the output tested forthe falselevel. Tests 
insure that a gate not only functions in the 
"true" condition, but alsothat it will not work 
if one of the input terms is "false", o r if one 
of the input diodes is in an open state. 

Six of the circuit-board types used by 
FALT are identical with those used in the 
computer unit. These circuit boards are as 
follows: 

Circuit Board 
Flip-flop 
Crosspoint network 
Power supply subassembly 
Clock amplifier 
Rectifier diode assembly 
Transistor assembly 

Quantity 
6 
5 
1 
1 
1 
3 

In  addition,    FALT  uses  the   circuit  boards 
described below. 

(1) Power Supply Boards (Nos . 1 and 2). 
These two boards supply the cl - c voltages 
used throughout FALT: power supply board 
No. 1 furnishes the regulated -12, -18, -50, 
-25, and +12 volts, while power supply board 
No. 2 furnishes the regulated +25, +6, -6, and 
+1.2 volts. 

(2) Network Logic Board. The network 
logic board has three functions: 

(a) It contains the matrix driver ampli- 
fiers used to drive the DU and DL 
lines. 

(b) It contains the amplifiers that are 
used for the neon drivers and the 
visible-readout drivers.   There are 
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two   types   of  circuits:    shunt-type 
drivers and series-type drivers, 

(c)    It   furnishes   the   logic   gating   for 
FALT,     (This is the  network logic 
board's main function. ) 

(3) Network Amplifier Board. The net- 
work amplifier board contains the following 
circuits: 

(a) Oscillator circuit   (used for  clock 
oscillator or flashing error-light). 

(b) Threshold  amplifier   (samples Fl, 
FO, and AP). 

(c) Crosspoint circuit. 
(d) Clock-trigger amplifier. 
(e) Inhibit amplifier. 
(f) Error-light amplifier. 
(g) Mechanical    tape    reader   clutch- 

brake driver. 
(h)    Crosspoint set-all amplifier. 

The front panel of FALT mounts all 
switches and indicators used to control and 
monitorthe testing of the computer, as shown 
in Fig. 9-3. 

9-4   COMPUTER CHECK-OUT PROCEDURES 
AND  EQUIPMENT 

9-4.1   MAINTENANCE 

As mentioned in par. 9-1, one of the three 
important requisites of reliability is depend- 
able maintenance. Once a piece of fire con- 
trol equipment has been manufactured and in- 
spected and has passed its acceptance tests, 
it is ready toperform in amanner determined 
by its performance specifications and to a 
degree of reliability as determined b« the de- 
sign specifications and by the quality assur- 
ance program. However, as time goes on, de- 
terioration dueeither to usage or to the pas- 
sage of shelf-time occurs. The answer to 
this part of the problem of reliability is de- 
pendable maintenance. 

A standard procedure for determining 
whether or not component replacement as a 
maintenance measure is necessary in fire 
control systems using analog computers is to 
test the computer by using the input from a 
problem simulator and verifying the outputs 

against apre- computed digital check solution. 
Deviation from certain norms will indicate 
the necessity of maintenance in the form of 
replacement of components, or subsystems, 
or in re-working subsystem elements. The 
same general procedure may be applied to 
fire control systems using digital computers. 
However, in this particular case, the final 
solution willhave been worked out at an ear- 
lier date by the computer itself, or by an- 
other digital computer. 

Sincefire control systems are relatively 
complex devices, and computers are versa- 
tile enough to solve three-dimensional prob- 
lems with multiple variations in parameters, 
the trial-solution method described is not 
always as effective as might be desired owing 
to the complexity of the: analysis necessary 
to determine trouble spots. The immediately 
following paragraphs describe alternative 
schemes that have proved to be highly suc- 
cessful. 

9-4.2   MARGINAL CHECKING 

One of the most powerful techniques for 
checking computers is called marginal check- 
ing. Thishas many advantages overthe trial- 
solutionmethod, particularly in regard to dig- 
ital computers. In marginal checking, one or 
more parameters of the computer —usually 
power supply voltage - is varied above and 
below the normal tolerances while a test prob- 
lem is running. Errors in a solution indicate 
that one or more components is marginally 
operative and should be replaced. 

Marginal checking can be applied to ana- 
log computers but the entire computercannot 
be checked because of the difficulty in track- 
ing down the unit whose performance is mar- 
ginal. Instead, operational units are designed 
to plug or patch into the system and be re- 
moved and marginally checked individually 
on a regular schedule. Equipment is avail- 
able that automatically performs marginal 
checks on operational units of analog com- 
puters. 

In the marginal checking of digital com- 
puters used in fire control systems, the en- 
tire computeris switched to a marginal check 
mode in which the existence of errors and the 
location of the offending component canbe de- 
termined. Modular design of the computerfa- 
cilitates replacement of the component units. 
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Since marginal checking is such an important 
part of maintenance of digital computers used 
in fire control systems, it is recommended 
that the reader consult the basic work in this 
area, which is well documented in the classic 
cal paper titled "Designing for Reliability". 
This paperwas written in 1957 when transis- 
tor applications were not as common as at 
the present time. Consequently, not much 
mention is made of transistors, but the gen- 
eral philosophy is quite applicable to more 
modern transistor circuit design. 

9-5   SPECIAL-PURPOSE CHECK-OUT 
EQUIPMENT 

The following description of the RKD- 
STONE Missile Firing Data Computer6 is pro- 
vided as a typical example of the use of spe- 
cial-purpose check-out equipment ina highly 
reliable computer system. 

9-5,1    GENERAL DESCRIPTION 

The REDSTONE Missile Firing Data 
Computer system (see Fig.  9-4)is designed to 

COMPONENT 
TESTER 

PRINTER ASSEMBLY 

Figure !)-4.    The RFDSTONF Missile  Firing Dnta  Cnmrmto 
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computethe dial settings of the missile launch 
equipment. The system comprises the follow- 
ing equipment: 

(1) General-Purpose Digital Computer — 
consists basically of (a)a rotating magnetic 
memory in which the problem information is 
storedand (b) circuitsmechanized in accord- 
ancewith specific logic equations to perform 
basicarithmetic operations and readout func- 
tions. 

(2) Control Panel - provides controls for 
activating the computer, a decimal keyboard 
for entering numerical   quantities specific to 

9-5.2   DETAILED DATA 

the problem, and miscellaneous controls and 
error indicators. 

(3) Photoelectric Tape Reader — reads 
punched-tape information forentry into stor- 
age locations of magnetic memory. 

(4) Print er Assembly — displays problem 
solutions in print. 

(5) Facilities for supplying tape-punch 
or other external drive signals. 

(6) System Tester — checks overall state 
of computer. 

(7) Component Tester—tests computer 
etched-circuit panels. 

ComDuter and Control Panel 

TYPE 

PHYSICAL CHARACTERISTICS 

Size: 

General purpose,  serial, single address 

Computer 
Control Panel 

23 inches X 2 1 inches X  13 inches 
19.5 inches X 16 inches X  11 inches 
(max height) 

eight: Computer 125 pounds 
Control Panel       30 pounds 

Power: 3-phase, 400-cps, 120/208-volt, 4-wire system: 
368 watts at 0.59 power factor (includes computer 
and  control  panel  but not   input-output  equipment) 

Temperature: Normal operating temperature:  9°F above ambient 
(Blower airflow:    100 cubic feet per min) 
Temperature   warning   thermostat    setting:   115°F 
Power-supply thermostat setting:    130"F 
Memory  run thermostat:    memory deactivated  at 
less than 55°F internal temperature 

MEMORY 

Type: Rotary magnetic  disk (2000  revolutions   per  min- 
ute) 

Capacity: Permanent storage      3840 words 
(information   can be modified only by tape reader) 
Working storage 240 words 
High-speed storage 16 words 

Total     409 6 words 
one-word arithmetic registers 
clock channel (3 .5-microsecond synchronizing 
pulses) 
sector-origin channel 

9-10 



AMCP 706-329 

Command: 

COMM4NDS 

Input: 

Output: 

Arithmetic: 

Information transfer: 

Control: 

TIMING 

Bits, including sign, equivalent to approximately  12 
decimal places 

Bits  per  command   stored   2   commands  per  word 

"Start Tape Reader" 

"Word Display", "Word Type", "Word Punch" 

"Clear and Add", "Add", "Clear and Subtract", 
"Subtract", "Multiply", "Divide", "Shift Right", 
"Shift Left" 

"Store Word",   "Interchange Registers" ,   "Memory 
to High-speed Loop  L",     "Loop   L   to   Memory", 
"Memory to High-speed Loop V" 

"Transfer on Negative", "Transfer on Positive", 
"TransferUnconditionally", "Store Address", "Halt 
and Transfer", "Extract" 

Access  time (time to  locate a   memory cell and  read its contents  or write   information 
thereon): 

Information channels 

High-speed channels 

Operation time: 

4dd-subtract 

Multiply 

Divide 

Transfer control 

INPUT 

15.77 milliseconds average 
30.60 milliseconds maximum 

2.59 milliseconds average 
4.23 milliseconds maximum 

0.94 millisecond (excludes access time) 

18.8 milliseconds (excludes access time) 

19.7 milliseconds (excludes access time) 

1.4 1 milliseconds 

Photoelectric  paper-tape render   (input to   computer permanent   storage and working 
storage) 

Control panel keyboard (input to computer working storage) 

(Decimal entry of numbers requires stored subroutine) 
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OUTPUT 

Electric printer 

Control-panel readout 

(Decimal output of numbers requires stored subroutine) 

Printer and Printer Drive Package 

TYPE 

PHYSICAL CHARACTERISTICS 

Size: 

Weight: 

Power 

Temperature : 

Photoelectric Tape Reader 

PHYSICAL CHARACTERISTICS 

Size: 

W eight: 

Input Pow er: 

Teniperature: 

OUT PUT 

TAPE 

MODES ÜE OPERATION 

OUTPUT SPEED 

Modified electric typewriter 

Printer 17 inches X 14.5 inches X 12 inches 
(maximum height) 

Driver package    13 inches X  If inches X 8 inches 

Printer 55 pounds 
Driver package    18 pounds 

115 volts,  60 cps, single-phase 
Driver package    50 watts peak power 

20 watts average power during 
printout 
8-watt standby power 

Printer Ambient 
Driver package   Ambient 

21.5 inches X  15 inches X 12 inches 

45 pounds 

Single-phase, 60 cps,   115 volts, 75 watts average 

Ambient 

200 characters per second read into computer 

5-channel, teletype-coded , punched paper 
Width 11/ 16 inch 
Length 8-1/2 inches between folds 
10 characters per inch 

Fill, Verify 

200 characters per second 
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System Tester 

PHYSICAL CHARACTERISTICS 

Size: 

Weight: 

Input Power: 

Temperature: 

Component Tester 

PH7SICAL CHARACTERISTICS 

Size: 

Weight: 

Input Power: 

Temperature: 

19 inches X 19 inches X 9.5 inches 

33 pounds 

3-phase, 400-cps, 120/ 208-volt, 4-wire system: 
60 watts 

Normal operation ,9°F above ambient 
(Hlower airflow:    20 cubic feet per minute) 

20 inches X 19 inches X  14.75 inches 

52 pounds 

3-phase, 400-cps, 120/ 208-volt, 4-wire system 

Normal operating temperature 0°F above ambient 
(Mower airflow:    120 cubic feet per minute) 

9-5.3   BASIC ELEMENTS 

The REDSTONE Missile Firing Data 
Computer is a general-purpose solid-state 
digital computer. Such a digital computer can 
perform a large number of different opera- 
tions and calculations by use of the basic 
arithmeticoperations ofadditionand subtrac- 
tion. The procedure for completing these op- 
erations is under the guidance of a control 
unit. The type of operation performed is de- 
pendent on the set of instructions or com- 
mands placed inthe control unit. A change of 
instructions can be made without any physical 
change required in the computer proper. 

Basically, operation of the computer is 
dependent on five sections: memory (storage) 
unit, arithmetic unit, control unit, input de- 
vice, and output device (see Fig. 9-5), These 
sections are interconnected electrically and 
are under the control of the control unit. 

The memoryis of themagnetic-disk type 
and consists of anumber of storage locations 
in which information can be stored and from 
which information can be extracted. The in- 
formation is of two types:     a number repre- 

senting problem data or a number, termed 
"command", representing an opei-ation to be 
performed. Therefore, the memory contains 
not only the data pertaining to a particular 
problem, but also the operations required to 
obtain the problem solution. To prevent 
erasing of permanently stored information 
under certain conditions of operation, the 
memoryis arbitrarily divided into permanent 
and working storage areas. 

The arithmetic unit consists of several 
temporary one-word registers (the accum- 
ulator, remainder register, and operand reg- 
ister), together with appropriate switching 
and control elements for carrying out basic 
arithmetic and logic operations. (A register 
is a device for retaining information.) The 
remainder register samples incoming and 
outgoing information, and is used as a temp- 
orary storage register in arithmetic opera- 
tions. 

The operand register  has several func- 
tions:    (1) application of incoming information 
(either commands or numbers) to the mem- 
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Figure 9-5.    Block diagram of the basic computer- system. 

ory for storage, (2) application of commands 
selectedfrom the memory to thecontr d unit, 
and (3) in accordance with signals frl)]n the 
control unit, distribution of numbers th it are 
to be operated on tothecomputational eireeuis 
of the arithmetic register. 

The controlunit consists ol counters and 
registers that select each command in se- 
quence from the memory and that apply con- 
trol signals to the other, computer elements 
for execution of the command. The main com - 
ponents of the control unit are the command 
register and the location counter. The com- 
mand register is a one-word temporary stor- 
age   register  that   holds  the   command  to   be 

executed. The location counter holds the 
memory location (address )of the command to 
he executed, increasing by one count eachtime 
a command is executed in sequence. 

The input device is used to fill the com- 
puter memory with commands and numbers, 
to set the location counter lo the address of 
the initial command, and to provide starting 
and stopping signals. A photoelectric reader 
and a control-panel keyboard with associated 
visual display arc the input devices for this 
computer'. 

The output devices of the computer are 
a printer and the readout display on the con- 
trol panelthat print and display, respectively, 
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computational   results.     Provisions   are also 
made for tape-punch output. 

0-5.4 GENERAL METHOD OF OPERATION 

In general, the computer system oper- 
ates in the following manner (see Fig. 9-5). 
Various mathematical constants, and a plan 
(program) €orthe solution of the particular 
probleni are stored in the permanent stor- 
age location of the computermagnetic mem- 
ory. This permanent information is fed into 
the computer one word at a time, by punched 
paper tape and the tape reader. The coded 
information is interpreted in the computer 
input register and forwarded in computer 
language to the location counter. The loca- 
tion counter in conjunction with a memory 
addressing unit causes the program to be 
stored on the memory in the order of loca- 
tion of the program. 

The program consists of sequences of 
commands. These commands tell the com- 
puter which operation to perform, the mem- 
ory location of mathematical constants and 
special routines in the permanent storage 
that are required for solution of the problem, 
the memory locationof numbers to be oper- 
ated on, the memory locations fortemporary 
storage of these numbers and of intermedi- 
ate results. 

The problem parameters, i.e., data con- 
cerning the launch point and the target, are 
then entered into the computer- by means of 
the control-panel keyboard. When the PA- 
RAMETER or START buttons are pressed, 
computation automatically starts with the 
first command of the program. This com- 
mand is stored in the memory location pre- 
viously set into the location counter. The lo- 
cation counter, in conjunction with the mem- 
o ~ -^addressing unit, locates this command, 
selects it from the memory and places it in 
the command register. The address part of 
the command specifies the location of the 
number io be operated on. The number is 
then selected froni the memory by means of 
the location counter and directed to the oper- 
and register. Here, it is ready to be operated 
upon by the computational processes. 

The command also contains an operation 
code, i.e., a number that tells the coniputer- 
which operationto perform. From the com- 
mand register, the code is transferred to the 

operation code register. The latter register, 
in conjunction with a decoding network, trans- 
lates the operation code intothe various sep- 
arate control signals for carrying out the 
computation commanded. The number in the 
number register is then operated on and the 
result is stored inthe accumulator. Remain- 
ders of division operations and the least sig- 
nificant digits of multiplication operations 
are stored in the remainder register. 

Special commands cause the output reg- 
ister to receive the number, or part thereof, 
from the accumulator and activatethe print- 
er, tape punch, or visual display. The com- 
putation process is repeated for each com- 
mand in turn until a "stop" command is en- 
countered. 

9-6   MEANS AND FACTORS TO BE 
CONSIDERED IN VERIFYING THE 
DESIGN CF REAL-TIME FIRE 
CONTROL COMPUTERS 

Important to the achievement of high re- 
liability in a real-time fire control computer 
is the evaluation process used to verify the 
computer design — especially in regard to the 
settling time and accuracy characteristics 
required for various tactical situations. The 
fire control system designer should be aware 
of the means and factors tobe considered in 
such an evaluation since the hardware-eval- 
uation cost may easily exceed the original 
design cost before a fully acceptable item can 
be placed in the field. 

The major solution factors used to eval- 
uate real-time fire control computers are 
the solution-time and accuracy requirements 
for various tactical situations. The primary 
and worst-case tactical situations should be 
defined and analyzed for the tracking rates 
and accelerations that have to be followed by 
the coniputer. The output of the computer 
should then be measured and checked against 
the solution-time and accuracy require- 
ments. These two factors are related directly 
to the resolution and the bandwidth of the 
computer and its solution of a fire control 
problem. 

System testing or flighttesting toascer- 
tain the computer's capability of meeting 
these requirements is usually the final type 
of evaluation that is performed. In carrying 
out   this   evaluation,   a   real-time   dynamic 
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tester that simulates typical input conditions 
should be employed. The computer output data 
shouldthen be evaluated against the ideal so- 
lutions in terms of the response require- 
ments. 

The following are examples of tactical 
situations that could be used for evaluation 
purposes. 

(1)   For antiaircraft fire control 
(a) Crossover courses with 

various ranges out to  1500 
meters at crossover. 

(b) Particular types of evasive 
courses . 

(c) Spot firing to test slewing 
rates. 

(2) For helicopter fire control 
(a)  Slalom courses. 

(b) Crossover courses with 
various ranges at cross- 
over. 

(c) Spot firing to test slewing 
rates. 

(3)    For tank fire control 
(a) Situations that involve both 

stationary and moving ground 
targets at speeds of 5 to 40 
mph, and both stationary and 
moving weapons at speeds of 
5 t o 2 5 mph. 

(b) Crossover courses with 
various ranges from 400 
to 2500 meters. 

(c) Spot firing to test slewing 
rates. 

9-1   CONCLUSION 

In summary, it may be said that the re- 
liability of fire control system computers de- 
pends onthree elements — (l)design, (2) qual- 
ity control,  and (^maintenance. 

Design involves the use of such common- 
sense approaches as the use of derated com- 
ponents. In addition, it requires the applica- 
tion of more-sophisticatedtechniques involv- 
ing the statistical analysis of components and 
subsystems and consideration of the interre- 
lation of these factors. Design alsotakes into 
account environmental conditions to be en- 
countered and uses corrective measures as, 
for example, vibration isolation to counteract 
hostile environment. Quality assurance, as 
the name implies, is a sustained, organized 
scheme of design rules, manufacturing con- 
trols and test procedures to assure that the 
quality of all components, subsystems, sys- 
tem interconnections, mounts, and housings 
are either equal to or better than the design 
specifications. Maintenanceby means of sys- 
tematic and sometimes automatic checking 
and a subsequent replacement of substandard 
components, and by routine servicing, keeps 
equipment at a condition of reliability equal 
to that guaranteed by the quality assurance 
team. 

One other factor that affects reliability 
of almost any device is experience in its de- 
sign, manufacture, and use. As time goes by, 
improvements are made in the design based 
on experience in the field. This is probably 
one of the main reasons why digital and ana- 
log computers for fire control use have reach- 
ed such a high degree of reliability at the pres- 
ent time. 
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PART 
THE REALIZATION OF A 

PROTOTYPE FIRE CONTROL SYSTEM 
BASED UPON A MATHEMATICAL MODEL 

CHAPTER  10 

PROBLEMS ASSOCIATED WITH THE MECHANIZATION 
OF MATHEMATICAL MODELS 

10-1    KINDS OF PROBLEMS ASSOCIATED 
WITH MECHANIZATION 

The availability of a mathematical de- 
scription for a system that presumably can be 
built without requiring any unrealistic ad- 
vances in the current state of the art repre- 
sents only a first steptoward the realization 
of an operational system. This part of Sec- 
tion 3 (Part III) deals with the general types 
of problems encountered in transforming a 
mathematical description into a physical sys- 
tem. 

Fortunately, many of these problems are 
of a relatively routine nature and in many in- 
stances subsystems having entirely adequate 
performance characteristics are available as 
standard commercial products. If an engi- 
neering group is to transform a mathematical 
model, into aphysical system ina reasonable 
time and at a reasonable cost, it is essential 
that they be well aware of the variety of ex- 
isting products capable of meeting the spec- 
ifications of the design. They must, of course, 
alsobe familiarwiththe special requirements 
imposed upon the design by the conditions 
under which their system will operate, such 
as high temperature or humidity or the need 
to withstand high shock loads from being 
handled roughly. 

Before commencing the physical reali- 
zation of a mathematical model, the system 
designer must put the model into a form that 
is suited to the computationalhardware. This 
operation is usually calledprogramming, and 
is much more significant for digital compu- 
ters than for analog machines. Programming 
an analog computer merely requires rear- 
rangement of the equations so that the oper- 

ations called for correspond to those avail- 
ablein the computer. For example, equations 
are usually rewritten so as to convert differ- 
entiation to integration. 

In the case of a digital computer, pro- 
grammingis carried out in two stages. First, 
the equationsare arrangedforsolutionby the 
numerical methods described in par. 2-2 of 
Chapter 2. Then, each step of the procedure 
is written in machine language for entry into 
the computer memory. (See the example 
given in par. 4-5.3 of Chapter 4.) Because 
of the very different programming require- 
ments between analogand digitalmechaniza- 
tions, even the initial mathematical model 
may be influenced by the choicebetweenthese 
two methods. 

Realization of a complex system will un- 
doubtedly be accomplished in several stages. 
Attempts to jump directly from at mathemat- 
ical description to a final system are almost 
certainly doomed to failure if the system is 
even moderately complexand especially if it 
represents any significant departure from 
systems with which considerable past expe- 
rience has been obtained. Consequently, the 
initial physical models usually take the form 
of relatively crude breadboards designed to 
demonstrate feasibility without giving par- 
ticular attention to considerations of size, 
weight, cost, and other parameters that must 
be considered before production is initiated 
on a final version of the system. The compo- 
nents and subsystems employed in the bread- 
board are not necessarily those used in the 
final design. It is notnecessary atthis stage 
to consider environmental conditions and 
minimization of the numbers of components 
employed.   To assist in the isolation of prob- 

* By VV.   W.   Seifert and Emery St.   George,  Jr. 
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lems, components will frequently be used in 
the breadboard that have higher performance 
than is actually required. 

At this breadboard stage in particular, 
the designer who has the ability to improvise 
or innovate in order to assemble a simple and 
economical demonstration system is a great 
asset. Regardless of the capabilitywith which 
initial conceptual and mathematical design of 
a system is carried out, unforeseen problems 
almost inevitably arise when an attempt is 
made to convert a design into hardware. Some 
of these problems arise because the limita- 
tions on mathematical analysis do not permit 
as complete a study as would be required to 
predict the exact performance of a system. 
Some of these limitations exist because 
knowledge in certain areas has not yet been 
developed to the point where completely ade- 
quate mathematical models can be formu- 
lated. Other limitations relate to the difficulty 
of obtaining numerical solutions even when a 
mathematical description is available. While 
modern computers are rapidly reducing this 
latter limitation, the effort and expense in- 
volved in studying complex systems are still 
very great and frequentlymechanization of a 
system must proceed before as much analysis 
is done as might be desired. Consequently, 
it is highly desirable that a design move as 
rapidly as possible to the point where prob- 
lems of mating components and subsystems 
become clear and an indication of overall 
feasibility can be obtained. 

The next stop toward transforming a de- 
sign into a final operating system involves 
building a model that will meet the design 
specifications not only with respect to such 
features as accuracy and speed of operation 
but also in regard to size, weight, power con- 
sumption, and human-engineering features. 
This will still represent a largely custom- 
made model and the problems of producibility 
and operating reliability must still be faced. 
None the less, this prototype unit provides an 
important  next step toward   checking out the 
overall design and, if successful, may permit 
the designers to obtain some realistic field- 
operations data and thus appraise the effec- 
tiveness of their proposed design. Even at 
this stage in a design, some relatively major 
changes may be called for and it is still pos- 
sible to incorporate improvements if it can 
be shown that they will  lead to  definite im- 

provements in performance or production 
while not delaying the availabilityof the sys- 
tem unduly. In this regard, it shouldbe noted 
that engineers are inclined to continue to 
change, improve, and modify systems almost 
without end unless someone really stops them. 
The project manager is thus apt to be faced 
with the problem of deciding when a system 
really needs furtherwork before itwill meet 
the desired specifications and when the en- 
gineers are merely acting as perfectionists. 
Sometimes, he has the even more difficult 
task of decidingthat a design can never meet 
the specifications and that a completely new 
approach is therefore required. 

After extensive testing of the prototype 
unit, the next step will be the production of a 
relatively small number of units for the pur- 
pose of gaining further information on the 
problems associated with producing the sys- 
tem in quantity rather than on an engineering- 
model shop basis. Here, new problems arise 
and the skills of engineers trained in produc- 
tion methods, materials properties, reliabil- 
ity, and quality control are required. 

The final step represents volume pro- 
duction of the system. Once a system has 
reached this stagethe only modifications nec- 
essary shouldbe the relatively slight ones 
that are made to accommodate production 
procedures rather than to alter system per- 
formance. Unfortunately, many cases exist 
in which these supposedly trivial changes led 
to serious degradation in system perform- 
ance. Consequently, they should be initiated 
only after very careful study and should be 
referredback tothe system designer for con- 
currence. 

10-2   COVERAGE OF REMAINDER 
OF PART III 

Chapter lldiscusses someofthe charac- 
teristics peculiar to computers incorporated 
in fire control systems while the remaining 
chapters of Part III are devoted to the pres- 
entation of several examples illustrating ways 
in which the problems were handled that arose 
intransforming system designs into operating 
systems. 
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CHAPTER 11 
CHARACTERISTICS PECULIAR TO COMPUTERS USED FOR 

FIRE CONTROL APPLICATIONS 

11-1   OVERALL DESIGN 

A number of features of the logical de- 
sign, component selection, and overall pack- 
aging of fire control computers should be dis- 
tinguished from the case of general-purpose 
computers. For the most part, the design 
techniques, components, and systems de- 
scribed for analog and digital computers, dig- 
ital differential analyzers, and analog-digital 
conversion (see Chaps, 4, 5, 6, and 7) are 
alike applicable to fire control computers, 
other special-purpose computers, and gener 
al-purpose computers. However, the partic- 
ular requirements imposed on a fire control 
computer have dictated the more frequent 
choice of certain systems and components. 

11-1.1   MECHANICAL ANALOG 
COMPUTERS 

Historically, mechanical analog compu- 
ters have played an important part in fire 
control systems. Mechanical analog devices 
have advantages of compactness and rugged- 
ness. They are little affectedby temperature 
variation, shock and vibration, and supply- 
voltage changes. Their relative inflexibility 
is not a disadvantage in fire control applica- 
tions, where the form of the equations is fixed. 

Input data are usually transmitted by syn- 
chros, and introducedby means of instrument 
servos. (Originally, input data were intro- 
duced by human operators using pointer- 
matching.) Such instrument servos form an 
important part of a mechanical or electro- 
mechanical analog computer. The block dia- 
gram of a typical instrument servo, employ- 
ing two-speed  synchro data and tachometer 

feedback, is shown in Fig. 11-1. The demod- 
ulator eliminates the carrier so that a lag- 
lead network can be introduced for the pur- 
pose of increasing the servo loop gain. The 
demodulatoralsoprovides forrejection of the 
quadrature component of the error voltage, 
which is oftena serious problem in high-gain 
systems. The tachometer provides damping 
for the system; an alternative that is fre- 
quently employed is a mechanical damper. 

AMCP 706-139 includes a descriptionof 
a typical high-performance instrument servo, 
in this case employing damper stabilization. 
The performance is primarily specified by 
the system velocity constant (loop gain) Kv 

and the bandwidth BW. The velocity constant 
determines the error of the servo when the 
input shaft is turning at a constant velocity, 
and is also ameasure of the error caused by 
a disturbing torque. The bandwidth is the fre- 
quency band in which the output amplitude is 
at least one-half of the input amplitude. For 
the servo described in Kef. 1, Kv is in excess 
of 10,000 sec-1 (i.e., (rad/sec)/rad) and BW 
is approximately 40 cps. 

Nonlinear functions can be generated to 
great accuracy in a mechanical analog com- 
puterbytheuse of two- or three-dimensional 
cams, or by the use of linkages, The famil- 
iar three-dimensional ballistic cam is the 
heart of many fire control computers. Vec- 
tor transformations may also be accom- 
plished byassemblages of cams and linkages. 

When the equations to be solved by the 
fire control computer are more complex, it 
maybe necessary to provide additional ser- 

By E.  St.  George,   Jr. 
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Figure  11-1.   Functional diagram of a typical high-performance instrument servo. 

vos within the mechanism as torque ampli- 
fiers. With this level of complexity, however, 
maintenance of the multiplicity of gears, 
bearings, cams, and othe>" rubbing surfaces 
may become a problem. In these circum- 
stances, the combination of electrical with 
mechanical, computing devices becomes more 
attractive. 

11-1.2   ELECTROMECHANICAL ANALOG 
COMPUTERS 

Electromechanical analog computers are 
currently the most commonly employed type 
of computer in fire control applications. Both 
d-c and a-c (usually 400 cps)signals are em- 
ployed, and mechanical computing elements 
are employed wherever their use is advan- 
tageous. 

In fire control applications, two electro- 
mechanical components have proven partic- 
ularly valuable. The first of these, the in- 
duction resolver, is a variable-coupling 
transformer in which the coefficient of coup- 
ling is accurately proportional to the sine of 
the shaft angle. A discussion of the errors 
in a computing network employing a resolver 
is included in AMCP 706-327, par.   4-4.18 9. 

The second important component is the 
a-c drag-cup tachometer. In this type of 
tachometer, a conductive cup rotates in the 
field of a primary winding which is excited 
from a constant a-c source. Eddy currents 
are induced in the rotating cup with an ampli- 
tude proportional to the speed of rotation, and 
are coupled to a secondary winding so located 
as to pick up the field  of the  eddy currents 
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but not that of the primary. Properly com- 
pensated drag- cup tachometers have high ac- 
curacy and excellent resolution. 

A precise integrating mechanism can be 
formed by employing a drag-cup tachometer 
as the feedback transducer in a rate servo 
(see Fig. 11-2). In such a rate-servo inte- 
grator, an input a-cvoltage is compared with 
the tachometer output, and the resulting error 
signal is amplified, demodulated, and passed 
through a compensating network. The modi- 
fied signal is then modulated and amplified 
to a power level sufficient to control a two- 
phase induction motorwhich is coupled to the 
tachometer. The angle through which the 
motor-tachometer shaft hasturned then rep- 
resents the time integral ofthe input voltage. 

The shaftmaybe coupled to mechanical com- 
puting devices or, if an electrical output is 
desired, transducers such aspotentiometers, 
synchros, or resolvers can be geared to the 
motor, as indicated in Fig. 11-2. For high 
accuracy, the servo loop gain should be high; 
this requirement necessitates thatthe resid- 
ual noise in the tachometer be low, that the 
tachometer rotor be  rigidly coupled to the 

lEXC 

motor shaft -- preferably on a common 
shaft -- and that a quadrature-elimination 
circuitbe employed (suchasthe demodulator- 
modulator combination in Fig.   11-2). 

Detailed treatment of resolvers and 
drag-cup tachometers will be found in Refs. 
2, 3, and 4. 

11-1,3   OTHER COMPUTER TYPES 

All- electronic analog computers and dig- 
ital computers have until recently seen little 
use in fire control systems. The reasons 
primarilyhaveto do with time- response con- 
siderations, and are discussed in pars. 11-3 
through 11-3.3. 

11-2   INPUT-OUTPUT CONSIDERATIONS 

11-2.1   SOURCES OF DATA 

The general classes  of the  sources of 
data suppliedto the fire control computer are: 

a. Target-tracking data. 
b. Environmental and other semi-fixed 

data. 
c. Command decisions. 
d. Weapon positional data. 
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Figure 11-2.   Functional diagram of atypical rate-servo integrator. 
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Target-tracking data are obtained from 
a radar, infrared, oropticaltracking device. 
Thebasic operating principles of such devices 
are similar. The radiation-sensing device 
(the antenna or its equivalent) is movable in 
two axes, usually azimuth and elevation. An 
error signal is generatedin each axis either 
by sequential scanning of a beam pattern dis- 
placed from the axis of the antenna, or by 
simultaneous comparison of four displaced 
beam patterns. Individual control systems 
controlled by the error signals position the 
elevation and azimuth axes so as to track the 
target. Thus, the position and velocity of the 
two tracking axes serve to establish the tar- 
get motion. 

Radar and pulsed- coherent-light sys- 
tems canprovide additional information asto 
the target range and range rate. Rangeinfor- 
mation is available as the time interval be- 
tween the transmitted and received pulses. 
If thetransmittedpulse is usedtogatea clock 
pulse sourceintoa shift register, and the re- 
ceived pulse gates off the register, the con- 
tents of the register is a digital measure of 
the range. For analog computation, a con- 
ventional system employs a precise multi- 
vibrator to generate atimebase. If the multi- 
vibrator is started by the transmitted pulse, 
the voltage at the time the return pulseis re- 
ceived is a measure of the range. A potentiom- 
eter servo can then be employed to track 
this voltage, giving range as a shaft angle. 

Data on temperature, wind direction and 
velocity, barometric pressure, and other en- 
vironmental data, including variations with 
altitude, are required as inputs to the compu- 
ter. In addition, data as to the relative loca- 
tions of weapon and tracker and, if the com- 
puter istobeused withmore than one weapon, 
data onthe muzzle velocity and exterior bal- 
listics must be entered. In general, such data 
are gathered by human operators and are 
changed infrequently. 

Oncea target has been acquired, tracking 
and computation can continue automatically, 
and the computer can be designed to initiate 
firing at the optimum time. Only two command 
decisions are called for: to acquire and track 
a new target, and to hold fire. However, in 
order to facilitate these decisions, informa- 
tion from the tracker and computer must be 
transmitted to the command post. Such in- 
formation would vary in  different situations, 

but might include the present position and ve- 
locity of a target being tracked, and the pre- 
dicted future time and position of a hit. 

The weaponpositional data constitute the 
computer outputs. The data ordinarily arein 
the form of the azimuth and elevation angles 
of the weapon axis. 

11-2.2   TRANSMISSION OF DATA 

It will be noted that most of the inputs 
and outputs are to or from a shaft angle. In 
analog equipment, the data transmission is 
almost universally by synchro means. The 
system is as shown in Fig. 11-1. The one- 
speed synchro control transmitter (CX) is 
coupled to the axis of the tracker or other 
input device. In order to improve the accu- 
racy of transmission, a high-speed control 
transmitter is coupled to the input axis through 
a high-precision anti-backlash gear mesh. 
A 36-to-l ratio is indicated in the figure;18:l 
and 27: 1 are other standard ratios. In the 
computer, two controltransformers (CT) are 
drivenby the instrument servo at correspond- 
ing gear ratios. A switchover network is pro- 
vided in order to transfer the servo error sig- 
nal from the high-speed to the one-speed syn- 
chro whenever the error magnitude exceeds 
the permissible range of the high-speed syn- 
chro. Thus, data are available to the com- 
puter as a shaft rotation. 

In the case of data transmission to a 
weapon, a similar scheme is employed; but the 
CX's are drivenbythe computer output shafts, 
the CT's are coupled to the weapon axes, and 
the instrument servos are replaced by the 
weapon-pointing servos. 

In digital systems, input and output shaft 
angles can be converted to digital data by one 
of the methods described in Chapter 8. A 
very high degree of accuracy, of the order of 
0.005 deg, can be obtained with the optical 
type of shaft encoder whenever it is prepared 
to accept data, and, depending on the design 
of the encoder, data transmission may be 
either serial or parallel. 

The angles of the weapon axes can also 
be converted to digital data by a shaft encoder. 
If this is done, the functions of the servo amp- 
lifier, except for power amplification, are 
taken by the computer. In some cases this 
extra load on the computer may not be desir- 
able.     If so,   a special type of converter can 
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be employed which generates the required 
a-c voltage levels required to excite control 
transformers on the weapon. A conventional 
analog-type servo is then used for weapon 
pointing. 

Many fire control systems employ direct 
mechanicaltransmission of data. For exam- 
ple, fire control systems have been designed 
in which the tracker is mounted on the weapon, 
butthetracker canbe offset from the weapon 
axis by means of auxiliary servos. The com- 
putation is such that the tracking axis is off- 
set by the lead angle from the weapon axis. 
Other systems incorporate the computer 
within the tracker, with direct mechanical 
coupling of tracking information, and synchro 
transmission of the output data. 

When the major subunits of a fire con- 
trol system are remote from one another, 
data transmission by telephone lines or radio 
link may be required. In such cases analog 
data may be multiplexed, employing commu- 
tation of signals, multiple carrier frequen- 
cies, or a combination of both. Digital data 
would betransmitted in serial form. If more 
than one channel is to be transmitted, multi- 
plexing canbe employed as with analog sig- 
nals. 

Command decisions may be transmitted 
by a voice communication link, or a simple 
pushbutton control. Environmental data are 
entered by hand, using dials or counters in 
analog equipment, and pushbutton banks or a 
contact-making typewriter in digital systems. 

11-3   TIME-RESPONSE CONSIDERATIONS 

11-3.1   RKAL-TIME COMPUTATION 

If the target and the weapon systems have 
the same, or approximately the same, vector 
velocity, computationin real time is of little 
importance. If their velocities differ appre- 
ciably, however, then real-time computation 
is necessary and the problem of minimizing 
the computation time is mandatory. The al- 
lowable computation time will be somewhat 
influenced by the relative range capabilities 
ofthe trackerand weapon. A simple example 
is shown in Example 11-1. 

If the target is capable of performing 
evasive maneuvers, computation time maybe 
of considerable significance. The following 
example for  a   lead-computing  sight  illus- 

trates this point.     For illustrative  purposes 
assume: 

1. A target that is capable of a maximum 
evasive maneuver of acceleration a, 

2. A lead-angle computer whose target- 
velocity input Vt(t) for an evasive maneuver 
beginning at t = 0 and ending at time t, is 

<'l> 
V. f   a   li 

and whose lead-angle output 6e (t) at any time 
less than tj is 

(t) = K V(o   +   at   (1-c -♦'"r,. 
) 

where 
Vto  = the initial target velocity at t = 0 
K = a scale factor 
T
c = the time   constant  associated with 

the time lag of the computer solu- 
tion 

The computer output canbe expressed in 
normalized form as 

<t)      V. 
T(l-e- 

where 

Ka   T      a 
m   c m 

T 

With Vto set equal to zero, this expression 
is plotted inFig. 11-3. Note that the percent- 
age error e~ : inthe computer output reduces 
to about 0.7% after 5 time constants. As shown 
by Fig. 11-3,however, if the target were ca- 
pable of reversing its acceleration within a 
few time constants, large errors would con- 
tinue to exist. 

Important contributions to the computa- 
tion time of a fire control system are made 
by the time lags ofthe weapon- pointing servos 
and bythe time lags of thetracker servos. In 
a fire control system which follows the stand- 
ard block diagram (Fig. 11-4) of cascaded 
tracker, computer, and weapon-pointer, the 
time lags of each element arealso cascaded, 
as shown inthe figure. However, one or more 
of these elements may be enclosed in a com- 
puting loop. Loops of this sortare encountered 
in systems such as the weapon-mounted 
tracker described in par. 11-2.2. In such 
cases, the time lag is generally reduced be- 
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Example 11-1.   Sample calculation of the maximum allowable computation time. 

TARGET POINT OF 
INTERCEPTION 

Weapon Site 

Given an aircraft target of altitude h and velocity Vt proceeding in a straight line 
such as to pass directly over a weapon site. If the maximum detectable range is R, and 
the target must.be hit by a projectile of average velocity Vw before the range closes to 
a minimum value R„    the maximum allowable computation time tcm   is given by 

1 
R.: h2    -   v'R^h2 

R 

(For the basis of this relationship,  see Derivation 11-1.) 

For example, let 

Rt   =   100,000 ft Kw   =   h    (Interception overhead) 

h      =     20,000 ft \\,    =   2000 ft/sec 

V,    = 900 ft/sec 

Then tcm   =99 sec 

Thus,  only when the maximum   detectable range  is very  short will the maximum 
allowable computation time be a significant design factor. 

cause of the characteristics of the closed loop. 
The rudimentary system discussed in Exam- 
ple 11-2 illustrates the principles involved, 
The standardtechniques of servo systems an- 
alysis' canbe employedto determinethetime 
lag of such a feedback system. 

It is convenient to express the computer 
or system time lag in terms of a single pa- 
rameter. A number ofparameters have been 
employed-- e.g., delaytime, rise time, band- 
width, and settlingtime -- and for simple sys- 
tems there are easy conversions between 
them. In the case of fire control computers, 
settling time is the most useful parameter, 
and is defined fortheresponseto a step-func- 
tion input.   As shown in Fig.  11-5, thesettling 

time is the time measured fromthe initiation 
of the step function tothe second intersection 
of the response with the errortoleranceband. 
The settlingtime is strongly influenced bythe 
largest system time constant. Note that the 
system design would normally provide that 
the second overshoot fall within the error tol- 
erance. 

Thenecessity for rapid response in com- 
puting elements when high-speed targets are 
encountered is the same for either analog or 
digital computation. However, since the de- 
sign problems are quite different, the two 
subsections which followtreat analog and dig- 
ital computers independently. 

11-6 



AMCP 706-329 

Derivation  11-1.   Derivation of the Relationship for Calculating the Maximum Allowable 
Computation Time. 

POINT OF INTERCEPTION 

D                                                 / 

< K -y 
/         MINIMUM RANGE FCR 

OBTAINING A HI 1 

/                            MAXIMUM 
'                                                      RAh 

,-""'              R 

\    ^^ 

DETECTABLE 
-IGE 

t 
AVERAGE 

PROJECTtLE 
VELOCITY 

V w 

TARGET f^T^CvT-                                           f^   y 

" V  WEAPON 
STTE 

Y 
L 

Fig.   Oil-1.1   Basic Geometry 

From the geometry depicted in Fig.  Dll-1.1  in which   an aircraft t arget of altitude 
h and velocity Vt is proceeding in a straight line over a weap 3n site, it is evident that 

I + D   = L (Dll-1.1) 

I2   + h2 - R2 (Dll-1.2) 

and 

L2   t h2   = R2 (Dll-1.3) 

Therefore, 

I   = (R2
w~ h2)* (Dll-1.4) 

L   = (R2   -h2)'^ (Dll-1.5) 

Substitution from Eqs„ Dll-1.4 and Dll-1.5 into Eq.  Dll-1.1 shows that 

D   - (R2 -h2)K  -   (Ra-h2),/2 (Oil-1.6) 

Fig. Dll-1.1 shows also that 

D = V,tcm ' V, _Vw~ _ 
(Dll-1.7) 

where t cm   is the maximum allowable computation time. 

Therefore,                                     D        Rw 

v 
■ 

V, 

vw 
R 

/,                          W 

(Dll-1.8) 

(DU-1.9) IK; - IT;-   -  IK; - ii ; 
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S„W 

Ka    T 
m    c 

Figure  11-3.   Effect of computer time lag with a maneuvering target. 

T(s) 

TARGET 
MOTION 

TRACKER 

G/s) 

COMPUTER 

G (s) 

WEAPON POINTER 

G   (s) 
W(s) 

WEAPON 
ORIENTA- 

TION 

THE SYSTEM RESPONSE CAN BE REPRESENTED I N LAPLACE-TRANSFORM NOTATION 
BY THE RELATIONSHIP 

^=m PM [fGw^] 
WHERE 

s = THE LAPLACE-TRANSFORMER VARIABLE 

G (s) = THE TRANSFER FUNCTION OF THE TRACKER 

G (s) = THE TRANSFER FUNCTION OF THE COMPUTER 

G   (s) = THE TRANSFER FUNCTION OF THE WEAPON POINTER 

Figure  11-4.   The standard configuration of a fire control system. 
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RESPONSE OVERSHOOT 

£-. ERROR TOLERANCE BAND 

E=r   ALLOWABLE 
ERROR 

TIME t 

Figure 11-5. Settlingtime for atypical com- 
puter response to a step func- 
tion. 

11-3.2   CONSIDERATIONS ASSOCIATED 
WITH THE DESIGN OF ANALOG 
COMPUTERS FOR REAL-TIME 
OPERATION 

Those portions of an analog computer 
for fire control applications which are wholly 
electronic are generally of such high-speed 
response thattheir time lags need not be con- 
sidered. However, a differenttime-response 
characteristic becomes significant in all- 
electronic computing elements, that of drift. 
A fire control system, since it is principally 
open-loop and may have long computation 
periods, places extremely difficult require- 
ments onelectronic analogs. Forthis reason, 
most fire control systems employ electrome- 
chanical elements, the responsetime of which 
may be quite significant. 

In general, the response of an electro- 
mechanical computer element is equivalent 
to the response of the servo that drives it. 
The cams, linkages, potentiometers, and the 
like are considered as an inertia and friction 
load on the driving servo. Par. 11-1.1 gives 
the block diagram and performance figures 
for ahigh-performanceinstrument servo. Not 
all instrument servos are of such high per- 
formance; however, it is relatively easy to se- 
cure a bandwidth of, 10 cps and avelocity con- 
stant of 2000 sec" when this performance is 
required. 

The speed of response of input and output 
elements such as radar-antenna drives and 
servos will probably be much lower than that 
of typical instrument servos.   In general, the 

bandwidth of these power servos will be 1/3 
(sometimes as much as 1/2) the lowest nat- 
ural frequencyof the structurethat the servo 
drives. 

If the input-output equipment is in exist- 
ence, the servo bandwidth, or equivalent data, 
will ordinarily be available to the fire control 
system designer. In the absence of data, the 
response of the servo to an input sinusoid of 
varying frequency can be measured; the band- 
width is the frequency at which the output has 
been reduced to 3 db below the input. 

In case apreliminary estimateis desired 
for developmental equipment, the lowest nat- 
ural frequency canbe calculated. The lowest 
natural frequency is normally determined by 
the moment of inertia of the moving part of 
the structure and by the compliance of the 
members thatdrive this load. The inertia is 
easily estimated by approximating the shape 
of the load structure with simple geometric 
forms. Compliance calculations can be quite 
complicated,but canbe simplified by neglect- 
ingthe less-compliant members. Usuallythe 
significant components in such a calculation 
arethe teeth of the final gear mesh, the out- 
put shaft and bearings, the support structure 
forthe inertiaload, and (inthe case of mobile 
equipment) the carriage and ground anchors. 
Having determined the inertia and compli- 
ance, the lowest structural natural frequency 
is obtained from the relation 

1 
yjc (li.-i) 

where u>„   = lowest   structural   natural   fre- 
quency, rad/sec 

J     = moment of inertia of the moving 
components, slug-ft2 

and      C    = compliance of the members that 
drivetheload, rad/ft-lb (compli- 
ance is the inverse of the spring 
constant) 

Gyroscopic elements may also contribute 
time delays.   In the case of a freegyro thatis 
precessed   by    an   electromagnetic   torque 
motor, the lag between input signal and out- 
put velocity is solely the inductive lag of the 
torque motor and is usually relatively small. 
Floated  single-degree-of-freedom integrat- 
ing   gyros   have  similar lags  in the torque 
motor, but the major time lag is mechanical. 
The response of such a gyro to an input rate 
is given by 
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5 b H/B 
~J  

¥s + ' 
(11-2) 

CO - 
1 

H 

B 

The parameters of Eq. 11-2 are defined be- 
low. The axes and components referredtoare 
shown in Fig.   11-6. 

6   = angular   deflection   of the output 
axis 

= applied rate about the input axis 
= angular momentum   of the gyro- 

scopic element about the spin axis 
= rotational damping   coefficient of 

the integrating damper 
J    = moment of inertia aboutthe output 

axis 
s    = Laplace operator 

From the form of Eq. H-2, it is evident 
that the integrating gyro has a time constant 
ofJ/B. Suchgyros are, however, customarily 
employed in a computing loop. A simple loop 
in which the output ofthe signal generator is 
fed back to the torque generatorwould reduce 
the time lag in accordance with Example 11-2. 
More complicated loops are discussed in 
Ref.  6. 

An analog fire control computer is made 
up of assemblages of components like those 
previously discussed, arranged in cascaded 
chains and loops. The method for determin- 
ing the time response of simple chains and 
loops has already been discussed. In analyz- 
ing more complexnetworks, it shouldbe rec- 
ognized that an analog computeris conceptu- 
ally identical to a servomechanism. The 
methods developed for the analysis and de- 
sign of servos canbe employed directly in an- 
alog computer design. Sincethese techniques 
are covered inanother handbook5, onlytopics 
of particular interest will be mentioned here. 

Servo analyticaltechniques arebased on 
simple unity-feedback loops. Depending on 
the system and the results desired, the fre- 
quency response or locus-of-roots methods 
canbe employed to determine the response 
of such simple loops. Many computer loops 
have non-unityelements inthe feedback path. 
The techniques shown in Pig. 11-7 canbe em- 
ployed to convert a loop having a feedback 
transferfunction H(s)* as in (A) to the unity- 
feedback form(B). The response 90 (s)/0;(s)is 

GYRO UNIT CASE, 

SPIN REFERENCE 
AXIS 
SRA 

Fixed to the case 
at right angles to 
the Input axis and 
the Output axis.   [ he 
spin reference axis 
Is Identical with the 
the spin axis when 
the output signal Is 

SPIN AXIS 
SA 

Identical „llh 
gyro rotor n»I 

GIMBAL ANGLE 

Ig.m) 
Anqle  from -spin reierer.ce axis 
.©Spin a<ls,    This a|!$J# Is  In- 
dicated by the output signal 

ROTOR -' 
SUPPORT   I1, DAMPER ROTOR 

GIMBAL 1 Attached to glmbafk^ 

OUTER GIMBAL OF 
TW0-DEGREE-OF-FREED0M 

GYRO UNIT FIXED TO 
CASE FOR .ELIMINATION OF 
ONE DEGREE OF FREEDOM SIGNAL GENERATOR WINDINGS 

This reduces  Ihe two-dearee- 
of-freedom gyro uuit t    n 
s 1 nqlp-deqref-of-lrpptJom gyro 

INPUT AXIS 
IA 

.   Ixed to crisp at 
angles  to ttie qim 

POSITIVE ANGULAR 
DISPLACEMENT OF CASE 

ABOUT INPUT AXIS 
PRODUCESPOSITIVE GIMBAL 

■■.,: DEFLECTION AS SHOWN 

Note,   The action of the viscous  liquid in the damper clearance space causes a torque that opposes the angular velocity of the 
gimbal.    This torque is proportional to the magnitude of the gimbol angular velocity with respect to the unit case. 

Figure 11-6.   Essential elements of a single-axis integrating gyro unit^'. 

It should be noted that H(s). 
for angular momentum. 

the standard symbol for a feedback transfer function,  is in no way related to H.   the standard symbol 
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Example 11-2.   The response improvement that can be obtained by means of a. 
closed loop, 

A simple lag element of gain K and time constant 7 has a transfer function G(s) 
given by 

K 
G(s)    =   

rs   t 1 

and a block diagram representation: 

8M 1 
K 

TS  +   1 
Ö  (s) 

When enclosed by a unity-feedback loop, the overall transfer function G} (s) is   given 
by 

K 

G,(s) 
G(s) rs + 1 

1   t G(s)       It      K 1   i rs + K       1   + K 

^s + 1 1   + — s 
1   + K 

and the block diagram is 

*.,<«) 

in which KY  = K/(l+K) and Tx   = T/(1+K). 

Thus, the addition of the closed loop permits the effective time constant to be di- 
vided by one plus the closed-loop gain. The amount of time-constant reduction that can 
be achieved is limited by instability of the loop. Compensation may be required to ob- 
tain a high speed of response. 

identical for the two configurations. There- 
fore, the closed-loop response of G(s)H(s) 
can be determined by either of the methods 
described, and then modified by cascading the 
transfer function l/H(s) (where H(S) f 0) to 
find the overall respons? Ö0 (s)/ö; (s). 

When the computerincludes aminor loop 
enclosedbya major loop as in Fig. 11-8, the 
closed-loopresponse of the minorloop is de- 
termined first. In Fig. 11-8 the forward trans- 
fer function ofthe minor loop is Gj(s) and the 
closed-loop responee of the minor loop is 
Gcl(s) = GjCsJ/Il + G^s)].The remaining for- 
ward-loop transferfunction ofthe majorloop 

is G2(s),and the major loop closed-loop re- 
sponse is given by 

T0(S) Gcl(S)G2(s) 

As)      1 +Gcl(s)G2(s) 

ff the frequency-response analysis is 
employed, the closed-loop response can be 
obtained readilybyplotting G,(s) onaNichols 
chart5. The angle and logarithmic magni- 
tude of Gc| (s) is read directly fromthe chart, 
and the corresponding angles andlogarithmic 
magnitudes of G2(s) are added to obtain 
Gci(s)G2(s). The Nichols chart is then em- 
ployed again to obtain 9Q(s)ff). (s).     The pro- 
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0,U) 
^     to. G(s) i 

H(s) 

9jMÄ]^H G(s)H(s) 

(A) 

*Q(s) 

(B) 

Figure 11-7.   Formation  of unity-feedback 
equivalent. 

cessmaybe repeated if 8 (s)/ö;(s)is enclosed 
by further loops. 

Most analog- computer configurations 
can be solved by the application of the two 
techniques just described. However, in the 
case of very complicated configurations, it 
may be desirable to systematizethe analysis 
by the use of signal-flow graphs7, or even to 
employ simulation techniques-. If the prob- 
lem is such that simulation techniques are 
justified, the response of the system to real- 
istic, rather than mathematically tractable, 
inputs can be obtained. Frequently, simula- 
tion is employed as a means of determining 
the response ofthe systemto avariety of sig- 
nal and noise inputs, and also to examine the 
effect ofparameter changes on the response. 
Usually, however, the design is first obtained 
by conventional techniques. 

11-3.3   CONSIDERATIONS ASSOCIATED 
WITH THE DESIGN OF DIGITAL 
COMPUTERS FOR REAL-TIME 
OPERATION 

Real-time operation imposes obvious re- 
quirements on the calculation speed of a dig- 
ital computer. In addition, the requirement 
that the computer accept real-time data im- 
poses additional design problems. The input 
problem will be considered first inthis par- 
agraph. 

While both synchronous and asynchro- 
nous computers exist, the factthat major sim- 
plification in circuitry can be achieved in a 
synchronous computer makes this the pre- 
ferred design. In a synchronous computer, 
all operations are controlled by a constant- 
frequency pulse source, or clock. 

Depending on the logical design, a fixed 
number of clock pulses will be required to 
perform one computation, The time for one 
computation is known as the cycle time ofthe 
computer. 

The computer may not generate output 
data after each cycle. The solution of differ- 
ential equations is commonly carried out by 
an iterative process, so that several cycles 
may be required to generate a solution. The 
time between successive solutions is a fixed 
quantity for agiven problem, but is setby the 
programming rather than the logic. This time 
will be defined as the solution time for the 
computer.     It is a fixed delay, in contrast to 

(Ms) 

e M)     ^ 

G,W 

G, (s) 

I + G,(S: 

G,(s) 

G, (s) 

9J-) 
• ► 

*» r^ 
Figure  11-8.   Treatment of minor loops. 
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thetime lag -- or settling time --  of an ana- 
log computer as illustrated by Fig.  11-9. 

The computer can accept input data at 
only one point in its cycle. The data accepted 
are normally read into storage and held until 
called for by the program. Thus, data are 
actually utilized at only one point in the sol- 
ution cycle. In general, input data arrive at 
random intervals, and must be stored until 
such time as the computer can use the data, 

Certain devices may be synchronized 
with the computer clock; for example, shaft 
encoders and analog-voltage-to-digital con- 
verters. In this case, the storage function is 
in effect performed by the analog signal. 

Devices such as digital tachometers 
generate pulses at random intervals. Re- 
motely originated data would ordinarily be 
readin at random times. In such cases, aux- 
iliary storage canbe provided tohold the data 
until they are read out by the computer. An 
example of a possible circuit for reading 
radar range information into a digital com- 
puter is given in Example  11-3. 

11-4 ACCURACY CONSIDERATIONS 

11-4.1 GENERAL CONCEPTS 

The errors in fire control computers 
arise from a variety of sources. Some of 
these sources of error are peculiar to the 
type of computer chosen, whether analog or 
digital, while others may be identified with 
the input and output data, or with the mathe- 
matical model. 

Errors associated with the mathematical 
model are by their nature predictable and 
their effect may be studied in advance of the 
equipment design by computation or simula- 
tion. For example, in Chapter 12, the T29E2 
computer employs a sine-cosine approxima- 
tion (i.e., the initial terms in a Fourier ex- 
pansion) as a model of the ballistic trajectory« 
The effect of this approximation is completely 
predictable in advance, and may be studied 
for the knownranges of the variables. If re- 
quired by the system accuracy specifications, 
the accuracyof the model could be improved; 
in this case, by adding terms in the Fourier 
series. 

!       SETTLING - 
i TIME 

(A)   Ideal Response 

(B)   Ana log-Compute i 
Response 

/Q    Digital-Computer 

f NOTE 

THE   SOLUTION   TIME   OF   THE   DIGITAL   COMPUTER    IS   ASSUMED    HERE 

TO  BE    EQUAL   TO    THE    SETTLING   TIME   OF   THE    ANALOG    COMPUTER 

Figure  11-9.   Comparison of the response characteristics of analog and digital computers. 
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Example 11-3.   Radar range converter 

A simple means of convertingthe range measurement of a radar system to digi- 
tal form is indicated in Fig. Ell-3. 1. The radar pulse generator initiates bursts of 
microwave energy at regular intervals of a few microseconds. Each successive 
generated pulse and a small fraction of the transmitted pulse are fed to the range 
converter. 

CLEAR 

TRANSMITTED,-,. 
PULSE 

RECEIVED 
PULSE 

GENERATED 
PULSE 

PARALLEL DATA 
TO COMPUTER 

Figure Ell-3.1.   Logic diagram for a radar range converter. 

After a delay determined by the path length (twice the range), the pulse returned 
from the target is detected by the receiver. This received pulse is also fed to the 
range converter. A period of 2500 microseconds is assumed between successive 
transmitted pulses, permitting ranges of over 200 miles. 

The transmitted pulse sets the  flip-flop, which is initially in the 0 state. The 
flip-flop 1 output gates pulses froma 1-mcps clock pulse generator through gate Ainto 
a shift register.   The shift register has  1 2 bits in order to accommodate a maximum 
of 2500 clock pulses.    Only four bits are shown in the figure. 

The flip-flop is reset by the received pulse, thus shutting off the flow of clock 
pulses to the shift register. The shift register then holds a binary number which is a 
measure of the range. Since the received and transmitted pulses may occur at any 
time between successive clock pulses without changing the count, the inherent reso- 
lution of such a system is ±1 count. The resolution may be improved by raising the 
clock frequency. 

Readout is accomplished at the instigation of a read pulse fromthe computer. The 
read pulse is generated once each cycle; in this case, 40 microseconds. To prevent an 
attempt to read out during the range measurement, the flip-flop must be in the 0 state 
in order to open gate B. Readout will occur not later than 40 microseconds after arri- 
val of the received pulse. Note that readout is in parallel; if serial readout had been 
desired, equal delays could be inserted in the read-pulse line between gates D and E, 
E and F, etc., and the parallel outputs combined on a single line with OR gates. 
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Example  11-3.    (Continued) 

Th< next shift register is cleared by the next generated pulse. This pulse also 
resetsthe flip-flop and, to prevent a false output, inhibits the readout through gate C. 
Since the generated pulse occurs just before the transmitted pulse, the circuit is 
ready toreceive a new input, ff no return pulse is received, the flip-flop will remain 
in the  1 state until the clearing pulse; thus, no readout is possible. 

The generalized representation of a fire 
control system is a network of component 
units, each having multiple inputs and a single 
output. The output is functionally dependent 
on all the inputs. (This concept was intro- 
duced in Chapter 4 of Ref.   9.) 

Of course, in the general case any func- 
tion might be represented by the component 
unit. However, a typical computer would 
have one or more components which have a 
summing function. This configuration (see 
Fig. ll-IO) provides a simple example of the 
techniques employed inadjusting a mathemat- 
ical model to meet accuracy specifications 
with a minimum of equipment. If one starts 
with as nearly exact a model as canbe devised, 
the first step isto determinethe ranges of the 
variables x]? x2, etc. If it turns out that any 
of these variables are always less than the 
allowable error, these inputs can be imme- 
diately discarded. Other inputs may have a 
larger range, but stillmaybe relatively small 
compared to the largest inputs. In such cases, 
linearization, replacement of the variable by 
a constant, or other approximations maybe 
applicable, A word of caution is necessary 
here, however. If the maximum value of the 
smaller variable is small compared to the 
minimum value of the larger variable, under 
all conditions, then we may apply approxima- 
tion techniques with complete safety. If, 
however, the two variables can approach 
each otherunder some conditions, the approx- 
imation may not be valid. If the joint prob- 
ability of each combination of the two vari- 
ables canbe determined, the most probable 
error due to a given approximation canbe 
obtained. 

The choice of the input variables and the 
instrumentation with which to measure them 
mayhave an effect on the system errors. For 
example, if radartracking is employed, range 
can be measured with very much greater 
accuracy than the  accuracy of the pointing 

X     +   X     + x 
y3=xj 12*3       4 

OR,  I N PERFORMANCE-OPERATOR NOTATION 

(SEE PAR.  4-4.4.2  OF REF. 9), 

y   _ q      (x   ,  x   , x   , x ,) 

WHERE g   =   PERFORMANCE OPERATOR C 

THE SUMMING COMPONENT 

AND 

9sc(xi' V x3' x
4
)= V X2' *3tX'. 

Figure  11-10. Functional diagram of a 
summing Component. 

angles, ff optical or infrared tracking is 
employed, the opposite is true; in fact, range 
can only be roughly estimated. The computer 
design can be tailored to maximize the accu- 
racy with the type of tracking employed by 
placing maximum dependence on the most 
accurate inputs. 

The method by which the input variable 
is measured can also be of importance. If, 
for example, range is measured by a pulsed 
radar, then target scintillation, atmospheric 
effects, and multipath effects can introduce 
jitter, or noise, in the range measurement. 
Improved performance can often be attained 
by the use of a Doppler system in which the 
Doppler frequency is proportional to range 
rate. The continuous nature of the Doppler 
information averages out much of the noise. 
Sudden large fluctuations, such as might re- 
sult from scintillation, canbe more easily 
filtered from a rate than from a positional 
measurement.     This technique of measuring 
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rates (either angular or range) is of general 
usefulness in fire control systems, Since the 
lead angle is proportional to the tracking rate, 
this rate must be computed if itis not meas- 
ured directly. Computation of the rate from 
trackingposition data requires differentiation 
of the position data. However, differentiation 
has the inherent property of increasing the 
noise which is present in the signal. Thus, 
techniques which directly generate atracking 
rate have a considerable advantage. Such a 
system is the Vigilante tracking gyro de- 
scribedin Chapter 12. In this system, a feed- 
back loop closed through a human operator 
generates the tracking rate by means of pre- 
cessiontorques applied to a free gyro. 

Noisy input data can be a major source 
of errors in fire control computers. Noise 
maybe generated by nonidealities intracking 
servos,by a human operator, or by propaga- 
tion effects and target modulation in radar and 
infrared systems. The spectral distribution 
is of great significance. The high-frequency 
noise components are not usually significant 
since they are filtered by the computer and 
by the weapon drives. Careful design is 
usually necessary to smooth the input sig- 
nals within the system pass-band. In an an- 
alog system, smoothing is accomplished by 
properly setting the bandwidth of the instru- 
ment servos or other electromechanical com- 
ponents so as to give the required filtering 
action. In a digital system, the desiredfilter 
transfer function is programmed into the 
computer. 

A balance must be struck in the design 
of the filter networks between noise reduc- 
tion and excessive time lag in the system. 
Fortunately, a fair degree of noise can be tol- 
erated in the output. Since the systematic 
errors are most commonly predominant, a 
moderate amplitude of the noise error may 
enhance the engagement hit probability. The 
effect of increasing noise error is to enlarge 
the volume within which a given percentage of 
the bursts will probably fall. This volume is 
centered about apoint in space which is dis- 
placed from the target center by a distance 
determinedby the systematic errors. As the 
noise increases, this volume can enclose the 
target, thus increasing thehit probability for 
an engagement with a sufficient number of 
shots so  that the  statistics  are applicable. 

Further discussion of the relation of noise and 
systematic errors can be found in Chapter 4 
of Ref, 9. 

A final consideration in the design of 
computers which must respond to noisy inputs 
is the dynamic range. Filter elements must 
be so located in the computer that the noise 
amplitude cannot saturate a component, and 
prevent thetransmission of the signal. Thus, 
filtering in the input sections of the computer 
reduces the dynamic range required of the 
follow-on components ina chain. Digital com- 
puters are subject to the same problem. In 
this case, the designer must make adjust- 
ments in his program rather than in the ar- 
rangements of components. 

11-4.2   THE ACCURACY OF SOLUTIONS 
OBTAINED FROM ANALOG 
COMPUTERS 

The discussion of the sources and prop- 
agation of errors in fire control systems, 
which was presented in Chapter 4 of Ref. 9, 
is directly applicable to analog computers. 
This discussion will be briefly reviewed in 
this paragraph. An analog computer can be 
considered tobe made up of a combination of 
elements, each of which has the general form 
shown in Fig. 11-11. Each such element is 
defined as having one output (which, for the 
ith element, is y^, as shown in the figure) and 
a number of inputs. Some of these inputs 
come   from outside the  computer,   and  are 
designated x px„ , x,, while   others   come 
fromother elements of the computer, and are 
designated y1; y2, —, y,. One of these latter 
inputs may be a signal fed back from the out- 
put of the element considered, i.e., y.. The 
output is functionally dependent on all of the 
inputs, i.e., 

■- y. -■Vj      (11-3) 

where 

v. 
8; 

output  of the ith element 
performance  operator  of 
the ith element 
r inputs from outside the 
computer 
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INPUTS 
FROM 
OUTSIDE 
THE 
SYSTEM 

1 

2   O- 

3   O- 

ith 

SYSTEM 

ELEMENT 
OUTPUT OF THE 
ith SYSTEM 
ELEMENT 

y-^yvy" 

INPUTS FROM VARIOUS ELEMENTS OF THE SYSTEM, 

INCLUDING THE   ith SYSTEM ELEMENT. 

Y;  = 9; (*,, ■ ■ x ;  y 
r"l'- >/;,■■■, yj 

WHERE 

g. =   PERFORMANCE OPERATOR OF THE ith SYSTEM ELEMENT 
i 

Figure 11-11.   Functional diagram of atypical system element. 

and 

>'l 
•• >q   =     outputsofthe q computer 

elements 
In Chapter 4 of Ref. 9, an expression for 

the errors in such a system was derived. It 
consists of a set of q equations, one for each 
of the q elements. The error equation for the 
ith element is 

E 
k=i t:yk 

Vk n   1  ?ix 
m.     (11-4) 

where f, is a simplified notation for C; (X]>    , 

xr,y1?  , y. , , >,,),   and  is the  implicit 
form of liq.   11-3.    That is (see Fig. 4-22 of 
Rcf. 9), 
f. (x,,  ..., X/ yv ..., y., ..., yq) 

Y;   -9;Uy   -,  \. Yy   ■ ■ -,  Y ■„  ■ ■ ■,  Y q)      0        (11_5) 

The other quantities in Eq. 11-4 are defined 
as follows: 

ev\ =    error in output yk 

t =     error in input x 
n 

m; =     error in the output of the 
ith  element by virtue of 
its being nonideal 

The partial derivatives are evaluated at some 
set  of values  of the  inputs and outputs that 
satisfies the performance equation of the ele- 
ment concerned. 

Eq. 11-4 is valid for static errors, i.e., 
for performance operators which do not in- 
clude differential equations. V\ here differen- 
tial equations are included and the dynamic 
errors are desired, it is convenient to employ 
an analysis inthe frequency domain. In Chap- 
ter 4, Kef. 9, it was shown that the power 
spectral   density   of the   output   error  for  a 
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single-input, single-output computer element 
(as shown in Fig.   11-12) is given by 

(K R(j-) (H (11-6) 

where 

3>e     (j")      =    power spectraldensity of 
yy the  error in the element 

output 
(jw)       =    power spectraldensity of 

the   error in the element 
input 

R(j°J) =    transfer function   of   the 
element,   as   defined  by 
Fig.   11-12 

If the input error is random  with vari- 
ance CT|      Eq. 4-166  of Ref. 9 shows that  its 
power spectral density is given by 

d 
<J> fxxi\cc)    -111    do:   \    0f        (jc;)  J- (11-7) 

Then the variance, 0"e      of the output error is 

0,2    =      /JR(j£,)|
2    d     (a     (ja;)  1 dr/   (n_8) 

2 
(Note that o\ tY  '^lripeperLdent of lhe variable, 
of integration "•'  ^Q-   11-8 can be expanded 

to the case of a computer having q elements 

and p inputs. For this computer system, a 
set of error equations can be written, one 
equation for each element. The equation for 
ith element is 

P 

rvl     ° 
(jo:) ± 

da k (j£ 

where 

ev: 

R; <j") 

0-      (jco) 

d ff/      (1c:)Uo iO 

(11-9) 

thevariance of the error 
€y. that is associated 
with the output y; 

thetransfer function that 
is associated with the ith 
element, and is measured 
between the input xn and 
the output y. 
variance of the errore, 
that is associatedwith the" 
input x„ 
variance of the error E 
that is associatedwith the 
output Vk that is also an 
input to the ith element 

^k 

variance, of the,error .of 
the ith elementdueto the 

element being nonideal 

FREQUENCY DOMAI N) 

X (j u) 

SYSTEM 

ELEMENT 

FREQUENCY DOMAI N) 

Y  (ju) 

Y (jco) = R (ju) X (ju) 

where 

X (jco) = Fourier transform of x(t) 

Y (jw) = Fourier transform of y(r) 

R (jco) = transfer function of the system element 

Figure 11-12.    Functional representation of a system element in the frequency domain. 
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If the superpositionprinciple can be ap- 
plied, the analysis of the computer errors is 
greatly simplified; fortunately, superposition 
does, in general, apply, However, care must 
be exercised in anyerror analysis to ensure 
that errors do not force the system into a non- 
linear region. For example, a large noise 
error at the input to an amplifier may drive 
it into saturation, i.e., into a region of lower 
than normal gain. A signal introduced into 
the input will then be subjected to an error 
in amplification, and this errorwillbe a func- 
tion of the presence or absence of the noise 
error. Thus, for the example cited, super- 
position would not apply. Of course, the con- 
ditions of the example would be most disad- 
vantageous for any computer, It is, in gen- 
eral, true that in a good, low- error computer 
design superposition will apply. In such a 
computer design, the errors can be separated 
into various classes and analyzed individu- 
ally. The total error in any output is then 
found by superposing the total errors of each 
class. In fire control computers, it is con- 
venientto separate the errors into systematic 
bias) and random (noise) components. The 
bias errors, in turn, are subdivided into static 
and dynamic errors. The static errors can 
be analyzed by the use ofKq. 11-4. This set 
of equations can be solved for the outputs of 
the computer (usually only two or three in 
number). The dynamic bias errors are best 
analyzed in the frequency domain. Eq„ 13-9 
can then be simplified forthese errors, ff the 
input error is ex(t) = e^sin^t), then it is 
possible -- from the definition of the response 
function R(jw)   -- to write the relationship 

\ (j"-i) "R(j^,)  '„(j",) (li-io) 

where R(j u,) is the value of R(jw)   at "= ^j- 
Ey.   11-9 then becomes 

4      R,     U>-,)     '..(jr.;,) 

2      Ri,   (>•',) evk (j^:,) Tm,-(j< ll-ll) 

where m;(j " ) is the errorofthe ith element 
due to the element being nonideaL 

The noise errors are analyzed by direct 
application of Eq.   11-9. 

The total error in an output variable can 
be determined by performing a root-square 
sum of the components. Usually, however, 
the bias and noise are retained as separate 
components. 

Typical static errors in an analog com- 
puter are the linearity errors of potentiom- 
eters, null and transformation errors of re- 
solvers, drift and nonlinearity of amplifiers, 
and zero offset errors in a variety of compo- 
nents. Dynamicbias errors inanalog compu- 
ters areprincipally associated with theband- 
width limitations of instrument servos and 
gyros, as discussed in par. 11-3.2. Noise 
errors areusually smallerthan bias errors. 
The largest magnitude of noise is usually as- 
sociated with the tracking device which pro- 
vides one or more inputs to the computer. 
Other sources include potentiometer contact 
noise, gear backlash and tooth errors, and 
pickup of stray voltages (usually due to im- 
proper grounding procedures). 

In computer design, a few points should 
be kept in mind to minimize the output error. 
Component ranges should be matched as 
closely as possible tothe ranges of the input 
variables. The subtraction of two quantities 
which are of approximately equal magnitude 
should be avoided, 

Noise sources within the computer should 
be avoided if at all possible. For minimum 
transmission of noise, servo and gyro band- 
widths should be minimized. However, the 
same measures which reduce noise errors 
will increase dynamic bias errors. There- 
fore, a compromise bandwidth must be de- 
termined to givethe best overall system per- 
formance. In some cases an adaptive sys- 
tem, in which the bandwidth is aatomatically 
(or manually) adjusted to conformto the noise 
amplitude, maybe necessary. 

In Chapter 4 of Ref. 9, a number of ex- 
amples are given of error analysis in both 
simple and complex analog computer sys- 
tems. Reference shouldbemade to that chap- 
ter for further details. 

11-4.3   THE ACCURACY OF SOLUTIONS 
OBTAINED FROM DIGITAL 
COMPUTERS 

In theory, one can obtain from a digital 
computer accuracies as good as desired. In 
practice,   of course, for a computer of given 
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computation speed and storage capacity, there 
mustbe a trade-off between speed and accu- 
racy. In the case of a firecontrol computer, 
the requirements for solution time are often 
quite fixed if the computer must operate in 
real time. Therefore, the required solution 
time and the required accuracy specify the 
computer design within quite close limits. 

The accuracy of a digital computer is 
usually specified in terms of the number of 
significant figures that are carried in the 
computation. In programming the computer, 
great care must be exercised to ensure that 
significant figures are not lost. In order to 
ensure that as many significant figures are 
carried inthe case of asmall number as are 
carried for large numbers, floating-point 
arithmetic is employed. In floating-point 
arithmetic, allnumbers arelessthan one, and 
the placement of the decimalpoint is handled 
by associating with the number the proper 
power often Thus 103950. would be written 
0.10395 X106, and 103.95 as 0.10395 X 103. 
This schemepreserves a constant percentage 
error in all quantities. 

In digital addition, one more significant 
figure is sometimesproduced inthe sum than 
was present in the two numbers added. In 
order to prevent the registers from over- 
flowing, the least significant digit must be 
dropped, or rounded off. The usual rules for 
round-off are as follows: 

(a) Drop the least significant digit if it 
is less than 0.5. 

(b) Addonetothe next-most-significant 
digit if the least-significant digit is 
greater than 0.5. 

(c) If the least-significant digit is 
exactly 0.5, add 1 to an odd next- 
most-significant digit, but add zero 
to an even next-most-significant 
digit. 

Thisprocedure ensures that, on the average, 
the round-off errors are balanced between 
high and low values. 

It can be shown that the relative error 
(i.e., the actual error divided by the true value 
of the quantity) of an approximate number is 
never greater than a quantity determined by 
the number of significant figures. The ex- 
pression is 

for a decimal number, where Ais the rela- 
tive error, and n is the numberof significant 
figures.    For a binary number, 

1 

2x2r 

2" 

(11-13) 

1 
2x 10" 

(11-12) 

We have seen that inaddition there is no 
loss of significant figures and there may be a 
gain of one; in subtraction, however, there 
is no general rule. If the numbers subtracted 
are nearly equal, there may be a complete 
loss of significance in the difference, For 
this reason, the ranges ofvariables tobe sub- 
tracted must be very carefully observed. It 
is often desirable to rearrange the program 
so thatsubtractions are avoided» In the case 
of multiplication and division, it is possible 
to lose up to two significant figures. This is 
a general rule of thumb. In any particular 
instance, the loss might be one,, two, or no 
significant figures. 

More complex operations are made up of 
combinations of addition, subtraction, multi- 
plication, and division. The round-off e rrors 
in all operations can therefore be analyzed 
by breaking them down into combinations of 
simple operations. There are many pitfalls, 
however, and a successfulcomputerprogram 
requires thejudicious combination of analysis 
and experimentation with input numbers for 
which output numbers are known. 

The solution of differential equations on a 
digital computer gives rise to another source 
of error. A number of solutionmethodsbased 
on the use of series expansions or on itera- 
tive procedures have been devised. The 
greater the number of terms retained in the 
expansion, or the greater the numberof iter- 
ations, the greater willbe the accuracy. The 
errors associated with these solution methods 
are therefore called truncation errors . Be- 
cause of the widevariety of solutionmethods, 
it is difficult to make any further general 
statements. Par. 2-4 of Chapter 2 gives a 
description of several solution methods, and 
examples of the truncation errors. 

A second source of truncation errors is 
in the representationof functions in a digital 
computer. In order to avoid excessive stor- 
ageof functional data, interpolationby means 
of apowerpolynomial is commonly employed. 
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Interpolation formulas of the Lagrangian, 
Newtonian, or other forms may be employed, 
as described in par. 2-4.1. For these stand- 
ard forms a remainder term has been de- 
rived, sothat the truncation error for a given 
number of terms is readily calculable. In 
fact, it is sometimes advantageous to program 
the calculation of the remainder after each 
term; the computer then makes a decision 
whether or not to continue the series accord- 
ing to the magnitude of the error. 

Very few errors in digital computation 
can be ascribedto equipment malfunction. A 
part of this error-free operation is inherent 
inthe nature of digital computation; i. e., since 
all data is carried in two-state devices, de- 
terioration of a device must be severe before 
it gives an improper indication. Also, com- 
puting components are commonly designed to 
fail in an indicative way, For example, a com- 
puter might employ +6 volts to represent 1 
and -6 volts to represent 0, so that a power 
or device failure which would give 0 volts 
could be immediately discriminated against. 

A further check against equipment fail- 
ures is tlie provision of error-detecting 
codes. Coding theory demonstrates that an 
erroi in a single bit of a code can be detected 
by the provision of one extra (redundant)bit 
inthe code. A two-bit error can be detected 
by two redundant bits, and so on. Additional 
redundant bits permit the detection of the 
particular bit in error, which allows the com- 
puter to correct its own errors. Normally, 
however, detection of an error stops the com- 
putation, and the incorrect word is read out 
as an aid in repair. 

The simplest error-detecting code is the 
parity bit. It' the code for each alphanumeric. 
character is made upof four bits, we may add 
afiflh bit for error detection. The number of 
ones inthe four-hit code is determined: if it 
is even, tile fil'1 h bit is made zero; if odd, the 
fifth bit is made one. Thus, in the five-bit 
code the total number of ones is always even, 
and an odd number is an indication of an er- 
ror in one bit. Most computers employ a 
fairly elaborate system of error-detecting 
codes and systems. 

11-5    OPERATIONAL CONSIDERATIONS 

The problems of computer design for 
field operation are not different in kind from 
those of normal service, except for the need 
for portability and for protection against the 
environment. However, all these problems 
are greatly magnified in degree. Field power 
sources, for example, vary much more widely 
in both frequency and voltage, necessitating 
high-quality regulating circuits. 

The problem of maintaining complex 
electronic and electromechanical systems 
has led to the universal use of modular con- 
struction. In the field, the potential lack of 
trained personnel and the difficulty of supply 
of spare parts make a modular construction 
absolutely essential. A computer designed 
for field use must have means incorporated 
for detecting a defective module, which do not 
require appreciable technical knowledge on 
the part of the operator. It must be possible 
to replace a module easily with a minimum 
of disassembly. In order to minimize the 
supply problem, a minimum number of dif- 
ferent types of modules should be employed. 

Usually, the most difficult service prob- 
lem is the location of the defective  module. 
In digital computers, built-in error- detection 
schemes of the type described in par.   11-4.3 
are usually provided.   Also, marginal check- 
ing procedures  are useful.      In a marginal 
checking system,  the  computer is operated 
close io  its tolerance limits  under    control- 
led conditions, in an attempt to induce detect- 
able   errors  in  the   "weak link"   coniponents, 
i.e.,   those that   have deteriorated in  perfor- 
mance   so that  they are more likely to cause 
errors. 

In an analog computer, error tracing is 
more difficult, A check problem for which 
the signal amplitudes at the outputs and at 
important points within the computer are 
known can be helpful. However, some tech- 
nical knowledge is required of the service 
personnel in orderto locate suchtroubles as 
(for example) a noisy region in a potentiom 
eter which gives otherwise satisfactory 
performance, 
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CHAPTER 12 
EXAMPLES OF MEANS USED TO MEET PARTICULAR 

TYPES OF DESIGN PROBLEMS 

12-1   INTRODUCTION 

This chapter employs discussions of 
actual fire control equipmentto illustrate how 
particular types of design problems can be 
successfully met through the use of ingenuity. 
The five following items of lire control equip- 
ment are considered and illustrate solutions 
of design problems as indicated: 

a. The Gun Data Computer T2 9E2, dis- 
cussed in par. 12-2. The design principles 
and techniques employed for this computer- 
provide an excellent example of the applica- 
tion of design ingenuity to the problem of per- 
forming a complex mathematical operation by 
means of a simple, compact, lightweight 
portable computer. 

b. Lightweight Fire Control Equipment 
for Rocket Launchers, discussed in par. 12-3. 
The design approach employed for this fire 
control equipment exemplifies a situation 
where standard components can be advan- 
tageously used to a large degree, thereby 
simplifying supply and maintenance opera- 
tions as well as shortening the time period 
required  to  arrive   at   a satisfactory design. 

c. 'the Vigilante Computer Gyro/Flat- 
form System, discussed in par. 12-4. This 
system represents an excellent example of 
how design ingenuity can be employed to 
achieve one item of fire control equipment that 
can perform several functions--in this case, 
the generation of tracking rates, a complex 
coordinate transformation,  and stabilization. 

d. The Mark 2 0 Gyro Computing Sight, 
discussed in par. 12-5. This sight represents 
the realization of a relatively simple real- 
time computer for use against moving targets 
by a weapon station that is itself in motion. 
Its design principles,  which have been exten- 

sively and successfully employed by the U.S. 
Air Force and the U.S. Navy, are currently 
being given consideration by the U.S. Army, 

e. The Cant-Correction System of Bal- 
listic Computer XMlV, discussed in par. 
12-G. This cant-correction system illus- 
trates the modification and approximation of 
the mathematical model of a computer in such 
a way that the model will be simplified while 
still maintaining the accuracy required of the 
computer. 

12-2   GUN DATA COMPUTER T29E2 

The Gun Data Computer T29K2 computes 
firing parameters for the 105 rnm and 155 mm 
howitzers from input data obtained from ob- 
server sightings of the target. The computer 
is a compact, portable, electromechanical 
analog device. Its design required the exer- 
cise of ingenuity in keeping the computer 
simple,   arid therefore light and compact. 

The computer performs two functions. 
E'irst, it determines the location of the1 target 
with respect to the gun battery; this is essen- 
tially a coordinate transformation operation. 
Secondly, it computes the ball istic trajectory 
in order to determine the coordinates of the 
gun line,  which are required to hit the target. 

The basic inputs to the computer are the 
target position in rectangular coordinates. 
Since these coordinates may not be known 
directly, three input conditions are provided: 

(1) Condition A - The tar yyt coordinates 
are> known (this is the basic  condition). 

(2) Condition B - An observer located at 
a {joint the coordinates of which are known 
measures the range, azimuth, and vertical 
angles of the target. 
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(3) Condition C - An observer with his 
compass at an unknown position, but with a 
known reference point in view, determines the 
distances from the target to the reference 
along his sight line and perpendicular to this 
sight line, and also the difference in height 
between the target and the reference point. 
The coordinates involved are depicted in Fig. 
13-1 of Chapter  13. 

From the input data--in either Condition 
A, B, or C--the target-location section ofthe 
Gun Data Computer T29E2 computes the north 

BASE POINT 

CAiaiBUWH 

and east rectangular coordinates ofthetarget 
with respect to the gun, and enters these two 
coordinatcs--termed, respectively, "Target 
Northing" (ANI)and " TargetEasting" (AEI)-- 
in the gun-order section, as indicated inFig. 
12-1. After addition ofthe battery-parallax 
corrections,* the resultant distances, AN and 
AE, are resolved in order to determine the gun 
azimuth and the target range. 

In the gun-order computer, a wind-cor- 
rection term and the base-point azimuth are 
summed  with the target azimuth to generate 

■     BASF I'Olltffc 

f TAF 

-L M -^^^^^B   DEMOTION 

QUADRANT 

EWEVSTIQN 

BALLISTIC EFFECT OF AIR TEMP, 

AIR DENSITY,   POWDER  TEMP, 
WEIGHT OF   PROJECTILE, 
TRAJECTORY,  CHARGE ,WIND 

TRAJECTORY SWITCH 
FOR CONTROL OF 

QE   SOLUTION 

(A) HIGH   ANGLE 

(B) LOW ANGLE 
(C) RESET 

Figure  12-1.   Simplified functional diagram depicting the generation of gun-order 
computations by the T29E2 computer. 

See Ref.  4 for a discussion of parallax and means employed for its compensation. 
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the gun deflection which is a computer output. 
The range R and target height II are used 

to  compute  the   gun-elevation angle, denoted 
quadrant elevation QE. Specifically, the quad- 
rant    elevation  depends  upon  li, H,  and jr as 
shown by the subsequent discussion. 

The final computation shown in Fig. 12-1 
is the determination of the time of flight tf 

which can be expressed as afunction of range 
and quadrant elevation (see Fig. 12-2). Time 
of flight is employed to set the fuzes of time- 
fuzed projectiles. 

Since the computation of quadrant eleva- 
tion requires the determination of the ballistic 
trajectory, considerable ingenuity is required 
to devise a mechanization that is simple and 
compact. As a startingpoint, the equations of 
the projectile trajectory in a vacuum have 
been derived in Fig. 12-2. The final expres- 
sion in Fig. 12-2 gives the range of the 
vacuum trajectory as a function of the vari- 
ables p-, QE, and muzzle velocityMV. Since 
It and II are measured and QE is to be deter- 
mined, a feedback type of computation is em- 
ployed. In general, two solutions for QE will 
be obtained, one low-angle (between 200 and 
500 mils) and one high-angle, (between 900 and 
1150 mils). A trajectory switch (see Fig. 
12-1) is provided to select either high or low 
angle. In cases for which two high-angle 
solutions exist, the trajectory switch can be 
turned to "Reset" which injects a signal 
transferring the solution to the higher of the 
two trajectories. 

The real (nonvacuum) trajectory is af- 
fected by air density, air temperature arid 
range' wind (i.e., wind in the direction of the 
range vector), as well as by changes in 
muzzle velocity and other effects. Variations 
in the weight of the projectile and in pro- 
pellant temperature appear as changes in 
muzzle velocity. Since weight variations in 
the projectile are accompanied by changes in 
the ballistic coefficient, weight changes are 
also introduced as equivalent changes in air 
density. 

Since the ballistic corrections are em- 
pirical for the mostpart, they wouldnormally 
be introduced by a series expansion of the 
independent variables, the ballistic factors 
being   introduced   as  the  coefficients   of the 

expansion. The form of the equation of the 
vacuum trajectory (see Fig. 12-2) suggests a 
Fourier series expansion, and this was in 
fact employed. 

The  basic form of the Fourier series is 

f(z) 
p-i 

sin (pz; 

00 

(pz)   (12-1) 

The coefficients, in the case of empirical 
data, may be evaluated by dividing the em- 
pirical function into r equal segments. If the 
value of the independent variable is zq at the 
qth point,  and the corresponding value of the 
function is f, , the coefficients ofEq.  12-lare 

4 ' H 

a    "-—    Y^   fq sin (pzc 
p      r      ^-< 

i - I 

b    =■ -   Y]    fq cos (Pzq) 
P      r        , 

q =1 

-\ 

(12-2) 

z << 
where   r    is   the   number   of  equal  segments 
chosen. 

In the approximation employed in the 
T29E2 Computer, only the zero- arid first- 
order terms were employed, and z was set 
equal to kö, where k is approximately 2 and 
is the quadrant elevation QF. Then Eqs. 
12-1 and 12-2 are 

f(k: a.   sin k      ■+   b    ■+   b,   cos k 
1 o I ] 
z2 f«sin 
q    1 

T, f' cos 

q - 1 

The trajectory equation expressed as agroup 
of truncated Fourier series then becomes 
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Figure 12-3.    Equations of projectile trajectory in a vacuum. 

R   (1     re   Sin   k        rd   COS   k    ) ac sin k    -i- -i d cos k 

i a sin k     . b cos k    -— (f sin k       g cos U 

u 
- —j (1  1 c sin k    + d cos k   ) 

R 

■ H (m sin k      r n cos k   ) 

■i Hp (1   -c sin k     ■ d cos k (12-3) 

where 0 is tin- quadrant elevation QE; k is 
approximately 2; a, b, and j arc functions of 
air density, aii temperature, range wind, arid 
muzzle velocity; e, d, a, f, g, rn, n, and p are 
constants; K is the ground range; and H is the 
height  of the   target above the origin.    All of 

the coefficients in Eq. 12-4are adjustable for 
powder charge, and for high or lowtrajectory. 

Eq. 12-4 can be mechanized by the ex- 
trf mely simple electromechanical computer 
shown in Fig. 12-3. The resolver in the fig- 
ure is driven through a gear ratio k from the 
quadrant elevation shaft. The output voltage e, 
from the resolver is given by the expression 

1        Hf ^ ^ „       (a -— E Hm - e c) sin k; 
o k ° 

E (b - W £h Hn - e d) cos kt4 

R 
(12-5) 

Solving for e    gives 
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Figure  12-3.    Schematic diagram of the quadrant-elevation loop of the T29FJ2  Computer. 

a sin k<' + b cos k:>     H     I" f sin k,■ ■' + g cos k.- 

fH 

D & 

I m sin k6 -t n cos kö j (12-6) 

where D =  1 + c sin kö + d cos kÖ.    When the 
servo reduces its error signal to zero, 

H eo +HP   +a  - rrj   - R  ^ 0 (12-7) 

Combining Eqs. 12-G and  12-7 shows that 

3   t ■ 
a sin ki   tb cos kt? 

h  [f   sin kc < g cos kö 
— 4 j 
K D 

.,   I m sin kö t n cos kö> 
* h  L -+  p 

D 

which can be converted to Eq. 12-4 by multi- 
plying both sides by D. 

Thus this expression, which appears tobe 
complex mathematically, was mechanized 
very simply. The T29E2 Computer design as 
a whole is an excellent example of design in- 
genuity applied to the probicm of performing 
a complex mathematical operation by means 
of a simple, portable computer. 

12-3    LIGHTWEIGHT FIRE CONTROL EQUIP- 
MENT FOR ROCKET LAUNCHERS' 

The lightweight fire control equipment 
for rocket launchers described here was de- 
veloped to provide a simple means of pointing 
rocket   launchers to   a  desired  azimuth  and 

elevation angle. The device is modified from 
a standard telescope and mount. 

Rocket launchers are rotatable about an 
azimuth axis perpendicular to the base, and 
about an elevation axis perpendicular to the 
azimuth axis. Since the base may not be ac- 
curately leveled, the firing azimuth and ele- 
vation data, which are determined for a 
horizontal reference plane, must be corrected 
for mislevel,  or cant,  of the mount. 

The computation is acconiplished by a 
telescope mounted on a mechanical gimbal 
system, with the gimbal angles measuring 
crosslcvel (cant), elevation, and azimuth- 
reading from the launcher in toward the tele- 
scope. The cant-correction gimbal is 
equipped with a level bubble inlhe crosslevel 
vial (see Fig.   12-4). 

The elevation gimbal is supplied with a 
similar level vial. Leveling of these two 
axes gives a level reference plane, from 
which the given elevation data can be mea- 
sured by means of the elevation scale and 
micrometer (or vernier) (see Fig. 12-4). An 
azimuth base point is established by emplac- 
ing a pole of known azimuth hearing. The 
launcher azimuth is then measured by malting 
readings with the azimuth scaJe and micro- 
meter at the pole and at the launcher bore- 
sight. 

The system of axes of the launcher and of 
the fire control equipment is shown in Fig. 
12-5. In addition to the elements already 
described, the telescope incorporates a ret- 
icle with vertical and horizontal cross-hairs, 
arid a reticle lighting device. The azimuth and 
elevation scales can be slipped for zero- 
setting.       A   scale)   is   also provided   on the 
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BRACKET 

AZIMUTH 
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Figure  12-4.   Sight Unit M34A2; left rear view. 
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LAUNCHER BORESIGHT 

LAUNCHER 
AZIMUTH AXIS 

SIGHT ELEVATION 

SIGHT AZIMUTH 

«J  SIGHT ELEVATION AXIS 

LAUNCHER AZIMUTH 

LAUNCHER  ELEVATION 

Figure 12-5.    Launcher and sight axes systems. 

crosslevel axis. 
In operation, the launcher is first bore- 

sighted on a distant object. The telescope is 
then sighted on the same object., and the azi- 
muth arid elevation scales are zeroed. The 
crosslevel axis is zeroed, arid the desired 
azimuth deflection from the base point is set 
in on the azimuth scale. The launcher is then 
rotated in azimuth to bring the base point in 
line with the telescope; the crosslevel should 
then be readjusted if necessary, and the 
launcher azimuth corrected. The desired 
elevation angle is then set in on the elevation 
scale, and the launcher is then elevated until 
the elevation level bubble is centered. Again, 
a crosslevel correction should be made, if 
necessary. 

The: rocket launcher fire control equip- 
ment described herein exemplifies the rug- 
ged, simple equipment which is of particular 
usefulness in forward-area combat. The de- 
sign of this equipment ±s particularly notable 

in that it makes great use of standard com- 
ponents, thus simplifying supply and main- 
tenance operations. 

12-4   VIGILANTE COMPUTER GYRO/ 
PLATFORM SYSTEM 

In any fire control system which is em- 
ployed against moving targets, the tracker and 
the section of the computer which is con- 
cerned with tracking are required to define 
the vector velocity of the target in sonic con- 
venient coordinate system. The1 information 
available is generally the azimuth arid eleva- 
tion angles of a gimballed tracker, and the 
range' to the target. The1 computation is 
greatly simplified by a separation of the 
velocity vector into two components: one 
which lies along the line of sight and is 
therefore the1 range rate, and one which is 
normal to the line of sight. The computation 
then divides into: 
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(1) A prediction of the time of flight, 
based  on range   and range-rate data 
and also on ballistic parameters. 

(2) A prediction of future position, ob- 
tained by extrapolation from the 
present position by the velocity nor- 
mal to the line of sight. 

The velocity normal to the line of sight 
can be determined by the measurement of 
three angular velocities. Two of these are 
immediately available as the azimuth and 
elevation velocities of the tracking mount. 
The third angular velocity is the rotational 
velocity of the tracking mount about the line 
of sight. It can be measured directly by a 
gyroscope, or it can be obtained indirectly by 
geometrical relationships from the azimuth 
and elevation velocities. 

In the fire control system used withthe 
Vigilante Antiaircraft Weapon System, '■•' 
tracking is accomplished optically, with a 
separate radar range measurement. The 
normal method of computation would be to 
measure the azimuth and elevation angular 
velocities by means of tachometers on the 
tracking mount,4* smooth this data, andper- 
form the necessary vector resolutions by 
means of resolvers and instrument servos. 
The Vigilante system substitutes a gyro- 
scopic tracking system, which in a single 
device provides for most of the complex 
vector resolutions, and gives a number of 
secondary benefits as well. 

Previous employment of gyroscopes in 
fire control systems has been principally in 
ship-, air- and tank-borne applications in 
which the gyros, in addition to trackingfunc- 
tions, provide a stable platform reference for 
the system. The mobility of the Vigilante 
weapon has required some sacrifice in 
stability of the mount, as compared with that 
of a fixed-emplacement gun. Referencing of 
the tracking lint, to a gyroscope greatly re- 
duces the disturbances introduced by gun- 
reaction forces. The primary advantage of 
the gyroscopic system is, however, the 
simplification of computation. 

The Vigilante fire control system em- 
ploys three gyros. One is avertical reference 
with a pendulous element. This gyro elimin- 
ates the need for accurate leveling of the 
mount, and is of no further concern to the 
present discussion. The second, or tracking, 
gyro is a two-axis free gyro, equipped with 
pickoffs and torquers on both axes, and is 
mounted on atwo-axis platform. Theplatform 
servos receive their error signals from the 
gyro pickoffs, and cause the platform to re- 
main closely perpendicular to the gyro spin 
axis. The third gyro is a single-degree-of - 
freedom rate gyro, and is mounted on the 
same platform, oriented so as to measurethe 
angular rate of the platform normal vector. 
This measured angular rate of the platform 
normal vector can be transformed into the 
angular rate of the tracking-gyro spin axis 
by means of a coordinate transformation that 
makes use of the error sign als fed to the plat- 
form servos. Since these error signals are 
small, the vector transformations can be 
approximated by simple, linear operations. 

In Chapter 4, par. 4-6 of AMCP 706- 
'A2T, the? tracking equations were derived in 
the orthogonal coordinate system la, 2a, 3a, 
where 2a is a unit vector- directed along the 
tracking line, i.e., the spin axis of the track- 
ing gyro. If Ds is the range to the tracking 
point, the velocity of this point is 

_d_ 

dt 
Üs     --4-   (D2*o)    - Ds  la   +  L's   Ta      (12-8) 

Eq. 12-8 is identical^ with Eq. 4-269 of Ref. 7. 
The scalar velocity Ds is the range rate along 
the tracking line 2a, while Ds 2a is the vector 
velocity normal to 2a. From Eq. 4-271 of 
Ref. 7, this velocity is 

D.2a   MS,Elo   .  D.v, 

+    (S,E3c 

la 

D v, i   3c (12-9) 

where, as defined in Ref. 7, 
S]   =   a constant whose value is chosen so 

that the tracking system will have a 

See Chapter 4,   par.   4-6 of AMCP 706-327    for a full description of this system 
k 

An alternative approach would be to match the operator's rate command signals against the tachometers,   and use either the 
command or response,   modified by tlic tracking-servo error,   as the velocity data. 
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response time compatible with the 
requirements of a human operator 
and an optimum compromise be- 
tween fast settling and noise atten- 
uation 

Jla 

Vln 

and  E 3a the tracking- error^compon»- 
onents along the la and 33 
axes, respectively 

=    V, /Ds where  V, and  V"3a    are the 

V3a   /"s 

But, 
2a 

components of the smooth 
target velocity Vs along the 
la and 3a axes, respectively 

,  la    -a,    3a (12-10) 
ja la 

(£q. 4-275 of Ref. 7) 

where UL and oo^ arc the laand3a compon- 
ents, respectively, of the angular velocity U)a 

with which the gyro coordinate system rotates 
with respect to an inertia! coordinate system. 
Division of Eq. 12-9 by Ds and comparison 
with Eq.   12-10 shows that 

1     3o 

arid 

S.E. I        la 

(12-11) 

In accordance with basic gyroscope prin- 
ciples (see Fig. 2-12 of Kef. 7 for example), 
a torque applied about an axis perpendicular to 
the spin axis induces a resultant angular 
velocity, or precession, about an axis that is 
mutually perpendicular to the torque and spin 
axes. The: magnitude of tlic velocity is equal 
to 1IT, where T is the applied torque and II is 
the spin momentum of the gyro. 

As shown in Fig. 12-6, Eqs. 12-11 are' 
solved by two position servos which are 
compliance-coupled to tlie gyre gimbals. The 
vortical servo exerts a torque on the lateral 
gimbal; the vertical gimbal then processes at 
a rate U)[a proportional to this torque. The 
lateral   servo produces a similar rate at the 

lateral gimbal. 
As shown in Fig. 12-7, each precession 

servo is mounted on a gimballed platform and 
exerts a torque on the gyro gimbal through a 
rack, cam, force spring, and linkage. The 
angles between the gyro gimbals andthe plat- 
form are measured by electrical pickoffs, one 
of which is shown in Fig. 12-7. The pickoff 
outputs, designated 6, and 6, , provide the 
error signals that drive the platform servos 
so as to follow the tracking line. Since the 
platform closely follows the gyro, the need 

for bails is eliminated, but the torque is ap- 
plied to the gimbal about a platform axis 
rather than a gyro axis. The transformation 
relationships given by Eqs. 4-296 of Ref. 7 
show that 

T,. 

=T, 

2p 

S. +T, + T 
3p (12-12) 

-T„ T, 

where  the T's are torques about axes desig- 
nated by the subscripts. 
There   are  no torques   applied about the  2p 
axis;   hence,   Tla   = Tlp    and  T }a T ip The 
torque  error   about the   2a  axis produces no 
precession effect. 

The1 right-hand sides of Eqs. 12-11 may 
now be rewritten in platform coordinates, 
yielding 

S1E3 

Ds 

 ! It 

3p 

(12-13) 

These quantities expressed in platform co- 
ordinates are the ones available in the com- 
puter. 

A further complication in the platform 
azimuth servo is the provision of a means of 
introducing the lead angle. This isnecessary 
because the platform is mounted in the turret, 
which provides the azimuth angle for the gun. 
Therefore, the platform azimuth servo must 
remove: the turret motion as well as the gyro 
motion. 

As rricuilionod previously, the angular 
rate cu about the tracking line must also be 
determined in order to complete: the definition 
of the  vector  velocity   of the tracking point. 
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Figure 1%- 7.    Schematic diagram of the tracking-gyro/platform system. 

The angular velocity co is measured approx- 
imately by a rate gyro mounted on the plat- 
form. The gyro reading must be corrected for 
several error terms, however. 

A rale gyro is a single>-degree-of-free- 
dom gyro in which the single gimbal is re- 
strained by a spring force. A rate applied 
about an axis that is mutually perpendicular 
to the spin axis and the gimbal axis produces 

a torque which is exerted against the spring 
restraint. A pickoff is employed to measure 
the displacement Sr of the gimbal, which is in 
turn proportional to the applied rate, i.e., 

H 
(12-14) 

where H is the spin momentum, k is the spring 
constant, and w.   is the applied rate. 
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The rate gyro is mounted on the platform 
with its input axis perpendicular to the two 
platform gimbalaxes. Ref. 7, par. 4-6derives 
the geometrical relationships that relate the 
rate w

p2p about the platform normal axis to 
the rate about the tracking line, or gyro spin 
axis. For small platform servo errors, the 
expression is, from Eq.  4-311 of Ref.  7, 

p2p la       t 3a (12-15) 

where  to 2a 

P2p 

la 

6, 

6, 

= the angular rate about the 
tracking line 

= the angular rateaboutthoplat- 
form normal axis 

= the angular rate about the gyro 
elevation axis 

= the angular rate about the gyro 
azimuth axis 

= the platform azimuth servo 
error 

= the platform elevation servo 
error 

Eq. 12-15 can be transformed into variables 
which are available in the computer by intro- 
ducing Eq. 12-13 and neglecting products of 
error terms.    This yields 

ip (12-16) 

in  which k>p2P    is measured by the rate gyro; 
and v,     are available from the tracking 

'ip "3p 
computer;   and 6,   and 6,   are provided by the 
platform servo error signals. 

A further correction is required for the 
rate gyro. An input rate causes the gyro to 
precess against the restraint through the 
angle 6r . The input axis is nowdisplaced from 
the 2p axis, and measures a component of 
^pip   as well.    Fora small displacement, the 
input rate is "p2P VP 

The restraining torque on the gyro gim- 
bal is provided by a torque motor. The 
torque-motor excitation is provided through 
an amplifier from the gyro signal 8r , thus 
generating the equivalent of a spring re- 
straint. The loop is stabilizedby an additional 
feedback of the integral of Sr . The torque 
equation on the rate-gyro gimbal is then 

2p2 
s    = k.   f>   ■+ k,   f 5   et 

pip ", ' J     ' 
(12-17) 

where kj   and k2 arc constants that include the 
gyro spin momentum. 

Transformation of the first of Eqs. 12-11 
into platform coordinates yields 

S,E3 1       ip 
(12-18) 

Multiplication by Sr  then yields, when the er- 
ror products are dropped, 

pip 3p 
(12-19) 

Thus, the gyro torque equation can be correct- 
ed   by  the   addition  of  a term  v 
right-hand side, yielding 

¥ to the 

p2 p %ip 5, =kA+k
2/ M' ' v3p K (12-20) 

Since the first two terms of the right-hand 
side of Eq. 12-20 appear as outputs in the 
rate-gyro loop, a mechanization ofa>p2p has 
been obtained. Then Eq. 12-16 can be em- 
ployed to compute U)2a , the angular velocity 
of the tracking line. 

All variables of Eqs. 12-20 and 12-16 
are available either fromthe gyro or from the 
tracking computer. The mechanization is 
shown in Fig.   12-8. 

Thus, the gyro/platform assembly inthe 
Vigilante fire control system provides (a) an 
integrator for the generation of tracking 
rates, (b) a complex coordinate transforma- 
tion, and (c) a stabilizing element. This is an 
excellent example of the need for ingenuity in 
combining  many  functions   into one element. 

12-5   MARK 20 GYRO COMPUTING SIGHT' 

Gun Sights Mk 20 Mods G and 7 are gyro- 
scope lead-computing sights using a single 
electrically driven gyroscope as the principal 
element. The Mod (i is used with 20 mm anti- 
aircraft machine guns, the Mod 7 with 40 mm 
guns fseeFigs. 12-9and 12- 10). These sights 
can, however, be used with other ballistics 
when appropriately modified and suitably 
mounted. The principal function of the gun 
sight is to compute lead angle andsupereleva- 
tion,   and to  offset the line of sight from the 
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Figure  12-8.    Computation of rate about the tracking line. 

axis of the gun bort:, accordingly. Thou, with 
the line of sight following a moving target, the 
guri leads the target and is elevated the proper 
amount to secure hits. The operation of the 
sight thus relieves the gunner of the duty of 
estimating lead and superelevation, and elim- 
inates many of the approximations associated 
with a fixed line of sight. The sights are 
adapted primarily for use against aircraft, 
motor torpedo boats, and other high-speed 
targets, but can be used a s well against slow- 
moving or fixed targets. 

-Fig. 12-11 shows the elements of the 
problem solved by the Mk20 sight. The func- 
tion of the gun sight is to offset the line of 
sight from the axis of the gun bore in such a 
manner that tlic gun is constantly aimed tohit 
the target when the line of sight is kept on the 
target. The advance position is offset from 
the present position by the lead angle. This 
angle lies on the tilted gun-target plane which 
contains   the   present  target  position and the 

advance position. The gun bore must be point- 
ed above the advance position to allow for the 
curved path of the projectile due to gravity. 
The additional elevation necessary for this 
purpose is the superelevation. Thus, the off- 
set of th( line of sight must include two ele- 
ments: lead and superelevation. Thesizeand 
direction of the lead and the size of the super- 
elevation angle are computed by means of a 
gyroscope, the operation of which is described 
m the paragraphs which follow. 

The gyroscope used in the gun sight em- 
ploys a smallelectric motor, the movingpar ts 
of which are relatively heavy and cori espond 
to the flywheel of the gyroscope top. The gyro 
is mounted on pivots in a gimbal, as shown in 
Fig. 12-12, and the gimbal is pivoted in the 
sight case. Thus, the spin axis of the gyro can 
be tilted up or down about the gyropivots and 
can be moved to the right or left about the 
gimbal pivots. With the motor running, the 
direction    of   the   spin  axis   tends  to   remain 
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Figure   12-9.    Gun Sight Mk 20 Mod 6 mounted on a twin 20 mm gun. 

fixed in space, no matter how the sight case 
is moved. However, the spin axis can be 
moved in any direction if a properly directed 
precessing force is applied to the gyro or 
gimbal. 

The principal precessing force is exerted 
by the range' magnet which is mounted on the 
sight case directly in front of the gyro. A 
sectional view of the range magnet is shown 
in Fig. 12-13. Its pole pieces are located 
close to the surface of a copper-covered eddy- 
current disk which is rigidly mounted on the 
forward end of the gyro shaft. The disk thus 
rotates in a magnetic field set up by electric 
current in the winding of the range' magnet. 
When an electric conductor is moved in the 
field of a magnet, electric currents are in- 
duced   in   the   conductor   and  these   currents 

react with the field to produce a magnetic 
force tending to stop the movement. Thus, the: 
ran-e magnet exerts a force on the eddy- 
cuirent disk, tending to stop rotation of the 
gyro. 

Suppose now that the sight case is moved 
to swing the magnet to the left, as seen from 
the front in Fig. 12-14. Since the part of the 
disk opposite the magnet pole is moving up, 
the retarding force, exerted by the magnet is 
directed down. But a downwardly directed 
force moves the gyro spin axis to the left, in 
accordance with gyroscopic principles . Thus, 
the gyro axis follows the magnet. The same 
result is obtained when the sight case is moved 
in any direction; the gyro axis always follows 
the magnet axis. 
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Figure  12-10.    Gun Sight Mk 20 Mod 7, with adapter equipment, mounted on Gun 
Director Mk 51 Mod  11, for use with 40 mm guns. 

The speed at which the gyro moves while 
following the magnet is called the precession 
rate, and depends on the strength of the pre- 
cessing force exerted by the magnet. If the 
precessing force increase0, the precession 
rate increases; if it decreases, the precession 
rate decreases. If the precessing force is 
uniform, the gyro axis follows the magnet axis 
at a uniform rate. 

The precessing force increases as the 
strength of the magnet current.increases, and 
also depends on the distance the magnet has 
moved from the center of the eddy-current 
disk. With the magnet centered on the disk, 
the force is zero; but as it moves away from 
the center, the force steadily increases. If 
the magnet is carrying a uniform current and 
traveling  at  a uniform   speed,   it must move 
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Figure  12-11.    The fire control problem solved by Gun Sight Mk 20. 
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Figure 12-12.   The gyro and gimbal used in 
Gun Sight Mk 20. 

Figure  12-13.   The range magnet and eddy- 
current disk. 
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Figure  12-14.    Themannerinwhich the gyro 
follows the magnet. 

through a certain definite angle fromthe cen- 
ter of the disk before the precessing forceis 
strong enough to move the gyro at the same 
speed, The gyro then follows the magnet with 
a definite angle of lag which does not change 
unless the magnet current or magnet speedis 
altered. 

The angle of lag of the gyro can be in- 
creased by increasing the speed of movement 
of the magnet and can be reduced by moving 
the magnet at a slower speed. Since the mag- 
net is mounted on the sight case which is 
mounted on the gun, the speed of movement of 
the gun controls the size of the gyro lag if 
there is no change inthe magnet current. The 
direction of the gyro lag indicates the direc- 
tion of movement of the gun. 

The gyro lag can be controlled by chang- 
ing the magnet current. An increase in cur- 
rent increases the precessing force and 
speeds up the movement of the gyro. It thus 
reduces the gyro lag necessary to move the 
gyro at the same speed as the gun. 

In summary, as the gun is trained and 
elevated, the gyro axis follows the magnet 
axis but lags behind it. The angle of lag is 
controlled by the speed of gun movement and 
the strength of the magnet current. The di- 
rection of lag indicates the direction of gun 
movement. 

12-5.1  COMPUTATION OF LEAD 

The required lead angle can be computed 
approximately by multiplying the time of 
flight of the projectile to the advance position 
by the rate of angular speed of the target about 
the gun position. Thus, if time of flight is two 
seconds andthe rate is 50 milsper second, the 
lead is close to 100 mils. However, this 
simple relation is a very rough approxima- 
tion. In these gun sights, a more accurate 
computation is used, but it depends on the 
same two factors: the angular speed of travel 
of the gun and the time of flight.* 

The preceding discussion has shown that 
the gyro lag depends on the movement of the 
gun and on the magnet current. If, then, the 
magnet current is made to depend on the time 
of flight, the gyro lag is controlled by the 
same two factors which determine lead. By 
properly shaping the eddy-current disk and 
the parts of the magnetic structure, and by 
controlling the magnet current in relation to 
time of flight, the gyro lag is made directly 
proportional to lead. 

Referring again to Fig. 12-11, the target 
is shown traveling at a substantially constant 
altitude but its distance from the gun is de- 
creasing. Therefore, the line of fireistilted 
up at a steeper angle than the line of site, and 
the'lead must include an elevation component 
as well as a traverse component. This rela- 
tion is shown in Fig. 12-15, in which the line 
of site, the line of fire, andthe axis of the gun 
are projected on a plane at right angles to the 
line of site, The example is a typical case 
since lead is usually a combination of eleva- 
tion and traverse components. 

In following the target, the line of site 
moves from the present position toward the 
advance position as shown in Fig. 12-15, and 
its movement therefore has the same eleva- 
tion and traverse components asthe lead. The 
gun follows a different path since its bore is 
displaced from the line of sitebythe lead and 
superelevation. However, lead and superele- 
vation change very slowly duringafiringrun, 

See Appendix 12-1 for the true equations. 
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Figure  12-15.    Geometrical relationships 
between lead and superelevation. 

and the path of the gun is practicallyparallel 
to the path of the line of site. Therefore, the 
gun movement has the same elevation and 
traverse components as the line-of-site 
movement and the lead. As alreadynoted, the 
direction of gyro lagindicates the direction of 
movement of the gun. Gyro lag thus has the 
same elevation and traverse components as 
the gun movement and the lead, and also indi- 
cates the direction of the lead. 

12-5.2   TIME    OF 
CURRENT 

FLIGHT   AND   MAGNET 

It is shown in par. 12-5.1 that, in order 
to compute the lead angle, time offlightmust 
be known and the range-magnet currentmust 
be controlled accordingly. Time of flight to 
the advance position can be determined from 
the firing tables of 20 mm and 40 mm guns if 
the range to the advance position is known. 
The advance position canbe locatedif present 
slant range and the course and speed of the 
target are known. 

Gun Sights Mk 20 Mods 6 and 7 are cali- 
brated to give best accuracy onincomingtar- 
gets having a passing range of 500yards and a 
speed corresponding to that set on the target- 
speed knob of the sight. For Gun Sight Mk 20 
Mod 6 an additional calibration is provided 
(without superelevation change) for outgoing 
targets of low speed at short and medium 
ranges. Gun Sight Mk 20 Mod 7 with 40 mm 
ballistics   does not require  a different cali- 

bration for  outgoing targets  of low speed at 
short and medium ranges. 

Time of flight tothe advance position does 
not fit into any reasonable mathematical ex- 
pression which can be used in the gun sights. 
Instead, a figure known as nominal time of 
flight (symbol Tn ) must be used. Nominal 
time of flight depends on actual time of flight, 
present slant range, advance slant range, 
target speed, and other factors. Thenominal 
time of flight for 20 mm guns with Gun Sight 
Mk 20 Mod 6 and for 40 mm guns with Gun 
Sight Mk20 Mod 7 are given in Table 12-1, as 
functions of the present slant range Rand the 
target velocity. 

In the Mod ft tabulation, T, is given for 
maximum and minimum target speeds on in- 
coming targets and for minimum target speed 
only on outgoing targets. The Mod 7 tabula- 
tion is for both incoming and outgoingtargets. 

Magnet current is supplied by the range 
circuit which includes the range rheostat. The 
rheostat dials are marked with the values of 
present slant range given in Table 12-1. For 
each range and target speed setting, the rheo- 
stat introduces the proper resistance to make 
the precessing force for any given gyro dis- 
placement proportional to the corresponding 
value of l/Tn. By this means, when present 
slant range and target speed have been esti- 
mated and the range rheostat has been set 
accordingly, the time-of-flight factor is en- 
tered in the computation. 

It should be noted that the assumed tar- 
get course and speed are used only to com- 
pute nominal time of flight, and thus they af- 
fect the size but not the direction of the lead. 
The direction of the lead is determined by the 
direction of movement of the gun. The gun's 
movement is determined by the actual course 
of the target. 

12-5.3   COMPUTATION    OF   SUPERELEVA- 
TION 

Superelevation (see Fig. 12-11) depends 
on two elements: the gun elevation angle and 
nominal time of flight. Foragivengun eleva- 
tion, superelevation is approximately propor- 
tional to nominal time of flight. For a given 
time of flight, it is greatest when gun elevation 
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TABLE   12-1.   NOMINAL TIME OF FLIGHT VS RANGE DATA. 

(a) 20 mm Guns and Gun 

1 

Sight Mk 20 Mod 6 

INCOMING 
TARGET 

arget Speed 

OUTGOING 
TARGET 

200 Knots 600 Knots 200 Knots 

R TJB In. Tn_ 

200 0.23 0.23 0.23 
400 0.5 1 0.51 0.53 
800 1.21 1.19 1.38 
1200 2.12 2.04 2.60 
1600 3.24 3.06 4.10 
2000 4.56 4.20 

(b)   40 mm Guns and Gun Sight Mk 20 Mod 7 

(For an incoming or outgoing sp eed of 200 knots) 

R la 

200 0.24 NOTES: 
400 0.475 
800 0.99 1.   The present slant range R 
1200 1.55 is given in yards 
1600 2.18 
2000 2.85 2.    The nominal time of flight 
2400 3.57 Tn  is given in seconds. 
2800 4.38 
3200 5.75 
3600 6.10 

is zero and grows smaller as the gun is ele- 
vated.* 

In Gun Sights Mk20 Mods 6and7, super- 
elevation is computed by the fact1 gear sector, 
L-shaped support, and counterweight, as 
shown in Fig. 12-16. Gear teeth on the face 
gear sector mesh with a pinion mounted on 
the gimbal. Thus the counterweight which is 
carried on the L-shaptd support exerts a 
force tending to rotate the gimbal and gyro 
about the> gimbal pivots. The turning force can 
be increased by moving the weight farther out 

on the L-shaped support and canbe decreased 
by moving the weight toward the pivot. 

Target speed has an appreciable effect on 
the superelevation correction, Inviewefthis 
fact, the superelevation computer is so con- 
structed that the counterweight can be posi- 
tioned on the L-shaped support by turning the 
target speed knob. 

The tilt of the sight case as the gun is 
elevated has the same' effect as moving the 
weight toward the' pivot. It reduces the effect- 
ive   lever   arm   and  so reduces  the   turning 

*   The equation used for superelevation in the gun sights is K Tn cos Eg^  where K is a constant,   dependent upon the target speed 
knob setting,   Tn is nominal time of flight,   and Eg is gun elevation.     This equation does not give the exact value of supereleva- 
tion (See Figures 12-2.4 und  12-2.5 of Appendix  12-2). 
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Figure 12- 16.   Operation of the super- 
elevation computer. 

force. This reduction in turning force is in 
direct proportion to the reduction in super- 
elevation required by the increased elevation 
of the gun. Thus, the tilt of the sight case 
automatically proportions the turning force of 
one of the elements which determine super- 
elevation. 

The second factor, nominal time of flight, 
is introduced by the range magnet. The turn- 
ing force exerted by the superelevation weight 
is directed to the gimbal and gyro by means of 
gears as already noted and as seen from the 
front in Fig. 12-17. It thereforeprecessesthe 
gyro downward until the range magnet exerts 
an equal force in the oppositedirection.   With 

the two forces balanced, the gyro comes to 
rest with a definite displacement from the 
magnet axis which depends on the turning 
force and on the magnet current. Since mag- 
net current represents nominal time of flight, 
it supplies the time of flight factornecessary 
for the computation. The relation between 
magnet current and time of flight is such 
that the resulting displacement is directly 
proportional to superelevation. 

Small errors in the computed superele- 
vation are introduced by the displacement of 
the gimbal to the right or left in the computa- 

Eddy-current 
disk 

Force exerted by 
♦-superelevation 

weight 

Displacement 
proportional 
to superelevation' 

Direction    of 
precession due to 

superelevation   weight 

Figure 12-17.    Effect of the superelevation 
computer on the position of the gyro 

spin axis. 

tion of lead. This displacement raises or 
lowers the superelevation weight above orbe- 
low the nominal horizontal. The tilt of the 
sight case due to cross-level roll or pitch of 
the base on which the sight is mountedalso 
has a slight effect on the size and direction of 
the computed superelevation. However, these 
errors are usually very small. 

In summary, the displacement of the 
magnet axis fromthe gyro axis isthe result of 
two displacements. The lead displacement is 
proportional to the lead angle and is causedby 
the movement of the gun in following the tar- 
get. Its direction is determined by the direc- 
tion in which the gun is moving. The super- 
elevation displacement is all in elevation and 
is proportional to the superelevation angle. It 
is caused by the precessing force exerted by 
the superelevation computer. The total dis- 
placement is proportional to the desireddis- 
placement between the gun bore and the line of 
site, and its direction is the same as that of 
the desired displacement. 

12-5.4  DISPLACEMENT   OF   THE  LINE  OF 
SIGHT 

The displacement of the line of sight with 
respect to the axis of the gun boreis accom- 
plished by the movement of the reflector glass 
shown mounted on the gyro gimbal in Fig. 12- 
18. The reflector glass rotates in the same 
direction that the gimbal turns onits pivots in 
the sight case. Inaddition, the reflector glass 
is connected to the gyro by a link which tilts it 

12-20 



AMCP 706-329 

Frame for 
reflector 

gloss 

Gimbol 

Gyro bearing 
pivot pin 

Nutation 
damper 

Figure 12- 18.   The linkage between the 
reflector glass and the gyro in traverse 

and elevation. 

up or down as the gyro tilts in the gimbal. 
The relation of the reflector glass tothe 

rest of the optical system is shown in Fig. 
12-19. The beam of light from the lamp is 
reflected by the first surface mirror and 
passes through the cylinder lens andreflector 
glass tothe Mangin mirror which reflects and 
collimates the light rays, causing the reticle 
image to appear on the reflector glass. 

Because of the collimating action of the 
Mangin mirror there is no dispersion of the 
reflected beam; it is made up of parallel ray s 
all of which are reflected at the same angle. 
If the gunner holds his eyes at the center of the 
beam, he will see the reticle image at the 
center of the glass. If he moveshis head to- 
ward the edge of the beam, theimagewill ap- 
pear to move toward the edge of the glass; but, 
since the direction of all parts of the beam is 
the same, the direction of the line of sight does 
not change. Thus, considerable movement of 
the gunner's head is possible without his los- 
ing sight of the image or changing the direc- 
tion of the line of sight. 

Line of sight 
par alle I to 
magnet axis 

Mangin -^Reflector., 
mirror       \\^ glass. Gyro axis  and 

magnet axis 
in line 

S~ *\       $>°Lamp 
y First Äfe     Reticle 

./ surface 
mirror Range 

magnet 

Gyro       \ Gimbal axis 

Figure 12-19.    The line of sight with zero 
gyro-axis displacement. 

The direction in which the beam of light is 
reflected depends on the angle) at which the 
reflector glass is tilted. For zero gyro-axis 
displacement, as shown in Fig. 12-19, the 
angle is such that the beam is reflected along a 
line parallel to the axis of the range magnet. 
Therefore, the line of sight is parallel to the 
magnet axis. If the reflector glass is tilted 50 
mils from this position in the direction shown 
in Fig. 12-20, the reflected beam tilts up 100 
mils from its former position. As a result, 
the line of sight is depressed 100 mils below 
the direction of the magnet axis. The angle of 
depression or elevation of the line of sightis 
always twice the angle through which the re- 
flector glass is moved from its zero position. 

As noted inpar. 12-5.3, the gyro-axis dis- 
placement is proportional tothe desired dis- 
placement of the line of sight... It is not made 
equal to the line-of-sight displacement but is 
always greater by an arbitrarily added per- 
centage>which is determined by the design of 
the magnet and eddy-current disk and by cal- 
ibration of the range-magnet current. The 
added percentage is the sigma factor, the pur- 
pose of which is described in par. 12-5.5. In 
elevation, the sigma factor is 20 percent; in 
traverse, it is approximately 2 9 percent. Be- 
cause of the inherent characteristics of the 
gyro gimbal system, it is not possible to make 
the sigma factor the same in bothdirections, 
but this does not affectthe accuracy of the lead 
computation. 

In elevation, the sigma factor is taken 
care   of by  the   design  of the   linkage   which 
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Figure   12-20.    The line of sight with 120 
mils gyro-axis displacement. 

connects the reflector glass to the gyro in 
such a manner that it tilts the glass one mil 
for each 2.4 mils of gyro displacement. Thus, 
in the example shown in Fig. 12-20, a gyro 
displacement of 120 mils tilts the glass 50 
mils and depresses the line of sight lOOmils. 

In traverse, there is no linkage which can 
be proportioned totake care of the sigmafact- 
or. In traverse, the sigm a factor is introduced 
by the choice of proper constants inthe optical 
system. Sigma is the ratio of the distance 
from the reticle to the first surface mirror 
over the distance from the first surface mir- 
ror to the Mangin mirror. 

Since the sigma factor is introduced by 
the magnet system and is then taken out by 
the elevation linkage and the collimating sys- 
tem, and since the displacement of the line of 
sight from the axis is the same in size and 
direction as the desired displacement of the 
line of sight from the gun bore, it only re- 
mains to mount the sight on the gun in such a 
position that the magnet axis isparallel to the 
gun bore. Then, with the line of sight following 
the present position of the target, the gun is 
constantly aimed at the proper point in space. 

At large elevation lead angles, an eleva- 
tion precession spring applies a centering 
torque about the elevation axis. This action 
results in a substantial reduction in quadra- 
ture error without adversely affecting the 
other performance characteristics. The 
elevation precession spring is shown in Fig. 

12-18. It is secured to the right side of the 
gyro gimbal support bracket by the locknut 
which supports the right side of the reflector 
frame. The other end of the spring passes 
through a small hole in a clip on the end of the 
reflector frame arm. 

A traverse precession spring operates in 
a similar manner for large traverse lead 
angles. 

12-5.5  FUNCTIONS OF THE SIGMA FACTOR 

The sigma factor is arbitrarily intro- 
duced in the design of the gun sightto improve 
its tracking characteristics. The gyro lag 
depends on the speed of movement of the gun 
as explained earlier. If the gun is moved 
smoothly, as it should be moved intrackinga 
target, the gyro lag changes gradually and 
smoothly. But if the gun is moved in a jerky 
or erratic manner, the gyro lag increases 
with every forward jerk and decreases with 
every decrease in gun speed. A sudden change 
in gyro lag changes the precession rate of the 
gyro, but it produces no sudden change inthe 
position of the gyro axis. The effect is much 
the same as if the gyro were pulled along by a 
very flexible rubber band connectedtothe gun 
barrel. The gyro follows the jerky gun move- 
ment smoothly at a speed corresponding 
roughly to the average speed of the gun. 

If the lag of the line of sight were made 
exactly equal to the gyro lag, the line of sight 
would be parallel to the gyro axis andit, too, 
would move smoothly even though the gun 
movement were erratic. There would be no 
indication to warn the gunner that he was not 
tracking properly. He would continue his er- 
ratic operation and the direction of his fire 
would be equally erratic. 

With a sigma factor of 20 percent, the 
gyro lag is 1.20 times the lag of the line of 
sight or, stated, the lag of the lineof sight is 
five-sixths of the gyro lag. Thus, the angle 
between the line of sight and the gyro axis is 
equal to one-sixth of the gyro lag. Now, sup- 
pose the gun is given a sudden jerk that in- 
creases the gyro lag by 24 mils. The line of 
sight responds instantly by moving 4 mils far- 
ther away fromthe gyroaxis. Thereticle im- 
age moves 4 mils offthe target andthe gunner 
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knows immediately that he is not tracking 
properly. Thus, the introduction of the sigma 
factor enables the gunner to recognize poor 
tracking and to correct it promptly. 

12-6   CANT-CORRECTION SYSTEM OF 
BALLISTIC COMPUTER XAA17 

6 

The design of a fire control computer— 
regardless of whether the computer is des- 
tined for field artillery, antiaircraft, tank, or 
air-to-ground (e.g., helicopter) applica- 
tions— requires an analysis of the various 
functional aspects of the application con- 
cerned. E'or the categories noted, these 
functional aspects would include the following: 

For Field Artillery and AA Applications 

Towed vs . self-propelled weapon 
Type of weapon 
Type of target(s) 
Range(s) 
Interfaces 

For Tank Applications 

Model of tank 
Type of weapon 
Type of target(s) 
Range(s) 
Interfaces 

For Air-to-ground Applications 

Type of aircraft 
Aircraft speed and altitude 
Type of weapon(s) 
Type of target(s) 
Target speeds 

After this analysis of functional aspects 
has been completed, the development of the 
computer mathematical model can proceed. 
This model should, of course, provide for (a) 
such fire control corrections as kinematic 
lead (if moving targets are involved) and 
superelevation, and (b) modifications in the 
fire control solution for deviations from 
standard conditions of air density, air temp- 
erature, wind, etc. For field artillery, anti- 
aircraft,   and tank  applications, the effect of 

cant is an additional factor that should be taken 
into consideration in the fire control solution, 
for cant is a subtle condition that does intro- 
duce target-miss components. In the process 
of designing and fabricating a computer to 
correct for cant, it will therefore be neces- 
sary and desirable to modify and approximate 
the mathematical mode in such away that the 
computer will remain as simple as practic- 
able while providing the required accuracy. 

As an illustrative example of the results 
of such a process, the paragraphs which fol- 
low summarize the background of Ballistic 
Computer XM17 and describe the method em- 
ployed in its design to correct for the cant of 
a tank. In addition, the accuracy of the cant- 
correction system is analyzed. Finally, the 
factors that should be considered before 
undertaking an improved design are dis- 
cussed. 

12-6.1   BACKGROUND OF BALLISTIC COM- 
E'UTER XMJ7 

Because of gravity, hitting a target with a 
projectile requires that the gun from which a 
projectile is to be fired be elevatedabove the 
line of sight (see Fig. 12-21). The fire con- 
trol system now standard for the M60 series 
tanks includes a ballistic computer (the 
Ml 3A ID) which accepts range from the range 
finder and computes the superelevation <£s re- 
quired for hitting the target. Superelevation 
is then introduced into the weapon by virtue of 
the fact that the computer output depressesa 
laying cross in the gunner':; sight line with 
respect to the axis of tube. When the gunner 
restores the cross to the target, the weapon is 
then at the proper elevation (see Fig.  12-22). 

Ballistic Computer M13A1D generates 
superelevation as a function of range only. As 
a result, errors occur because effects other 
than range--such as gun jump, muzzle-velo- 
city variations, parallax due to offset of the 
sighting device from the gun, tube bend, etc.-- 
have been ignored. In addition, lateral effects 
such as drift, lateral parallax, etc., are not 
included. The major shortcoming of the 
Ml 3A1D Computer is, however, that effects on 
the firing data of the out-of-levelcondition of 
the weapon (cant)are not corrected. 
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Figure 12-21.    The geometryassociated with 
the superelevation correction. 

Because of the shortcomings of the Bal- 
listic Computer M13A1D, Frankford Arsenal, 
under the sponsorship of Army Tank-Automo- 
tive Center (ATAC), directed the development 
of the improved Ballistic Computers XM16 
andXM17. These devices, which account for 
all the effects discussed above, are identical 
except that the XM16 is designed for use with 
a periscope while the XM17 provides correc- 
tions to Direct Fire Telescope XM1Ö8. The 
ensuing discussion pertains solely to the 
XM17 Computer. 

12-6.2   THE DESIGN USED FOR THE CANT- 
CORRECTION SYSTEM 

The purpose of the Ballistic Computer 
XM17 is to determine the angles in both azi- 
muth and elevation that are necessary for 
properly offsetting the gun tube from the line 
of sight to the target. Corrections that re- 
quire the gun to be displaced in elevation from 
the line of site include superelevation, tube 
bend, vertical jump, and vertical parallax. 
Corrections requiring azimuth shifts between 
the gun and the line of site include lateral 
jump, lateral parallax, and drift. 

It should be noted that these corrections 
fall into two categories: those that always oc- 
cur in the same direction with respect to the 
deck of the tank, and those that always occur 
in the same direction with respect to level. 
Jump is an example of an effect that is tank 
oriented. No matter whether the tank is posi- 
tioned on a hill or on level ground, it is as- 
sumed that the gun tube will always jump by 
the same magnitude and in the same direction 
with respect to the deck of the tank. As a 
result, corrections which are made in gun 
elevation and azimuth to compensate for the 
effect do not depend on cant. 

On the other hand, as contrasted with the 
tank-oriented corrections, superelevation, 
compensation for tube bend and compensation 
for drift are all gravity-oriented and must, 
therefore, be applied to the weapon in alevel 
coordinate system. This point is illustrated 
by the discussion which follows and by Fig. 
12-23. 

Assume that the target lies at the posi- 
tion E and A with respect to the tank. 
(E, is measured in a vertical plane with re- 
spect to level, while A, is measured in a 
horizontal plane with respect to an arbitrary 
azimuth reference.) Geometric conditions 
(range and height of target)and environmental 
effects (meteorological conditions, muzzle 
velocity, etc.) necessitate that if a hit is to 
be obtained on the target, the axis of the 
weapon must be displaced from the line of 
site by the angles AE, andAAQ. Omitting from 
consideration the tank-oriented corrections, 
these angles are determined entirely by bal- 
listic data as found in the firingtable (super- 
elevation and drift) and the effect of gravity 
on the gun tube. The angles are completely 
independent of the manner in which the gun 
trunnions may happen to be canted. Asa re- 
sult, the elevation displacement AE, must al- 
ways be made in a vertical plane and the azi- 
muth displacement A A0 must always be made 
in a horizontal plane. 

If the tank were always level, theproper 
introduction of AE, andAA0 into the sighting 
system would present no problems. A level 
tank is, however, arare case and it is for this 
reason cant correction is required if optimum 
accuracy is to be obtained. The results of not 
correcting the gravity-oriented effects for 
cant can be seen from the discussion which 
follows. 

Assume that AE0 has been computed on 
the basis of range and tube bend. This value 
AE, is applied directly to a weapon whose 
elevation axis (trunnion) is level. As shown 
on Fig. 12-24(A), this results in the weapon 
being elevated vertically so that its muzzle 
travels from P[ to P2 . Now, assumethat the 
weapon is placed on a slope, as shown on 
Fig. 12-25, sothat the gun trunnion is no long- 
er level. A computer such as theM13AlD 
which does not correct for cant will generate a 
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Figure 12-22.    The mechanics of introducing the superelevation correction. 
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Figure  12-23.    The geometry associated with the azimuth and elevation corrections. 

value AE, without regardto whether or notthe 
trunnion is level. As can be seen on Fig. 12- 
24(B), elevating the muzzle of the gun from Pj 
to P2 under this condition results inawrong 
elevation and a large azimuth error as well. 
Conversely, an azimuth correction if not 
properly cant-compensated will result in an 
elevation error. The paragraphs which follow 
discuss the principle of operation of the cant- 
correction system. 

Figure 12-25 depicts a tank gun posi- 
tioned on a hill of slope a. Initially, it is as- 
sumed that the output of the computer is zero 
and, hence, the reticle cross of the XM108 
Telescope is at its boresight position. The 
gunner has traversed and elevatedthe weapon 
until the telescope cross lies on the target 
and, as a result, the gun ispointed directly at 
the target. The computer is energized and 
generates on the basis of its input (range, tube 
bend, etc.) values of AU0 andAA0 which, as 
previously noted, (seeFig. 12-23)are the re- 
quired offset of the gun axis from the lint, of 
site as measured in a level coordinate system. 
This requires that the muzzle of the gun be 
moved from point P^ to P3 (see Fig. 12-26). 
As the tank is constructed sothatthegun can 
only elevate perpendicular to the deck, it is 
impossible  to  elevate  the  weapon vertically 

through AE, topointP2 andthentraversehor- 
izontally through AA, to P3 . Rather, it is re- 
quired that first the weapon be traversed in a 
plane parallel to the deck of the tank to P7 and 
then elevated perpendicular to the deck to 
point P3 . Briefly, it can be seen from Fig. 
12-26 that while it is determined that the 
weapon is to be elevated AEo and traversed 
AAQ, the output of the computer must be in 
terms of angles measured in planes that are 
parallel and perpendicular to the deck of the 
tank, i.e., the output must be cant corrected. 
These angles are, as shown on Fig. 12-26, 
AE, andAA,. In the discussion that follows, 
the subscript o; i.e., E,, A„ etc., will denote 
angles measured in planes perpendicular and 
parallel to the level, while the subscript g; 
i.e., AA„ A Eg, etc., will denote angles mea- 
sured in planes that are perpendicular and 
parallel to the deck of the tank. 

The XM17 Computer first computes the 
required vertical and lateral deflections in 
level coordinates (AE() and AA,) and then 
transforms these corrections into gun coord- 
inates through the utilization of the following 
relationships: 

AA, \A„ + AE_ sin C 
(12-21) 
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Figure 12-24.    The application of the elevation correction. 

AL    -AL cos C -AA    sin C (12-22) 

where AA, andAE, are azimuth and elevation 
corrections, which are approximately equalto 
AA, andAEfi. This will be explained in a sub- 
sequent paragraph. The symbol C inEqs. 12- 
2 1 and 12-22 represents cant, the inclincation 
of the gun trunnion. While the meaning of the 
term cant is generally understood, it should 
be  noted that  there are a number of ways in 

which it may be defined and measured (see 
Fig. 12-27). While the usual definition of 
cant is the inclination of the trunnion with 
respect to level as measured in a vertical 
plane, it is not uncommon to define cant as the 
angle between the trunnion and level in aplane 
that is perpendicular to the deck of the vehicle. 
Thus, it is important to know precisely how 
cant is measured prior to using Eqs. 12-21 
and 12-22. 
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Figure 12-25.   The weapon positioned on a slope. 
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Figure 12-26.   Movements of a weapon positioned on a slope. 

In the XM17 Computer System, thevalue 
to be utilized in Eqs. 12-21 and 12-22 is 
determined by a pendulum unit which is 
mounted to the roof of the tank and, as shown 
on Fig. 12-28, rotates about an axis which is 
perpendicular to the trunnion and parallel to 
the turret deck. As a result, cant as used in 
the approximate equation is not measured in 
a vertical plane. 

Fig.    12-29 shows a schematic arrange- 
ment  of the  Direct Fire   Telescope  XM108. 

This instrument is an articulated telescope 
which has a stationary eyepiece and an objec- 
tive end that elevates with and always remain; 
parallel with the axis of the gun. The objec- 
tive end includes a mechanismthat contains £ 
reticle mounted on slides so that the reticle 
may be moved laterally and vertically. Th< 
reticle is laid on the target by the gunner 
When the telescope is boresighted, the gun. 
ner's line of sight through the cross i 
parallel to the bore of the gun.   A AEc  signa 
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C,= CANT   MEASURED  IN PLANE 
PERPENDICULAR   TO    DECK 

C   -   CANT  MEASURED IN VERTICAL 
PLANE 

Figure 12-27.    Two methods of defining cant. 

AXIS   OF ROTATION  PERPENDICULAR 
TO TRUNNION(FIXED   TO   ROOF 

Figure    12-28.    Mounting of a cant-measuring unit. 

emanating from the computer drives the 
cross in the vertical direction, while a AA, 
signal drives it laterally. It is important to 
note that at all times these movements take 
place in a plane that is perpendicular to the 
axis of the gun. 

12-6.3 ACCURACY      ANALYSIS     OF 
CANT-CORH-ECTION SYSTEM 

THE 

The analysis of the theoretical accuracy 
of the cant- correction capability of the XM17 
Computer starts with the assumption thatthe 
following initial conditions exist: 

1. The tank is positioned on a hill with a 
slope. 

2. Initially the computer output is zero so 
that the  reticle  is boresighted with the gun. 

3. The gunner lays the aiming cross in 
the telescope reticle and, hence, directly 
points the gun at a target that is at an angle 
E above the horizontal as measured in a 
vertical plane. 

4. The target's azimuth with respect to 
the X - X axis (see Fig. 12-25) as measured 
in a horizontal plane is A0l. 

The geometric conditions, described 
above, are shown in Fig. 12-30(A).   A project- 
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AXrS   OF GUN 

BORESIGHT 

AXIS    OF SIGHT 

THESE   ARE  PARALLEL 

NOTE. 
IN  SOME TANK   APPLICATIONS,  BORESIGHT  IS 
ACCOMPLISHED   WHEN    THE   AXIS   OF THE   SIGHT 
AND  THE  AXIS   OF   THE   WEAPON    INTERSECT  AT 
A   PRESELECTED   RANGE. 

Figure  12-29.    Relation of the gun and the direct-fire telescope. 

ed view of the solid diagram showninFig. 12- 
30(A) is given in Fig. 12-30(B). The first step 
of the computation is to convert the coordin- 
ates of the gun tube as measured in the level 
plane   (A       and   E0   ) to its   coordinates   as 
measured  in the  plant, of the tank deck (A 

& l 
and E,,   ).     This  transformation   is  made by 
utilization of the following equations: 

sinE    "cos asin E   -cos E  sin A    sin a       (12-23) 

tan A    = cos a tan A    + tan E    sec A sin a   (12-24) 
g o a a ' 

Next, the rotation of the pendulum about 
its axis, as shown in Fig. 12-31, and hence 
the value of C utilized bythe computer can be 
computed by the equation 

tan C    - tan a cos A, (12-25) 

As previouslydescribed (seeFig. 12-23), 
the proper laying of the gun in order to obtain 
a hit on the targetrequires that the axis of the 
tube be displaced from the line of site by the 
anglesAA,   andAE0. 

In actual practice, values of AA0 andAE0 

are, as previously explained, determined by 
the computer on the basis of range tube bend. 
The AA, and AE, values are converted into 
AACl andAEC] by means of Eqs. 12-2 land 
12-22. Signals thus derived by the computer 
are then used to drive the telescope reticle, 
as shown in Fig. 12-29. The paragraphs 
which follow describe an analysis of the accu- 
racy achieved by this mechanization. 

As previously explained and as shown in 
Fig. 12-32, the reticle and its drives are al- 
ways positioned in a plane that is perpendicu- 
lar to the axis of the gun tube. The AEC sig- 
nals emanating fromthe computer will, there- 
fore, drive the reticle cross from point l'j to 
P2    while  the A A,   signal will then drive it to 

Following this movement, the gunner 
will traverse and elevate the gun until his 
line of sight through the cross again lays on 
the target. When these movements have been 
completed, the line of sight through the cross 
has returned to the position A„  , E„   , but the 
gun  is now  at a new position A,    , E     .    The 

2        £^> 
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Figure  12-30.    The geometry associated with cant correction. 

mathematical    re lationship     between AA    ,       Therefore, 
10,1'   '"'£>'  andAEc    is expressedby the equa- 
tion A £        ~ A E 

c, 9, 

tan E       " tan (E      -AE     )   cos  :.A (12-26)      where AJA,     is  K £p 

(12-28) 

Inasmuch  asAA       is  invariably   small, The   conversion fromiA,    toAA
8l  may 

this equation reduces to be accomplished by use of the relationship 

t       rE       _AE 
3, 92 c, 

tan A A 

(12-27) 

tan A A cos A E 
I 

l cos (E     - A E     ) 
92 =i (12-29) 
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Figure  12-3 1.    The geometry associated with a pendulum. 
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Figure  12-32.    The arrangement of the reticle drive. 
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Once the amount that the gun tube has been 
moved from its original position has been 
computed, its new position in the tank coord- 
inate system can then be computed from the 
following relationships: 

«2 
+  A A 

I, 9, 

At 

(12-30) 

(12-31) 

The   net   effect of the  gun tube's   motion  is 
shown in Fig.   12-33. 

Obviously, as the gun traverses, its ori- 
entation with respect to the slope will change. 
When this occurs, the cant measured by the 
pendulum will also change. (As can be seen 
from Eq. 12-25, tan C is a function of Ag.) 
When the value of C utilized by the computer 
in Eqs. 12-21 and 12-22 changes, the values of 
AAc and AE, outputted by the computer will 
also change. In actualpractice, the pendulum 
output is changing while the gun is being 
traversed and, hence, the gunner can, with one 
motion, lay on the target. In a mathematical 
analysis, however, a computationnecessitat- 
ing several iterative steps is required. These 
steps are as follows: 

Step 1. On the basis of the original 
wtapon position Ag the output of the pend- 
ulum    Cj   is computed by Eq.   12-25. 

Step 2. On the basis of AAOJ A£0 and 
Cj , the quantities AA„ andA£c are comput- 
ed by Eqs.   12-21 and 12-22. 

Step 3. AAC] andAEc, are converted to 
AAgl  andAEg]   by Eqs.   12-28 and 12-29. 

Step 4. WithAAgl andAEg] determined, 
values of A„ and Eg are computed from 
Eqs.   12-30 and  12-31. 

Step 5. As thevehiclehasbeentraversed 
from Ag to A'g2, the value of C has changed 
from C]  to C2. 

Step 6. Steps 2, 3, 4 and 5 are repeated 
until the value of C derived from step 5 is the 
same as the value of C used in step 2. When 
this occurs, the iteration has been completed 
and the values of A and E computed in step 
3 are considered correct values. 

Once the final position of the weapon in 
the tank coordinate system (Ag , Eg ) has 
been computed, the next step isto convertthis 

position    into    the    level   coordinates   (A0   , 
n 

K0   )•    This is done by the equations 

sin E    -cos a sin E     < cos L    sin A    sin a 
(12-32) 

and 

tan A cos a tan A   -tanE  sec A 
9 c 

sin a     (12-33) 

The final step in the accuracy analysis is to 
compute the actual movement of the weapon, 
i. e., 

,A'      A    -A 
°i 

AE' 

(12-34) 

(12-35) 

and to compare these values with the values 
of AA, andAE0 originally chosen. The dif- 
ferences between these quantities are the er- 
rors in the cant-correcting mechanism. 

Based on the procedure described, the 
theoretical performance of the cant-correct- 
ing capabilities of the XM17 system were 
computed. Two sets of conditions were as- 
sumed.    These conditions are as follows: 

Condition No.   1 

Slope of hill a = 5° 
Angular   height  of target  above weapon 

Er 
;o 

'i 
Elevation correction AE0 

Azimuth correctionAA0 

Condition No. 2 

= 25 mils 
3 mils 

Slope of hill a = 15u 

Angular   height  of target  above weapon 

'i 
= 10 o 

Elevation correctionAE,, = 50 mils 
Azimuth correctionAA0 = 5 mils 

The parameters of Condition No. 1 were 
chosen on the basis of estimates relative to 
"average" operating conditions. Condition 

No. 2 represents what is believed to be a 
severe, but nevertheless possible combina- 
tion of operating conditions. In connection 
with Condition No. 2, it should he noted that 50 
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Figure  12-33.   The movement of the gun from Pj   to P3 

mils is the maximum elevation corre ct ion that 
can be accommodated by the existing XM17 
system. Moreover 50 mils is more than ade- 
quate for engaging targets at realistic maxi- 
mum range for even the slowest ammunition 
now under consideration. As previously des- 
cribed, drift is currently +,hesole contributor 
to AA,; 3 mils is a realistic value for this 
quantity. 

As the error produced by the fire control 
system is dependent onhowthe tank is orient- 
ed with respect to axis X-X, computations 
were performed assuming the target was at 
various values of A,. 

Fig. 12-34 shows the azimuth error pro- 
duced by the XM17 Computer whenit is oper- 
ating under Condition No. 1. This error is 
plotted as a function of A,. As indicated, the 
maximum theoretical azimuth error is about 
0.07 mil. The corresponding maximum theo- 
retical elevation error under Condition No. 1 
is about 0.02 mil. Figure 12-35gives azimuth 
and elevation errors based on Condition No. 2. 
As indicated, the maximum theoretical azi- 
muth error under Condition No. 2 is about 0.5 
mil and the maximum theoretical elevation 
error is about 0.07  mil. 

The matter of reducing azimuth errors 
(if this is ultimately deemed desirable) has 
been considered. This was done as described 
below. 

The relationship expressed by Eq. 12-24 
is 

tan A   - cos a tan A  + tan E   sec A sin  a 
g 00 

Assume that EQ and A0 are to be changed by 
small angles AE, and AA,. This will, of 
course, result in achange of A, by the amount 
AA,.     This is expressed by the equation 

tan  (A    4 AA )    = cos a tan (A     1 AA )    + 99 00 (12-36) 

tan (E,  ^ AEJ sec (A,   + AAo)   sin a 

If the changes (AAg,AE„ AAQ) are small, it 
may be assumed that the higher powers of 
these quantities (AA„ AA etc.) aretoo small 
to be considered. If this is true, the trigo- 
nometric functions in Eq. 12-36 can be ex- 
pressed by the first two terms of Taylor's 
Series, i.e., 

f(x +h) -f(x) +h — 
dx 
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Figure   12-34.    The theoretical azimuth error produced by the XM17 Computer 
when it is operating under Condition No.   1. 
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Figure   12-35.    The theoretical azimuth and elevation errors produced by the XM17 
Computer when it is operating under Condition No.   2. 
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Equation 12-36 then canbe written in the form 

tan A   + A A   sec2 A   =cosa (tan A H A A  sec2 A ) ■+ 
g g g ° 

[tan   E   + AE   sec2 E        sec A   ^ 

A A   tan A,  sec A      sin a 

Following through with this approach and 
dropping other small terms, it will be found 
that 

AA   =AA   cosa + AE   sin C sec2 E go o o (12-37) 

which,   except for the cos a and the sec2 E, 
term,  is identical with Ey. 12-21,the azimuth 
cant-correction equation utilized intheXM17 
Computer. 

Fig. 12-36 shows the azimuth errors re- 
sulting under condition No. 2 from including 
the sec    E   term alone and alsoboth the cos a o 

and sec2 E, terms simultaneously. As canbe 
seen from Fig. 12-36, including the sec2 E, 
term alone will reduce the maximum azimuth 
error in Condition No. 2 from about 0.5 to 
about 0.3 mil; adding the cos a term as well 
reduces this error still further to 0.2 mil. 
While not shown on the curve, maximum ele- 
vation errors rise slightly from 0.07 to 0.12 
mil. 

The problem of whether to refine the 
computer by the substitution of Eq. 12-3 7for 
Eq. 12-21 will depend on both the need for the 
refinement as well as the complexity intro- 
duced by the added mechanism. As it is 
mechanically undesirable to measured and 
since a varies between 0 and 15°, one solution 
may be to utilize some averagevalue of cos a 
such as 0.98. This willresult in small errors 
(2% of AA) when a = 0 but will also reduce the 
error at a = 15° by the same amount. 

A precise measurement of E, would add 
some Complexity to the equipment.  Providing 
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Figure  12-36.    The azimuth errors that result under Condition No.  2 from exclud- 
ing the sec    E,   term alone and also the cos a and sec    E,   terms simultaneously. 
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a mechanism for measuring E, would appear 
to be unwarranted except for the fact that 
ATAC has sponsored a study by Frankford 
Arsenal, relating to reduction of ballistic er- 
rors caused by assuming that trajectories do 
not change their shape, despite the fact that 
the target is above or below the weapon. As 
the mechanism required for eliminating this 
error requires measurement of angle of site 
E,, it may be feasible to obtain the sec E, 
correction  with  very   little extra equipment. 

12-6.4 FACTORS TO BE CONSIDERED BE- 
FORE UNDERTAKING AN IM- 
PROVED DESIGN 

The errors cited in the preceding discus- 
sion can be reduced by building a somewhat 
more sophisticated computer. Before em- 
barking on such a program, one must ask the 
question, "Is better accuracynecessary when 
consideration is given to frequency and mag- 
nitude of the errors and variables that are in- 
troduced into the fire control problem under 
practical conditions?". At this point, a full 
system study of the tank gunfire problem 
would be in order. Such a study should con- 
sider specific existing or developmental guns, 
ammunition, and fire control systems. In 
addition, such a study should take into account 
the practical statistical variables and prac- 
tical conditions encountered in a real system 

operating in the field. Some examples of these 
variables and conditions are: gunfire disper- 
sion including those contributions due tome- 
teorological and wind variations; errors in 
measuring target angle and target range; bias 
and random errors in the computer and data 
transmission links; the probable occurrence 
pattern of tank cant angle, target elevation 
angle, target azimuth angle, target range; 
performance reliability under field conditions 
of all active components in the system; and 
the importance of nonrandom variations to 
field operations. 

Once such a study has been carried out in 
a careful manner, the relations of the many 
variables in the inevitable compromise that 
exists in any system will be better known. The 
improved understanding of those relations 
will provide a better basis for the application 
of any required engineering judgment, and an 
optimum system can be selected for develop- 
ment. Only those systems for which adefinite 
field need has been established should be stud- 
ied in this manner. 

If such studies are carried out for future 
systems, three things are achieved. First 
there is a good estimate as to the hit prob- 
ability of the system if it were developed. 
Second, the requirements or performance 
specifications including reliability of the 
components in the system are defined. Third, 
the development is initiated with confidence 
that the optimum approach has been selected. 
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APPENDIX 12-1 
THE MATHEMATICS OF LEAD COMPUTATION 

Figure A12- 1.1 illustrates the lead-angle 
problem solved by the Gun Sight Mk 20. In 
this figure, superelevation is assumed to be 
zero and the axis of the gun and the gyro axis 
are therefore represented in the gun-target 
plane which includes the line of sight, the gun, 
and both the present and futurepositions of the 
target. The quantities represented by sym- 
bols in this figure are as follows: 

Ba 

Bp 

Cjy 

bearing of the gun bore from any 
convenient   reference   line    in 
the gun-target plane 

bearing   of the   line  of site from 
the same reference line 

bearing of the gyro axis from the 
same reference line 

d(Da) = rate   of angular movement of the 
dt Sun 

d(Bp) = rate   of angular movement of the 
dt line of sight 

d(Gy) = gyro precession rate 
dt 
1. 

S 
Rp 
Ra 

=  lead angle 
=  gyro lag 
=  sigma factor 
= present slant range 
=  advance slant range 

dRa   =  rate   of  change   of advance slant 
dt range 

V    = target speed 
Va * rate of movement of advance po- 

sition 
Ta * time of flight to advanceposition 

a = angle between target course and 
line of fire 

Present position 

Advance position 

R_   d(Bj 

dt 

GUN 

Figure A12- 1.1   Diagram of the lead-angle 
problem solved by Gun Sight Mk 20. 

In the gun sight, the gyro and reflector 
glass are mechanically connected in such 
manner that 

L =(1 +S) L 
9 P 

where Lp is displacement of the line of site 
from the axis of the gun. Then the sight will 
solve the fire controlproblem if the gyropre- 
cession rate is controlled to make Lp equal to 
lead angle L for allpoints onthe course of the 
target; i.e., the following equation must be 
satisfied: 
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I ,-.   ,  r^ , winch is thi' value sought.    However,  Eq.4  is 
9      ' (1)      not  in convenient form for numerical compu- 

tation.    It is desirable to express it in terms 

Since the problem is solved by controlling       of  quantities winch can bo  easily determined 

the   »'vro  precession   rate,  it is necessary to       from   range   tables    and   an   assumed  large',; 

derive from  Eq.  1  an expression for preees-       coarse    and    speed.        from    i ig.   A12-1.1, 

L   -  B   - B 
;iiüi rote.    From Fig. Al 2-1.1 and Eq.  1: 

G      B - L 

-B   - (B - B ) -SL 
a a p' 

B   - SL 
P 

d (GY!      d (B )     S dL 

dL      a (B >      H(B ) 
... '     a P 

•  » S) L di di dt 

I la. 4 then becomes 

(2) 

dUy |-d(Bp)   _  d^BV] (5) 

di L    dt dt     J 

dt dt di To obtain a value ofc.i(B. )/cll, consider the 

which is the desired expression for prec.es- small triangle at the present position in Fig. 

sion rate'. A.12-1.1   in winch the velocity of tin   target  V 

In the- gun sight, process ion rate depends has been resolved nilo two components; OIK 

upon the gyro lag L,p and magnet current T in parallel to the line o: sin: ana the other at 

accordance with the followim;; equation: right angle s to it.    the r igm-angle component 

d (Gv) La 

is 

KP sin  P 

d i'B 

dt K. 
dt 

'then,    in   the    similar   right   triangle   having 

in   which   K,   k and K^ are constants.    Ks  can      VTe.    as   iLs   hypotenuse,   the base must equal 

be controlled by design of the magnetic struc-                                                         j ,g ) 

ture   and   in practice   is made equal to (1+S), R   T 1_ 
p       a . 

Thus LgK,=L.   To simplify the equation, also dt 

substitute l/Tn   for KI   . The equation then be-       anc" 

comes .    ,        RP 
Ta    d'B

P' 
d (G,)      sin L 

' V~ (3) 
dt 'n Therefore, 

sin L 
Ko dt 

d (B )       R     sin L 

(u) 
The quantity Tn is called nominal time of 

flight and it can be given any desired value by 

varying the   magnet  current.     The problem, 
then,   is  to   find values of T„   which make the To obtain a value for d(Ba ) ;'dt it is neces- 

precession rate- in Eq. 3 the same as that in sary to consider the movement of the advance 

Eq. 2 for any point on the target course. Com- position. The advance position moves along 

bining Eqs. 2 arid 3 and solving for Tn shows lh(- target course ahead of the target, but since 
that ,,_ , Ta   decreases   as Ka  decreases,  the distance 

V'Ta between the present and advance posi- 

tions is not constant. The advance position 

therefore moves at a rate V, which is equal to 

target speed plus the rate of change of VTa 

d (T ) d (T )    d (R ) 
V       r    V    +    -   V    -r    V                 

(4) " dt d(Rq)       dt (7) 
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In the small triangle atthc advance posi- 
tion in Fig. A12-1.1, the velocity V., has been 
resolved into two components: one parallel 
to the line between the gun and the advanced 
position, and tho other at right angles to it. 
The parallel component is 

Substituting Eqs. 6 and  11 in Eq. 5 shows that 

d(R„) 

dt 
(8) 

Substituting Eq.  8 in Eq.  7 and solvingfor Va 

gives 

d(TG) 
V    ^V<V  V   cos a 

d(Ro 

V 

d(Ta) 
1 - V     cos a 

d (R 

The right-angle component of Va   is 

d(B) 
R          = V   sin a 

a . a 
dt 

(9) 

V   sin L 

VT (10) 

Substituting  Eq.   9 in  Eq.    10 and solving for 
d(Ba)/dt yields 

d(B)       R„   sin L 1 

dt R d(TG) 
1  - V         cos a 

d(Rj 

R 
°  + s 

R R 
-    P- /-    1    -M R 

p R 
p 

R 
a I         d(TJ        ) l    1   - V              "      r.n«; n  / 

\              d (Ro)            / 

(12) 

Eq. 12 can be used to compute T„ for 
any given value of Ra and for an assumed tar- 
get course and speed. For each value of Ra, 
Ta    can be taken from the range tables.   The 

d(Ta ) 
derivative 

d(Ra) 
is the  rate   of increase  of 

time of flight with respect to range, expressed 
in seconds per yard. It can be obtained with 
sufficient accuracy by comparing the times of 
flight at points in the range table at each side of 
R,. V is the assumedtarget speed in yards per 
second. Angle a can be determined from the 
expression 

P 
sin a  -    

Ra 

where Pisthe assumedpassing distance of the 
target course. Rp can be computed from 
either of the following expressions: 

R    -\ P2 +IVT   H R   cosa): 
p V a a 

R    =v(R)2 + 2 R  VT cosa + V2(T)2 
p V a' a a a 

Since the sigma factor S is not the same for 
elevation and traverse, anintermediate value 
must be used in Eq. 12. In the Mk 20 Sights 
this value is 0.25. 

By computing R, and T, for a number of 
values of Ra, a curve can be plotted giving 
Tn for corresponding values of R,. It is then 
possible to adjust the position of the range 
magnet and to calibrate the magnet circuitin 
such manner that KI =l/T„ for any value of 
Rp set into the range box. When this has been 
done the sight computes the lead angle for all 
values of present ranges. 
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APPENDIX 12-2 
CALIBRATION CHARACTERISTICS OF GUN SIGHT MARK 20 
MOD 6 AND DATA ON LEAD ANGLE AND TIME OF FLIGHT 

FOR 20 MM BALLISTICS 

The curves shown on Figs. A12-2.2 
through A12-2.5 were calculated from 20 mm 
ballistics to determine the desirability of 
adapting the gun sight to the different types of 
target approach shown in Fig.  A12.2.1. 

From this investigation, it has been con- 
cluded that making the sensitivity and super- 
elevation moment a function of the type of ap- 
proach is unnecessary. For the assumed 
tactical use of the gun sight at ranges up to 
2000 yards, such features are of little value. 
Furthermore, this inclusion would complicate 
the sight mechanically and would probably in- 
crease the class A errors. The complete 
problem is analyzed in the paragraphs which 
follow. 

Curves are included for sensitivity and 
superelevation for target speeds of 300 and 
600 miles per hour, computed for the four 
types of target approach shown in Pig. A12- 
2.1 and defined below: 

1. Curve A—Incoming solution foratar- 
get flying a straight course and passing the 
gun at 250-yards minimum range (TargetA). 

2. Curve B —Incoming solution foratar- 
get flying a straight course and passing the 
gun at 1000-yardsminimumrange (TargetB). 

3. Curve C—Solution for a series of tar- 
gets at various ranges, each flying sothatthe 
angle between target path and line of sight to 
the advance position (angle a) is 150 . This 
curve shows the correct sensitivity and 
superelevation during the incoming part of 
each path (Target C). 

4. Curve D-solution for a series of tar- 
gets at various ranges, each flying sothatthe 
angle between target path and line of site to 
the   advance  position   (angle   a) is 90   .   This 

curve shows the correct sensitivity and 
superelevation during the cross-over part of 
each path (Target D). 

It should be noted that, at long distances, 
the first three curves of each set are the 
same. That is, even a target heading for 
cross-over at lOOOyards is, prediction-wise, 
an incoming target while at long range. As 
range decreases to lOOOyards, curve B ap- 
proaches cross-over curve D. As range de- 
creases to 250 yards, curve Aalsoapproach- 
e s curve D. 

Thus, it appears that if the range setter 
had a control box producing two calibrations 
corresponding to curves Band D, and if during 
the course of firing at a target he used the 
curve B calibration when the target path was 
directed principally along the line of sight and 
the curve D calibration when it was principally 
across the line of sight, then he would obtain 
the best overall results. It will be noted that 
these two calibrations are sufficiently far 
apart to justify different calibrations of the 
sight. 

However, it seems more likely that in 
actual use the operation would not be as 
described above. Rather, the range setter 
would probably establish the type of problem, 
when the target was acquired, as incoming, 
if the attack were directed against his own 
area, or cross-over, if it were not, and would 
have little opportunity to make further chang- 
es during the problem. For most cases, the 
curve D calibration would be unsuitable for 
this kind of use because, for anytargetwith a 
cross-over distance of 1000 yards or less, 
most of the problem would stillbe essentially 
incoming and would fall in the closely grouped 
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Figure A12- 2.2.    T„  VS range for a target speed of 300 mph. 
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1000 2000 

RANGE, yards 

3000 

Figure A12-2.3.     Tn vs range for a target speed of 600 mph. 

set of curves A, B, and C. The only cases in 
which tho curve D calibration could properly 
be used during the entire problem would be on 
targets with cross-over ranges of over 1500 
yards. These are probably of little import- 
ance for 20 mm guns. 

This manner of settingagrees with train- 
ing practice, where an incoming course is 
considered as one which comes directly to- 
ward the gun, while a cross-over course is 
one where the target passes at perhaps 500 
yards. 

Thus, it appears that if a single settingis 
to be made for each complete problem, the 
best results will be obtained from curves A 
and Bfor cross-over distances of 250 and 1000 
yards,   or  from  curve C which is a good ap- 

proximation of both. These curves areallso 
near to each other that there seems nojusti- 
fication for providing more than one calibra- 
tion. 

Comparison of the curves for 300 mph and 
600 mph shows that both sensitivity and super- 
elevation, particularly the latter, depend 
largely on target speed. It appears desirable 
to include some means of malting operating 
adjustments to the superelevation moment in 
order to make the sight adaptable to combat 
conditions. 

To accomplish this, a target-speed knob 
has been included on the sight. This knob ad- 
justs both superelevation and sensitivity for 
target speeds from 200 to 600 knots. The 
change- of sensitivity with target-speed setting 
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T^, seconds 

Figure A12-2.4.     Superelevation vs Tn  for a target speed of 300 mph. 

Figure A12- 2.5.    Superelevation vs Tn  for a target speed of 600 mph. 
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is   shown  on   Fig.   A12-2.6   and the change of 
superelevation on Fig. A12-2.7. 

In addition, a self-restoring switch was 
incorporated in the range box. When pushed, 
this switch changes the sight sensitivity for 
targets which have passed cross-over to that 
shown bythe solidline curveon Fig. A12-2.8. 
The theoretical curves for each target speed 
are shown dashed. In the past, sights had 
been calibrated only for the incomingportion 
of the target's path, and, since the required 
outgoing sensitivity curve is quite different, 
no hits could be expected once the target has 
passed cross-over. Use of this switch will ex- 
tend the useful coverage of the sight. The 
superelevation moment is not changed for out- 
going targets because of the increased com- 
plication of the mechanism. 

The curves shown on Fig. A 12-2.9 indi- 
cate the relationships which exist between 
elapsed time and lead angle fortarget speeds 
of 200, 400, and 600 knots. The sight solution 
for outgoing targets is shown by the dashed 
curves. The target is assumed to be on a 
straight course with 500 yard minimum 
cross-over range. A second presentation of 
this data is made on Fig. A12-2.10, in which 
lead  angle  is plotted   against present range. 

Curves of maximum lead angle against 
cross-over distance are given on Fig. A12- 
2.11 for target speeds of 200, 400, and 600 
knots. Bear in mind that the lead angle lim- 
its are 25° in Gun Sight Mk 20 Mod 6; there- 
fore, the target conditions for which the gun 
sight provides a solutionare easily visualized 
from Figs. A12-2.9 through A12-2.ll. 

4.0    — 

3.0 

2.0    — 

1.0   — 

TARGET SPEED 

200 KNOTS ■ 
300 KNOTS - 
400 KNOTS - 
500 KNOTS - 
600 KNOTS ■ 

J_ 
200 500 1000 1500 

PRESENT RANGE,   yards 

L      
2000 

Figure A12-2.6.    Tn  vs present range for an incoming target. 
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Figure A12-2.7.    Superelevation vs range. 
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Figure A12-2.8.     Tn vs present range for an outgoing target. 
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Target speeds - 200,   400,   & 600 knots 
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Note I    Marks on curves are present rang* 

Note 2   Dashed curves are sight solution 
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Figure A 12-2.9.     Lead angle vs time. 
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Figure A12-2.10.    Lead angle vs range. 
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Figure A12-2.ll.   Maximum lead angle vs crossover. 
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CHAPTER 13 

EXAMPLE OF A PROBLEM INVOLVING 
THE INTERCONNECTION OF A COMPLEX SYSTEM 

13-1   INTRODUCTION 

One of the problems considered inChap- 
ter 12 was the fire control problem for field 
artillery. In Chapter 12, this problem was 
solved by the use of a simple analog compu- 
ter in which the ballistic equations of motion 
were approximated by a truncated Fourier 
series. The same problem canbe solved with 
greater accuracy and flexibility by means of 
a digital computer with, however, consider- 
able'increase in complexity. A digital com- 
puter which has been designed to perform 
this function is the FADAC (Field Artillery 
Digital Automatic Computer). 

The basic problem is the same as that 
considered in Chapter 12. Data on the weap- 
on characteristics and on the firing site are 
set into the memory of the digital computer 
in advance of the computation. Just prior to 
the computation, data for the individual mis- 
sion--!.e., specific target, projectile, and 
charge data--are entered into the memory. 
Provisionis madefor correction of datafrom 
observations of firing. 

The target data are accommodated in any 
one of three modes: 

(1) Mode A - Target location is specified 
in the standard grid system; the com- 
ponents being designated Easting, 
Northing, and Height. 

(2) Mode B - Target location is specified 
by the range, azimuth, and vertical 
angle from an observation post of 
known location. 

(3) Mode C - Target location is specified 
with respect to a reference point of 
known position, the coordinates being 
the distance from the target to refer- 
ence along the observer's sight line, 
the lateral displacement of the refer- 
ence from the sight line, and the dif- 

ference in height between the target, 
and the reference point. 

The various coordinates used are shown 
inFig. 13-1. Thegeometrical conversions are 
readily carried out by the computer. Data in 
the formof ModesB or C are convertedto the 
grid system as in Mode A Next, the known 
location of the batteryis used to compute the 
target range, azimuth, and height, as refer- 
enced to the battery. This information is then 
used in the trajectory calculation. 

In a digital computer, trajectory compu- 
tations canbe carried outby step-by-step in- 
tegration. It is not necessary to approximate 
the trajectory as in the analog computer. In 
the analog computer, the approximate trajec- 
tory was solved by a closed-loop computation 
(see Fig. 12-3),in which quadrant elevation is 
continuously adjusted to match the range and 
other input parameters. In the digital compu- 
ter, the computation starts with an initial as- 
sumed quadrant elevation; determines the 
correspondingrange; and compares this com- 
puted range with the actual range. The differ- 
ence in range is used to determine a new quad- 
rant elevation, and thetrajectory computation 
isthen repeated until the range errorhas been 
reduced to the desired accuracy. The digital 
computation is thus more time- consuming 
than the analog, but provides greatly increased 
accuracy, both from the elimination of most 
of the approximations as well as from the in- 
crease in the accuracy of individual comput- 
ing operations. Moreover, the increase in 
time is on the order of a few seconds and is 
negligible in the time frame of field artillery 
operations. 

A choice is possible between a general- 
purpose digital computer and a digital differ- 
ential analyzer (DDA) in this application. The 
DDA would be less complex and would have 
greater speedinthe solution of the trajectory 
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Figure  13-1   Coordinates used in solving artillery problems. 

problem. The DDA would, however, be far 
less flexible than the general- purpose com- 
puter in performing auxiliary computations 
and in the ability to adapt to new weapons or 
new data formats. The reason for this dif- 
ference lies in the fact that the DDA is pre- 
programmed with a particular problem set- 
up and can be reprogrammed only by wiring 
or component changes. The general-purpose 
computer, on the other hand, has a stored 
program. Reprogramming is a simple mat- 
ter: the new data are read into the computer 
memory by means of a punched paper tape. 
Thus, the general-purpose computer can per- 
form surveying computations or even com- 
pute a payroll when not required for its pri- 
mary function. 

In summary, the FADAC performs many 
more functions than an analog computer in a 
unit which is comparable in size, but consid- 
erablymore complex. The FADAC has great- 
er accuracy and flexibility than is possible 
with an analog computer, and is more flex- 
ible than a DDA. 

The paragraphs which follow provide a 
more detailed description of the computations 
performed by FADAC and abrief description 
of the generallayout and circuit design of the 
computer. 

13-2   TRAJECTORY COMPUTATIONS 

The FADAC is a general-purpose trans- 
istorized digital computer. Programs are 
entered through a high- speed photoelectric 
punched - paper-tape reader contained in a 
separate unit, the Memory-Loading Unit. 
Specificinputs are entered through a mechan- 
ical tape reader anda manual keyboard, both 
ofwhich are integral with the computer. Out- 
put is via a Nixie-tube numerical indicator 
readout,  or by teletype. 

The field artillery fire control problem 
is solved in three steps: data entry, geo- 
metrical and trajectory computations, and 
correction of input data. 

Input data are entered by the program 
tapes for permanent storageof weapon char- 
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acteristics, and by either the keyboard or the 
mechanical tape reader::: for semipermanent 
storage of firing-site data and individual 
mission data. Program tapes have been pre- 
pared for the following weapon types: 

105 mm howitzer    175 mm gun 
155 mm howitzer   HONEST JOHN rocket 
8 inch howitzer       LITTLE JOHN rocket 
280 mm gun 

Addition of other weapon types to this inven- 
tory   is   done   by   programming the weapon 
characteristics and preparing a new tape. 

Data are required for all possible com- 
binations of gun, projectile, and charge. The 
data stored internally are: 

Standard muzzle velocity 
Maximum range 
Projectile drag function 
Ballistic coefficient function 
Drift function 
Time-fuze-setting function 
Relationship of muzzle velocity to 

powder temperature 
Relationship of muzzle velocity to 

projectile weight 
The semipermanently- stored firing- site 

data are obtained by surveying techniques at 
the actual site, and are expressed in the stan- 
dard grid system.   The data required are: 

Location of weapons 
Location of observation points 
Location of fixed reference points 
Meteorological data 
Measured or calibrated muzzle velocity 
Projectile ballistic coefficient factor 
Meteorological data must be updated 

from time to time. Normally, gross changes 
are entered every two hours, or as new data 
become available. 

The data required for each mission are: 
Target location** 
Projectile weight** 
Powder temperature:::::     (when av ai 1 ab 1 e) 
Projectile and fuze type 

The starred items are subject to correction 
in the third step of the computation. 

The general plan of the trajectory com- 
putation is straightforward. An initial quad- 
rant elevation is assumed. The ballistic e- 
quations are then integrated step-by- step un- 
til   the trajectory  intersects the horizontal 

plane passing through the target,, Any of the 
numerical integration techniques described 
in Chap. 2 can be employed. The computed 
range is then compared with the input range, 
and the difference is employed to adjust the 
quadrant elevation to a new trial value. The 
computation then iterates until the computed 
range approaches the input range to within the 
desired accuracy. The required settings are 
then displayed on the readout. In general, 
either a high-angle or low-angle trajectory 
may be employed. 

The geometrical data which locate the 
target and reference points are converted to 
the grid system, if they were determined by 
Modes B or C. The grid coordinates arethen 
convertedto target range, azimuth and height, 
with the weapon location as reference. 

The ballistic equations are first solved in 
a range-height coordinate system (i.e., in a 
vertical plane intersecting the weapon and 
target). Acorrectionis made for lateral mo- 
tion after completion of the trajectory com- 
putation. This order is followed since it re- 
sults in a simpler set of equations. 

Theforces acting on theprojectile which 
are considered in the integration of the bal- 
listic equations are gravity, aerodynamic 
drag, and the Coriolis force due to the earth's 
rotation. The gravity forceis assumed to be 
invariant with height. The aerodynamic drag 
is assumedto be opposite to the velocity vec- 
tor and tobe a function ofthe relative veloc- 
ity of the projectile with respect to the air, 
the air density, the ballistic coefficient ofthe 
projectile corrected for its weight, and the 
drag function of the projectile. The drag 
function inturn depends upon air temperature 
and relative velocity. Of these independent 
variables, the projectile velocity is taken as 
the last value computed, starting fromthe in- 
put muzzle velocity. The wind, air density, 
and temperature are interpolated from the 
meteorological input data. The remaining 
quantities are available as input data. The 
Coriolis force is a function ofthe projectile 
velocity, the latitude, and the azimuth ofthe 
plane ofthe trajectory. Fromthe vector sum 
of these forces and the known weight of the 
projectile, the acceleration is determined. 
The acceleration is then integrated over a 

The mechanical tape reader is employed only for the introduction of meteorological data. 
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time incrementto obtainthe velocity, and the 
velocity integrated to obtainthe position. 

At each step <±the integration, the verti- 
cal position is compared with the height of 
the target. If the projectileis above the tar- 
get, the computed velocity and position are 
employed in the next step of the integration. 
If the projectile falls below the target, the 
range erroris determined at this point. The 
quadrant elevation is then corrected by a 
function which relates it to range and height 
of the target. Generally, only two or three 
iterations are required to converge to the 
final trajectory. 

The lateral corrections are now per- 
formed. These corrections are functions of 
projectile spin; earth's rotation; ballistic 
value of the crosswind; and the computed time 
of flight, quadrant elevation, and target azi- 
muth. 

The final step in the computation is the 
application of correction terms to the input 
data. Oneofthese correction schemes, known 
as replot, is employed when a target has been 
successfully hit. The computedtrajectory is 
stored in the memory, and the procedure de- 
termines just where, along this arc, the tar- 
get is located. The replot function is per- 
formed by FADAC in the following manner: 

(1) The rectangular coordinates of the 
target just hit, stored in memory, 
are displayed. 

(2) The operator plots the Easting and 
Northing ona contour map and com- 
pares the height with the map con- 
tours. 

(3) If the height does not agree with the 
contour map, the operator enters a 
new height into the computer. 

(4) The program extends the previously- 
computedtrajectory to the new height 
and storesthe resulting target coor- 
dinates. 

(5) Steps 1 through 4 are repeated until 
the operatoris satisfiedthatthe tar- 
get coordinates match the contour 
map. 

The other correction scheme is known 
as registration. In the registration correc- 
tion, small adjustments inthe weapon settings 
aremade from observations of firing.   In pre- 

cision registration, a target of known loca- 
tion is bracketed. The corrections for de- 
flection and fuze time thus determined are 
used unchanged for other targets, and are 
simply added or subtracted at the end of the 
computationalprocedure. The range correc- 
tion is adjusted proportionately for use with 
targets at other ranges. 

An alternative method of registration is 
known as high- burst registration. In this 
method, two observers report the azimuth 
and vertical angles of the center of a burst 
pattern. The corrections thus determined 
are applied inthe manner just described. A 
correction for the assumption of a constant 
ballistic coefficient is applied to the time-of- 
flight result. 

After completion of the trajectory cal- 
culations and application of corrections, the 
results are displayed inthe visual readouts. 
These outputs are deflection, quadrant eleva- 
tion, powder charge, and fuze time if a time 
or delay fuze is employed. 

13-3   COMPUTER DESIGN 

FADAC is a small-scale, general-pur- 
pose computer with special features, partic- 
ularly in the inputs and outputs, which make 
it more applicable to field-artillery fire con- 
trol. The significant specifications are given 
in Table 13-1. 

As inany general-purpose computer, the 
major divisions of the computer are the in- 
put, output., arithmetic unit, memory, and 
control. These divisions are illustrated in 
Fig. 13-3. Both input and output accommo- 
date punched paper tape in both teletype and 
ASCii* codes, as well as magnetic tape and 
other FADAC's. In addition, the controlpan- 
elprovides switches for input, and numerical 
displays for output. Output is also available 
on external lines. 

The controlunit stores instructions read 
from the memory, and controls the routing 
of data and the operation of the other units. 
The control unit includes an instruction (I) 
register in which instructions read from the 
memory are stored. Instructions are inter- 
preted by the control unit which then reads 
the required data from memory into the ar- 

*   American Standard Code for information interchange. 
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TABLE  13-1.   FADAC SPECIFICATIONS. 

a. Type. General-purpose, transistor- 
ized digital computer; serial by bit, 
parallel by function, allowing 12,800 
one-word execute (add, subtract, etc.) 
operations per second. 

b. "eight.  Approximately 2 10 pounds. 

c. Size. Approximately 5 cubic feet. 
(For dimensions, see Fig.   13-2). 

d. Power. Three-phase, 4-wire, 400- 
cps system; 120/208 volts, approxi- 
mately 750 watts. 

e. Temperature. -25"to 125°F(extern- 
al ambient at sea level) ; with rear 
cover installed, to -40°F. Automatic 
temperature protection is provided. 

f. Commands. One command per word; 
each command contains both address 
of operand and address of next com- 
mand (1+1 system). 

g. Numbers. Straight binary for internal 
operations; automatic conversion to 
other codes for input-output; two's 
complement notation for negative 
numbers. 

h. Word Length. Thirty-three (33) bin- 
ary  digits, including parity bit,   sign 

bit, and 31 binary  digits for absolute 
numerical value. 

i. Memory Type. Rotating magnetic 
disk; 6000 rpm nominal, nonvolatile. 
Automatic frequency and voltage pro- 
tection is provided. 

j. Storage Capacity. Sixty-four (64) 
channels of 128 words each (8192 
words) consisting of 48, 52, or 60 
channels designated as permanent 
storage (Read only) and 16, 12, or 4 
channels as working storage. Also 
provided are two 16-word high-speed 
loops for rapid access, live 1-word 
registers for arithmetic operations 
and control, one 2-word register for 
output display-information storage. 

k. Pulse Repetition Rate. Nominal pulse 
repetition rate 460 kilo-pulses per 
second. 

1. Input. Input rate, mechanical tape 
reader, approximately 10 characters 
per second; other sources, approxi- 
mately 4250 characters per second, 
maximum. 

m. Output. Output rate is approximately 
4250 characters per second (maxi- 
mum). 

thmetic unit and instructs the arithmetic unit 
o perform the desired operation. 

The arithmetic unit is comprised of three 
registers: the accumulator A, the lower ac- 
cumulator L, andthe number register N. All 
of these registers are addressable. 

(1) The accumulator A is the primary 
register. It is employed in all arith- 
metic, logical, and decision opera- 
tions and serves also as one of the 
input-output buffers. 

(2) The lower accumulator L is an ex- 
tension of A in some operations; in 
other operations it functions inde- 
pendentlyof A. It also serves aspart 
of the control for input-output. 

(3) The   number   register   N   holds the 
second operand forsomeoperations. 
It serves inprogram-control trans- 
fer operationsand also as one of the 
input-output buffers.    Because of the 
comparatively  infrequent use of the 
latter two   registers in machine op- 
erations, they  can be   employed as 
additional rapid-access storage. 

The registers, A, L, N, and I, are physically 
realized as recirculating loops in the mem- 
oryunit.    The detailed operation is explained 
in a later paragraph. 

The memoryunit (seeFig. 13-4)consists 
of a double- sided oxide- covered disk driven. 
by a motor between lower and upper head- 
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SB ifllii 

I)    i     j    3    1    5    5    ,'    8    :J    th 
K'KS 

SIZE 

WEIGHT 

POWER 

24 INCHES BY 14 INCHES BY 34 INCHES 

APPROXIMATELY 210 POUNDS 

APPROXIMATELY 750 WATTS 

3-PHASE, 400 CPS,   120/208-VOLT, 4-WIRE SYSTEM 

Figure 13-2.   Computer physical characteristics. 

plates housing a series of write and read 
heads. The disk rides on a self-generated 
air bearing developed as it. rotates at 6000 
rpm between the two headplates in an air gap 
only five ten-thousandths of an inch widerthan 
the disk. The headplates and disk are ma- 
chined and lapped flatto within two light bands 
or approximately twenty-two micro-inches. 
A  number of other critical  dimensions have 

tolerances of half aten-thousandth of an inch. 
Data are written onthe magnetic disk by 

current pulses in the write head which mag- 
netize the oxide coating of the disk directly 
under the head. Binary ones and zeroes are 
distinguished by the polarity of the magnetic 
flux. This type of recording is designated 
return-to-zero RZ. Return-to-zero record- 
ing requires only simple driving circuits,but 
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Control panel 
Other FADAC'S 

Control  Unit 

Instruction 
I  Register 

Arithmetic  Unit 

A:       Accumulator 
L:       Lower accumulator 
N:      Number- register 

Memory 

Main memory 
R and Q:  Rapid access loops 

Display register 

Arrows show flow of information 

output 

Paper tape 
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Control  panel displays 
External  lines 
Other FADAC'S 

Figure  13-3.   Functional diagram of FADAC system. 
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Figure  13-4.   Magnetic memory detail. 
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has the disadvantagethat a continued seyucnce 
of ones or zeroes may saturate the head so 
that data are lost. This isa serious problem 
in magnetic tape readers, but is less impor- 
tant in the short tracks of the magnetic disk. 

The memory disk has 64 tracks for data 
storage. Each track has a storage capacity 
of 128 36-bit words (4608 bits). 16, 12, or 4 
tracks are assigned to temporary storage and 
48, 52, or 60 tracks to permanent storage. 
In addition, the recirculating-loop registers 
listedin Table 13-2 are provided forthe con- 
trol and arithmetic units. Timing and sector 
marking pulses are permanently recorded on 
the disk. The timing pulses synchronize all 
computer operations, while the sector pulses 
mark the beginning of each of the 1-word sec- 
tors into which each track is divided. 

The recirculating loops are used to form 
registers that have characteristics similar 
to delay-line storage units (see Chapter 4). 
A typical recirculating loop is shown in 
Fig. 13-5. This loop, which forms the A reg- 
ister, holds one word plus an extra bit. Each 
word, whethernumeric o r instructional, holds 
a binary number of 31 bits, plus a sign bit, 
plus spacer and parity bits. There is thus a 
36-bit capacity in the loop. As shown in 
Fig. 13-5, 33 bits are stored on the disk and 
2 bits in flip-flops. The spacing between the 
read and write heads is tied in with the pre- 
recorded timing track which effectively di- 
vides the space between the heads into 33 bit 
spaces.    A bit written by the write head ar- 

rives at the read head 33 clock pulses later, 
and is then read into flip-flop Ax. The orig- 
inal bit is transferred through flip-flops A, 
and Ap by two clock pulses, and is then re- 
written on the disk. The data canbe read out 
while stored in the flip-flops; thus, any bit is 
available every 33 clock pulses or, in this 
case, every 22.3 microseconds. 

The assignment of channels on the mag- 
netic disk to act as registers is the princi- 
pal device employed in the FADAC to reduce 
the size and complexity ofthe computer. The 
space occupied by a bit on the magnetic sur- 
face of the disk is obviously much less than 
that required foratransistorflip-flopo rmag- 
netic core plus driver. The access time, as 
noted above, is a disadvantage, but is far out- 
weighed, in a portable computer, by the ad- 
vantages of reduced size and complexity. 

The detailed circuitry of the FADAC is 
of conventional conceptions. The maj or items 
are transistor flip-flops, diode logic boards, 
read and write amplifiers, conversion equip- 
ment for teletype output, Nixie drivers, and 
power supplies. The logical design is based 
on the use of serial logic which is compatible 
with the serial readout ofthe memory. Ser- 
ial logic is most economical of equipment, 
since data are processed through a single 
logical element bit-by-bit, ratherthanthrough 
multiple logical elements simultaneously, as 
is the case in parallel logic. The penalty is, 
of course, the greater length of time required 
for serial computations. 

TABLE  13-2.    MRMORY CONTENTS. 

Register Capacity 

R 

Q 
A 
L 
N 

Main Memory 

I 
X 

16 words 
16 words   J 

1 word     \_          i may be stored into 
1 word     /           \ by program— 
1 word     \ 
2 words 

8192 words 

1 word \            j may not be stored 
1 word   I             \  into by program 
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- + REPRESENTS     NO TIME DELAY 

-».TIME DELAY CF ONE 
CLOCK PULSE J 

A, A 
X 

A, A, 

Figure  13-5.   Typical recirculating loop register. 

13-4   CONCLUSIONS 

The FADAC is an example of the adapta- 
tion of a general-purpose digital computer to 
the problem of a field-portable computer de- 
signed to solvethe field artillery fire control 
equations. The approach taken in FADAC is 
to minimize the equipment requirements 
through the use of serial logic and through the 
use of recirculating loops for register re- 
quirements in the arithmetic and control 
units. An extremely compact memory is se- 
cured through the employment of a magnetic 
disk which provides permanent storage, temp- 
orary storage, eight recirculating loops, and 
the clock pulse generator. Moderately high- 
speed computing elements are employed so 
that the total computation time, despite the 
serial logic and serial access to the memory, 
is not excessive. 

Further reduction in size and complexi- 
ty  is  achieved through   simple input/output 

equipment. Input is by manual keyboard o r by 
a simplelow-speed mechanical tape reader. 
Primary output is to a Nixie visual readout. 
Some added complexity is introduced by the 
requirement for teletype output as well. Since 
the semi-permanent memory need be loaded 
only when the program is changed, a separate 
memory- loading unit is provided, consisting 
of a high- speed photo- electric reader for 
punched paper tape. 

Tne FADAC, in summary, represents a 
practicable compromise between flexibility 
andequipment simplicity. The use of a mag- 
netic disk to provide most of the storage reg- 
isters resembles the configuration of a typi- 
cal DDA However, the general-purpose con- 
figuration gives a great increase in flexibility 
at a small increase in complexity as compared 
with a DDA Incomparison with analog com- 
puters, the FADAC is comparable in size and 
weight but provides a major increase in the 
accuracy of computation. 
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electronic,  6-43 
mechanical,  6-55 
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digital  computer, 4-11 
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2-2,  2-26 
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logical design of, 4-8 
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serial operation of, 4-20 
system analysis of, 4-8 
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Digital computing devices, 3-5 
Digital differential analyzers (see DDA) 
Digital servos, 4-37 
Digital simulation techniques, 2-30 
Digital-to-analog conversion,   7- 1 
Digital-to-mechanical- motion 

conversion,  7- 16 
lligital-to-voltage conversion,  7-11 
Jligital voltmeters, 6-89 
Diode-capacitor storage, 4-7 2 
Diode nonlinearity,  2-28 
Direct-analog computation, 6-3 
Direct analogies,  6- 1 
Direct cosines, 6-34 
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analog computers, 6-57 

Division, by an analog computer, 6-32 
Division, by a digital computer, 4-59 
Drift problem in d-c amplifiers, 6-43 
Drum,  encoding, 7-8 
Dry friction,  2-27 
Duals,  1-7 
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Dynamic error,   11-19 
Dynamic logic, 4-50 
Dynamic response,   system, 2- 1 
DYSEAC, 1-3 

EDV AC,  1-3 
Electrical analog computers, 6-15 
Electrical analogs, 6-2 
Electrical trigonometric generators, 6-67 
Electromechanical analog computers, 6-13 
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Electromechanical  computing devices,  3-7 
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Electromechanical curve readers, 6-71 
Electromechanical differential 
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Electromechanical dividers, 6-60 
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d-c type, 6-15 
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Electronic differential analyzers, 6-43 
Electronic digital computers, I- 1 

computer tree for,  1-5 
Elements of a computing process,  3-2 
Elements used to describe physical 

systems,   1-3 
symbols for,   1-4 
units for,   1-4 

Encoders, incremental magnetic,  7- 16 
magnetic, 7-9 
photoelectric, 7- 11 

Encoding discs,  7-8 
Encoding drums,  7-8 
ENIAC,   1-2 
Environmental factors, 6-92,  8-6, 9-2 

altitude considerations, 6-93 
contamination considerations, 9- 2 
effect on reliability,   9-2 
humidity considerations,  6-93, 9-2 
power considerations, 6-92 
pressure considerations, 0-2 
shock considerations, 6-93, 9-2 
size considerations,  6-92 
temperature considerations, 6-93, 9-2 
vibration considerations, 6-93,  9-2 
weight considerations, 6-92 

Equipment-life characteristics,   9-2 

Error, bias,   11-19 
dynamic,   11-19 
noise,   11-19 
random,   11-19 
reading,  7-11 
relative,   11-20 
round-off, 4-11,  5-14,  8-3,  11-20 
static,   11-19 
systematic,  11-19 
truncation,  4-12, 5-12, 8-3,   11-20 

Error-correcting codes, 4-48, 9-3 
Error-detecting codes, 4-48,  9-3,   11-21 
Errors in a DDA,  5-9, 5-12 
Errors in a digital computer, 4- 11 
Errors in fire control computers,   11-13 
Essential nonlinearities,   2-29 
Euler angles, 6-35 
Euler integration,  5- 12 
Euler's method, 2-46 

sample application of, 2- 52 
Evaluation process, to verify computer 

design,   9-15 
External program,  4-31 

Factors, conversion,   1-3,   1-12 
Factors affecting computer choice,  I- 1 
EADÄC (Field Artillery Digital 

Automatic Computer), 1-4,  3-4, 
4-18,   13-1 

FADAC Automatic Logic Tester,  9-4 
Ferroelectric  storage, 4-67, 4-75 
Field Tests,   1-8 
Filament power supplies,  6-72 
Fire-control computer, real-time,  3-1 
Fire control computers, 

characteristics of, 3- 1, 11-1 
data sources for,  11-3 
e rrors in,   11-13 
input-output considerations for,   11-13 
overall design considerations for,   11-1 

Fire control digital computers, 
computer speeds of, 4-19 

general configuration of, 4-13 
input-output considerations for, 4-14 

Firing tables,  3-3 
FLAC, 1-3 
Flexibility requirements, of a digital 

computer, 4- 30 
Flip-flops, 4- 53 
Floating-point arithmetic, 4-12,   11-20 
Fluid computing devices, 3-7 
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FORTRAN language, 4-3 1 
Fourier transforms,  2-2 
Frequency-domain analysis, 2-2 
Frequency-response method,   11-10 
Frequency-response techniques,  2-10 
Full-adder, 4-53 
Fully stored program, 4-31 
Function generators, for electronic 

analog computer, 6-48 
for mechanical and electromechanical 

analog computers,  6-67 

Gates, 4-51 
Gauss-Seidel iterative method, 2-64 
General-purpose computing devices, 3-7 
Generation of arbitrary nonlinear 

functions by an analog computer, 6-40 
Graphical techniques, 2-26 
Gray code, 4-46,   7-11 
Grounding systems, 6-80 
Gun Data Computer T29E2,  12-1 

H 

Half-adder, 4-53 
High-speed computers, analog, 2-31 
High-speed repetitive operation, 2-3 1 
Humidity considerations, 6-93, 9-2 
Hybrid system,  5-1 
Hysteresis, 2-27 

I 

Identity matrix,  2-64 
ILLIAC, 1-3 
Incidental nonlinearities,   2-29 
Incremental computers, 4-37 
Incremental magnetic encoders, 7-16 
Indirect analogies, 6- 1 
Induction resolver,   11-2 
Input equipment for analog computers,  6-52 
Input-output considerations for a 

digital computer, 4- 14 
Input-output considerations for 

fire control computers,   11-3 
Input-output equipment,  in analog 

computers, 6- 52 
Input-output selector, 4-26 
Input section, of a digital computer, 4-2 
Instruction decoder, 4-26 
Instructions,  for a digital computer, 4-30 
Instrument servos,   11-1 
Integrated circuits, 4-60,  4-76,   5-5 

Integration, Euler,  5-12 
numerical,  2-45 
rectangular,   5-12 
trapezoidal,   5-12 

Integration by an analog computer, 6-25 
Integrator, rate-servo,   11-3 
Integrators,  for mechanical and 

electromechanical 
analog computers, 6-55 

Interpolating polynomials, 2-44 
Interpolation,  2- 34 
Iteration, 2-32, 2-33, 4-20 
Iterative processes, 2-33 
Iterative technique, 2-33 

JOHNNIAC,   1-3 
J 

K 

Kirchoff's laws for electrical systems, 6-2 

Lag, time,   11-5 
Lagrangian interpolation, 2-37, 4-11 
Laplace transforms, 2-2 
Large-scale integrated circuits, 5-5 
Least-squares fit, 2-37 
Least-squares method, 4-11 
Level-at-a-time voltage-to- digital 

encoders,  7- 1 
Limit cycle, 2- 30 
Limitations of mathematical models,   1-7 
Limiting type of nonlinearity, 2-27 
Linear-differential-equation theory,  2-2 
Linear differential equations, with 

constant coefficients, 2-2 
with time-varying coefficients, 2-2, 2-26 

Linear operations, performance by 
analog computers,  6-24 

scale changing,  6-24 
summation, 6-25 
integration, 6-25 
synthesis of rational transfer 

friction,  6-27 
Linear physical systems,   1-7 
Linear programming,   2-32 
Linear simultaneous equations, 

solution of, 4- 11 
Linkage mechanisms, 6-70,   11-1 
Locus-of-roots method,   11-10 
Logical design, for a digital 

computer, 4-8,  4-41 
Loop, of a digital program, 4-20 
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M 

Machine language, 4-31 
Machine language codes, 4-27 
Machine language program,  2-32 
Machine-language programming,  2-31 
Magnetic core memory, 4-72 
Magnetic devices, 4-67 
Magnetic encoders,  7-9 

incremental,  7-16 
Maintenance considerations, 

6-90,  8-4,  9-8, 9- 16 
MANIAC, 1-3 
Manual computing devices,  3-3 
Manually operated automatic 

computers,  3-4 
Marginal checking,  9- 8 
Mark I Relay Computer, 1-2 
Mark 20 Gyro Computing Sight,  12-12 
Mathematical descriptions of 

physical systems,   1-2 
Mathematical model,   1-1 

analysis of, 1~7 
characteristics of,   1-7 
definition of,   1- 1 
for physical systems,   1-1,2-1 
importance of,   1-1 
limitations of,   1-7 
mechanization problems of,   10-1 
role in the design process,   1-1 
use in determining accuracy,   1-9 
use in determining dynamic 

performance,   l-9 
Mathematical techniques, 2- 1 

block diagrams, 2-11 
frequency-domain analysis, 2-2 
frequency-response techniques, 2-10 
linear-differential-equation theory,  2" 2 
nonlinear analysis,  2-24 
signal-flow graphs, 2- 15 
statistical theory,  2-20 

Mathematical tools used by the 
system designer,   1-9 

Matrix, identity,  2-64 
square, 2-64 
unity, 2-64 

Matrix algebra,  2-64,  6-94 
Matrix inversion, 2-32 
Matrix memories,  4-59 
Mean-time-between-failures, 8-1 
Mechanical analog computers in 

fire control systems,   11-1 
Mechanical analogs, 6-2 
Mechanical computing devices, 3-6 

Mechanical coordinate-system 
converters, 6-61 

Mechanical differential analyzers, 6-55 
Mechanical dividers, 6-59 
Mechanical integrators, 6-55 
Mechanical multipliers,  6-57 
Mechanical summation devices,  6-55 
Mechanical-to-digital encoders, 7-8 
Mechanical trigonometric generators, 6-67 
Mechanization problems associated with 

mathematical models,   10- 1 
Memory (see Storage unit) 
Methods of successive approximations, 2-32 
Micro-miniaturization for digital 

computers,  4- 76 
MIDAC,   1-3 
Miniaturization for digital computers, 4-75 
Model, mathematical (see Mathematical 

model) 
Modular construction,   11-21 
Molecular electronics, 4-76 
Motor, stepping,  7-16 
Multiplication, by an analog 

computer,  6-32 
by a digital computer, 4- 57 

Multipliers,  for digital computers, 4-57 
for electronic analog computers, 6-45 
for mechanical and electromechanical 

analog computers, 6-57 
Multipurpose computing devices,  3-7 

N 

Network analyzer,  3-6 
Newton' s backward- difference 

formula, 2- 37 
Newton's forward-difference formula, 2-37 
Newton's interpolation formulas,  2-34 
Newton's Third Law for mechanical 

systems, 6-2 
Noise,  computing element,  2- 31 

shot, 2-23 
white,  2-23 

Noise error,   11-19 
Noise generators, for analog 

computers, 6-52 
Nomograms, 3-4 
Nonamnesic nonlinearities,   2-29 
Noncircular gears, 6-70 
Nonlinear algebraic equations, analog 

solution of, 6-19 
Nonlinear analysis, 2-24 
Nonlinear differential equations, 2-2, 2-24 
Nonlinear equations,  solution of, 4-11 
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Nonlinear operations, performance by 
analog computers, 6-32 

Nonlinear systems,   1-7 
classification of, 2-29 
definition of,  2-25 

Nonlinearities in control systems, 2-27 
Nonzero-memory nonlinearities,  2-29 
Normal distribution, 2-21 
Number systems, 4-2 
Numerical analysis, 2-32, 4-8 
Numerical approximation, 4-8 
Numerical differentiation,  2-44 
Numerical integration,  2-45,  4-11 
Numerical techniques,   2-32 

for solving differential equations, 2-46 
for solving systems of linear algebraic 

equations,  2-63 

O 

Octal number system, 4-2 
Operational  amplifiers,  6-43 
Operational computers, 4-37 
Operational considerations,   11-21 
ORACLE,   1-3 
Ordinary differential equations, analog 

solution of, 6-2, 6-16 
ORDVAC, 1-3 
Orifice nonlinearity,  2-28 
Oscilloscopes,  6-88 
Output equipment for analog computers, 

6-55 
Output section, of a digital computer, 4-2 
Overload indication circuits,  6-90 

Packaging techniques for digital 
computers, 4-75 

Parallel logic, 4-49 
Parallel operation, of a digital 

computer, 4-20 
Parameters used to describe physical 

systems,  1-3 
symbols for,   1-4 
units for,   1-4 

Parity bit, 4-48,   11-21 
Partial differential equations, analog 

solution of, 6-20 
Patching equipment, 6-81 
Performance,  determination of, by 

simulation, 1-8 
by field testing,   1-8 

Photoelectric encoders, 7- 11 
Photoelectric storage, 4-72, 4-75 
Physical constants,   1-3,   1-12 

Physical systems, analogies between,   1-3 
analysis of, by mathematical model, 1-7 
descriptions of,   1-2 
dynamic response of, 2-1 
elements used to describe,   1-3 
linear,   1-7 
mathematical descriptions of,   1-2 
mathematical models for,   1-1, 2-1 
nonlinear,   1-7 
parameters used to describe,   1-3 
performance characteristics of,   1-7 
symbols and units for,   1-4 

Piecewise linear techniques,  2-25 
Plotting tables, 6-87 
Plugged program,  4-31 
Poisson distribution,   2-21 
Polynomials, interpolating, 2-44 
Postulates of switching algebra, 4-42 
Potentiometers, special, 6-71 
Power considerations,  6-92, 8-6 
Power density spectrum,  2-23 
Power series expansion, 2-34 
Power spectrum,  2-23 
Power supplies, for analog computers, 6-72 

a-c, 6-78 
d-c, high voltage, 6-73 
filament, 6-72 
relay,  6-78 

Predictor-corrector method, 2-46, 2-63 
Pressure considerations,   9-2 
Principle of superposition, 2-25 
Probability density function, 2-21 

normal distribution, 2-21 
Poisson distribution, 2-21 

Production design,   10-2 
Program,  compiler, 2-32, 4-31 

computer,  3-2, 4-20 
external,  4-31 
fully stored, 4-31 
machine language,  2-32 
plugged,  4-31 
punched card, 4-31 
symbolic, 2-32 
translator, 4-31 

Programming,  4-3 1,  10-1 
machine language,  2-31 
symbolic,  2-31 

Programming a DDA,  5-12 
Programming equipment, 6-82 
Programming languages,  2-32, 4-31 
Programming systems, choice of, 4-3 1 
Prototype design,   10-2 
Punched card program, 4-31 
Punched paper card storage, 4-72 
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Quality control,  9- 16 
Quarter-square multiplier, 6-48 
Quasi-analytic techniques,  2-26 

Random error,   11-15 
Rate-servo integrator,   11-3 
Reading errors,  7-11 
Real-time computation,   11-5 

analog-computer considerations 
for. 11-9 

digital-computer considerations 
for,   11-12 

Real-time computers;  analog, 2-31 
Real-time fire-control computer, 3-1, 3-5 
Real-time operation, 2-31 
Rectangular integration,  5-12 
Recursive processes, 2-33 
REDSTONE Missile Firing Data 

Computer,  9-9 
Redundancy, 9-2,  9-3 
Reference voltage supplies, for analog 

computers, 6-52 
Reflected code, 4-46, 7-11 
Relative error,   11-20 
Relay nonlinearity, 2-28 
Relay supplies, 6-78 
Relays, 6-51 

for A/D conversion,  7-8 
Reliability,   8-4,  9- 1 
Representation of mathematical functions, 

2-33 
Resolution, vector, 6-33, 6-62 
Resolver, induction,   11-2 
Response time, of a digital computer, 4- 11 
Rocket-launcher fire control 

equipment,   12-5 
Round-off error, 4- 11, 5- 14, 8-3,   11-20 
Routines, 4-20 
Rules for manipulating block diagrams,  6-7 
Runge-Kutta fourth-order Method, 2-48 

sample application of, 2-56 
Runge-Kutta second-order method,  2-48 

sample application of, 2-53 

Sample-and-hold units,  6-51 
Sampled data theory,  4-12 
Scale changing by analog computer, 6-24 
Scale factors, for analog computers, 

2-30, 6-21 
for digital computers, 4-12 

Scaling, in analog computers, 2-30 
in a DDA,  5- 10 

SEAC, 1-3 
Self-checking codes, 9-3 
Self-correcting codes, 9-3 
Self-excitation, in nonlinear systems, 2-30 
Semiconductors, 4-60 
Sequential-access storage, 4-68 

delay line, 4-70 
magnetic, 4-68 
photoelectric,  4-72 
punched paper tape and cards, 4-72 

Sequential switching circuits, 4-45 
Serial logic, 4-49 
Serial operation, of a digital computer, 4-20 
Series approximation, 2-34 
Servo voltmeters,  6-89 
Servomultipliers, 6-58 
Servos, for A/D conversion,  7-8 

instrument,   11-1 
Shock considerations, 6-93, 9-2 
Shot noise,  2-23 
Signal-flow graphs, 2-15 
Similarities between physical 

systems,   1-3 
Simpson's rule,  2-46, 4-11,  5-14 

sample application of, 2-47 
Simulation studies,   1-8 
Simulators, 6- 1 
Simultaneous linear algebraic equations; 

analog solution of, 6-18 
Size considerations,  6-92,  8-6 
Solution of equations by analog means,  6-2 
Solution time,   11-12 

of an analog computer,  2-31 
Special potentiometers, 6-71 
Special-purpose ,check-out equipment,  9-9 
Special-purpose computing devices,  3-7 
Square matrix, 2-64 
Standard digital computer, 3-5 
Static error,   11- 19 
Static logic, 4-50 
Statistical theory,  2-20 
Stepping motors,  7- 16 
Stepping switches, for A/D 

conversion, 7-8 
Stochastic process,  2-20 
Storage, random-access,  4-72 

sequential-access, 4-68 
Storage unit of a digital computer, 4-2, 4- 68 

determination of configuration for, 4-2 0 
storage requirements for, 4-29 

Strip recorders,  6-85 
Studies,  simulation,   1-8 
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Subroutines, 4-20, 4~ 29 
Subtracters, 4- 53 
Summation by an analog computer, 6-25 
Summation devices, for mechanical and 

electromechanical analog 
computers, 6- 55 

Superposition principle,   11-19 
Switching algebra, 4-41 

postulates of, 4-42 
Switching networks,  4-41 
Symbolic program, 2-32 
Symbolic programming,  2-31 
Symbols for electronic analog computing 

elements, 6-10 
Synchronous digital computers,  4-32, 11-12 
Synchros,   11-1, 11-4 
Synthesis of rational transfer functions 

by an analog computer, 6-27 
System accuracy, 2- 1 

determination of,   1-9 
System analysis,  for a digital computer, 4-8 
System dynamic performance, determina- 

tion of,   1-9 
System dynamic response,  2- 1 
System testing,   9- 15 
Systematic error,   11-19 

Tachometer, a-c drag-cup, 11-2 
Taylor's series expansion, 2-34 
Taylor's serie s method, 2-48 

sample application of, 2-50 
Techniques, analytic,  2- 1 

computer simulation,  2- 1 
mathematical (sec Mathematical 

Techniques) 
numerical,  2-32 
piecewise linear,  2-25 

Temperature  considerations, 6-93, 9-2 
Three-dimensional vector resolution,  6-62 
Time, computation,   11-5 

cycle,   11-12 
settling,   11-13 
solution,   11- 12 

Time-division multiplier,   6-47 
Time lag,   11-5 
Time-response considerations,   11-5 

Time scales, for analog computers, 6-21 
Timers,  6-51 
Transforms,   Fourier,  2-2 

Laplace,  2-2 
Transistor switches, forA/D conversion, 7-: 
Translator program,  4-31 
Transmission,  data,   11-4 
Trapezoidal integration,  5-12 
Tree,  computer, for electronic 

digital computers, 1-5 
Trigonometric generators, electrical, 6-67 

mechanical,  6-67 
Truncation errors, 4-12, 5-12, 8-3,  11-20 
Truth table, 4-44 
Tunnel diode, 4-68 

U 

Unit matrix, 2-64 
User classifications of computers,  3-2 

Vacuum tubes,  4-59 
Vector resolution, by an analog 

computer, 6-33, 6-62 
using direction cosines, 6-35 
using Euler angles, 6-35 

Vibration considerations, 6-93, 9-2 
Vigilante computer gyro/platform 

system,   12-7 
Voltage comparators,  6-51 
Voltage-to-digital encoders,  7-1 

digit-at-a-time, 7-5 
level-at-a-time, 7-1 

W 

Weight considerations, 6-92,  8-6 
White noise,  2-23 
Whole-transfer computers, 4-37 
Word length, 4-25 

effect on accuracy, 4- 11 

Z-transform technique,  5-14 
Zero-memory nonlinearities,   2-29 
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