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RESEARCH PROGRESS REPORT

Title: "Annual Report: Automatic Informative Abstracting and Extract. -,," Annual
Progress Report, Office of Naval Research, Contract Nonr 4440(00).

Authors: L. L. Earl and H. R. Robis3n

Background: This investigation is concerned with the development of automatic index-
ing, abstracting, and extracting systems. Basic investigations in Engliszi morphology,
phonetics, and syntax have been pursued as necessary means to this end. Experi-
mental indexing and extracting systems are now being developed.

Condensed Report Contents: Part I of this report documents several experiments in
automatic extracting and one experiment in automatic indexing. Nine chapters, each
from a different technical book, were used as the text corpus for all the experiments.
In the first experiment, an attempt was made to construct a seiitence dictiuwary of
syntactic sentence types, for distinguishing extract-worthy sentences, but it proved
unrewarding. Nevertheless, the results indicated that sentence typing might be used
in a screening process in conjunction with other extracting techniques. The later
attempts to combine syntactic and statistical criteria in the choice of extract sentences
and index phrases proved more rewarding. The sentences selected by the extracting
algorithm were representative and are presented for the reader to peruse. The noun
phrases selected by the indexing algorithm compared favorably with the back-of-the-
book index phrases. There is every indication that satisfactory back-of -the -book
indexes could be produced automatically, with post-editing to delete superfluous items.

Part II reports on the relationship between English word government and the problem
of multiple meaning in natural-language processing. A set of English words is dis-
cussed each of which has the ability to convey its various semantic meanings by the
use of certain common syntactic units such as prepositions. Because these common
syntactic units occur adjacent to - though not necessarily contiguous with - the word
whose meaning they specify, the entire complex (here called a semantic structure) is
computer-recognizable; thus the phenomenon described opens up the possibility of
teaching the computer to make semantic distinctions. The various syntactic units which
are used to make semantic distinctions are discussed qeparately and examples are
given. Because prepositions play an important role in making semaotic distinctions,
a section on prepositional semantics is included.

For Further Information: The complete report is available in the major Navy techni-
cal libraries and can be obtained from the Defense Documentation Center. A few
copies are available for distribution by the authors.
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FOREWORD

This report marks the completion of the sixth year in which the Office of Naval

Research has contributed support to research in the Information Sciences at the

Lockheed Palo Alto Research Laboratory of the Lockheed Missiles & Space Company.

During the first year of the program, a major part of the effort went into establish-

ment of a word-data base. The E.iglish Word Speculum, which has been distributed

to ONR program participaiuts, ilustrates the nature of this data base. In the second

and third years, this data base was exploited in the development of a computer program

for the automatic assignment of parts of speech to English words. Also during these

years, it was demonstrated how an English/Russian phrase data base can be used to

develop a technique for obtaining English indexes from untranslated Russian text. In

the third and fourth years, a new data base of sentences with assigned parts of speech

was created for investigation of the abstracting and extracting process. Also during

the third and fourth years, experiments in the compilation of a "sentence dictionary"

of syntactic types began, and compilation of Enrlish syntactic word government tables

began. These activities were continued in the fifth year, along with development of

a parsing program, the initiation of some extracting experiments on some technical

text, and an experiment in automatic indexing of a medical book. This year the

"sentence dictionary" experiment was concluded, the extracting experiment was com-

pleted, and a frequency--syntax method of automatic indcxing was conceived and tested.

Also during this year the concept of English syntactic word government was expanded,

and compilation of the tables continued.

Part I of this report is concerned with the sentence dictionary and indexing and extract-

ing experiments. Part II is cop.rJerned with the concepts of English word government.

The group at Lockheed takes this oppotunity to express its thanks for the continuing

support and encouragement gven by the Information Sciences Branc, if the '. ,ie of

Naval Research.
F
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Section 1

BACKGROUND AND THEORY

1.1 PHRASE STRUCTURE IN "SENTENCE DICTIONARY" EXTRACTING

It would be very convenient for automatic extracting if a relationship existed bctween
the syntactic structure of a sentence and its significance or usefulness in forming an
extract. This would be particularly true if a "sentence dictionary," a dictionary of
syntactic sentence types, could be compiled and then a separation of significant from
nonsignificant sentences could be accomplished on the basis of these sentence types.
To test such a possibility, an experiment was devised for building a trial sentence
dictionary using part-of-speech strings to characterize a sentence syntactically, and
a previously formed index to establish whether a sentence was to be considered sig-
nificant or not. This experiment is described and documented in three previous
airlual reports (Refs. 1, 2, 3). Tne results will be summarized in the following para-
graphs as background for the continuing sentence dictionary experiment.

According to the sentence dictionary hypothesis, a large group of sentences, as repre-
sentative of the language as possible, are to be processed, classified as "indexible"
or "nonindexible," and assigned a syntactic structure. The hope is that when these
structures are sorted, or ordered, it will be found that like structures have like index
classifications. If this is so, and if there are not too many different structures pos-
sible in the language, the structures can be ordered into a "dictionary" of sentence
types, each classified as indexible or nonindexible, so that when other sentences are
assigned a sentence structure, a dictionary look-up can be used to classify them as
indexible or nonidexible. (Tb, dictionary really need contain sentence types of only
one classification, either all indexible or all nonindexible sentences.)
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Testing A the validity of the sentence dictionary hypothesis boils down to answering

two questions:

0 Is there a system of syntactic, classification which will separate indexible

from nonindexible sentences ?

0 Does such a system produc( a manageable number of sentence types ?

In the compilation of a trial sentence dictionary, several derivative and interrelated

questions had to be faced immediately.

* What sentences can be used as a data base in constructing a sentence

dictionary ?

* How should sentences be identified as indexible or nonindexible ?

6 What method of syntactic classification should be tried?

0 How many sentences must be used ii, the data base in forming the sentence

dictionary so that all, or nearly all, English syntactic types will be

represented ?

The initial answers to these questions need not be the final answers. The experiment,

in fact, consists of working to arrive at optimum practical answers to these questions

so that the validity of the sentence dictionary hypothesis can be evaluated. The follow-

ing paragraphs give the answers adopted for the initial experiment.

* 0 What sentences can be used as a data base in constructing a sentence dictionary?

The sentence dictionary hypothesis depends on the further hypothesis that well-

formed English sentences in scientific exposition follow a finite number of syntactic

patterns, which will occur repeatedly in text, so that if enough text is examined,

the patterns will emerge. Thus the question concerning the number of sentences

to be chosen becomes more important than the sentence source, although it seems

obvious that the more diverse the sample, the more econom~ically the object"ve can

be met. To choose text for the initial experiment, books were picked at random

f-"rm the Palo Alto Library of the LMSC Technical Information Center, and one

chapter was used f:oin each book. It was hoped that different books would reflect

different styles, and that using the running text from one chapter would give a

representative sample of the construction used by that author.
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* 11ow are sentences to be identified as indexible or nonindexlble? Since books ar

usually published with an Index, and these indexes have long been accepted by th

public, it seemed simplest to begin by using these indexes in distinguishing whic

sentences were to be regarded as significant and, therefore, which sentence type

were to go into the sentence dictionary as indexible. Sentences were designated:

indexible if they contained a phrase listed in the index, and nonindexible if they d

not. The difficulties encountered in making stnch a designation are discussed on

pages 1 - 5 and 1 - 6 of Ref. 1.

• How are sentences to be syntactically classified? It seemed reasonable to begin

classifying sentences into as fine a classification as possible, because the finer.

the syntactic classification and the larger the number of syntactic sentence types,.

the greater the chance that a partition into indexible and nonindoxible types can be

made. Therefore, the sentences were initially characterized as a string of part-

of-speech possibilities. Because dictionary look-up of words is costly, a study o

the graphemic form of words was made, and an algorithm was devised to assign

part-of-speech codes to words automatically (Ref. 4). Figure 1 in Ref. 2 shows

sentences with their assigned part-of-speech strings.

* flow many sentences must be used in forming the sentence dictionary? Unfortu-

nately, this question and the third question, how the sentences are to be syntacti-

cally classified, are interrelated. The number of sentences which must be proo-

,.sed in order to encounter nearly all syntactic types depends on the system of

syntactic classification used, and the practicality of a syntactic classification

system depends on the number of sentence types produced by the classification

system. As with the other questions, the answer is really to a large extent the

object of the experiment, but always there must be a starting place. Nine chapte

from nine texts, listed in Ref. 1, were used in the initial experiment; this sample

of 3,216 sentences was thought sufficient to indicate the further directions in whi

the experiment should proceed.
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The results of the initial sentence dictionary experiment are detailed in Section 2 of

Ref. 2. From these results it became clear that representing a sentence by part-

of-speech strings makes too fine a distinction between sentences. Nearly all the

sentences of the data base (3064 out of 3216) had a unique part-of-speech pattern.

Obviously, another method of classifying sentences had to be chosen to decrease the

total number of sentence types and to increase the probability of duplicate types. It

was decided to try classifying the sentences according to their phrase structure, with

the hope that there would be a significant number of sentences of like phrase structure.

To do this, it was necessary to develop an algorithm for automatic syntactic analysis,

ba3ed on a phrase-structure grammar. The syntactic analysis algorithm developed

was based on the needs of this sentence dictionary application and of two other appli-

cations, as described in subsections 1. 2 and 1. 3 of Ref. 3. In all three applications,

identification of noun and verb phrases was of primary importance; the need for iden-

tification of higher level structures (such as participial and prepositional phrases and

Sclaases) and of modification patterns had not yet been established. Since the identifi-

* cation of noun and verb phrases and infinitives is basic, is a large part of the parsing

process, and is necessary for higher level analysis, it was decided to limit the first

parsing efforts to identification of these elements and to resolution of the role of

participles in the sentence.

Thus, the second experiment in syntactic extracting was to be uxactly analogous to

the first, except that the syntactic classification was now in terms of both phrases

and parts of speech rather than in terms of parts of speech alone. The structure of

each sentence was defined by the parsing program, BPHRAS, in terms of its noun

phrases, verb phrases, infinitives and gerunds, with the connecting function words

represented by their parts-of-speech strings, as shown in Fig. 1. The parsing

program, BPHRAS, described and documented in Refs. 2 and 3, accomplishes this

by grouping the words of the sentence into possible units and then resolving the con-

flicts among units until each word is assigned to but one unit and the sentence is

represented by a single string of elements. This means that a choice must be made

g alternative structures, a choice that is sometimes in error. The usual ambi-
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Accordingly adjective-advex b

- punctuation

with - preposition

Jefferson - nown phrase

- punctuation

they noun phrase

feel - verb phrase

that noun phrase (conjulction)

the teI - noun phrase
maintenance 

"

of - preposition

a

competitive

Iree noun phrase

enterprise

system

is - verb phrase

a

basic --- noun phrase

requirement

for preposition

continuing - present participle

a

democratic - noun phrase

government

Fig. 1 Sample Parsing Results
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( phrases, and among different usages of participles. An effort was made to a'hieve

97% accuracy, i.e., to identify correctly 97% of the total number of elements (includ-

ing function words). A small sample of about 50 sentences was worked over until this

goal was achieved on that sample, and, without further modification, on about 125 more

sentences from the same text. This does not mean that accuracy will be that high with

general text, particularly since some errors are due to inaccuracies or inadequacies

in the part-of-speech program. Many of these were eliminated for the text in question

by adding such words in that text to a dictionary of words to be corrected.

With the parsing program ready to use, two other programs were prepared for the

second sentence dictionary experiment, one for sorting the new sentence structure

(phrase-structure SORT), and one for comparing the sorted structures to select

sentences with duplicate structures (DUPPHRAS). Development of these programs

was discussed in section 2. 1 and 2.2 of Ref. 3. Section 3.2 of Ref. 3 documents tile

phrase-structure SORT, but DUPPHRAS was not completed until this year and is

documented in section 3.2 of this report. The second sentence dictionary experi-

ment was completed this year and the results are discussed in section 2. 1 of this

report.

1.2 PHRASE STRUCTURE IN FREQUENCY-SYNTAX INDEXING AND
EXTRACTING

In the early years of this contract, the first algorithm combining syntactic and fre-

quency criteria was developed for automatically selecting index items. This is

described briefly in the March 1966 Annual Report (Ref. 5). In these experiments,

the data corpus was reduced by selecting only certain structural items (subjects,

objects of verbs and infinitives, with genitive modifiers); then this reduced corpus

was subjected to statistical counts. An algorithm was developed, which, on the basis

of these counts, chose certain words for a first-level index. Then all larger struc-

tural items containing these words were included in a second-level index. This

algorithm was tested on five text excerpts, but because of deficiencies in the parsing

program (loopholes in parsing logic led to trouble every 50 sentences or so), it was

impossible to pursue the experiment. Nevertheless, the results on the five excerpts
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LOCKHEED PALO ALTO RESEARCH LABORATORY
L O CK N IS M1 SS I L IS SPACI COMPANY
A OG OUP DIVISION OF LOCKHEI D AIRCIAFI CORPORATION



p)romis,.ing, and proved a useful guide in the development of presedt algorithms for both

indexing and extracting.

In reviewing the early work, it was first of all obvious that a new syntactic analyzer

was needed. Others in current use were also unsuitable, being either too limited,

too prone to trouble, too time-consuming or too indefinite in the assigning of sentence

stiuctuie. Concurrently developing needs in the sentence dictionary experiment led

to the development of a much simpler parsing program suitable to both purposes, as

described in section I.I. It was also clear in reviewing the early work that it is

indeed desirable to reduce the text by syntactic criteria, both to eliminate the high-

frequency function words, which would otherwise need to be eliminated by a more

complicated statistical analysis, and simply to econ-.. xze on the frequency-counting

necessary. Instead of extracting higher level elements, as in the earlier experiments,

it seemed simpler and very possibly more advantageous to begin by selecting all noun

phrases, excluding adverb and function words within the noun phrase. This is a good

place to start because it is more inclusive; later experiments can cut down to higher

level elements if that is desirable. To illustrate, all the nonfunction words of all

noun phrases of several sentences have been underlined.

Note that besides reducing the text, this will reduce the possibility of introducing

adverbs, adjectives, and verbs which could be confused with significant nouns.

Luhn (Ref. 6), for instance, counted all words with the same first six letters as the

same, and worried somewhat about confusing such words as "differ, different, or

differently" with a technical word like "differential. " In this test, "differ" and

"differently" would never appear in the reduced text.

Frequency counts have been used both in extracting and in indexing techniques, and it

was decided to develop algorithms for both, based on the reduced text. The extracting

algcrithm was developed first. The evolution of this algorithm is described in

section 2.3 of last years annual report (Ref. 3). The algorithm itself is summarized

in the following- paragraphs. Testing of the extracting algorithm is described in

section 2. 2 of this report, and development and testing of the indexing algorithm is

described in section 2.3 of this report.
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The extracting algorithm developed required seven steps, as follows:

(1) All the nonfunction words in noun phrases containing more than one word

were extracted from the text, with the text, page, and sentence number

friom which they came.

(2) This list was alplabetizod, and a frequency count made of the words.

(3) 'Ih" fr'tim-noun counts were then ordered (descending order) and the differ-

ence from one count to the ntext was calculated and stored.
(4) The percent of each frequency count of the total of all frequency counts was

calculated and stored with the cumulative percent to that point.

(5) Four points in the frequency count table were then calculated and the four

frequencies were ordered in ascending order. Of these, one was chosen

as the cutoff frequency. The second was taken if that point had a cumulative

percent less than an arbitrary value V2. If not, then the third point was

taken ii it had a cumulative percent less than V2. If not, then the fourth

point is taken. (Calculation of the four points will be discussed later.)

(6) All frequencies lower than the cutoff frequency were discarded. The words

making up the remaining frequency counts were extracted from the original

list and ordered (ascending) according to their associated page and sentence

number.

(7) The word-sentence number combinations in this list were examined, and

sentences were located and printed from the text for all sentences in

which:

(a) there were three or more high-frequency words

(b) there were two high-frequency words, if that pair had not already

occurred together in a sentence

Some of these steps need some elaboration. In step (5), four points within the fre-

quency count table are identified. Point 1 is the point at which the cumulative percent

[calculated in step (4)1 is less than or equal to an arbitrary value VI. Point 2 is the

point at which the largest differences in frequencies occur. Point 3 is the point at

which the largest difference below point 2 occurs. Point 4 is that frequency equal to

1-S
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or just larger than the largest frequency divided by 2. Points 2 and 3 represent points

at which there is a steep slope in the frequency curve. Points 1 and 4 represent points

at which an arbitrary cutoff might be made.

Step (7) is necessary to reduce the volume of sentences selected. Taking sentences

with three or more high-frequency words is similar to taking the highest weighted

sentences in schemes like Luhn ts, Taking sentences with two high-frequency words

only if it is the first occurrence of that word pair is an attempt to pick up each new

idea, yet avoid redundancy in the sentences selected.
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Section 2

1969 - 1970 PROGRESS

2.1 THE "SENTENCE DICTIONARY" EXPERIMENT

By the end of the 1968 - 69 year, the parsing program BPHRAS, the phrase-structure

SORT, and the compare program DUPPHRAS were complete except for the checkout

of DUPPHRAS. (See section 1.1 for theory and background information.) This check-

out was completed, and then the second sentence dictionary experiment was carried

out, in steps analogous to those of the first:

(1) The processed sentence files with part-of-speech assignments were reproc-

essed to form a file with the part-of-speech information replaced by phrase

structure information (BPHRAS program).

(2) The sentence file (or files) was ordered on the phrase structure information

(phrase-structure SORT).

(3) The ordered files were examined by computer to locate and print sentences

with the same phraue structure (DUPPHRAS program).

In this experiment, nine texts were processed by BPHRAS, and these were then

sorted together in two groups, one with five texts and one with all nine. (Reference 7

lists the nine books used; one chapter was used from each.) Again we were interested

in testing the validity of the sentence dictionary hypothesis by answering the questions:

0 Is there a system of syntactic classification which will separate indexible

from nonindexible sentences?

* Does such a system produce a manageable number of sentence types?

Therefore, again we were interested in the number of duplicated structures, the extent

to which they are associated with the same significance code, and any significant

trend in the type of sentence being printed out. Table 1 summarizes the same statistics

for phrase patterns which was given in Ref. 2 for part-of-speech patterns. Table 2

compares the results of all nine chapters for the part-of-speech and phrase patterns.
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Table 1

STATISTICS OF PHRASE PATTERNS IN TEXT

Item Number of Chapters in Data Base

5 9

(1) Number of total patterns represented 22 35

by more than one sentence

(2) Same as (1), with a consistent code 11 15

(3) Number of duplicate patterns common 17 26
to more than one article

(4) Same as (3), with a consistent code 7 11

(5) Number of one-of-a-kind patterns 1840 3026

(6) Number of total unique patterns 1866 3061

(7) Ratio of the number of one-of-a-kind 0.982 0.988
to number of total unique patterns

Table 2

COMPARISON OF PART-OF-SPEECH AND PHRASE PATTERNS

Item Part-of-Speech Phrase
Patterns Patterns

(1) Number of total patterns represented 34 35

by more than one sentence

(2) Same as (1), with a consistent code 23 15

(3) Number of duplicate patterns common 12 26
to more than one article

(4) Same as (3), with a consistent code 5 11

(5) Number of one-of-a-kind patterns 3064 3026

(6) Number of total unique patterns 3098 3061

(7) Ratio of the number of one-of-a-kind 0.992 0. 988
to number of total unique patterns
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These tre disappointing results. Both levels of syntactic classification have failed

to separate indexible from nonindexible sentences. The first and most elementary

classification provided far too many sentence types, so a higher level of classifica-

tion - into phrase patterns - was tried. This was expected to merge some types,

reducing the total number. However, examination of Table 2 shows that even with the

phrase pattern classification there are still far too many unique patterns, and further-

more that the consistency of index codes is dropping with the number of unique

patterns.

Close examination of Table 2 shows that there are not significantly more duplicate

patterns when using phrase patterns than with part-of-9peech patterns, although there

are a few more sentences representing each pattern. (The number of duplicate
patterns common to more than one article is up by more than a factor of 2, although

in numbers it is only 14 more patterns.) At the same time, however, the consistency

of index codes has dropped from 68% to 43% for all patterns and from 52% to 42% for

patterns common to more than one article. Note that the ratio of the number of one-

of-a-kind to the number of total unique patterns has dropped by rnly 0.004. It seems

fair to say that indexible and nonindexible sentences cannot be distinguished by

structure alone.

All that remains is to try to evaluate the experiment from viewpoints other than that

of a sentence dictionary. There are some general observations to be made. One is

that over half (109 of 182 or about 60%) of the duplicated patterns are titles, and that

the rest of the duplicated patterns are short and rather trivial sentences. Tt is this

mixture of titles and trivial sentences which accounts for the inconsistency of the index

codes. There are only 13 sentences iai the duplicated pattern group which have an I

index code and are not titles.

Titles have been regarded as good extract material; however, it may be that they are

really good index material and rather poor extract material. Compare, for example,

the title "Controlling Inflation and Ensuring Stability" with the sentence, "...Public
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concern about inflation enters into policy considerations about competition in two ways:

first is the influence of competition on inflation and on the competitive drive for

efficiency.... " Compare also the title "Surface Processes in Liquid Polymer For-

mation" with ... The various biochemical theories of liquification fall conveniently

into three categories: (a) liquid arises in the cell wall by direct transformation of

other wall components, (b) liquid arises from precursors which diffuse centripetally

from their point of origin in the cambium and become incorporated into the walls of

xylim and phloem, (c) liquid arises from cytoplasmic precursors formed in differ-

entiating cells and is subsequently incorporated into the wall.... ' In both cases, the

titles seem better and much more concise inAexes to the subject matter; the sentences

seem to give a better clue to the style and point of view of the author while continuing

to convey the subject matter.

These observations point the way to two possible experiments. For one, an attempt

could be made to use function word counts or frequency counts to differentiate between

the titles and the trivial sentences whose syntactic forms turned up together in the

phrase structure experiments. This would allow titles to be picked up without requir-

ing any keypunched flag on titles, and would also allow automatic rejection of the less

meaningful titles such as "Results," if that were desirable. For anothex, experi-

ments might be conducted in choosing sentences (or perhaps simply in preferring

sentences chosen by other criteria) which have the most complicated or the longest

phrase structure, on the grounds that if the simplest sentences (other than titles) are

trivial, the longest will encompass the most significant ideas, or will be acting in a

summarizing capacity.

2.2 FREQUENCY-SYNTAX EXTRACTING EXPERIMENT

After the frequency-syntax algorithm was developed, as described in Ref. 3 and

summarized in section 1.2 of this report, it was tested on a chapter from each of four

texts, 1, 3, 7. and 9 of Ref. 7. Text 7 was used in the development of the algorithm

and so cannot strictly speaking be called a test case.
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( In Step (5) of the algorithm (see section 1.2), four points within the frequency count

table are identified. Points 1 and 4 represent points at which an arbitrary cutoff might

be made, the first the point at which the cumulative percent reaches an arbitrary value

V1, the fourth the point at which the frequency count reaches the largest frequency

divided by 2. Points 2 and 3 represent points at which there is a steep slope in the

frequency curve. The tests of the algorithm were each run five ways; each of the

four points was taken as a cutoff point, and a point was automatically chosen from

among them by the algorithm and taken as the cutoff point.

The results of this algorithm on the four texts can be evaluated in many ways. Table 3

gives some interesting statistics for the tests in which the cutoff point was chooen
automatically. The text number is the number of the text in Ref. 7. The selection

percent is the ratio of sentences in the extract to those in the text. The coselection

percent is the ratio of the number of selected sentences designated as indexible to the

total number of selected sentences. The acceptable selection percent is the ratio of

the number of sentences deemed acceptable (by the author) in the extract to the total

number of selected sentences. Sentences were deemed unacceptable if they seemed

trivial in content, if they contained unclear antecedents, or if they were redundant

with another better sentence or one marked indexible.

Table 3

SYNTACTIC-STATISTICAL EXTRACTING RESULTS

Number Number Co- Acceptable
Text Chapter Sentences Sentences Selection Selection Selection
No. Name Extracted Text %

1 Mao's 31 248 12.5 48.4 87.1
Strategy

3 Art, Life & 24 414 5.8 58.3 70.9
Experiment

7 Basic Public 18 479 3.8 66.7 95.0
Goals

9 Cell Wall 15 341 4.4 40.0 86.6
Dynamics

2-5

LOCKHEED PALO ALTO RESEARCH LABORATORY
L 0 C gN I O M SSILES 6 1 PA C E COMPANY

A ONOUP OIVISION OP LOCKNBIO 4IICRAF? COIPOIAfION

44



In one of th,; texts, number 3, failure to identify the words "its" and "no" as function

words caused these words to occur among the hign-frequency words. Fortunately,

because of the use of unique pairs or three or more high-frequency words [step (7)),

the results were not degraded unduly, although the acceptable selection percent is

lowest for this test. "Its" also occurred among the high-frequency words in text 1

and may be partly responsible for the high selection percent in that case. The co-

selection percent and acceptable selection percent are highest for text number 7 becae

it was used in the development of the algorithm.

The high-frequency words selected may be of interest and are given in Fig. 2 for ea

of the four texts. The extract sentences for two of the texts are given in Fig. 3.

The sentences marked by * are indexible; that is, they contain words found in the

back-of-the-book index. In the first 15 sentences of each text, the high-frequency

words within the sentences are underlined. In the "Cell Wall Dynamics" text, nearl

all the sentences were chosen because they contained three or more high frequency

words. Note that the repetition of a high frequency word was counted as another

instance of a high frequency word. In the "Roots of Mao's Strategy" text, 9 of the fir

15 sentences also were chosen because they contained 3 or more high frequency word

though with 5 rather than 3 high frequency words retained, there are 15 rather than 6

possible word pairs.

The extract results shown in Table 3 and Fig. 3 are mildly encouraging. All four

extracts cover the territory of the text rather well and convey the subject matter and

tone of the text. For screening purposes, it is felt that the extracts produced by this

algorithm are quite acceptable.

Table 3 shows the extract statistics when the frequency cutoff point was chosen auto-

matically from among four points, each of which was also chosen automatically.

Tests were also completed in which points 1 through 4 were arbitrarily used as the

frequency cutoff point in step (5) of the sentence selection algorithm. The choice of

different points varies the number" of high-frequency words selected in step (5) for use

in sentences in step (7), thus varying the selection, coselection, and acceptable
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r!

Text Chapter Name Word Frequency

1 Mao's Strategy Chinese 74

communist 58

its 50

world 45

communists 44

3 Art, Life & Experiment heart 35

its 32

blood 30

science 27

no 25

body 23

history 19

7 Basic Public Goals competitive 52

economic 42

power 36

policy 33

public 29

prices 28

9 Cell Wall Dynamics acid 86

cell 64

wall 36

Fig. 2 Selected High-Frequency Words
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FlV IS N, i I.ASTi'o (;I .ANI• 'I lIl lI II N IJ N11 MYI ' 7 IV.tTF1 INV"I ANS (A irl'II,()k 01' Ti IE I.EAt 1 I:II:S 0t1OF ANY
NIA.I1(III NA I nN .ANMI IN .llIl.-,:; li ILlII-N,1: 1 I1. 1ui- (1 i111 l.. (1i1, '[ill: I'IIIN ix I: I ': hM.MINjTI TIE

I''-tt: il. 1I:S AMI: ('()MINl t IMINI'lI, PII MA\NN COLIItI XIL. II)UIA(i IE(,I ;AL. AND I11151 (lt WAl. IlAIM II E'EH.

Doi II AS ASIAN NA1'. N.\ I.I, . N ANt DAS COil II:.Nttj I I-vI.U'ItI(,NAIIlI-:s, MAO AND IllS FOLU)WERS
V IEW TI'E WO!I.Ii IN ' IE l', WIIICII Aý 1: r IFI I UNI)lIS'OI'DI) IN II lIE WEST.

AND TItlL II-l'ICIA!. C'IIINI:IK ( M 1\It'N!' I'IWlSS IIAS STA' LIII.UN 'r ', IIIAT NO SOU•.TION O1-" ANY
INTEIuNATIP NAL PlO IItI E.'M. ANY ASIAN 'It) lII.EM IN PAIrT!CL'IAIi , IS l'OSSIBIE WITHOUT T'IE PAIl-
TICIPATION OF- TIIE (AUII';SE I'-I-O LE'S lil, I'LIIIC.

'Til; lll.ýil"Y oil- CIIINA. TIlE TIIADlITIONAL. CIIN.s. VIEW OF TIlE WOULD.l AND TIIE FORCE OF
MODER-IIN NATI(N.\IISM AI,l. 'LAY A I'AUiT IN MAKING TIllS A DI(rVING I'OItCE IN PEKING'S POLICY.

UNTIL 'IIE MoDI:IIN I'EIlI( ' I'Il CiiINESE: ItEGATDED '11E7l1 COUNtr'IY AS TIlE CENTIRAI. KINGDOM,
"TiLE CENTEI,:I or. Ill E CiVI ImIzED wiM)ll. SUIEIIOUNnED BY STArEs WIICI EITIIER ACCEPTED A SUB-
ORiDINArTE TIiLIAU',fY III:IAlTIONSiILI' Oill WEIIE CONSIDERED INFERIOR NATIONS OUTSW]E TIlE PALE
OF TIlE CIIINA-CENTIEEI) CIVII.IZED \'Wtoh .D.

ALTIIOt(;II TIlE OlT BASIS ronl THlS WOMIlT) VIEW [[AS FAJ)ED, MOST CHINESE., INCLUDING TIlE COM-
NIUNISIS, ST 11A. HA•III.Il A FEEILING OF' SIlPEtIltEIlrly OVER TIIEIR NEGIIGHOIIS (A FEELING NOT
DiSSIMI.lAR TO 'II\T "']iICIl MANY WESTEINEIU IIAVE FELT TOWARD TIlE NON-WESTERN WOItLD rN
"TIlE MolMiMIN I',IIIOI).)

* THlE CO\IMt'NIISl PAIl I%'S VICT'IOIY WF'rIIIN CIIINA WAS DUE IN NO SMALL MEASURE 1TO ITS SUCCESS
IN API'I:AI.hNI.; "I< NATI(OIN.iI.II ,'NTIMNIE- Dh011 DUllING TIlE WAil WIII JAPAN AND AXTEIIWAID.

- ALIlIOUCII NAvI''NAI.ISM Is ONE " TIIE DRICIVIN(G FOIICEN IIEIIfl'I IlE CIIINESE COMlIUNIST ACTIONS,
IT IS CIEAY Till: Iii1(1I, ;IC,\I. CONVICTIONS OF PEKING'S LEADERS \VIIICIIA 8AI'lTIIHIE' UI'IESENr
VIEW Wl-"0TIIE \\'11..,)Ill "I'LiEll STIAIVEGY, AND I-ItOVIDE T1lE RATIONALE FOIl BOTII TIlE ENDS
AND MEANS OF TIII-All POLICY.

" TIIEY ACCEI-T LENINISM (l.1'NIN FOll I'IiESENT-DAYCOMMN1UNI.TS' IS A MORE IMPORTANT I'ROIlIET
"TIHAN MAIIX) AND IlT. K.Y I 'HTIiINEE: Il- IDEA TIAl..V1\ IPEIIAI.ISM IS TIlE FWIAL STAGE OF CAPI-
TALIST D)ECAY; 'Tlie S'i ilISS IUPON TIHE IMPORTANCE OF COLONIAL AND SEMICOLONIAL COUNTRIES
IN Til ]I-.VOLt IONAI(Y S!'IIL'GGLE AGAIN'ST CAPITALIST COUNTRlIES; TlHE IMPOII].ANCE OF ANTI-
INI'ERIAI.ISM IN \\Ili.I) flLVOLU;TION: hliE IDENMTIFICATION OF TIIE PRIOLETARIAT WITH A DISCIPLINED.
ELIrE, DENIMOCIATlIC-CEN I'IIAIhIST PAI.\ Y WIIICII MUST LEAD TIlE REVOi.UTION TIlE '4:COGNITION OF
"THE POTENTIAL IEVOLI' I[IN.AIIY INP()OITANCE OF TiIE PEASANTIRY; AND THE IDEA THAT IN LESS
DEVELOPED CONuTI(IES JIEVOLUTION MAY GO TillIioUCl A BOUItGEOIS-DEMOCRATIC PHASE.

THE CIIINESF: CD).MIiNISrl S AI.Si) ACCEImT MoST OF TilE STALINISM AND ITS DOCTnINF ON TIlE TOTALI-
TAIil..N OIlG.\N*,7 A'rT, 1"N ( S rATE PRAVEN. ON STATF-DIRECTFED ECONOMIC DEVELOPMENT. AND ON
OTHIER QUESTIoNS SUCH. AS IliE PROP.LEIM OF DEALING WITH NATIONAL MINORITIES.

IN API'LYING MAIiXIST-IENINI'r DOCTIIINES TO TilE CIIINESE SCENE. TilE COMMUNISTS IN CHINA. AND
ABOVE ALI. NMAO TSE-TIING. IIAVE DEVEILl'ETD IDEOIOGICAI, FOI(MULAS W,\IICII MAAY LEGI'TIMATELY
BE CAIL,,ED NMAOISN. AI,TII0UL(;II Till: CIINESE TIIEMSELXES REFER TO 'IlIEM INIElELY AS TIlE TiHOUGIHT
OF N AO-TSF-TUNC.

fl' IS NOT P'OSSIBILE IIEIE il( DISCUSS All TESE, nfoCTRIIINA.L C.INCEPTS. Oil TO TRACE IN DETAIL TIlE
PROCIESS () IN.ii* I'iAI<IT.Vr'h)N AND) A.I'IA I)N TO ,'IIICU TIIEY HAVE IEEN SUBJEC'CEi) IN COMMUNIS-7
CIIINA ANi) I:I.i;ViMI.IIE \% ITIIIN 1111" 'OM INISlT II[OC.

TIlE CONCEiT Ol-' 11I I'NIII'D I-'oNT, WIIICII I'LAYI') AN IMPORTANT PART IN TIlE COM.MUNI.ST
VICTrICY WI'IiIIN CIIINA, IN O.'l:N AI'lIriF I)1 PI'ICING IN ITS STIL.\TI-:Y ABIIOAD. BOTII IN ITS liEIA-
ION. WITrI OTIIFII OEIVINUENTS. AND IN IS 15 RlATIONS WITII OTIl'llli GOVEI',NM ENTS, AND IN I1'S

NONOEI-ICIA L nEVOLUTIONAIRY CAMi"AIGNS IO MOBII.IZE P'IIESENT O11 I'OTENTIAI FOLLOWERS.

TO TIrS P'OL.E COMMUNISTr CHINA IS ATrACHFD nly WIIAT THE COMMUIINISTS LABIEL AN INDI:STRUCTIIILE
FIIIENDSHIIP. AND. AI.TIIOLGII WITHIN TIl" CO,.INIUNIST IIIOC IF:KEING IIAS MUSEN -1O A POSITION OF
AS3OCIATE LFADERSIIIP V'.ITII MOSCOW. IT S'I'LL ACKNIOWLEDGFS TIlIE PRIMACY OF TIIE SOVIET UNION.

IHOWEVER TOPSY-TURVY TIllS VIEw Or TIl- \%ORI.D MAY SEEM TO PEOPiE OUTSIDE TIlE COMMUNIS
BLOCK. IT IS RIGIDLY U I'IIELI) WITHIN TIlE COMMUNISTOIIIIT.

Fig. 3a Extract Sentences: "Mao's Strategy"
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LIU SIAO-C'I lIAR WIHITTEN IN ID18J TIlE WOIIS. lTODAY HAS BEEN DIVIDED INT'O TWO MUTUALLY
ANTAGONISTIC CAMPS. ON TIlE ONE IIANI), TIlE WOHIAD IMPERIALIST CAMP, COMPOSED OF AMERICAN
IMPERIALISTS AND TIIIEU( ACCOMI'LICES, TIlE REACTIONARIES OF AL.I, COUNTRIES OF TIlE WORIJ),
ON TIlE OTHER HAND, TIlE WORLD ANTI-IMPERIIALIST CAMP, COMI'OSED OF TIlE SOVIET UNION ANi)
TilE NEW DEMOCIIAC:E' OF EASTERN EUROPE, AND THE NATIONAL IIIBERATION MOVEMENTS IN CHINA,
SOUTHEAST ASIA AND GREECE, PLUS TIE PEOPLEIS DEMOCRATIC FORCES OF ALL COUNTRIES OF TIE
WORLD.

PORTANT ROLE IN ALIGNING ANTICuI.ONIALIST AND NATIONALIST FORCES WITH TIlE COMMUNIST BLOC.

IN RECENT YEARS TIlE CIIINESE COMMUNISTS HAVE MAINTAINED TIIAT A NEW WORLD WAR WOULD
RESULT IN TIIE UTTER DESTRUCTION OF TIHE IMPERIALIST CAMP AND TIHE COMPLETE COLLAPSE OF
THE ENTIRE CAPITALIST SYSTEM.

WORLD CONQUEST IN TBADrrIONAL MILITARY TERMS AND WORLD REVOLUTION IN COMMUNIST TERMS

ARE VERY DIFFERENT CONCEPTS.

THE HISTORY OF TIIE ENTLI.E COMMUNIST WORLD MOVEMENT IIAS BEEN CHARACTERIZED BY' TACTICAL
OPPORTUNISM AND ADAPTABILITY, AND MAO TSE-TUNG. DURING TIlE LONG STIIUrGLE FOR POWER IN
CHINA, ELAIBOIIATED A DOCTIIINE OF FLEXIBILITY WITII A IUNIQUE CIIINESE FLAVOR.

THE CHINESE COMMUNISTS HAVE SIIOWN NO INIIIRITIONS ABOUT INVADING TIBET AND DOMINATING IT
WITH OVERPOWERING FORCE, DESPIFE bTiRUNG OPPOSITION WITHIN TIBET AND IIIGIILY UNFAVORABLE
REACTIONS IN THE OUTSIDE WORLD, BECAUSE THEY REGARD TIBET AS CHINESE TERRITORY.

SEVERAL OF CIhNA'S FRONTIERS REMAIN TO BE FINALLY AND EXACTLY DEMARCATED. INCLUDING
PORTIONS OF IrS FRONTIERS WITH INDIA, BURMA, AND OUTER MONGOLIA, AND SINCE 1949 THE CHINESE
COMMUNISTS HAVE EXERTED OUTWARD PRESSURE AT SEVERAL POINTS ON CHINA'S PERIPHERY.

" THE CHINESE NATIONALIST REGIME, FOR EXAMPLE, DESPITE ITS RElATIVE INTERNAL WEAKNESS,
ALSO CLAIMED TIBET, OUTER MONGOLIA. TAIWAN, AND CERTAIN TERRITORIES ON THE BORDERS OF
BURMA AND INDIA. AND IT, TOO, ATTEMPTED TO EXERT ITS INFLUENCE AND DEVELOP SPECIAL
RELATIONSHIPS, WITHIN TIlE LIMITS OF ITS CAPABILITIES, IN ALL TIlE AREAS ALONG CHINA'S
PERIPIIERY.

TO STRENGTHEN TIIEIR SECURITY, EXPAND CIIINESE INFLUENCE. AND PROMOTE TIIZ SPREADOF
COMMUNISM, TIlE CHINESE COMMUNISTS HOPE, IN THE LONG RUN, TO FORCE TIHE WITHDRAWAL OF
THE UNITED STATES AND OTIIER WESTERN POWERS FROM ALI, OF ASIA AND TO NEUTRALIZE THE NON-
COMMUNIST NATIONS, PARTICULARLY JAPAN, IN THAT REGION.

* QUITE OBVIOUSLY, PEb3ING REGARDS TIIE uNTrED STATES, CURRENTLY THE ONLY NON-COMMUNIST
NATION STRONG ENOUGH TO COUNTERBALANCE COMMUNIST CHINA'S POWER IN ASIA, AS THE MAJOR
OIBSTACLE TO BOTH ITS SHOIRT-RANGE AND ITS lONG-RANGE AIMS AND. THEREFORE. AS ITS PARA-
MOUNT ENEMY.

YET, TIHE CIIINESE COMMUNISTS WILL. CFIiTAINLY CONTINUE TO PIIESS TOWARD TIIEIR LONG-RANGE
REVOLUIIONARY AIMS, NOT ONLY FOIl fl)EO!,OGICAL REASONS, BUT ALSO BECAUSE THE SPREAD OF
COMMUNIST REGIMES ACILOSS ASIA WOULD PROMOTE THE IMMEDIATE INI'ERESTS OF CHINA AS WELl, AS
THOSE OF TIIE WORLD REVOLUTIONARY MOVEMENT.

CHIINA'S CONCERNS REGARDING ITS DOMESTIC SITUATION, TERRITORIAL CLAIMS, AND NATIONAL
SECURITY INTERESTS AS A MEMBER OF THE COMMUNIST BLOC, AND ITS DESIRE TO EXPAND CHINESE
AND COMMUNIST INFLUENCE IN ASIA THROUGH TACTICS OF PEACEFUL COEXISTENCE DO NOT ALWAYS
COINCIDE.

IN THAT PERIOD PEKING, SEEMINGLY MOTIVATED IN LARGE PART BY ITS DESIRE TO SEAL OFF TIBET
FROM TIlE OUTSIDE WORLD AS WELL AS TO ASSERT CERTAIN TRIADITIONAL CHINESE TERRITORIAL
CLA[UIS, BROUGIIT STRONG PRESSURES TO BEAR ON TIlE INDIAN BORDER.

ITS POLICY, LIKE THAT OF OTIIER NATIONS, 13 SHAPED TO A CONSIDERABLE DEGREE BY A PROCESS
OF ACTION AND INTERACTION BETWEEN ITSELF AND OTHER MAJOR POWERS. AND BETWEEN ITS
LEADERS' AMBITIONS AND TIIE STUBBOHN REALITIES OF TIlE OUTSIDE WORLD.

FOil MANY YEARS TO COME, ASIA WILL B: CAUCIIT UP IN A PROCESS OF PROFOUND CIIANGE. AND
COMMUNIST CIIINA WILL EXPL' I'" TIIS TURBULENT PIIOCESS IN EVERY WAY rr CAN IN f1lDEl "'O
PROMOTE BOTII ITS OWN NATIONAl. INTERESTS AND THOSE OF WORILD COMMUNISM.

THE UNITED STATES IS UNAVOIRIIALY ENGAGED IN A IIASIC POWElR STIjUGGI.E WITH COMMuN.ST CrHINA.
AND FliE CIIINESE COMMUNISTS' ATTITUDE TOWARD TIHE USE OF MILITARY POWERI MAKES r'" ESSENTIAL
TO BtrILD UP TIlE NECESSA.RIY Mhfi'ARY STRENGTII TO COUNTERBALANCE PEKING'S POWER.

Fig. 3a Extract Sentences: "Mao's Strategy" (Cont.)
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COMMONI.X, I'llE CrFI.TI, "I.. IS PICTURIEI) AS SC.MTIIING OF A FINAL RiEPOSI'ToIiY FOR CERTAIN
PRODUCTS OF CE I.LU LAH 'I ETABOLISM.

DURING TIlE ACTIVE LIFE. ()F TIll" CEI.L.., TlIt ClI-\NGING PATTEIIN OF CELLWLCONSTufUTION
AND OI,0ANIZA1TON IS A IIFFLECTIuN OF THE CIIANGING PIIYSIOLOGICAL STATES AND BIOCIIEMICAL
CAPACInIES (,F TIll- PIIOTOPLAST.

OUR PRESENT CONSIDEIIAIION OF CEII. WALL I)YNAMICS WILL CENTER ABOUT THREE AREAS:
FIHST, CURRENT KNOWLEDGE AS To IIHE BIOSYNTIIESIS OF INDIVIDUAL CELL WALL COMPONENTS;
SECOND, THE PATTEIINS OF CHANGE IN CONSTITULION AND ARCHITECTUIE DURING GROWT'H AND
DIFFEiIIENIATION; AND TPIRID, TIHE LITTLE KNOWLEDGE NOW AT HAND ABOUT CHEMICAL REGULA-
TION OF CELL WALL FONMATION.

TIlE CIIEMICAI. UNIQUENESS OF LIGNINS AMONG WALL POLYMERS ALLOWS THEM TO BE DISTINGUISIIED
FROM TIlE MUCH INfEIIGUADED WAIL POLYSACCHIARDES, AN ADVANTAGEOUS PROPERTY.

(C) THANSME IIYIATION AS IN 3,4-DIIIYDROXYI'IIENYLPY.rU.:C ACID'.' DS (METHIONLNE METHYL-
TRANSFEIIASE) a-,METIIOXyo-4-IIYDoXYPIIENqYL (GUAIACYL) PYRUVIC ACID.

" OF PAIITICU ,AIR NOTE AfIE SIIII21MIC ACTM., A TflInYDIROXYI,ATED CYCLOHEXENE-CARBOXY LIC ACID
AND PIlEP11ENIC AC_), I-CAlIlOXY-4-IIYDROXY-CYCLOIIEXADIENYL-PYRUVIC ACID

"* IN I'IOI.IFEI(ATIN(; TORACCO CALLUS TISSUE. SOME 25 PER CENT OF TOTAL CELL NITYROGEN IS ASSO-
CIATED kl'fll I HiE INSOI.URIE CEL.L WI,. FRACTION, WHEREAS NON-PHOLIFERATING PITH WALLS
CONTAIN BUT 2 PER CENT OF TIE CEI,LULAI( NITROGEN,

" TIIE VARIOUS BIOCIIEMICA.I TIIEO!IdSOF LIGNIFICATION FALL CONVENIENTLY I'NTO THREE CATE-
GORIES: (A) LIGNIN ARISES IN TIlE CELL WALL BY DIRECT TRANSFORMATION OF OTHER WALL
COMPONENTS. (n) LIGNIN ARISES F177,M PRECURSORS, WHICH DIFFUSE CENTRIPETALLY FROM THEIR
POINT OF ONIGIN IN THE CA3MBIUM AND BECOME INCORPORATED INTO THE WALLS OF XYLEM AND
PIILOEM. ANI) (C) LIGNIN ARISES FROM CYTOPLASMIC PRECURSORS FORMED IN DIFFERENTIATING
CELL ANTD IS SUBSEQUENTLY INCORPORATED IN TIlE WALL.

"*' IHAS ALSO BEEN SUGGESTED THAT TIhE PIT FIELDS OF THE WALL SERVE AS CENTERS OF CEL-
LULOSE SYNTHESIS. BUT TIlE RECENT CONCEPT OF MULTINFT GoWIiOTI SEEMS TO BE OF CONSIDER-
ABLE VALUE IN RELATING WALL SYNTHESIS WITH CELL EXTENSION.

THE SYNTHESIS OF VARIOUS CELL WALL COMPONENTS UNDER TIlE INFLUENCE OF 3-IN'DOLEACETIC
ACID Ot OTHER AGENTS HAS BEEN STUDIED IN SEVERAL TISSUES.

" FUNCTIONAII.Y. CEI.I, WAI.L LYSIS MAY BE ASSOCIATED WITII SEVERAL KINDS OF BIOLOGICAL
BEIIAVIOII Oil INTERACI IONS AMONG ORGANISMS. (A) RESORPTION OF FORMED W,'ALL STRUCTURES
OCCURS DURING GIIOWTII AND DEVE;LOPMENT.

LYS•ZYMPE II FXouA*MI:E- PI: -'TIDE ('El WA ,I. YIE ILDS SOLUBLE P'EXOSAMINE- PE PRIDES ANT)
HEXuSAMINE-MUI(AMIC ACIl DIMEH (BACTEXIA. MAMMALS).

IN CONIRAST TO A DIHECI TEST OF TIlE IPROIPOSrTION WIIICII IMIPIICATES A SPECIFIC ENZYME. TIlE
POSSIBLE IPIIYSICAL PAII'ICIIPATION OF TIIE CELL WALL CAN BE TESTED MORE DIRECTLY. BY RE-
COURSE TO A SUITABLE N.ODEL FOR CELL, WALL SUBSTANCE.

CELLUIOSE EXHIBITS ONE-TWENTIE'fl1 AND CIHITIN ONE-SFVEN`TH THE ACTIVITY MEASURED IN CELL
WAI.L SYSTEMS, WIEIIEAS PECTIC ACID AND METHYL CELLULOSE WERE FOUND TO EXCEED CELL
WALL PREPARATIONS 2 = 10-FOLD.

HENCE, THE NET ACTIVITY OF TIlE CELL WALL MAY INVOLVE A COMPARATIVELY SMALL CONTR!-
BUTION FROM CELLULOSE ITSELF TOGETHEP WI1TH LARGE CONITRIBUTIONS FROM POLYSACCHARIDES
OF LOWER MOLECULAR WEIGHT SUCH AS PECTIC ACID.

Fig. 3b Extract Sentences: "Cell Wall Dynamics"
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selection percents. Analysis of those tests showed selection percents for the four

points varying widely from 0. 2% to 12.5%, coselection percents from 0 to 100%, and

acceptable selection percents from 75 to 100%. It revealed that the algorithm had done

a good job and had picked the best or next best cutoff point. Points 1, 2, and 3 showed

great variability in usefulness, but for these four texts, point 4 did not. It was chosen

by the algorithm in two ot the four texts and was as good as the algorithmic choice for

the other two. Because point 4 is the most economical to calculate, this is an inter-

esting result. Since tests were made on only four texts, point 4 cannot be regarded

as dependable, but certainly it would merit further investigation.

2.3 THE FREQUENCY-SYNTAX INDEXING EXPERIMENT

When an algorithm for indexing using both frequency and syntactic criteria was

developed, it was found that many of the techniques used in extracting (see Ref. 3 and

section 1. 2 of this report) could be applied to indexing, but with modifications. Again

it was found useful to reduce the text to all nonfunction words of all noun phrases in

the text. This time, however, it was necessary to keep the noun phrases intact, since

it was believed that it would be such noun phrases which would be useful for an index.
For purposes of the frequency count, the noun phrases were broken up into their

constituent words as before. Once the frequencies are calculated, one is again faced

with the problem of the frequency threshold below which the words (and the phrases

from which they came) are to be discarded. The criteria used in the extract experi-

ments cannot be used here, because many more words should be included in the index

than were useful in choosing sentences. It was decided to try two threshold points,

the first to include down to the frequency corresponding to 40% of the total number of

words in the reduced text and the second to include down to the frequerncy correspond-

j ing to 10% of the number of unique words in the reduced text. (The first threshold is

like that t'sed in point 1 of the extract experiment with VI set at 4').) The following

steps were thus necessary for the formation of the index:

(1) All the nonfunction words ir noun phrases were extracted from "he text and

stored with the noun phrase from which they came, and with the text page

and sentence number from which they came. A partial list of such words

and phrases, after alphabetization, is shown in Table 4.
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Table 4

EXCERPT FROM THE ALPHABETIZED LIST OF WORDS AND PHRASES
EXTRACTED FROM ART, LIFE AND EXPERIMENT

(The 6 digit hexadecimal number gives the text page and sentence number)
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((2) The list of words was alphabetized, and a frequency count of the words was

made.

(3) The frequency counts were then ordered (descending order).

(4) The percentof each frequency countof the totalof all frequency counts was

calculated and stored with the cumulative percent, up to the point at which

the cumulative frequency was greater than 40. This frequency was the first
threshold point, called VALUEA.

(5) The frequency corresponding to 10% of the number of total entries in the
frequency table was calculated. This frequency was the second threshold

point, called VALUEB.
(6) The words and phrases corresponding to all frequencies down to VALUEA

were located and printed with their corresponding page and sentcnce numbers.
(7) Step (6) was repeated for VALUEB instead of VALUEA.

The words were printed in alphabetical order and under each word were the phrases
containing that word, also in alphabetical order. Each phrase was followedJ bv the

sentence and page number or numbers of all instances of that phrase in the text. If a
phrase has more than one page reference, these references will appear on the next

line.

To test the algorithm, a chapter from each of six texts (1, 3, 4, 7, 8, and 9 of

Ref. 7) was indexed by the program INDEX. Before evaluating the indexes, they were

hand-edited to remove phrases or sometimes whole word and phrase groups which
were obviously low in information content. In all six texts, the index produced using
the th:ýeshold VALUEB was used because it was most complete, although it also required

the most editing. For the chapter "Roots of Mao's Strategy" (from 1 of Ref. 7) there
were 95 high-frequency words included using the VALUEB threshold. Of these, 35

were edited out; a quick glance is usually all that is necessary to show that the
phrases subsumed under these words are low in information content. Words edited

out included such as "future, long, major, position, threat, years." Of the 60 remain-

ing items, 34 were missing from the index produced using VALUEA as the threshold.
Words missing included such as "bloc, economic, ideological, Mao, Peking, socialist,

Tibet."
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An excerpt from the index printout for "Cell Wall Dynamics" is given in Fig. 4.

Phrases which have been edited out have a single line drawn through them. Words

which have been eliminated with all their phrases are crossed out. The phrase list-

ings are interrupted by numbers because, as explained above, if a phrase has more

than c-ne page reference, the pages are listed on the next line.

Evaluating the results of automatic indexing is always difficult. It is not the sort of

thing which can be objectively and precisely measured. Nevertheless, it is possible

to get a good feel for the usefulness and adequacy of coverage of an index. Since they

were better, only the indexes produced with VALUEB as threshold were evaluated.

After the automatic index of a chapter was edited, the remaining words and their

phrases were compared with the index items for that chapter in the back of the book.

Generally, it was the phrases of the automatic index and not the single words which

provided useful information, For example, "concepts" by itself is not very useful,

but "basic Marxist concepts" is. Names, such as "Japan," are the exception to

this

For each text, the itemr, were counted which were found both in the automatic and

the back-of-the-book indcx. Remaining items in the back of the book were then

counted, and also those remaliing items in the automatic index which seemed especially

important to the author. These statistics are helpful in evaluating the automatic index

and are shown in Fig. 5. Along with them the number of total words and phrases in the

automatic index are given so that the results can be kept in perspective. The figures

given for the "Ceil Wall DyrIamics" are for the regular index only. In the back of the
book there is also a special index of organisms. There were 26 items in this index,

only 1 of which appeared in the automatic index. The organisms were usually men-

tioned just once and were not integral to the subject matter, so it is difficult to see

how an algorithm could be designed to pick them out.
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( Text Chapter Name RMS ETR OC BPG ALE CWD

Number items back-of-the-book only 30 3 31 17 59 43

Number items automatic only 36 13 17 30 48 163

Number items common to both 19 8 34 33 38 50

Total number words selected 59 24 49 28 51 76

Total number items automatic index 355 80 155 235 133 411

RMS = Roots of Mao's Strategy BPG = Basic Public Goals

ETR = Einstein's Theory of Relativity ALE = Art, Life, and Experiment

OC = Occupation and Careers CWD = Cell Wall Dynamics

Fig. 5 Comparison of Back-of-the-Book and Automatic Indexes

It is clear from Fig. 5 that the automatic index produces many more index items,

roughly from 1. 5 to 7 times as many as in the back-of-the-book indexes. This is

partly because each item is likely to occur more than once under different words.

Thus "cellulose synthesis" will occur under "cellulose" and also under "synthesis."

This occurs to a lesser extent in back-of-the-book indexes also and is more of a con-

venience than a drawback. Another factor is that an important word will pick up any

number of interesting though not always necessary items. Fur example, in "Roots

of Mao's Strategy," the word Chinese picked up 22 different noun phrases, among

them "Chinese national interests, Chinese communist approach, Chinese territorial

conquest, top Chinese communist leaders," etc.

Study of Fig. 5 will show that the automatic index picked up from 40 to 75% of the

items in the back-of-the-book index (four of them 40 to 55% and two from 65 to 75%).

In addition, it picked up many good items which were not in the back-of-the-book

indexes, it has an advantage over the back-of-the-book index in that it never misses

a reference page. For example, in "The Roots of Mao's Strategy," the back of the

book indicates that "United States" is referenced on pages 82-83; the automatic index

shows it references on pages 73, 78- 83 and gives the sentence numbers on each page.

Perhaps the best way to show the kind of items provided by the automatic index and how

they compare with those in the back-of-the-book index is to show text with the items
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referenced by the indexes. This has been done for a portion of "Art, Life, and Exper

ment," Fig. 6. Index items from the back of the book are underscored by a wavy line

and those from the automatic index are underscored by a solid line. Note that only

those proper names which are mentioned with high frequency have been included in the

program-chosen index terms. Thus Vesalius, Galileo, and Harvey are indexed by bo

but Leonardo, Copernicus, Titian, Darwin, Newton, Petrarch, Abano, Terme, Padua

and Charles V are indexed only in the back of book. In a book of this kind, either all

capitalized words should be included, or all names in a famous name dictionary should

be included.

It is the author's feeling that these results are very encouraging. There is every indi-

cation that satisfactory back-of-the-book indexes could be produced automatically,

with a human editor to cut out superfluous items. In fact, considering the variability

in quality of human-compiled indexes, the present algorithm produces a useable if

rather voluminous index. An addition of an algorithm to select proper names regard-

less of frequency would be an improvement. So also would the equating of words with

similar stems in the calculation of the frequency of occurraitue of words, and this will

be the subject of the next experiment. It will also be interesting, though of more

uncertain result, to vary the syntactic criteria by which the text is reduced before

frequency calculations are made.

One very important potential use of a computer-produced index such as this is in auto-

matic retrieval. The Information Sciences Laboratory (Ref. 8) has developed an

information retrieval system called DIALOG in which search is conducted by logical

combination of index items, with display of alphabetically near items to facilitate

item selection. The form of the index produced by this algorithm (Fig. 4) would seem

to be especially adaptable to this system. Thus the use of these indexes in automatic

retrieval will be a subject for future research.
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So far as is known. Andreas Vcsallus, aho distinguished himself above all other Renalisanee

ainatomists, had never read Leonardo'a prccepts nor ever seen LEonardo's practice In anatomical drawing.

But his work looks as if he had been acineg on that Inspiration. which to only to say that ,eonnrdo epitomized

but did not cause the croosing of art and science in natrualism. The year 1545 saw one of those publishing

eolacldences which sere the histor of Ideas as chronological pegs. It was the chte both of Copernicus's

On the Revolutions of the Cetwstial Orbs and Vesallu's On the Fabric of lie Human Body. BLkt how dofairent

Ln the anatomical treaUse. rot only it subject matter but In manmer and appenrance. The reader's eye to not

¢epilled by the• crabbecd Go'ile lctt,ýrlng of the North, but I@ Invited by the Wild clear typeface of Italian prin~t-

Ing. Thb evadence I- presented, not in forbidding trigonomotrical tabulatione, but in shtounig woodcuts of the

human body, which ere so clearly the work of an old master that they have been attributed (though most tenr-

dentioualy) to Titian. And if the sheets on which the great muscular figures posture V'cefully era plA*ed

aide by side, it is apparent that they are displaying the physnical structure of man eIl,•lt a contInuous

ioaleisance tandlcapc. This has ever, been IdenUfied. It lies in the countryside of Petrarch, mar Absni.

Term., not far southwest of Padua. where Vesallus worked 4Wd taught. There he had access to Venice. and

to tse wi •kahop of Titan. L. not to Titian himself. Like the style of the VenWtan school, the culture of the

Rltesaisnce was already a Utile lull blown by 1643. But under the encroaching shadow of the baroque, the

werk of Vesallus established a permanent residence for nnturalism in sclen... just as at the very last

moment of the Renaissance, and as Its fInal triumph, the work of Galtco was to embody Platonism in Rhylc.s.

TL sciences of life, therefore, find their place in the scheme of a scientific revolution. The impres-

seol io dificult to avoid, however, that it was a subordinate place, Deolpte the very evident appeal of

Voselius's subject, or perhaps because of It, hi, achievements were of a lower Intellectual order than those

of Copr•nicus or Galileo. HIs were not the Ideas which changed man's concepUon of the world, or even of

himself. Nor did tosc of any binlirteal scIenUst before Derwin. Generally. the deeengng of y.U In the

tlhysleal scienese preceded the widerting of fact, whereas the sciences of life developed In the reverse order,

When the traneformation of g did come in the nineteenth cenhiry - not till theel - It took the form. bound

to be something leis than revol•.uonary. of an asetmilatiln of g to the objective positre of physics.

The disadvwtntaeoeos comparison of the science of Uvlbig ture 6h p ics must not be pushed too far.

Aon material, U t,.t ,ore difficult, was at any rate more incohcrent. Nor were generalizations lacking.

The muvetneit of thought from Vcallus's anatomy to Harv*y's demonstratlon of the •ircu:i.Uon of the blood

t assi nterestni; for the evol.-onary structure of theory as any episode in the history of plystes. The Untl-

Mtsion of Harvey's achievement was In its scope. not Its merit. In the theory of gravity Newton could units

Kepler% planetary law% with Galileo's mechanics In a mathematical science of matter In motion that encom-

pessed all of physice. But the circulation of the blood united only anetomy An physlolgyv. This aas near

as biolory could come In generality to physics, and it left intunerab~e fragments of Information and super-

rUUon strewn across the vast wastelards of medicine and natural history. unorganized by any osLjectve

0eore0 ta.

It Is, Indeed, Indicative of the inchoato nature of these subjects that the word '=olop" had to awsit

the nineteenth century to be1 ulned. In the sixteenth and seventeenth centuries tho subjects it was to embrace

¶ scrcely had an in•lc•pentilet -xisiercc. Altom_ and ptolog, were rather ns.ecto of medicine than science.

and medicine was orlented more toward art and th.rapy than knowledge. Although hnlnan onatoary was

Fig. 6 "Art, Life, and Experiment" Text Excerpt Showing Back-of-Book
and Program-Chosen Index Terms
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etudiod mnra by analogy it animatl than from cntdnvers. Uthi pructico was the *ourt-c ratltcr of error thain of

'omoorurtlvv antomy. %hich docs not anitilt, the eightecnth ceultury. gj iln for its part, ass

pursued rather In the spirit O! tht. bird-wntiher or th. motartiet than the investllgtnr. EtymologicAlly. the

term means aLtyplt description of nature. ZooLoR --as the source of fables, b.o of medicinal herbs, and

miners ýw of ores. Nor woe the mintoral so distinct front the animal and vegetable kingdoms as might be

ettppsd, fur toinorols were thought of aS bred In the womb of the earth to be rangoed by specles In categories

of form.

In all fields the atuit AM to Aristotle and antiquity was ambivalent. There wes crilicism In detail, end a

kind of ritual resentment of suth.,rlty. in pert this was a whtolesome striving for originallty, on assertion of

the to.erastl-2 of seeing for onesref. But mlrngled with this was the loss worthy element of Jealouay that those

ensure of themselves (eel, less for the rnstakes of Luthority, than for the superiority which earns It. Therer

was, to s conse.venca, two such clean break with Antiqulty as Is represented by the Law of filling bodies, but

ontly girding against it. For part of the difficulty In b was that Aristotle's methods really did suit its

problems fora very long time. Taxonomy, the cinssification o orpramts. had to be the first step In order-

ing the millions of forms of ife. Corsiderations of he. . teleological analysis of function. dominated

iogy right down to Darwin. The attempt to answer the question why? carried the biologie. much further

Into hie science than It did the physicist; or perhaps one should may that it becarne an obstacle much Later.

!or all these reasons, therefore, blolocy was the loes radical of the two great branches of science, and so it

is, perhaps, that throughout history biologists have been more Lislty to be men of humane tamper than have

their mathenataicat colleagues, whose minds doeli on the abstract and the exact rather than on life and the flesh.

Vesaltus Lived a somewhat puixling life. What tho splrit of his career actually was Lis las clear than In

the case or anyone of comparable stature in the history of science. Ie was Dorn In Brussels in 1514 Into a

bhnl!y which had Iltmteltd in the l1henish town of Wesei (lheoe the surname) ani which had long medical

tradition. He studied larst at Louv"In and then at Parl., wheet he hated his toachers. Indsed. Mt always ex-

pressed that violent scorn for his priofessors which is likely to seam (at least in the eyes of their alarmed

successors) ono of the ices attractive Rerilssance conventions. lie went beck to Louvain to submit his doc-

total dilsertatLon and on to Padua to complete his studies. There the degree of M.D. was swarded him In

1637. And on the very next tny he was named professor of surgery by the Venetian Senate. le was then 23

years old. He taught for live or six years only, and published his course In 1643. Than, his great book In

Print and his reputation sasured, he abandoned anatomy and teaching to accept appointment as court plysician

to the Emperor Charles V and to spend the rest of his life tendIng the ailments of that powerful and unhealthy

monarch, who felt more secure In Ignoritg medical advice when Vesnliue "a by him to deal with the con-

suquencea. Whether Vetlitus is to be counted a scholarly inquirer, therefore, or a carearist, tI a question

as difftcult to aiod as to answer.

Hte was, at any rate. a great success as s teacher. In those aix years he worked out and put Into

practice the tactics of arntomical demonatration. Since his time the sub)ect ha. been corrected in MnAty

details and subordinated to a sciei.ific biology. But in its stbstance it has not changed essenUally.

Vosallusa book was not c work of Ideas. Porhipa, therefore, there waO no point in his cuntinuirg to teach

once it was printed, for it put the nmitt-tnicl INht,; ter btetweeon covers. To die equenmish. indeed. .'at might

even Seent the beot place for it, The tourist mnay still visit the old nartomt:;,i Iheottr in the University of

Fig. 6 "Art, Life, and Experiment" Text Excerpt Showing Back-of-
Book and Program-Chosen Index Terms (Cont.)

2-20

LOCKHEED PALO ALTO RESEARCH LABORATORY
tOCKHI ID MA It. IS & SPACI COMPAINY
A ROUP DIVISION Of tOCIAN550 AISCRAllt CORPONAIION



Fi

Pndu., built only [Ily years after Vealllua Lutght therv. It is murh as It was thot. But the term "theatar"

is mislcadJagly sp'tiacou•. For the room Iso tny, airlies pit, ovl irk form arJ scarcely thirty foot •cresa.

Around the side3 run Ahallow pilIerles in which one cran baroly stand, Whut must Uli atnosphore have been

whehn thce were packed with score* of swcating studonle, burnt of whom would surely faint or wmit, all

iseULog Sad craning to see down )r. the stab In t•hr midrt wliare the profes•or was d!!sctlng the puarefying

eadaver of some thict or beggar whi would have been nolbly wusavory even when live.

* The success o( Vesallus'•s coars and of the book which embodied It wae compounded of three elements:

the authority of ILt intormation. the method of exposltion, and the systematic approach. None of these was

wholly novel. and Vemiluns t ,essntial contribution via the comprehensive iskill with which he wove them Into

a corpu.s of &uaf mIca .jaticeg rather than eriginA Uty in any single detal or method. Vesollus himnself made

a great point of learnJng a from bodice rather than books. And It i true that Greek hunanism In

antiqt•ity and Christian teaching in the Middle Aahd created a powerful repugnance for opening the human

body even tIs death. Nevertheless, Veslllu• was far firom having beon •he oirst anatomiul to took inside his

erub t. Queen ElLiAboth allowed the medical school at Combrid threo cri-inatls a year. At the University

of Bolona there was a standing rule in the fourteenth centuw that the medical studento miigt procure cadaver.

lr disstion. provided they did not belong to people who lived witin hr"ty miles of !!LA. [aied, the

problem of the Inadequate supply of bodes. Wie that of their rapid decomposition, was a hadicap but not an

absotute obetacle to research.

Fig. 6 "Art, Life, and Experiment"' Text Excerpt Showing Back-of-
Book and Program-Chosen Index Terms (Cont.)
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Section 3

DOCUMENTATION

3.1 BPHRAS PROGRAM

Description: The BPHRAS parsing program is described in the 1968 and 1969 reports

(Refs. 2 and 3), where there are sections on description, input and output format,

theory, tables, and flow diagram. This year some changes were made to BPHRAS to

produce output suitable for use by the INDEX program. Only the changes will be

documented here. The new output for the INDEX program is similar to that described
in the 1969 report (Ref. 3) added to BPHRAS for EXTRACT, but it contains in addition
to the word and its position, the noun phrase of which the word is a part. All words of

the text are included in the output which are nonfunction nonadverbial words and are a

part of a noun phrase. These are considered as candidates for selection by the

INDEX program.

New Output: Output of the index words is performed by a logical IOCS data definition

module called LLEIPO which in turn uses IOCS mode IJGFOZZZ. Records of 175

bytes each are put out on disk in a block of 1758 bytes. Each file contains the index

words for one file processed by BPHRAS. Each record contains information for 1

possible index word; the first 22 bytes are the ECBDIC representation of the word,

the next 2 bytes give the page number on which the word was found (birary, right

justified), the next byte gives the sentence number in which the word was found (within

the page, starting with zero), and the last 150 bytes give the EBCDIC representation

of the complete noun phrase containing the word. Both the word and phrase are

truncated or padded with blanks where necessary.

After BPHRAS is run, the possible index words must be removed from the scratch

disk; they are sorted into alphabetic order and stored on mangetic tape. The record

format is not changed. The SORT control cards are given below.
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( SORT Control Cards:

Ii JUH SORT WORO-PHRASE FROM DISK
11 ASSGN SYSOOn*X*.q21 SORT WORK
II ASSN SYS0Oo#X'1• i..
II ASSGN SySOAlX'180' SORT OUTPJT

""1 ASSGN SYSO(1,tX'lA1*
ii ASSGN SYSO049Xt'92 . SORT INPIjT-OPHRAS INDEX-OuTUl-F•TLeA
Il /,SSGN SYS00O4X*191t
1I VOL SYSnOIFILE0
/ TPLABa I INOE) (WO Fi"-XX-XXXXXXXX-6365 -"

0 1SLMSC'
II DL8L FILEAIlNOEX WORD AND PHRASE FILE'tSO
/t EXTENT SYSOO4,094737,lt,20,980

1/ DLRL FILEWT'SORT WORK AREA9,,OA
il EXTENT SYS005,0Q4737,T,,1,OoOt80
/t EXEC DSORT ... ..... .. .....

SORT FIELOSU (1,22,At26t ,OOA),FORMAT-RI FILES=aSIZE=1O00
RECORD TYPERFLENGTH=(175)
INPFIL INPUTzD,8LKS[ZE=(T750tX)
OUTFIL OUTPUT-TBLKSIZE IT50
OPTION PRINTLABEL=(US)
END

Control Cards: The control cards needed for ouput onto the scratch disk are given

below:

//DLBL LLEIPO, 'INDEX WORD AND PHRASE FILE',, SD

//EXTENT SYS004, 094737, 1,, 20, 980

Flow Diagram Changes: Only the last page of the BPHRAS flow diagram given in the

1969 report (Ref. 3) is different (Fig. 7); it has been both changed and augmented and

will be given here by two new pages.
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OCloar NAPTT Lable
400 bytes

Initialize pick up of
functions from
FUNCTION table.
Set R5 = no. of words

R6 - FUNCTION address
R7 - NAPTT-4 address

Begin to form NAPTT table
from NAPT, to Include only
NAP. no TNAP, j

Move the NAP address from
FUNCTION table (RS) to TN -

and R8

_Yes
i tNo

eetIs R7 - NANTtNo 0
Are the NAP entry (RB) and Y Step R6 by 6 ptrase
NAPTT entry (RM) the same?/ - FUNCTION etyo h

lNoalznext word

buffe NtAMgn Setag to-SVERS

fnext position (R7) and foe a ln words P ee N
bfstore NAP entry (Rr) Intoaese,

wthis nlet th Yet

IniRwalrze NAPTT pick up;
oet R5 A NAPTT

® to

[Clear the 150 byte phrase[

Fig. 7 PHPAS Fow uDiara (Cont.)

IS

Initialize word and phrase|
buffer storage. Set R6 - SAVEWRI)Sj

buffer for words. R7 - PLARAOEBROY
buffer for holding phrase, RS -
word Index of the lot word of NAP.
R9 - word index of last word 1
of NAP

Fig. 7 BPHP.AS Flow Diagram (Cont.)
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Set RIl to Pol address of ourrent
word of NAP and test POO. Is to
It ay of AV, AR. PN?

Noo

et Ril to WoRDADD of current word of NAP, then
se R12 tO length of current word and R11 to locuton
of current word. from WORDADD.

No
.. t R 2 bya~n n IntoPRmr

Pat u R 12 by Itfo r a

an thep R8 7 wor it r e

01?

PHatE It loa ionado oPHAE

St ep IV by 2 U2 to

the uet blank In aVtWR7 •

S• _ .o / and8tep R7 by I t o o

IsR i ghert han o

Fig. 7 PHRASEFoB+ arm(Cn.

Noi

' 1I

Isthe Rex slor ts or SAesR

No

Move R n wor intoSAEWD

t Blocation adit hAE

Fi t 7 t BPHRAt low iga Cn.
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ii

sorage into Q~prt bkuffe
R8 SAVVWPJS
R11 INDEXWB

toe R5 No hav we finishe R8 pintto an (word

R next vA - signaling=e end of ph.rase?

to Clos(ave we s ini Move to bytes fromS~~all NAP? ,

Reduce the value om RECORD+5 into Rll + 22in COUNT and check 0 0 fm

[Close files No Move 150 bytes from

[LLEIPOUT,[ PHRASEB to R11 + 25 (phrase)
|SENTFLO,|NFU t

[ [ Wr~ItNDEXWE out
[Dump and e;it['

END END ~Step R8 by 22 to next slot [ -

Note: 20 is found in SAVEWRDS
on the Ist page of the
BPHRAS flow diagram
(Ref. 2) and is the point
at which another sentence
is read and processing begun

Fig. 7 BPHRAS Flow Diagram (Cont.)
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3.2 DUPPHRAS PROGRAM

Description: The DUPPHRAS program examines a sentence file to select out, inter-

pret, and print all contiguous sentences which have the same phrase structure as

another adjacent sentence. In other words, it prints out all sentences with duplicate

phrase structure. The program works on a sentence file which is produced by BPHRAS

and then sorted into alphabetic order on the phrase-structure field and stored on

magnetic tape. The SORT routine (control cards given in section 3. 1) sorts on a fixed

field of 100 bytes extending from the phrase structure field into the alphabetic field

of the sentence. This does result in the rare loss of a sentence in a group. For

example, in the unlikely arrangement below, the duplication of (1) and (3) would be

missed. Usually there are more than two in a duplicate set and this problem does

not arise.

(1) NAP VBP PU KILROY WAS HERE.

(2) NAP VBP PU NAP PU THERE ARE....

(3) NAP BVP PU VERY FEW CAN DECIDE.

Input and Output; Input consists of a sorted sentence file on an unlabeled magnetic tape

as is described in section 3. 1. The IOCS file definition module SENTFL reads one

record for each call, into the buffer specified in the calling sequence. Records are

blocked 2000 records to the block, and are variable in length. The record format is

described of BPHRAS output, section 5.3 of the 1968 report (Ref. 2).

Output is on-line on the printer. It is buffered, using an IOCS module called PRINT.

Register 3 is used to transmit the buffer location to the program. The first line

output for each sentence gives the sentence category in column 2 (I for indexible,

N for nonindexible), the page number in columns 9-16, and the sentence number in

columns 25-32. The second line is blank. Starting with line three, the codes showing

the phrase structure of the sentence are printed. Two kinds of codes are used, phrase

codes and word or punctuation codes, separated by blanks. These codes are listed in

the BPHRAS documentation, section 5. 3 of the 1968 report (Ref. 2). After the struc-

ture codes, the sentence itself is printed.
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( Control: There are two switches in the program which can be set by a REP card

before running. A hexldeclmal 47 FO stored at the address 28 FC will cause a skip

to beginning or middle of page before printing instead of just spacing three lines. A

47 FA stored at 28B8 will cause a transfer around the check and deletion of print of

sentences identical to one already printed.

Control Cards:

//JOB DUPPHRAS

//ASSGN SYSOO2, X'180'

//OPTION LINK, DUMP

PHASE DUPPHRAS, ROOT

INCLUDE

PROGRAM DECK
P /*

//EXEC LNKEDT

//EXEC
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Open SENTFL, PRINT Store registers R6 thru R9
Load R9 w-th the address
of the butfer of the sentenceto be p.inted

Set switches R6-+8R, 0 T
to EOkFROUT Switch set before running

Read a reonrd from to No to check for duplicate
the entenc sentences or not. Ia ItlnEFR4ECRDA buffert ohek

-V set to cheok ?

Read aYeses
record into Is 10 . 0? Clear R8 and act to 5
REC RB buffer times the number of English

bNo words (NW). i.e.. length of
•Not Ephrase structure field

Set R7 - I RECHDA buffer

Load R5 w•th lthlin.th- -
of the sentence field

Put REC RDB+ 0, St 0(record length-10-b NW)the number of
Engli sh words
in RECRDB.

Into R8 Put RECRDA48. the number Set R8 = SNW + 9 or start
of English words in RECRDA. of the sentence field reaUtve
Into R8 to beginning of buffer

MultiplIR8 y S IsLoad RIGwith REC NA+RRe then lower than 255? and R7 with RECRDB +R8. the
actual locations of the

Yes Po Yessentences to be checked
es Load R18 with 255

taRS-ai Ya sR5 <(256?. I if°0?SCompare R8 bytes of RECRDA+8 with 0NO

C R8 :bytes of RECR'DB+8 to see If the N_ Set R6 =I Set R5= 254
phrase string Is the same. Are

e tCompare R5 byles at
Set Re - I location R6 and R7. Are

they identical? .D re ys2 Branch to subroutine

DSUBI to print
Is' =0 he sentence in No

RECRDBI Restore
Branch. to subroutine .
DSUBI to print the• too3

sentence nRE C RDA to®

Fig. 8 Flow Diagram for DUPPHRAS
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&.Ith 9 býQllMo.e 10og
a2

NO r'or'o1rtg to either 7,o11of-re oesmoeha
X''3by..II/to o I/ 10?/

107 to ItI bh'le of I/0O
nobtract 102 butler mroveS ph•"|I to

t ' ~.... R .-0
print cootrots or I/mo bItter

No R ue of rries)e bthan*

RC7ea r. 1hec eOrblet

dle byt, RfCh (13)0

skiIp tf tTe benteo 1e

T ape eIelf (ieotleI te btrer

irom' the 6 tlt &l: 7 tht byte Of I~~ovIlo + '•t• NW)

fromn~ the 61r. bo~vr •AMo.tObye

dtt0.Itt 7kOse

gtO to~l• &di mov inNo

f igt, by, 0 to om

apacercs bufYer, €onertbyte from R o [ - *I l?•

Enlet o rdS~l In• •Th.e Seetofr/'Ou Calfer ob"ootNot-

No YeIe s Ito Ylit bri nt t th

- stnnIsece ih t buff

RE w•'h • N - 1 •W = nCRoD

' I ~Call sobrootlne l,•t'Dll
to ortOl the sentc'vc
Ic brUea r t FhC1/0 buCP

MoeLh tits, fIl -~) r, AYes

E.ND

Fig. 8 Flow Diagram for DUPPH2AS (Cont.)
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3.3 INDEX PROGRAM

Description: The INDEX program produces an index from text that has been previously

processed by the parsing program BPHRAS. One of the outputs of BPHRAS is a list of

all the words in the text which are found in a noun phrase and are not tunctional or

adverbial in character. With each word is the complete noun phrase of which is is part.

This list is sorted into alphabetic order and stored on tape for use by INDEX. (See

section 3. 1.) The INDEX program performs a frequency count on these words, and

then calculates 2 possible frequency cutoff points, A and B. All words with a frequency

of A or greater are then printed out, and underneath each word are all the noun phrases

which contained that word, with their page and sentence number. This process is then

repeated for all words with a frequency of B cr greater. Theory and choice of cutoff

points is discussed in section 2.3.

Ijput: Input comes in on magnetic tape on SYS008. See New Output in the BPHRAS

documertation, section 3. 1, for a complete description of the input. Input is accom-

plished through the IOCS definition md-dule LLEINDI which in turn uses IOCS module

IJFFZZWZ. The input tape is actually r,--,' wice, first for calculating frequency

counts and then for selecting the actuai inA words and phrases chosen.

OpQp.'c. The index words are output on the printer in alphabetic order. Under and

indented from each index word are the noun phrases containing that word, also in

alphabetic order according to the fi, ' Vord in the phrase. Within the grouping of

phrases under an index word, a phrase is only printed once regardless of how many

times it may have occurred it. the text. If a phrase contains more than one index word,

it will appear in the printout once under each index word. To the right of each phrase

is a number rerresentiT..r the page and sentence number where the phrase appeared.
If t'-. .-.rase appeared more than once, these numbers are continued onto the next

line or lines, interrupting the printing of the next phrase. The last three digits are the

sentence number within the page. The first 9 digits give the number K+s, where K

is a constant which indicates what text this came from and s is the sentence number.

For example, 10025 indicates sentence 25 in the text whose constant is 10000.
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Printing is accornplishcd with an IOCS definition module called PRINT which in turn

uses IOCS module IJDFCPIZ. Printing is buffered. IOCS-program communication is

via register 3.

Control Cards:

///JOB INDEX

//ASSGN SYS008, X 1180'

//ASSGN SYS008, X '181'

//1OP'TION LINK, DUMP

PHASE INDEX, ROOT

INCLUDE

Index binary deck
/*

//EXEC LNKEDT

1//EXEC
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Openi LLEINEAa~
P!INT

Read a record (LLEINIXr)

into the buffer CURRENT
7I

Mve CURRENT into HOLD

Initialize frequency omnt
Set R3 = COUNT

R4 = I for frequency C rogNTR5 =R6 = 0

to EOF ntRead a record (LLEINLX)

- into CURRENT and check/ - op-iif EOF

not E O Fy 

e
CURRN and those of HOLD Ye
idetca?,. / J

18oeR4 (frequency count) at R31

i rore R6 (beginning record fl 7at
1RS2

Step R3 (COUNT address) by 4
Step R6 (entry count) by 1
Move CURRENT into HOLD
Step R5 by R4 and set R4 to 1

Fig. 9 Flow Diagram for INDEX Program
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rE

Soore 11 4 atiR

R.4 at R13 and R15
-. 1,,,*2 d

store FU in ENDCOUNT Step Itt b) It' end store atStep R4E by I and *tort. 1t5 - 4. Stor R3 t 1
N11NTIUES

S~tep RS by 12 to the ne'xt

Order the 4 byte, entriel MhItCE NT addevas and III 7by,4
it the COUNT table to the ntxt frequency
Into descending order

i~l 'a .H@te cumulattive 1-, Ye

onally dump th. higher than CUTPCENT?

CO"INT table iN
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Subroutine ORDER

Calling Routine: HAL 14, ORDER

4 byte address of table
2 byte parameter - no. of entries
2 byte parameter = no. bytes/

entry max = 20
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Fig. 9 Flow Diagram for INDEX Program (Cont.)
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3.4 FREQUENCY-SYNTAX INDEXING PROCEDURE

To obtain an index of a text using the INDEX program, the following steps are

necessary:

(1) If the text already exists as a file with parts -of-speech assigned to each

word, this step can be skipped. Otherwise, the SENDIC program must be

run to form a sentence file for each text. SENDIC is described in the

1967 report (Ref. 1). To run, SENDIC cards containing the iiput sentenceE

(see RSENTR for format, which is free-form), preceded if d"sIred by a

page card, must be read in through the card reader. The sentences with

the assigned parts of speech will be output on tape.

(2) Run the BPHRAS pregram to obtain the possible index words ard their noun

phrases, which will be stored on disk. (See section 3. 1 and also Ref. 2 and

Ref. 3 for BPHRAS writeup.) The BPHRAS input and output are given below,

with the relevant items starred.

* Tape unit 180 - The sentence file produced by SENDIC, containing

sentences with the parts-of-speech assigned to words.

Tape UP~it i-1 - A -cc.tch tape for output of a sentence file containing

sentences with a phrase structure assigned.

* Disk unit 191 or 192 - A scratch disk for output of the pi)ssible index

words and their noun phrases.

(3) Sort the words and phrases from the scratch disk onto tape, as described

in section 3. 1 of this report. The input and output here will be as follows:

Disk unit 191 or 192 - The scratch disk with possible index words and

noun phrases put out by BPHRAS.

Tape unit 180 or 181 - The above words and phrases sorted into alpha-

betic order of the words.

(4) Run INDEX to select and print the words and phrases of the index. INDEX

is described in section 3. 3 cf this report. The tape output of Step (3) is input

to the program; the index wordb and phrases come out on the printer.
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Section 5

INTRODUCTION

One of the major problems in natural-language processing is the problem of

multiple meaning, that phenomenon in which a single word or word group shows itself

capable of assuming a variety of semantic meanings. This paper discusses a set of

English words, each one of which is able to convey its various meansings by the use of

easily recognizable and adjacent syntactic structures such as, say, prepositional

phrases. Indeed it is mre accurate to say that among this set of words semantic

meaning is generally inseparable from the word plus its associated syntactic structure.

The computer-detectability of these words Ues in the fact that the associated

syntactic structures which pinpoint a given word's semantic meaning almost always

consist of a small group of prepositions or other function words which, by virtue of

their small number and their adjacency to the word whose meaning they specify, are

readily detectabie by computer algorithm.

This set of words whose semantics is syntax-linked is itself a subset of another

set of words. Words in this larger set are called "government" words. The word

"government" derives from the ability of these words to impose constraints - usually

syntactic - on words surrounding them. The original intent of the word-government

project was syntactic in nature; however, as compilation proceeded it was realized

that in a substantial number of cases there was a linkage with semantic meaning.

Therefore, before the subject of syntax-related semantics can be discussed, it will

be necessary to review word-government.
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Section 6

WORD GOVERNMENT

Human language can be viewed as a vehicle for describing relationships. When

a dictionary identifies a word as possessing a certain part of speech, a relationship

is in fact being defined. Thus denoting hit as a transitive verb means that it requires

a direct object. The relationships denoted by parts of speech are binary in nature

(Qhit the ball). While words possessing word-government also define binary relation-

ships, in general such words define relationships between three, four, and, occasion-

ally, five elements. In more conventional grammatical parlance, government words

are words capable of governing two or more objects.

Word-government can be seen in the following sentence: I believe in his ability

to pass the bar exam.

Believe governs in his ability. But note that ability also governs the infinitive

to pass. Hence there are two instances of word-government in this sentence which

illustrate how a network of government-linked words may be established.

Believe governs other words and phrases besides the preposition in. Some of

these words and phrases are: I believe him, I believe that he will come, I believe

he will come, I believe what he said, I believe in what he said. The relationship

between believe and the elements which it governs can be conveniently shown in the

following arrangement:

believe vt S

vt (that) + clause

vt what+ clause
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-i

I

vi in S

vi in what + clause

vt S/ (to be) S

where vt denotes a transitive verb, vi denotes an intransitive verb, S denotes a sub-

stantive, and the parentheses indicate that the use of that and to be is optional.

In the same way the government relationships of ability and comparison are

shown below:

ability n inf

comparison n of S/ with S

n of S/ to S

n between S1 and S 4

n of S/and S

where n denotes a noun, S a substantive, and inf denotes an infinitive.

Following the Ramo-Wooldridge nomenclature [1] , the governing words (believe,

ability, comparison, etc.) will be called primaries. The elements governed by the

primaries (S, that + clause, in S, etc.) will be called seconoparies or secondary

patterns. Thus the phenomenon of word-government deals with two sets of English

woris - the set of primaries and the set of secondaries - and the relationships between

the two sets. Primaries are nouns, verbs, adjectives, and, occasionally, adverbs.

Secondaries are usually prepositional phrases, clauses, a particular form of the

verb (e.g., the infinitive form), and certain case forms of nouns (especially important

in Russian).

The primary-secondary relationship can be readily seen in these arrangements.

If the secondary pattern contains more than one element, then the el&?ments of the

pattern are separated by slashes.
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When secondaries occur on one line, they are compatible with each other; that is,

they may all occur together in a given sentence. Secondaries on different lines, as with

comjnriso,, are incompatible; ono or the other, but not both, may be associated with

their primary in a given sentence.

The following examples show that primaries may be nouns, verbs, adjectives,

and adverbs. t The designation, vip, of amuse denotes an intransitive verb whose

pattern (atS) occurs only in the pas-ive voice.

Primary Part of Speech Secondary Pattern

depend vi on S/ for S
vi on S/ inf
vi on S/to be S
vi on CJ* + clause

translate vt S1 from S1 into S
vt S/ from S/ to S

associate vt S/ with S
vit S/to S
vt Px/ with S**
vt Px/ with S/ in S
vi with S

transformation n of S/ from S/ into S
n of S/ from S/ to S

immune aj to S
aj from S
aj against S

careful aj of S
aj with S
aj inf
aj G1 + clause

enroute av from S/ to S
av for S

amuse vip at S

*CJ denotes a conjunctive, a term used by Hornby [2] to represent
the set of interrogative adverbs and pronouns (how, what, when,
where, who, whom, whose, why).

**Px denotes a reflexive pronoun (himself, herself, etc.).

t It is often necessary to use inflectional forms of the primaries given in the word
government table. For example, although "at S" is jiven as an entry for "amuse,"
the inflectional form "amused" must be used for this, L:. g., "amused at the book."
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The original intent of the word-government project was purely syntactic in

nature - to compile a list of English primaries and their associated secondary syntactic

patterns. For example, in the original compilation the government patterns for

elevation and incidence appeared as

elevation n of S/ to S

incidence n of S1 in S
n of S/ among S
n of S/on S
n of S/ upon S

However, as compilation proceeded it was realized that in a substantial number of

cases the secondary patterns tended to be linked with semantic meaning. This phe-

nomenon became so pronounced that it was finally decided. to recompile the word-

government listing and attempt, where possible, to associate secondary patterns

with semantic meaning. In the recompilation and i., the examples which follow, seman-

tic meanings are denoted by arabic numerals placed to the left of the secondary. Thus

the patterns for elevation and incidence now appear as follows:

elevation I n of S
2 n of S/ to S

incidence 1 n of S1 in S
1 n of S/among S
2 n of S/on S
2 n of S/ upon S

where elevation (1) is synonymous witm heig•jhgt (except in the architectural sense)

The building has an elevation of 1, 000 feet.

But elevation (2) describes the action of raising

The newspapers announced his elevation to the peerage.

Incidence (1) is similar to occurrence.

They reported a high incidence of suicide in Sweden.
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Incidence (2} describes the act, manner, or fact of falling upon or influencing.

The incidence of light on a reflecting surface can be measured
by precise instruments.

The compilation of the English word-government listing is sufficiently advanced

(about 70% complete) to allow an estimate of the final size of the dictionary. There

will be approximately 8000 primaries; an average primary will have five secondary

patterns associated with it. Thus there will be apj roximately 40,000 distinct entries

(an entry being a primary plus one secondary pattern) in the dictionary. jI4
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Section 7

SEMANTIC STRUCTURES

A semantic structure is a word-government complex (i. e., a primary word plus

its associated secondary patterns) in which the secondary patterns are used to convey

semantic distinctions in the primary governing word. The previous examples, elevation

and incidence, are semantic structures.

7.1 PRIMARY AND SECONDARY ELEMENTS

Nouns and verbs make up well over 90% of the primary words functioning in

seniajiLic bLructures. One-syllable verbs in particular possess a very wide "semantic

spectrum" but here, too, we will see that the secondary patterns are extensively used

to convey meaning.

In the set of semantic structures, adjectives may occasionally function as the

primary word

intent 1 aj S (e.g., an intent young man...)

2 ajp on S (e.g., he was intent on murder)

where aj and ajp denote attributive and predicative forms of the adjective. The incidence

of such adjectives, however, is quite small compared to the number of nouns and verbs.

It is the secondary pattern, distinguishing as it does between the primary's

various meanings, which plays the key role in a semantic structure. Common second-

ary patterns which serve in a semanics-distingulshing role are single prepositions,

combinations of single preposition. ,-ertain forms of the verb (e. g. the infinitive),
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and the relative pronoun that. In addition to those common secondary elemonts, many

other types of secondary patterns occur in semantic structures. They arc discussed

in the next section.

7.2 EXAMPLES OF SEMANTIC STRUCTURES

The various types of semantic structures will now be discussed in terms of their

characterizing secondary patterns. The government dictionary has only been compiled

through P so none of the examples given fall in the latter part of the alphabet.

Before beginning, however, it would perhaps be helpful to illustrate a word-

government structure which is not a semantic structure. All transitive verbs have,

by definition, the following pattern

verb vt S

where, as before, S represents a substantive. Now when a preposition is compatible

with this basic transitive pattern, the new pýýtern may only define morc precisely the

original meaning.

thank vt S
vt S/for S

He thanked his friend.
He thanked his friend for the favor.

buy vt S
vt S/for S

He bought a book.

He bought a book for three dollars.

The :dditional information supplied by the prepositions does not cause any

semantic alteration in the basic meaning of the two verbs, thank and buy.
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I

The pattern S/prep S: In the following examples, semantic alteration does take

place with the addition of the indicated prepositions.

index 1 vt S
2 vt S/under S

(1) He indexed the book (i. e., he prepared an index of the book)

(2) He indexed the booký under 'medicine' (i. e., the book was catalogued under
'medicine')

administer 1 vt S
2 vt S/to S

(1) She needs someone to administer her affairs (i. e., to manage or direct

her affairs)

(2) lie administered the pill to the patient (i. e., gave or dispensed it)

head 1 vt S
2 vtx S/for S
2 vtx S/ toward S
2 vtx S/into S

(1) He heads the company, (i. e., He manages the company)

(2) He headed the ship for (toward, intjo open water (i. e., He pointed the ship
for open water)

The dots ir. the patter of head indicate that the wo-rd-government dictionary contains

additonal patterns which have been omitted as not being relevant to the present

discussion.
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7.2.1 Single Prepositions

The above pattern, S/ prep S, is very common; however, single prepositions

may also function alone as semantic discriminators.

extract 1 n from S
2 n of S

Extract (1) is: a passage which has been extracted from some text. Extract 2) is:

that which has been obtained, usually by crushing or pressing.

keep 1 vi from S
1 vi S/from S
2 vi at S
3 vi to S

Keep (1) means: to prevent, keep (2 means: to perserve or to maintain at, keep (3)

means: to continue mtyving in a specified direction.

The use of single prepositions as semantic discriminators is especially evident

in one-syllable verbs as we will see below.

7.2.2 Infinitive

The infinitive (which will henceforth be denoted in secondary patterns as "to-inif")

is a frequently used semantic discriminator in secondary patterns.

habituate 1 vt S
2 vt S/to S
2 vt S1 to-inf

Habituate (1) means: to frequent a place, habituate (2) means: to acclimate.

indisposed 1 ajp 0
2 ajp to S
2 ajp to-inf

where ajp denotes a predicative adjective and 0 denotes lack of a pattern. Indisposed (11
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means: to be ill (i.e., He is indisposed). Indisposed (2) means: disinclined (He is

indisposed to do any work today).

intend 1 vt to-inf

2 vt S/for S

Where intend (1) means: to have (a purpose) in mind (I intend to finish the job);

intend (2) means: to be destined for (Thc house is intended for his fon).

entitle 1 vt S/S
2 vtx S/to S
2 vtx S/ to-in/

Entitle (1) means: to name a book, a play... (Somerset Maugham entitled his first book

Liza of Lambeth . Entitle (2) means: to have earned, to have coming (His accomplish-

ments entitle him to a vacation. His accomplishme tu entitle him to take a vacation).

Another type of infinitive, the so-called 'bare infinitive" [2] may also play a role

as a semantic discriminator.

dare 1 vtx to-inf
1 vtx bare-inf
2 vtx S
3 vtx S/ to-inf

Dare (1 means: to be brave enough to do something (He d•ared to sail around the

world). With the bare infinitive the "to" is dropped (He dared sail around the world).

Dare (2) means: to face, to take the risk of (He dared the rapids). Dare (3) means:

to challenge (He dared his enemy to attack).

Reflexive Pror,,mns

Reflexive pronouns - denoted by PX - may serve as semantic discriminators (in

the pattei n below D denotes an adverb).

deport 1 vt S/ to S
2 vtx PX/ D
2 vtx PX/ with S
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Deport (1) means: to send someone out (if the country. Deport (2) moans: to behave

(He deported himself badly).

disengage 1 Vt S/ from S
2 vtx PX/ from S

Disengage (1) means: to separate something from something else. Disengage (2)

means: to disassociate oneself from something or someone.

establish 1 vt S/ in S
1 vt S/at S

2 vtx PX/as S

Establish (1) means: to set something up, to found something. Establish (2) means:

to prove oneself to be something.

7.2.4 That + Clause

That followed by a clause is a frequently used semantic discriminator.

admission 1 n of S/ into S
1 n of S/to S
2 n of S/ (that) + clause
2 n by S1 (that) + clause

As before, the parentheses indicate that the use of that is optional and, in fact, if that

is not used, then the clause assumes the role of semantic discriminator. Admission (1)

means: being admitted into or to something. Admission (2) is: a confession.

Other examples of that + clause are listed below.

grant 1 Vt S/S
1 vt S/to S
2 vt (that) + clause
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Where grant (1) is: to bestow and grant (2) is equivalent to: given that (I grant that

he is intelligent...)

gather 1 vt S/from S/to S

2 vt (together) S/ into S

3 vt S

4 vtx from S/ (that) + clause

Here gather (4) means: to infer (I gather that you will be at the party).

insinuate 1 vtx S/ into S
1 vtx PX/into S
2 vt (that) + clause
2 vt to S/that + clause

where insinuate (1) is: to gain admission or someone's ccnfidence by stealth.

Insinuate (2) means: to suggest something in an unpleasant manner.

7.2.5 Gerunds and Participles

Gerunds and present participles, denoted by g and PR, respectively, occasionally

find use as semantic discriminators though their use is not common.

defer 1 vt G/ until S

2 vi to S

where defer (1) means: to postpone (He deferred w the letter until...) defer (2)

hear 1 vt S1IPR

2 vt S/about S/from S

7-7

LOCKHEED PALO ALTO RESEARCH LABORATORY
t 0 C K M I I D MISSIIES A SPACE COMPANY
A GROUP DIVISION Of ILOCKHEE0 AIRCRAFT COIPORATION



I

where hear (1) means to perceive sound with the ears (He heard the car comring).

In the following example both gerund and present participle occur in the same

set of patterns.

bargain 1 vi with S/ for S

2 vi on S/PR
2 vi on G

where bargain (1) is: to haggle, and bargain (2) means: to antzicipate (We didn't

bargain on John coming when he did).

7.2.6 Adjectives

Adjectives - denoted by A - are not common as semantic discriminators though

like gerunds and participles they are used on occasion.

fade 1 vtx S/A

2 vi into S

where fade (1) means: to cause to grow pale (The sun faded the shirt white) and fade (2)

means: to grow pale (Night faded into day).

extraction 1 n of S/from S
2 n A-

where the dash in the second pattern indicates that the adjective is to be used attribu-

tively. Extraction (1) means: removal, while extraction (2) usually signifies origin

(He was of French extraction).

feel I vi of S
1 vt S/with S

4 vi A
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where feel (I means: to touch, and feel 4J describes someone's physical or mental

state (I feel good).

7.2.7 Conjunctions

Sometimes the conjunction and serves a minor role in semantic discrimination

though this seems to be in a subsidiary role to the prepositions between and among.

discriminate 1 vt between S/ and S

2 vi against S

where discriminate (11 means: to make, see a difference and discriminate (2) means:

tn treat differently.

7.2.8 Complete Examples

Many of the preceding examples were incomplete having been edited to emphasize

usage of the particular type of secondary pattern being discussed. The following

examples give complete sets of semantics-discriminating secondary patterns and are

typical of the way that the patterns are used. In these examples the semantic meaning

is listed to the right of the pattern.

deliver 1 vt S1 to S .......... to take something someplace
2 vt S/from S r
2 vt S/out of S""to rescue, save
3 vtx PX/of S to give forth in words
3 vt S I. .......
4 vt NM ............. to help in childbirth
5 vt /up S/to S .o surrender, giv, up
5 vt ,/over S/ to S s d

NM in the fourth pattern denotes an animate noun. It should be noted that the category

of animate noun is not, like the categories of other secondary elements, a syntactic
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category. This is the only nonsyntactic category used so tar in compiling the gcvern-

ment dictionary. In deliver (5) the slash which precedes the prepositions denotes a

"floating" adverbial particle which may either follow or precede the substantive.

We backed up the car.
We backed the car up.

He took off his coat.
He took his coat off.

Verbs which allow this type of structure are actually two-word transitive verbs subject

to the transformation

N1 V1 AvN 2  NI VtN 2 Av

and must be distinguished from intransitive verbs with prepositional phrases. These

two-word verbs are a common occurrence ir the word-government dictionary.

determination I n of S/ by S ............ determining or being determined2 n of S/inS
2 n of S/from S calculation, finding out

3 n of S/ to-inf
n f h c " "resolution, firmness of purpose3 n of S1/that + clause)

The preposition of can follow most - though not all - nouns. When of is used to describe

the possessive relationship then the noun which is the prepositional object of of is nor-

mally transformed into the possessive and placed in front of the lead noun (e.g.,

"John's determination to succeed,, rather than "the determination of John to succeed").

In the word-government dictionary the possessive of* is placed in the secondary pattern

for the sake of consistency - because al, the other prepositions have been placed there,

following the primary governing noun which they modify.

* like most prepositions, of can describe a variety of relationships of wlich the pos-
sessive is but one. This is discussed below.
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engage 1 vt S/ as S/ to-inf ... hire, employ as
2 vt S/forS I toundertake
2 vt S/to-nf.......
3 vi in S1 with S ...... to participate, take part in
4 vip to S ............. to promise to marry
5 vi inS ..... to be occupied with
5 vi with S)
6 vip by S ............ to have the attention drawn by
7 vt S ............... to attack
S vt S ............... to fit into, to fit together (esp. of machinery)

Note that engage (7) and enyage (8) coincide; there does not appear to be any syntactic

means of distinguishing between the two meanings.

head 1 vt S ............. to manage something, to be at the top of
2 vt S/for S
2 vt S/toward S

2 vt S/intoS
2 vi toward S
2 vi into S
3 vt /off S ......... to get in front of so as to turn aside
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The phenomenon of syntax-related semantics becomes especially evident among the

one-syllable verbs. These words are especially important because it is difficult if not

impossible to converse or write colloquially without them. The patterns for fall are

typical of the many patterns this class of veib may govern.

fall vi I from S/to S/onto S
vi I from S/to Si into S
vi 1 from S/on S
vi 1 from S1 upon S
vi 1 out of S/to S
vi 1 out of S/ into S
I 1 out of S/on S
vi 1 out of S/upon S
vi 2 down S
vi 2 among S
vi 2 around S
vi 2 against S
vi 2 toward S
vi 2 through S
vi 2 off S
vi 7 back/ before S
vi 3 back on S
vi 3 back upon S
vi 4,2 behind S
vi 5 behind on S
vi 6,2 down on S
vi 8 for S
vi 9 in with S
vi 10,2 short of S
vi 2 in
vi 11 off
vi 12 on S/ to-inf
vi 12 to S/ to-inf
vi 13,2 through
vi 14,2 under S

The numbers which follow the part-of-speech symbol denote the following semantic

meanings:

(1) To drop frorm a higher to a lower place

(2) To drop against, among, etc. an object or group of objects
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(3) To have recourse to

(4) To lose ground

(5) To become in arrears of

(6) To ''liapse, fail

(7) To retreat

(8) To be attracted, to love

(9) To agree, to meet

(10) To fail in

(11) To decline

(12) To become responsible

(13) To miscarry

(14) To be classified

But even the fourteen meanings found for fall seem r.Ainiscule compared with the seventy

meanings of get most or which are syntax-related. Get is listed in Tible 1. Go has

108 meanings, the largest number found so far.

7. 2.9 The Semantics of Prepositions

We have now seen how the secondary government patterns can act as determiners

of their primary word's semantic meanings. But what about the semantic content of the

secondary elements themselves? Do these elements, like other English words, par-

take of a variety of meanings? And if they do how does this affect the foregoing dis-

cussion of semantic structures ?

The fact is that prepositions, by far the most common elements comprising the

secondary patterns, are indeed polysemic. A preposition not only connects an ante-

cedent with its object, but also establishes a specific relaticn between the two. For a
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Table 1

FORMS OF "GET"

I vt S/from S/for S 32 vt NP down
I Vt S/S/for a 33 vt /down S
2 vt S/from S 34 vi in/through S
3 vt S/at S/for S 34,35 vi in/by S
4 vt S/to-Inf 34 vi into S/through S
5 vt S/to S 34,35 vi into S/by S
6 vt S/from S/to S/by S 36 vi in/DT
6 Vt S/from S/to S/on S 37 vt /in S
7 vt S 38 vi in on S/with S
8 vt S 39 vi into S
8 vt what + cl 40 vi off/with S
9 vt S/in S/for S 40 vi off/PR
9 vt S/at S/for S 40 vtx S off/with S
10 v P/- -/it 41 vtx S off
10 vtx S 42 vt /off S/to S
10 vtx what + cl 43 vi (up) on S
11 vt S/S/for S 44 vt S on
11 vt 5s//toS 45 vi on about S
12 vi to S/*at S 45 vi on with S
12 vi in S/*at S 46 vi on to S/by S
12 vi into S/'at S 47 Vt /out S
12 vi in on S/*at S 48 vi out S/on S
13 vt S/through S 49 vi out of S
13 vt S/in S 50 vi out/
13 Vt S/into S 51 vtx S over (with)
13 vt S/off (of) 3 52 vi over S
13 vt S/onto S 53 vi through S
13 vt S/up S 50 vt S/through S
13 vt S/A 50 vt S/by S
13 vt S/on S 55 vi to S
14 vt S/with S 56 vi together (with) S/for S
15 vE about S 67 vi together (with) S/on S
15, 16 vi around S 58 vt S together
17 vt /across S 59 vt /up S/at S
18 vt /lvcrose S/to S 60 vi up/from S
19 vi ahead/of S 61 vix PX up
20 vi ahead/in S 62 vi to-inf
21 vi along/with S 63 vi A
22 vi at S 64 vt S/A
23 vi awdy/with S 64 vt S/PS
24 vt S away/from S 66 vt S/to-inf
25 vi aw.Ay with S 65 vt S/PS
25 vi by with S 66 vt P/(D)
26 vt /back S/from S 66 vt P/in S
27 vt S/(back) to S 67 vprp S
28 vi (back) to S 68 vprp to-irf
29 vi by S/with % 69 vtx PR
30 vi down/from S 69 vtx to PR
30 vi off S/at S 70 vtx S/for S
31 vi down to S
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given preposition, this relation may vary with the result that a single preposition

describes a variety of different relations between the antecedent and object. In an

interesting discussion of the subject, Newman 131 examined the common prepositions

beginning with "A." As an example of the lar'ge number of relations in which a common

preposition may participate, at, in Newman's study, is shown as able to describe

fifteen different relationshdps between antecedent and object!

The different functions of the preposition are sometimes distinguished in the

government listing by simply creating another secondary pattern.

Thus, hire could be listed as

hire verb S/ for S/at S

However, for S may be used in two different ways in this pattern.

We hired him for farm work at three dollars an hour.

We hired him for three dollars an hour.

This double usage would be better reflected by creating another secondary pattern for

hire

hire verb S/for S/at S

S1 for S

Newman distinguishes different prepositional relations by superscripts. Thus the

above pattern might be written as

2 5hire verb S/ for S/ at S

S/for7 S

where for and at (hypothetically) possess a spectrum of relationships F.nd in this

spectrum
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for relaLUonship of purpose

for 7 = relationship of price
at5 = relationship of price

This type of nomenclature would permit very precise definitioi~s of the secondary

patterns. Patterns whiclh at present appear identical will be seen as distinct. Thus

hire vt SI for S

admire vt S/ for S

might become

hire vt S/for7 S

admire vt S/ for 3 S

(We hired him for farm work. We admire him for his bravery.)

The ideal solution would be to denote each preposition in time government dlc-

tionary with a number (as Newman has done) which specifies the nature of the relation-

ship between object and antecedent. Unfortunately, no such complete description of

English prepositions exists. The compilation begun at the patent office was never

completed [4]. Therefore, while the importance of prepositional semantics in pre-

ciaely defining the secondary patterns is recognized, this feature has not yet been

added to the government dictionary.

IiLet us suppose, nevertheless, that prepositional relationships have been defin-id "

(at least insofar as it is possible to do so) and that these prepositional meanings have U
been incorporated into the dictionary. Thus for hire

hire vt S1 for72 SI at 5S
vt S/ for 7S
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S( Such a structure will provide a very precise definition of word-government and will

also provide a data-base especially amenable to computer sorting. From such a com-

puter examination, many aspects of word-government which thus far have remained

hidden may reveal themselves. For example, it is the author's intuitive opinion, after

compiling several thousand primaries and their associated government patterns, that

only certain prepositional relationships participate in the government phenomenon.

For example, out of all of at's fifteen meaning-relationships, perhaps only five or six

occur in government patterns.

7.2.10 Function Words

The specifically named words in the secondary patterns (e.g., the prepositions

as opposed to the substantives) belong to the set of so-called "tfunction words" whose

frequency is so high that they are assumed to be without significance. Function words

have received short shrift from information scientists who tend to regard them as a

noninformation bearing matrix in which is embedded the "real stuff" of language. This

view, while popular, is by no means universal. R. Pagis [51 has stated ,...the linking

terms of a message are not simply a sort of conjunctive tissue surrounding the

'telegram' ... but form a considerable part of its very substance."

More specifically, Wallace [6) has shown that diffcrences in the frequency rank-

ings of function words and other high frequency words were sufficient to allow the use

of rank order of common words as a satisfactory means of classifying a given corpus

of text as belonging to either the field of psychology or the field of computer science.

Meadow [71 has described a hypothetical processor which, by selecting from a

piece of text the ten more frequent words and then comparing them with a previously
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prepared list of common words for various natural languages, is able to determine the

particular natural language in which the text is written. The comparison list for the

various languages is restricted to certain types of function words - articles, pronouns,

prepositions, and conjunctions.

Bratley and Dakin, at the University of Edinburgh, are working on a limited

dictionary for syntactic analysis, many of whose entries consist of certain verbs whose

government properties are used to detect semantic ambiguities 18).

The phenomenon here called 'Vord-government" is coming to be recognized as

vital to an understanding of natural language processing. Thus Pages has said [5] of

verbal government: "1... statistically the verb is a more polyvalent predicate than

other parts of speech (especially adjectives) and extends its influence to a greater

number of arguments. It is perhaps on account of its polyvalence that it generally

carr'es ... common indications concerning the whole of the sentence: time, including

time-aspects, character of assertion, modality of assertion, eventual negation "

Tesniere [ 91 has formulated a theory concerning the importance of words in

which words are considered more significant in structurally more subordinate passages.

And this polyvalence, this structural subordination, are in fact generally manifested

by use of certain kinds of function words, especially prepositions.
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Section 8

CONCLUSION

Two principal ideas have been demonstrated. First, there exists a set of

English words each of which utilizes certain associated syntactic structures to convey

its various semantic meanings; because the associated syntactic structures are

signaled by easily recognizable and adjacent function words, these complete structures

may readily be recognized by computer algorithm. Second, the phenomenon of semantic

structures discussed here demonstrates that function words also have a semantic com-

ponent, that they are used by their particular governing word to help the governing

word convey its various semantic meanings. In fact, the use of function words as

semantic discriminators raises a most interesting question: are function words so

common precisely because they are needed by the language to discriminate semantic

meaning?

As far as practical applications are concerned, the word-government dictionary

should prove valuable to grammarians, both traditional and transformational, for it is

a rich source of intormation not generally found in dictionaries. For example, the

government dictionary lists those verbs which, though considered transitive, cannot

be transformed into the passive voice; the dictionary also denotes whether a given

verb's syntactic pattern occurs in the active or passive voice (e.g., amaze + at occurs

only in the passive voice).
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It was, of course, always hoped that the word-government dictionary would prove

useful in natural language processing. The most immediate intcnded application at

Lockheed Information Sciences Laboratory is to provide high-level automatic indexes.

In such an application, the governing word will be linked, by means of its secondary

patterns, to textual keywords and phrases thus establishing a network of relationships

between the governing word and the keywords occurring in the -,overnment pattern.

Beyord this, the word-government dictionary appears to have unique applications in

the automatic rewording of sentences and as a detector and resolver of certain kinds

of sentence ambiguity.
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