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The original form of the analysis of variance has been alitered
extensively in the course of time by numerous authors. However, not
all of the transformatlions and deriviations have been acknowledged
by the other theorists., Simultaneously, the analysis of varlance
has been burdensd by a serles of new ideas. Fisher's dlscovery
concerning the range estimation was originaliy nothing more than
a rapid method for obtaining a summapry answer to the question of
whether or not two "significant differences" existaed bestween
sgveral sries of measurements,

The "range zestimation™ described in the rolléwing is not a
derivative of the variance analysis but rather arises from another

basic source.

A. THE PROBLEM

A known problem, to whose solution one 1s accoustomed to
applying the aid of mathematical statistiocs is as follows:
Concerning any state, several series of measurements (random
measurements}, which vary from each other, are displayed. These
each occur under somewhat different conditions; 4in this connection
one assumes that a bilologist carries out a given number of experi-
ments seferal times successively and obtains results whioch are
different by a factor that is considered as random, The question
now reads: are the differences bhetween the seiies to be compared
actually significant differences or can thoy be explained as the
effect~of chance? Usually one is satisfied with answering the

question: if the differences between the mean values of the
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random samples are considered, do at least two of the averages,
or perhaps more or even all, 4iffer significantly from each othexr?t
The answer cannot be given with certainity. It should possess,
however, ab least & high degree of probability,.

My idea 1s bent closely to a numerical example with re § series
of measurements each with ne 10 measurements, which one can repre-

sent as random samples from five basie generalities.,

A j-th measurement of the i~th sample

h.
M = - = my mean value of the i~-th sample

Jd3t
a2 2

o =% 2 (my- M} variance of the i-th sample
3=t

v mean of the means of the r-séries of

N\ng.Ei My measurements and with that also of the

=1 whole "field"”.

¥ 3\ . .
6"'(M5=T’(% (™, - m g:g:nce of the ranges of the samples=

The corresponding parameters of the basic generalities ave
characterized by an additlonal, lowered U.

Numerical Example r= 5 Samples

e T m,, B3y My; mf-}

3 3 4 6 2

5 4 6 5 3

4 5 5 7 5

5 6 5 5 4

2 4 6 4 4

2 3 4 5 4

e 6 4 7 5

4 4 8 6

2 4 4 7 3

3 4 5 5 4

n 10 10 10 10 10
M. 3.3 4.3 4.7 5.9 4,0

6> l.21 1.01 0,61  1.49  1.20

M= 4.4¢  a(n)= 0.742¢

o e
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For the solution of the problem-which has been supplied, one
can construet varicus algorithms. Here, first of all, the algo-
rithm of the analysis of variance should be discugsed briefly and
then using its nucleus, variasnce analysis in its simplest form

should be investigated. After that, a procedure for range esti-

mation (the method of scopes) will be presented.

B, VARIANCE ANALYSIS

1. The Practigal Procedure

7

VOriginally, variance analysis was a kind of rapid procedure
for obtaining a summary answer to the question as to whether or
not there was at least two "significant differences" between
several series of measurements. In this case, 1t is a question
of distinquishing two series of measurements as be}ng signifi-
cgnt if the calculations showed that they did not originate from
a basic generality with a given degree of probability. One does
not require higher mathematics for this and the use of the pro=-
cedures employed in this connection can be easily learned. To
be sure, initiaelly there may be some difficulty in learning the
technigues, However, after one has ¢alculated a couple of
examples, there is usually little difficulty and one sees how
every thing fits together ~"between the groups®™, "within the
group", and "complete'". Also, one begins to understand how the
somewhat mysterious "degrees of freedom™ fit into the calcula=
tions. As a result, most of the difficulties disappear and
the table of F-distributions bascome as easy .to employ as the
the logarithm tables.

B 3
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Tne procedure has been outlined with the aid of the example
given earlier, One first of all calculates from the r-z}- 50
random samples the following four mageitudes:

{(a} The n-fold summation of the squares of the differences

between the group mean values and the general mean

n 2 (M=~ MY = a7
=1

The designatlon usually used here is the "sum of the aquare,é
of the differences between groups™, This i3 certainly impressive
but not correct.

(b} The sum of the squares of the differences of measure-
ments from their group averages, in short: ™the sum of the

squares of the differences within groups"

£ F (mg - MY*= sra0

{cid The number of "degrees of freedom between the groups“:
X~-41 = 4

(d) The number of "degrees of freedom within the groups®:
(n-1) =45
From these magnitidues, one can calculaté two additional

ones:

(e) The "average square of the differences between the groups"
"
-y
n > (M - MY
=13 -

-1

3712 . o154

and

(£) The "average sjuare of the differences within the groups"

x n Py
E (-Y“i.;"N\'\\
Z, o2 = 55-4’;’ : Laav7

x n-\) .
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Algorithms of Variance

Analysis
Sums of the Average square
squares ofthe degrees of of the
differences freedon differencss
between the < a_ . . )
groups =z “?(M‘\“ M\ S YA C\ 2x-y=4 '-r.—i = é:‘i‘_"“n:' = ‘1&‘
3t

within the m,i '\’\Z(m-‘3 —Mht:s:.\cr Nreln-Ya rs %}\‘ = ,S,'_&”_-g_g: l.aay
groups Ly sy

As a rule, these algorithams occur with one more row, Tais
row is referred to by the name "complete"; "incompliete", or
"total", It does not have any significance in the case of analysis
of variance and serves only for control of caloulations Or for
-8implification of caleculations, :
; In conclusion, one calculates the quotient bétween both of
vthe average squares of the differences"

R TN
and compares it with the number cf numbers on an F-table at the

crossing of the "degrees of freedom™. One finds for example at

the level of 1 % certainity 3.78 and concludes that at least two -
of the groups are "very significantly differeant", Concerning

which of the groups are these, the variance analysis says nothing.

Also, 1% does not tell whether all or only a few of the groups

differ significantly.

1. In the case of groups of verying sizes, it must be reported:

the sum obtained for the squarss of the differences of the group

average and the overall average.

- Rt
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It would naturally not fail to appear that mathematics
would assume the problematics of veriance analysis. The first
test no doubt was that of M.S. Bartlett. He was concerned with
the hypothesis that the variance of basic generalities should be
the same, Later a whols series followed and an entire sclence
around variance analysis resulted. The theorist, however, cannot
be persuaded that the last tests of know;edge are the end.
Wnhere is the difficulty then? To me the cause appears to
be found in the following: If one wishes to investligate whether
statistical progress}ons are uniform in the sense_ghat they
cgn arise from one aﬁd the seme basic generallfy, then it is
first necessary that no average in the series can vary @idely
from the common average and next one begins with observations
of the mean value instead of with obsérvations of Fhe variances

¢f the series and the variance of the mean values.

2. The Intellectual Nucleus of Variance Anelysis

It is necessary to begin the exélanation with a warning,
and of a misinterpretation of the following theorems.

The variance of the fields 1s equal to the sum of the average
variance of the series and the variance of the average values of

the series

= la4 A=t -+ [XJ

- n d e n ‘.‘
ZE W s emem?t T ne-m’
) N

or 6 (wi) = w2+ (M)

and specifically in our example:

92,320 0 5 Sao 3,771
5 x O = —'—?-——- -+ ‘—-?—-
) Or
'- L.%4Le =

L1090 + 0.m¢29-

€ rmruieBara, - T L
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This equation, which can be generalized furthera, and can be
used ia suitable form for the basic generalities, is an algebraioe
identity; it stands always. It was used by W. Lexis in the forma-
tion of his "theory on the assential an¢ nona;sential variation
coaponents™ and perhaps.gave rise to the construction of variance
analysis. However, it haes nothing to do with the formation of
bgsic generalities and random samples and particularly the rela-
tiornship between them. Therefore, it can also not be the funda-.
mental of variance analysls, although this utilizes the last and
the next to the last part of equation (1); it utilizes these
parts in a manner which is foreign to the lLexisian equation,

The variance analysis interprets both parts as random sample
numbers and sees in the coprrespanding basic gemerality, into which
the random samples are introduced, the real research objective,
Since these, however, are only products of fantasy, they must be
somehow "materialized”.

This oocurs:fundamentally in a very primative manner, namely,
by introduction and abundament use of the idea of "expected values"
which are already somewhat misleading by their name. On the basis

of this, one calculates whether the mean value of the basioc

generality is identical to thé mean value of the samples and secondly

whether one obtains the variance of the basic generality. Then

one divides the variance of the samples by the so-called "degrees

]
of freedom.'

2 p, Lorenz: Anschauungsunterricht 1n Mathematischer Statisk, Vol.
II/I Der Schluss vom Teil aufs Ganze, lelpzlig, 1959, page 134,
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The worst part of the introduction of the "expectation value™
(symbolized by E) is that one cannot get rid of it again. Actually,

the guotient, which leads to the quantity F, is as follows:
= (M- w‘fﬁ Z 2 (meomY
L=l iw iz A —
- <=9
«E -1 L

Eowever, the numerators and denominators of this quotient are and

remain unkrown quantities, that is, one is not able to calculate
them. For that reason, a power process3 is performed and the
operator E is taken out. A3 a result, one arrives at the follow~

ing quantity:
n 2 (M - Z = Uy - N\\ T e exAmplL

- =1 is ix) SN -
F = i - \t(“_\\ | "s::ut/’m.‘g 1.56

As a result it is left over from the apparéently clever coantrivance
as a decisién on the basis of two easily motivated "point estima-
tions",

As a consequence of the above form of the variance analysis,
it is not necessary to employ F as an estimated value. Instead of
this, one returns to the question-and dsrcontent with F as a test
quantity. That 1s, an hypothesis is tested which reads as follows:
it exists _r series of measurements and it is assumed that they can
arise from one and the same basic gensrality.

In order %o be able to affirm or deny this hypothesis, the F
value is calculated eccording th the analysis of variance and is
compared with the value in the F-table at the corresponding number

of degrees of freedon.

S Sﬂj. Lovawz, &\um\‘ Q\\'gk) o a5 .

s
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1st case: F is greater than the table value, The hypothesis
is not valid. At least two of the Series of measurements appear
to be significantly different.

2nd case: P is less than the value in the table, The hypo-
thesis is valid. It is possible that all of the series of measure-
ments were derived from the same basic generality.

In this form, the results are no longer objectionable but are
still very informative. At best, one can lear whether at least two
basic generalities are significantly (or very signiticantly) differ-
ept from each other., One cannot tell, however, which one these are
a;d how great the degree of difference is. How slightly effective
the test quantity F is often is shown up t0 a certain degree in the
values of the table of the F-distributions., 1In the case of a small
number of random samples compared to each other, about r samples
bétween 3 and 6, the value for F can be very great. (In the case of
q very largern, it is greater than 3 if the degree of certainty is
at least 99 %.) One will consequently frequently arrive only then
at a rejection of Ghe homogeneity hypothesis if these clearly becopme
evident, If r on the other hand is greater than 6, then it signi-
fies nothing to know only that at least two of the mean values are
significantly different from each other,

A possible expedient is presented by the return from a test
gstimation to-an estimation procedure, however, not in the foram of
a point estimation but rather an interval estimation. This procedurs

was described by Erna Weber in the fifth edition of his "Ontlines"4.

4 Z, Weber: Outlines of Biologlcal Statistics (Grundriss der bio=-

logischen Statisk) Sth edition, Jena, 1864, page 179,
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Although the results obtained fron this procedure can be openly
predicted, the question still elearly remalns as to which basic
generalities are different from each other and to what extent
when a series of measurements have been demonstra$ed as not being
homogeneous. In these ways, one can study with the help of the t-
test the collective differences between two random sample averages
in order to verify the significance, That requires () of such
tests. Additional sufficient information, however, will allow
the estimation of the ranging which 1is rundamentally.more pre~
cise for the interesting mean values themselves, ;&his can also
be found on the basis of the t-distribution but ig another way
which does not take into consideration the degrees of freedom
mesking the determination much olear and easier. This method is

taken up during the second part ¢f this contridbuticn.

C. A PROCEDURE FOR RANGE ESTIMATION

This i3 a question of the direct eatimation of the ranges for
the mean values My of the basic generalities. I have published
the procedure several times, most recently in a brochure entitled:
"Significantly different? decision by means of estimated ranging".5
The brochure contains the bases and explahations of methods for
the following situations:

(a) Simply organized statistics
(b) Muktiple organized statistics
(c¢) Multiple organized statistices with importance

(&)} Co=-variance analysis

® Prof. Paul Lorenz, 1 Berlin 38, Kaiserstuhlstrasse 21.
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For reasons of space, it is not possible to repeat all the
details here in the bases of these procedures. Likewise, the
explanations for the procedures used in situations (b), (¢}, and
{(d) must be left out. The procedure shown here for situation (a)
is valid for series of observations of equal as well as unequal
length. It will first of rll be employed in the example given at
the beginning of this paper. The practical procedure can be sketched
as follows: ZFrom the summary on page 246, we assume the the group
averages Mi and the group variancestﬂ;and calculate the J, . Then
we must determine the "projected probability" W . What this stands
for will be clarified by the calculations. For example, we select
for both limits of the estimated range of My; , the lower and the
upper - U, end to be sure, i = 0.01. For this U, we find in the
table of (see brochure) the appropriate T wngh n = 10. In this
case, T is 0,941, The estimated limits for the f = 5 basic generality
mean value Mgy always extends from My -T& to My+x @ .

NUMERICAL EXAMPLE FROM PAGE 246

SAMPLE I IT III v v
My 3.3 4.3 4,7 5.9 4,0
o 1.100 1,005 06,781 1,221 1,095
To 1.0 0.9 0.7 1.1 1.0
i+ To, 4.3 5.2 5.4 7.0 5.0
Mi - Ta, 2.3 3.4 4,0 4.8 8.0

The estimated ranges found are shown in Figure 1. Let us

consider for example the estimated limits for Mﬁl' It extends from

- e e - -~ B TR PR I NENCISRPEER
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from 2.3 to 4.3. In this range, we may presume the mean value of
the first basic generality with a degree of certainity of 98 4.
The probability is 0,01 that Mul lies within the interval calculated
for the random samples, It iIs to be noted that one can determine
different expected probablilities u for both of the estimated limitsa.
That is expedient in many cases.
FIGURE 1L
ESTIMATED LIMITS FOR THE MEAN VALUES
OF BASIC GENERALITIES ON THE BASIS OF
SAMPLES
i= 0,01

v

et III

™~ 3 - 5 4 & .y
14 L4 T L} 4 T Lt

2 3 4 5 6 7
Then we examine the estimated range for the MU‘ of the Dbasic

generalities I and V simultaneously. There are partially overlapped.
That signifies there 1s a range in which according to the require-
ments made on the degree of probabllity MUI and My are suspected.
(In the case of the choicew = 0,01, as here, the expression "very
significant" should be used; in the case of the choice U= 0.08,

the expression "significant" should be employed. Of the 5 estimated

ranges for the My, only those for the basic generalities I and IV

6 mhe so-called error probablility can remaln undebated in this
paper. ’




are gquite separated from each other, Only these two basic gene-
ralities are "very significantly" different. This statement is

in agreement with that arrived at by variance analysis. It extends,
however, much further as one can see,

For the illiustration of these procedures, an additional example
can be employed. The data are from the textbood of Arthur Linder
who was the first to demonstrate variance analysis?. We wish tor
show these results here first, These concern the results of feeding

experiments with rats witlk seven types of feed and a pericd of

observation of 60 days.

FINAL WEIGHT OF 41 RATS

(in grams)

I II III v v VI VII

;o Py Pey May o Pay Pey ey Ty
S 119 123 130 144 159 139 156

90 1121 163 172 172 146 183

102 159 159 165 210 161 146

85 138 140 143 171 149 169

113 178 121 179 232 124 147

136 138 142 146 190 137 .

ni 6 6 6 6 6 6 5

M 107.5 142.8 142.5: 158.2 189,0 142.7 160.2
c®, 302,92 402.47 219,58 208.47 634,00 130.22 198,16
Zm 645 857 855 949 1134 856 801

2w 71155 124823 123155 151851 213130 122904 129311
M = 148.7 oXy;) ~ 3112

7 A. Linder: "Statisticel Methods" (Statistische Methoden)
4th edition, page 110,

PR




(L) TREATMENT BY MEANS OF
VARIANCE ANALYSIS

- Sum of the sguarss degreesyof mean square of
| of the deviations fresdon the deviation
between
groups 21,784 6 3,631
within
groups 12,377 34 364
Thus, one obtains P = 3,631 = 9,97
ab64

The standerd limiting value of the F-distribution in the case

of & and 34 degrees of freedom and a degree of certainity of 99 %

is Pery much smaller with 3,40, It indicates thus a basic differ-

p énce between at least two of the seven mean averages. In order
] ' to determine which series are siguificantly different from the others,
one can study them using the t-testa. In order to achieve complste«

ness, one must carry out 20 paired comparisons,

(2) TREATMENT BY MEANS OF RANGE ESTIMATION
First, the "expected probablilities" u must be selected. One

can systematically select different values for & and for wu. , that

is, for the lower and upper limits of the mean values of the basic
generalities. This represents an advantage of the method. In the
case of tihe example under consideration, however, in oy opinion there

is no reason to assume different values for Q; and U. « We selected

this time alternative w 0.0l and 0.05 and searched for the corres-

ponding X~ value for both n = 6 and n = 5. The additional nrocedures

gave the following summary.

1 .
See mtso A, Lmlu—, Alre by c:'\-gk\ ?m\g\\\.
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DETERMINATION OF ESTIMATION LIMITS FOR

THE My,
I 1z III v v VI ViI
o,  17.40 20,06 14,82  14.44 25.18 1ll.4l 14.08
w = 0.01 T (n = 6) = 1L.505 T{n = 5} = 1.874
™6, 26.2 30,2  22.3 21.7  37.9  17.2 26.4
W« Te, T, 134 173 165 180 227 180 187
M,-To 8l 113 120 136 151 126 134
u = 0,05 {n = 6) = 0.901 (n = 5) = 1.066
T oy 15.7 18,1  13.4 13,0  22.7 10,3 15.0
M, +T e 1233 161 156 171 212 153 175
M;-Ta 92 125 129 145 166 132 145

The results sre presented in'Figure 2. The ypper part shows
that a "very significant difference™ exists between groups I and
V. The lower part shows a variation of the differences which one
can find from the diagram without resorting t¢ calculetions,
Moreuver, one cleary discerns a group formation (of the groups)
which was already hinteddat in the upper part. As a result, this
figure gives a great deal more information than does variance
analysis. One perceives not only which mean values are signifi-
cantly different from each other but one also obtains an impression
as to the probable position of the mean values in relation to each

other and the probable exteat of their differences.

Now it heppens that one will be able to obtain the same
results when the lntervals are determined from tbe foundation of

the t-distribution. However, then one had to be concerned with

\
A i
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calculating the degrees of freedom. The explanation and calcula=
tions presented here are, on the other hand, more ¢clearly and

better explained and, if one had a table of € vaiues avallabla,

are quicker and easier to use.

Figure 2

FINAL WEIGHT OF 41 RATS
(in graams)

Estimated ranges for the mean values of
.the basic generalities

L = 8=o0,0

v
Do
vz i
———— vI
’ 111 oo~
- 11
1
2. 4= 8= o0,05
v
—_—— v
—— vII
 —— \ 2!
—_— 661
———— 11
— 1
70 90 110 130 1;0 170 1‘90 2;0 23'0 -

[,

T AR




-17=

(3) SHORT MATHEMATICAL BASIS FOR THE PROCEDURES
OF RANGE ESTIMATION
The starting point is the formula for the simultaneous
distribution of the mean wvalue M and the varlance in sample to

the extent n from a normal distribution:

" aa " .o Lot (m- M“\“]: L3, /fg]
o 5 (U yEY

and in polar coordinates:

(3)c., gg - :ﬁ ‘2___ ref 9.
a
“’ mf Y

where: - =x. sl cv.é. N\ - N\u:._ v Sl

If ons multiplies the last expression by dxrdr, then one
obtains a probability for the number of samples whicech have similar
=, and similar ¥y and consequently similar M and similar.o , If
one integrates the expression with respect to r where r= 0 to r =
o , then one finds the probability for the number of samples
which have similar o but any r. These may be called W, . 1In

order to simplify the style, we substitute:

and obtein

\© o2

o n -1
n-3a -t =
oA z
(5) W, = Sos - o fe €+ d=x

See P. lorenz, already cited, page 104,

4
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The integral is the "Euler integral of the second type".

n -
It has the value( ('C\ or haﬂ. i « As a result, expression
(5) is transformed into:
1ATE- 8
-
o) wﬁ(‘Cox - .\'\2- IJ.R
!‘-ﬁ?—' ™ - 2
2 k

The result is remarkably worthy of note. It no longer cone
tains O, either explicitly or implioitly. This condition is
the fundamental bagis for the procedures whioch haye been developed.
It is, therefore, ynncessary to make assumptions gver the variances
of the basic generality and the concept of degrea; of freedom is
eliminated.

If one integrates expression {6) with reference to«{ fProm
“:%; to -%§~ , then one obtains as the total probébility of all
semples generally 1; as it must be. 1
On the basis of technical writing, let us introduce, however,
an even symbol, hamely, (K - MUVG‘- tane( « M, 0 , and = are
considered to be variable quantities while . is the abbreviation

for the "prnjected probability®", Then
n-z |

w -

(7) A X2
CO

Cos ™ 2ot =t
"P
is the probability of the number of samples for whioh the integra-
tion variable =t is greater than the lower limitf3 .

If one dces not consider the right side of the eguation (7)
as the resnlt, but rather selected a given value for (o , Such as :
0.01, the the equation will-be the one for the determination of the %
lower limit of the integral and one finds for exampls for iL = 0,01, |

FLABETIN

L el SEEREER




and n = 10,3 = 43°16'.and tan 3 = T = 0,941,

If one designates all sample for whiche< 1is greater than
/3 as "bad" and the situation o -/3 as the limiting case,
thea(M-M)\rTumPs . It follows that My=M-oT 15 tne
value of the lower limit¢ of the mean average of the generality.
Corresponding consideration will lead to the upper estimated

limit for the mean average of the basia generality, symbolized
by N\U. ‘
Result: MU = M-oco=

MU=N\+0'?:

- SUMMARY , 4
3\

‘Two circumstances were the motive for the preceding compari-

«gion, namely:

(1) It is nearly impossible to provide an exact pisture of the
great numﬁer of tasts dealing critically with the analysis of
variance7

(8) Too little attention seems to have been paid to the
method of measuring scopes for the mean values of samples (to be
short: method of scopes).

Both methods are compared by means of numerical examples for
simple-cases, the results of the method of scopes being additionally
illustrated by diagrams? To understand the computations, the usual

mathenatical knowledge is sufficientr. To perform the caloulations

by mczns of the analysis of variance, & table of the F-distribution

o o B - .- P ¢t fa ns " G TN
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is needed which can be found in any book on the analysis of
variance, The caloulations according to the method of scopes
require a table of the function "= which is contained in the
essay mentioned in the text and 1n the author!s book "Anschavungs-
unterricht in mathematischer Statistik" (Perceptive Instruction
in Mathematical Statistles), volumes II and III.

The mathematical essence of the method of scopes is ocutlined

in an appendix.

LTI
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