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50TH ANNIVERSARY COMMEMORATED 

Appropriately, the closing date of the Symposium marked the 
50th anniversary of a significant milestone in aviation. On 8 May 
1919, three naval aircraft left Long Island to attempt the first 
crossing of the Atlantic. Of the three Curtiss flying boats that 
started that historic 3,925-nautical-mile flight, the NC-4 (shown 
on cover), commanded by LCDR A. C. Read, was successful, 
making the first Atlantic crossing via Newfoundland, the Azores, 
and Portugal, finally arriving at Plymouth, England. 

. T*16 Secretary of the Navy designated May 1969 a 
commemorative period, and it was especially appropriate that the 
Symposium salute the aeronautical pioneers who made history in 
May 1919. 
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FOREWORD 

at pub,ished in f,ve vo,umc8- ‘»"»pri*« the 49 papers presented 
at the Eighth Navy Symposium on Aeroballistics held at the Naval Weapons Center 
Corona Laboratories, Corona, Calif., 6, 7, and 8 May 1969. 

This symposium was the eighth in a series begun in 1950 under the 
sponsorship of the then Bureau of Ordnance Committee on Aeroballistics, and 
currently conducted by the Naval Aeroballistics Advisoiy Committee as sponsoring 
committee for the Naval Air Systems Command and the Naval OrdnancTsysteiS! 
Command. The continuing purpose of the symposiums has been to disseminate the 
results of aeroballistics research and to bring the research findings of industiy the 

™ZreS,H ind I80vernment laborator¡es to bear upon the Navy’s aeroballistics 
research and development programs. 

... °)'eru 200 research dentists representing more than 72 organizations attended 
this eighth symposium. Sessions 1 and 2 covered the subjects of heat transfer and 
aerophys.cs, nozzles and jet effects; Sessions 3 and 4 were concerned with 
aerodynamics and missile stability; and Session 5 dealt with structures and 
aeroelasticity, and external carriage and store separation. 

The papers in these Proceedings have been reproduced in facsimile. They 
appear in the order of presentation except that all classified papers have been taken 
out of sequence and grouped together as Volume 5, a confidential volume. Volumes 
1 through 4 are unclassified. This is Volume 2. 

Requests for or comments on individual papera should be addressed to the 
respective authors. 

RAY W. VAN AKEN 
Genera! Chairman 

Symposium Committee 

Published by the Publtohing Division of the 
printing, June 1969, 2SO copies. 

Technicel Information Department, NWC; first 
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OF THE TIME-DEPENDENT TECHNIQUE 
FOR THE COMPUTATION OF COMPRESSIBLE FLOWS 

(U) 

(Paper UNCLASSIFIED) 

by 

John D. Anderson, Jr., Lorenzo M. Albacete, 
and Allen E. Winkelmann 

U.S. Naval Ordnance Laboratory 
White Oak, Silver Spring, Md. 20910 

steady-fLrethSase^=aUÏ!y0n^^errSiiffJu0UUseld8T^ere 
siTutionenfeïî technique entails the finite-difference 

in steps of time9°sta?tiV£ithady con®efvation equations 

ís^Âired 

cases?0*1"1,06 13 exemPrified^byaapplication^toVtheefolîowing* 

expansions^of a hïgh^temperaturé °°"v®rg®n'Í7‘3ive^9ent »ozale 

dSta«é^a¿,n?S:qtiÍ“«ÍUr"l„00:diíiOnS ^"h "pstreara“^1 

«0“eÂ»V“íí?n,0ír. 
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INTRODUCTION 

This Paper is a survey of some recent numerical 

aas fÍoÍs°nSThma^e N°^' °f steady' inviscid, compressible 
is that a'tlm» nf1S in9ï1Shlng asPect of these calculations is that a time-dependent approach is used to obtain the 

!se?oy;State fl?W field* The PurP°se of tie present^aper 
Ph^los°Phy and advantages of the numerical 

from technique, and to present results obtained 

(ï? the fÍoS1^aÍÍ0\0f this techni<3ue to the cases of 
hoHñíí fl fleld about supersonic and hypersonic blunt 
bodies, assuming a calorically perfect gas, and (2) the 
expansion of a high temperature gas through a convergent- 

libriSTirl^n6 Wîhre vibrational and chemical nonequi- 
Ífbthe throat 1 r gaS b0th uPstrean» and downstream 
of the throat. In both of these cases, the time-dependent 
technique has some distinct and convincing advantages over 

wîÏÏ ÍTZTnlT¿áSteadKState anal>-is'- ?hese aÍZ?agIs win pe delineated in subsequent sections. 

(u) The present numerical studies are motivated bv 

«Pidîvetaii£a iLf ‘ï“ en9ineerin3 numerical ana^sls is 
fîninï, takJ-ng lts place as a new "third dimension" in 
ííü d dynarnfcs' and that this new dimension complements the 
adveït^^h^h1 dim;n;ions of experiment and theory. The 
âdvent of high speed digital computers has prompted this 
f™**' «"d as a result a fertile field exists fcr tíe 
development and application of new and improved technigues 

leneï^nï1Cal1flOW1ield analysi^- indeed? the time- q 
a casf? analysis discussed in the present paper is such 

QUALITATIVE DISCUSSION OF THE 
TIME-DEPENDENT TECHNIQUE 

(U) The time-dependent technique entails the finite- 

iifftfnïCofS^Utl0nm0f the unsteady conservation equations 
fi^ií K« Í tlme* l°r a given Problem (such as the flow 

conditionsatheegas-dynamic in 

the desired result, is approached at large values of time. 

240 
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A^irtiue °f this technique is that it is relatively 
straightforward, and in principle it represents an exact 

{Z the steady-state flow fiel! in Te ïïmU of 

foí all Dracti^«ín practlcef the steady state is obtained 
of timi Pr®ctlcal Proses in a reasonably finite length 
of time. A second virtue is mathematical, i.e., the 9 
unsteady conservation equations are hyperbolic with resoect 
to time regardless of whether the flow is locally suísoSIc 

i£if?a?rSO?iC; thtf characteristic allows a well-posed 
Thti ^alUe Problem throughout the entire flow field. 
whtoh • ln*-i°ntraSt t0 the steady conservation equations 
which, in the case of invis id flows, change their nature 

ln the steady subsonic region to hyperbolic 
st®ady supersonic region; consequently, a stable, 

unified steady-state solution throughout both regions is 

TT * t0 °btaT As a result< time-dependent 
method appears to be admirably suited for the unified 
analysis of mixed subsonic-supersonic flow fields. Indeed 
this suitabiiity is exemplified in the present paper by 
^Plxcatrons.to the flow about a supersonic blunt body 
and the critical flow through a convergent-divergent nozzle. 

witb regard to the precise numerical finite- 
^íe^enCe sch®me.by which the above time-dependent 
technique can be implemented, several procedures have 
ppeared in the literature (see for example ref. 1-8). 

ïî®.?f thÇse schemes involve the introduction of 
v^sc<?sity" into the inviscid flow problem, 

dlrect^yjn the governing physical conservation 
quations or indirectly in the numerical finite-difference 

equations. This concept of artificial viscosity? fi«? 

tionefíd *ny VonNeuma;n and Richtmyer,6 allows the calcula¬ 
tion and appearance of shock waves with finite thickness as 
fv, Íelp?rt of the finite-difference scheme; however 
its visc?siby is a mathematical artifice and' 
its value has no relation to the actual coefficient of 
viscosity of the gas. Hence, the computed shock thickness 

arCumentethí£°n-t0 Indeed' Moretti7 has made the 
gument that, in addition to being physically unrealistic 

as requiring a large numbe? ofmesh ¿oinSïtÎCf C 
thus excessive computer times), the introduction of 
artificia! viscosity may even mask other inconsistencies' 
in a given application, and hence is generally unsatisfactory 
The calculations and results given in the presen? p«ir y' 
employ a finite-difference scheme first suggested by 

»0í?£í\a?d which does not explicitly introduce an 
sïnari£faH•V1SC?aity ^ which treats shock waves as 
separate discontinuities. The appealing virtues of this 
approach are its physical consistency and the rather coarse 
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This ™ - 

ANALYSIS 

Por specified cÜnditiois® ?fehent f'?1*’“5 is as follows: 

and specified supersonic'free stream orf (hw Shape 

^d^í^Â^^^ior^íd“ -^ruívv=p-edvib 

b^obtainedfcaStirne ' p -“vll^r^^“ 
a Taylor1 s series^a^srL In tîme/^“ termS °f 

g (t+At) = g(t) + 
At 

14) àlí + 
at- (i) 

'^^i^s^t^^^^icalHspecies'nole-massHratio)1 ^and^At^ ^ ni 

c!?iteria?10mei;Fointhempresenr t0 Satisfy ce^ain stability 
natural logarithms Sf ?ïe noL?reriCa nCOmputations ' the 
are employed as the dependent fl°W"field va^able£ 
numerical stability and a nonrii™1 b^eS ?rder to improve 
in lieu of t in eauátfon "°fdl^fnsional time is employed 

assumed gas-dynamic variablei'it t ^O^th^fí th®. iyitially 

TlirgtniïLT^tLi\iè^ ^ 
the order of 700 or more) th^ste^statll^ fie^ls0" 

obtained, where (|f^ and (0, both approaoh 2ero, por 

Se desired resuU-^ídeê^ ^ steadP-state solution is 

Jadvanta^urmeans" to^tíe^ñd^^he^tr^TrEtlvis”"17 

(5t tand which aPPear in equation (1) are obtained 
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blunt body flow fields 
Vol.2 

(U) The physical problem treated here is thp 

sä Hâ ïe"¥ »!Ut-e-«-Ätw“n 
~SS- - 

enees 6 and íí'8 and 1f described in detail in refer- 
given here. * nse<ïuently, only a brief outline will be 

for the^blunt^dy^íoí f^Id^aTshown 

s-b theSfdif^ ?y ïhe shock-layer^thicknes8/ 

shown^in «LrlT-^TÎwT^ - 

inhakr ^Â^is^rs^uo^s^ir1 ï?:ihrk 
—^ - F-F- ~%fie£vSb- 

denvahives, and ,ii|,, in equatlon (1) are obtaine<J 

g^rÂ^ncte^hriî;^.. 
continuity 

x-momentum 

y-momentum 

energy 

state 

|£*. 

3u ft-' ‘“i-fH.iH, 

<“£ + v£ + ¿!£, 

îl - - <“ Il + ^ 
P * p RT 

(2) 

(3) 

(4) 

(5) 

(6) 
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where k = 0 and 1 for two-dimensional and axisymmetric 
bodies respectively, and <(, = ln p - Y in p. Th^spailal 
derivatives on the right hand side of equations (2?^ (5) 
are evaluated by means of central finite-diffeLnces 

stPnlner fr0m the,kno”n flow field at the previous time 
step. Consequently, equations (2) to (5) ultimately yield 

values for in equation (1), where g = In p, In u, In v 

and ¢. Values of (^|) in equation (1) are obtained by 

Howeverntth<a«í»n °í equ*tiorïS <2> ^ (5) with respect to t. 
However, these subsequent differentiations introduce cross- 

WhÍCh are obtained by differentiation of 
equations (2) to (5) with respect to x. 

flowJ^™* ab°re Procedure yields the calculation of 
noiní-í P tleS in stePs of tiine at the internal 

rectangle and along the centerline (with the 

aï each'Sf XCOnditi°nS) in Figure lb- Concurre^ at each time step, conditions immediately behind the Y 

2ÏÏÏ îs^ïrïocaî^h (b°undary AD in figles la and lb) as 
iterative LÏhnS ï ^ velocity a^e obtained from an 
if £he nînv h S Whl^h reguires the simultaneous satisfaction 

klne“?U9^ni0t jumP relations for a moving shock 

íh¿?v10n Uíui2in9 the internal flow variaMes^ear the 
„ * ”ave- A Similar characteristics calculation yields 
conditions along the body (boundary BC). The flow field is 
bounded above by a horizontal line DC / along which pro- 

inteinfliare-Sîmply obtained by linear extrapolationPfrom the 
ï, P01ntS- The.uPPer boundary DC must be completely 

in the supersonic region in order to minimize the effîït 
iíaifíi extrapolation on the upstream flow field. Some 

1 n^erical ramifications of this extrapolation as 

in de^ifí^^ere^rs? °£ ^ teohni<ï"e discussed 

NONEQUILIBRIUM NOZZLE FLOWS 

(U) The physical problem treated here is thaï- of fhn 

expandiría”from118Í0^?^Km°tÍOn °f 3 hi9h“temperature gas expanding from equilibrium reservoir conditions throuah a 
convergent-divergent nozzle, where the expansion iïraSid 
enough such that vibrational and chemical nonïqSiîibïiuïi 

both the subs°nic and supersonic portions 
the flow. (The term "quasi-one-dimensional" implies 
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Pr°Per5ies in the nozzle are functions of only x 

tS vary irrS the i°cal. cross'sectional areas are allowed 
' thf flow is not constant area flow.) 

andvch?mical nonequilibrium are the only 
dissipative mechanisms assumed in the flow; the effects of 
thermal conduction, diffusion and viscous dissipation are 

cond??? t0 b® eligibly small. The equilibrium reservoir 

^^8/nd..nOZ2le Shape are specified, and a solution 
is sought for the steady-flow distribution of p, u, T, p, 

nS^le tseeeMa 2?0mPSKÍtÍOn in the x-direction along the nozzie (see Fig. 2). The unique aspect of the oresent 

-alLSLYS ïhat a time-dependent approach is used to obtain 
the steady-state nonequilibrium nozzle flow variables. 

92g ^ For this Pr°blem, the time-derivatives, (|£) and 

which aPPear in equation (1) are obtained from the 

unsteady quasi-one-dimensional conservation equations (the 
independent variables are x and t). equations (tne 

continuity 

momentum 

energy 

rate 

at 

dU 
at 

i. a (puA) 
A 3x 

/ 1 3p , 3u V 

P 3x + u ÎX 1 

lf= - [E|H + EU a U» A) + u 3e . 
9t 1 p 3x T d u 3x + u TÎT 1 

la 
at 

ÏÏX 

” u lx + q) 

(7) 

(8) 

(9) 

(10) 

state pRT 

where A * A(x), q denotes a nonequilibrium quantity such 
as eVib or chemical composition, and w is a function which 

EaSaí?I„sn<7Íetoy??n?f r?te pr?cess under consideratioruCh 
Equations (7) to (10), along with their subsequent t and x 
differentietions, allow the calculation of the nonequilibriu 
nozzle flow variables in steps of time, starting with 
assumed initial distributions throughoit the noizle. This 

to&1Ä3^1S^e8Tted in considerable detail in references 
here?d 11'* therefore' no further discussion will be made 
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not iïitindïïVeKUltS illustrated in the present survey are 
^tended to be a complete documentation of the curLnt- 

in refe?encesC9-ll10nRathUCh f°cumentations a^e available 
a nRather' tha present purpose is to give 

?f he results which clearly illustrate the natír^ 
advantages of the time-dependent technique. 

BLUNT BODY RESULTS 

“f2 "T““"-'-“ 

v2 _ 7 n M i th a cross~section given by b = 0.769 
away very raoïdlMÎA at aarlY time^ thl shockwave m¿ves 
inexorablv anr,ÍÍy Jrom.lts initially assumed shape and 
inexorably approaches its steady-state oositinn n 

step anThisaLb^0bSerVed between the 3°0th and*500th time Y 
Fiourí» 4 ® rapid movement is further demonstrated in 

boS shook 

tT^t¡líne ■ 
í VLIr uîbs^/s^-i sr 

in FiinL ?ÍmÍKar refults for a cylinder-wedge are shown 
where the time-dependent shock wave motion is 

nos« Í w!îrated*u The body ia composed of a cylindrical 

graphically dl^rm^ed'a^d^p.r^fLny^índl^inguish^bL“' 

,i a transition section is discussed in reference 9 ) 

cf™eïi;æHiïiL^ 
simple to applyf as ?¿rifieS in ?ef«eníenn? ^icuíe“,“" 

««îtr^’miî^^eïISon? lÍnSnytn^S““^ 

shows the final, steady-state pressure distribution a?rm/-r 
the surface of the blunted wedge as í fuíiction oí ?he ? 
vertical coordinate, y. Figurl 8 shows ?haí? (1) lL 
proper supersonic wedge pressure is achieved asymptotically 
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and monotomcally far downstream of the blunt nose, and 
(2) the pressure distribution over the cylindrical portion 
compares favorably with infinite Mach number circular 
cylinder results obtained by Fuller1« using an inverse 
method. At hypersonic speeds, the pressure distribution 
is somewhat insensitive to consequently, an infinite 
Mach number comparison is reasonably valid. 

(U) Two points concerning the nature of the present 

^m"t®Pendeno £lunt”body calculations can now be summarized 
from Figures 3-8; (1) the most extreme variations in the 

ow field occur at early times where the "driving potential" 
towards the steady state is the strongest, and (2) the 

is aPProached (and for practical purposes, 
is achieved) at large values of time. F ^ 

wh JU)*-v,The Prfvio“s results have dealt with two-dimensional 
bodies; the results for axisymmetric shapes are similar, 
as represented in Figures 9-11. Steady-state shock-wavi 

f sphere-cone are shown in Figure 9 and compared 
with Billig s correlation. 2 The body is composed of a 
spherical nose, a 14 degree half-angle cone afterbody, and 
a snort transition section at the shoulder (similar to the 
aforementioned cylinder-wedge). In addition, the steady- 

St^t?1SUrffce_pressure distributions are shown in Figures 10 
and il, and are compared with modified Newtonian predictions 

th® combined inverse blunt body and characteristics 
calculations of Roberts et al.15 Note that, along the 
conical surface downstream from the nose, the present time- 
ependent results qualitatively predict the over-expansion 

and subsequent approach to the sharp cone pressure value, 
pc. However, the quantitative values for this overexpansion 
(as well as the sonic line shape) may be influenced by the 
presence of the body transition section between the spherical 
nose and conical afterbody (in comparison to a pure sphere- 
cone shape); this matter is discussed in more detail in 
reference 9. 

(U) The previous figures demonstrate an inherent 
?f Î?® bi"»e-dePendent approach over more conventiona 

steady-state blunt-body techniques, namely, that by one 
unified solution, the flow field can be computed not only 
for just the blunt-nose region, but also for large distances 
downstream of the nose, in principal, no restriction is 
put on the extent of the flow field that can be treated; 
in practice, the flow field extent is limited by require¬ 
ments for reasonable computer execution times. Incidentally, 
the computer time for the present blunt-body flow-field 
calculations for one body shape at one free-stream Mach 
number averaged 25 minutes on an IBM 7090; however, the 
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computer programing was done by the present authors them¬ 
selves with no effort made for optimization, hence the 
quoted computer time is misleading and by no means reflects 
a lower limit. 

(U) Many additional results obtained during the 
present investigation plus some pertinent numerical experi¬ 
ments regarding the nature of the time-dependent blunt- 
body method are presented in reference 9. 

NONEQUILIBRIUM NOZZLE FLOWS 

(U) An entirely separate application of the time- 
dependent technique has been made to the problem of the 
expansion of a high temperature gas through a convergent- 
divergent nozzle when vibrational or chemical nonequilibrium 
conditions prevail within the gas both upstream and down¬ 
stream of the throat. The present time-dependsnt analysis 
circumvents several problems encountered with steady-state 
analyses, and has the virtue of being a more natural and 
straightforward approach to the problem. These advantages 
are discussed at length in references 10 and 11. The 
practical motivation for nonequilibrium nozzle calculations 

-Stems from the importance of high-temperature flows through 
rocket nozzles and high-enthalpy aerodynamic testing 
facilities, and the present time-dependent analysis appears 
to warrant serious consideration for future applications to 
such flows. 

(U) The following results are chosen as demonstrative 
samples of the present nozzle calculations; a complete 
discussion and presentation of results can be found in 
references 10 and 11. 

(U) In order to examine the purely fluid dynamic 
behavior of the present time-dependent nozzle analysis, 
results were obtained for the case of a calorically perfect 
(nonreacting, constant y) gas; some of these results are 
illustrated in Figures 12 and 13. Starting with an initial 
linear distribution, the transient temperature profiles 
through the nozzle are shown at various time steps in 
Figure 12. Two important points are ncted from Figure 12: 
(1) at early values of time, the profiles relax very rapidly 
to a steady-state distribution, and (2) the resulting 
steady-state distribution shows excellent agreement with 
known steady-state results obtained from reference 16. 
These results are complemented by the transient profiles 
of local-mass flow, puA, through the nozzle, as shown in 
Figure 13. The somewhat wavy initial distribution for puA 
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is a consequence of the arbitrarily assumed initial distri¬ 
butions for p and u. Figure 13 markedly illustrates that 
the transient solution rapidly proceeds to the proper steady 
mass flow, puA = constant. This aspect of the present 
analysis is an important virtue when applied to nonequilibrium 
flows, where the nonequilibrium critical mass flow can not 
be calculated in advance and must be obtained as part of the 
complete nozzle solution. 

(U) Figures 14 and 15 illustrate the time-dependent 
behavior of the vibrational and chemical nonequilibrium 
solutions respectively. Figure 14 shows the transient 
distributions of vibrational energy throughout the nozzle 
for the expansion of pure diatomic nitrogen. Note the 
rapid approach to the steady-state distribution. This 
steady-state distribution agrees with the results of a 
recent steady-flow analysis by Wilson et al*?, however, the 
time—dependent results were obtained in a more straightforward 
fashion.iU'11 Similar comments can be made for the case of 
the chemical nonequilibrium escansión of partially dissociated 
oxygen, as shown in Figure 15. Here, the transient profiles 
of atom mass fraction, a, are shown a. various time steps, 
and the final steady-state distribution is seen to agree 
favorably with the steady-state analysis of Hall and Russo.18 

CONCLUDING DISCUSSION 

(U) This paper has been a relatively brief survey of 
numerical, time-dependent, inviscid flow-field calculations 
made at the U. S. Naval Ordnance Laboratory. In the interest 
of conciseness, no effort has been made to discuss all the 
results and details involved with these calculations; the 
interested reader is urged to consult the cited references 
for more complete and self-contained discussions. However, 
the intention of the present survey has been to inculcate 
some appreciation for the advantages and straightforward 
nature of the time-dependent technique, and to present 
some results which are representative of the time-dependent 
numerical solutions for the flow about supersonic blunt 
bodies and the high-temperature nonequilibrium expansion 
through convergent-divergent nozzles. 
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FIG. 1: Coordinate system and grid points for blunt-body 
flow field 
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FIG. 3: Time-dependent shock wave motion, 
cylinder, M = 4 ' 
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FIG. 4s Time variation of wave velocity, parabolic 
cylinder, = 4 
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FIG. 5: 
SSÆState shoc,c. shaPes and sonic lines obtained 
with the present time-dependent analysis, parabolic 
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FIG. 6: Time-dependent shock wave motion, blunted wedge. 
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FIG. 7: Time variation of 
blunted wedge, M 

stagnation point 
= 8 

pressure, 
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FIG. 8: Steady-state surface-pressure distribution 
obtained with the present time-dependent analysis; 
blunted wedge, M = 8.0 

00 
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FIG. 9: Steady-state shock-wave shapes obtained with the 
present time-dependent analysis, sphere-cone 
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S 

FIG. 10: Steady-state surface-pressure distribution 
obtained with the present time-dependent analysis, 
sphere-cone, Moo « 4 
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FIG. Ils Steady-state surface-pressure distribution 
obtained with the present time-dependent analysis, 
sphere-cone, Moo = 8 
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FIG. 12= Transient and final steady-state temperature 
istribiitioriB for a calorically perfect eras 

obtained from the present time-dependent analysis, 
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DISTANCE ALONG NOZZLE, X 

FIG. 13: 
Tfansfent.and final steady-state mass-flow 
distributions for a calorically perfect gas 
obtained from the present time-dependent analysis; 
YI•4 
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FIG. 14 : 
Transient and final steady-state evlh distribu- 
tions for the nonequilibrium expansion of No 
obtained from the present time-dependent anílysis 
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0.9; 5,f 
t = 0 (INITIAL DISTRIBUTION) 

0.90 
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-t = 2800 At (STEADY STATE) 

t = 100 At 

y5 x io14cm%ole*-sec 

_ A/A* = 1 + 36 (X/L)2 

PQ = 9.4 ATM 

TQ = 5900®K 

_ L = 0.0228m 
a0 = 0.9457 

• HALL AND RUSSO; STEADY STATE 
ANALYSIS; REF. 18(aQ = 0.9432) 
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DISTANCE ALONG NOZZLE, X/L 

FIG. 15: Transient and final steady-state atom mass 
fraction distributions for the nonequilibrium 
expansion of dissociating oxygen obtained from 
the present time-dependent method 
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Paper No. 10 

NONEQUILIBRIUM FLOW OVER BLUNT BODIES USING 
METHOD OF INTEGRAL RELATIONS 

(U) 

(Paper UNCLASSIHED) 

by 

T. C. Tai 
Naval Ship Research and Development Center 

Washington, D.C. 20007 

ABSTRACT, The method of Integral relations is employed for 

calculating the fluid properties of a chemically nonequilibrium flow 

over blunt bodies traveling at hypersonic speeds. A five-component 

gas model composed of Og, Ng, 0, N and NO is postulated for a reason¬ 
able description of the chemical reaction process. 

The one-strip integration is considered along with a linear 

integrand approximation. The flow governing equations are then reduced 

to a system of ordinary differential equations for integration along 
the body surface. Hie fourth-order Runge-Kutte method is used in 

numerical computation. In order to establish the upper and lower flow 
boundaries, the frozen and equilibrium flows are also considered using 
the same technique. 

The numerical results compare closely with existing theoretical 
data. It is found that the "real gas" effect on the pressure is much 

smaller then on the density and temperature distributions. The non¬ 

equilibrium flow results generally fall between those of the frozen 

and equilibrium cases but tend toward the equilibrium one. However, 

^or M« “ 8.0, the nonequilibrium data, with assumption of vibration 
being unexcited at the shock, approach those of frozen flow. 

267 



8th Navy Symposium on Aaroballistics 

Vol. 2 

SYMBOLS 

A 

a 

e 

Fj^ thru Fg 

thru Gg 

h 

j 

k 

M 

m 

N 

P 

Q 

R 

R' 
o 

a function defined Equation (B20) 

functional constant 

mass fraction of i-th species, = Pi/p 

specific internal energy 

functions defined in Equations (Bl) through (B8) 

functions defined in Equations (B13) through (B18) 

static enthalpy normalized by its stagnation value 

number of reactions 

K - (Y -D/2Y 
00 00 

equilibrium constant for a chemical reaction 

forward reaction rate coefficient 

reverse reaction rate coefficient 

index in Equations (25) and (27) 

Mach number 

number of species 

number of strips divided in shock layer 

static pressure normalized by its freestream stagnation 
value 

catalytic body 

local body radius of curvature normalized by the nose 
radius 

body nose radius 

r radial distance measured from the body axis of symmetry 
and normalized by the nose radius 

St n orthogonal curvilinear coordinates measured along and 

normal to the body surface normalized by the nose radius 

T static temperature normalized by its freestream stagnation 
value 

U» V normalized velocity components tengent and normal to the 
shock wave 
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V, V 
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U) 
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6 
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velocity normalized by its maximum value 

molecular weight 

a function in Equation (26) 

a function in Equation (26) 

specific heat ratio 

shock layer thickness 

e “ Pjp 

characteristic temperature for dissociation 

characteristic temperature for vibration 

angle between body tangent and axis of synsaetry 

a function in Equation (26) 

Stoichiometric coefficients 

static density normalized by its freestream stagnation 
value 

angle between shock tangent and normal to body axis of 
symmetry 

rate of production by chemical reaction 

Subscripts 

conditions on body surface 

i-th species 

j-th chemical reaction 

component along n-coordinate 

component along s-coordinate 

total (freestream stagnation quantities) 

conditions at shock 

at s ■ 0 

conditions at freestream 
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a 

t 

* 

n 
Superscripts 

0, for two-dimensional flow 

1* for axisymmetric flow 

(primed) dimensional quantities 

conditions at singular point (sonic point for frozen and 
equilibrium flows) 

(1 
¡1 
D 
[1 
fl 
0 

D 
0 

D 
0 

fl 

Ö 
fl 
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In rejejt 8tuíie8 of hypersonic flow, a considerable effort has 
een expended on the problems of predicting aerodynamic forces and 

heat transfer over a blunt body. For inviscid flow regions, the 
problem has mostly dealt with the assumption either of froain (perfect 
g s) flow or of chemically equilibrium flow (Refs. 1, 2 and 3). 

«r-«Ce !/initf reaction ti,ne has an appreciable effect on the flow 
p operties, the actual flow will be in chemical nonequilibrium along 

fíolPh Ía¿ °r fUl1 víbration excitation. Analyses on nonequilibrium 
flows have been treated, for instance, by Lick (Ref. 4), Hall, 
Eschenroeder aid Marrone (Ref. 5) and Shih and Baron (Ref. 6). However 

became1«? ífÍCKlt: 5art °f,the aolution lies in the numerical technique* 
b ! % f ^wo“h°undary-value problems involved. Therefore, a workable 
fíoÍÜ f?r hanJlin8 the nonequilibrium, as well as equilibrium and 
frozen flows, is currently in demand. 

fhíS paper, t5e “et*10«1 of integral relations is employed for 
bodll« Î1 tr®ft:ment °f a chemically nonequilibrium flow over blunt 
bodies traveling at hypersonic speeds. In order to establish the 
upper and lower flow boundaries, the frozen and equilibrium flows are 
also considered using the same technique. 

ANALYSIS 

BASIC FLOW EQUATIONS 

8 an/n “SV“ ^8, 1* a" ortho8onal curvilinear coordinate system 
s and n, which are measured along and normal to the body surface is 

adiabatic c°°rdina5es’ the governing equations of a steady* 
flow "‘""'“'•“"'‘“«‘"g ohemiclly oonoqulllbtlo. 

Continuity 

Ir <oV°>+1: [ a +1) pv,,^ J - o 
s-Momentum 

BV V V 

vsãr+<1 + i> vn^ + -Y + ff-o 

d) 

(2) 
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n-Momentum 

s ds 

Energy 

0Vn n 0V 

-+(1+5>Vn^ 

V 

+(1 + $ - ^ =0 K p on (3) 

Reaction-Rate 

ac 

h + V 

„ ac. 
v8^r + (1 + ?) s as R n an 

id! R' 
(1 + £) —P 
V R; p' V 

K max 

(4) 

(5) 

pressure^densitv “h“" f68"6“ t0 the -°36 radI“3. “»d 

rate equations are renuir** «i ., nexc section, then three 
equations 

C0 + C0S + 
w0 CN0 

w. 
NO (V» (5a) 

co + co3 + cn^N2 + Cno»i (5b) 

•re neêd^XuLÍníelífvlhs^rÍTí1' S“te ““ eMhalP!' problem. omP¡.etely specify the blunt-body nonequilibrium flow 

State 

P *= p TW E Ci 00 111 
i w. (6) 

*• “ 03, Na, 0, N and NO 
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Enthalpy 

J 

i-Oa,Na 

L NO 

(7) 

where T is normalized with respect to the freestream stagnation 

temperature. Equation (7) is written based on the assumption of full 

vibration excitation. Rigorously, vibration relaxation effects 

should be considered by including vibration rate equations for Oa. Na 

and NO. However, at temperatures high enough so that dissociation 

begins to appear, the vibrational relaxation model loses its validity 

(Ref. 7). The use of simpler vibrational equilibrium will be suffi¬ 
cient to describe the nonequilibrium flow phenomena. 

The boundary conditions are: 

at the body, 

at the shock, the Rankine-Hugoniot relations may be applied. 

Continuity 

(9) 

Momentum 

3 3 3 
KP + p V cos y - KP + « y 

00 KC0 00 * 6 P6 (10) 

Voo sin X - u (11) 
Energy 

3 3 3 
h + V cos y ■ h + V 
00 00 ^ A (12) 
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Species 

(00>6 ■ <CN>6 " <CK0>6 - 0 

^C0a^6 “ ^C0s^® 

<CN > A “ (CM ) Ng 6 Ng oo (13) 

where u and v are normalized velocity components tangent and normal to 

the shock. The relations between u and v and velocities in the 
present coordinates are given by: 

V * u sin (x + 0) + v cos (x -0) 
6 

(14) 

Vn « u cos (x + 0} - v sin (x + 0) (15) 

The shock angle, x» Is geometrically related to the shock layer 
thickness, 6, by the equation: 

<*6 - 1 + 6/R 
ds tan (x + 0) 

In summary, there are twelve independent equations, i.e,, 
Equations (1) through (7) and (16) to solve for twelve unknown 

.«Ubi..: 6, V8. V I. P, p> h, C^, c0. C^, cN and C^. 

For a fully equilibrium flow, the system of equations and 

boundary conditions remain identically the same except Equations (5) 

are replaced by the algebraic equations atating the law of mass 
action: 

_/CiY* KC(T') 
H u ) ■ —— (for equilibrium flow) 

1\M1/ (p')!'! 
i 

Where v is Stoichiometric coefficient and K , the equilibrium constant 
for a chemical reaction. c 

In case of a frozen flow. Equation (5) is dropped and 
Equation (7) reduces to the simple form. 

h ■ T (for frozen flow) (18) 
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GAS MODEL AND RATE OF PRODUCTION 

For a chemically nonequilibrium flow, the change of various 

species of the gas mixture towards their thermodynamic equilibrium is 

governed by dissociation and recombination rate equations. Using air 

as working medium, a five-component gas model composed of Oat Na, 0 

N and NO is postulated for a reasonable description of the chemical* 

reaction process. Species other than oxygen and nitrogen in the air 

are neglected. Although ionization will normally occur after temnera- 

i?rLrr?CheS 8000° K* lts effect is small on the energy balance of 
fluid flow. Thus for gasdynamic purposes, it can be excluded (Ref. 8). 

T e specific reactions describing the high temperature regime for the 
mixture of five species are, identified by the letter j. 

j - 1,2,3,4,5 0a + QJÎ20 + Q (Q - oa, Na, 0, N, NO) 
K 

(19) 

j - 6,7,8,9,10 Ns + q22N + Q 

j “ 11*12,13,14,15 NO + QÏ^N + 0 + Q 

J “ I6 0a + N^NO + 0 

J “ I7 Na + O^NO + N 

The above reactions can be written in a general form 

K, m 

2 Vu Qi i 
i-l 1 K Qi 

(20) 

(21) 

(22) 

(23) 

(24) 

where y., and are Stoichiometric coefficients of Q. on the left 
and rigHE sides, respectively. The factor K,. and K /are the forward 

and reverse rate coefficients, respectively,£df the í^th reaction. 

Î o?® 8 CÄn be found in “"y source8 <for instance, 
Refs. 5 and 8), which differ from one to another. In this paper. 
those from Ref. 5 are used as listed in Table I. 

With reference to Equation (24), the rate of production of i-th 
species, is given by the following expression: 
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(25) 

where i « 0, N, NO. Substituting Equations (25) into (5) completes 
the desired rate equations. 

METHOD OF INTEGRAL RELATIONS 

A general method of numerical solution for nonlinear aero-hydro- 
dynamlc problem is the method of integral relations originally 

proposed by Dorodnitsyn (Ref. 9). This scheme is directly applicable 

to the present blunt-body problem. In applying the method, the system 

of nonlinear partial differential equations (1) through (5) have to 
be recast in divergence form. 

(26) 

After dividing the shock layer into strips of equal width, the 
divergence form of Equations (1) through (5) may be integrated outward 
from the body surface to each strip boundary successively at some 

constant value of s. This procedure reduces the partial differential 
equations (with independent variables s and n) to ordinary ones (with 
independent variable s). In performing the Integration, the 

distribution of integrand, a, ß and \, must be known. A general 

approach is to approximate the integrands by interpolation poly¬ 
nomials, for example a by 

N 1 
or - E a (s)n 

k-o K 

k 
(27) 

where N is the number of strips. In principle, the actual distribution 

may be represented more closely with an increasing number of strips. 

However, for a thin shock layer one-strip integration may be approxi¬ 
mated to yield fairly accurate results (Refs. 1, 2 and 6). For 

simplicity, therefore, for N - 1, Equation (27) assumes the form 

<'> + ! [h <»> -h <■>] I - I, I * a. ß, \ (28) b 

which implies that the Integrands vary linearly between body and shock. 
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„ (2«) into (26) and integrating along 
n-coordinate, there results ° 

Vol.2 

2 (ûb ' dl + 2 ds (or6 + ^ + 

+ 2 (X6 + V " 0 (29) 

where the subscripts b and 6 designate at the body and at the shock 
respectively. Quantities at the shock are given by Rankine-Huîoniot 
relations, namely. Equations (9) through (13). Quantities at the 
body are then dependent variables to be obtained by^olving aimulta- 

s%rin*ry diffetentui Äti? 

application 

fi!;e apPlicftion of the method requires, as mentioned above that 
the flow governing equation? be recast in divergence form The 

L““ . 8, 0™? *re 8lve” In APPendlr A. Upon S. 
corresponding Integrands Into E,nation (29), there résulté 

(30a) 

dX _ 
ds 

% 
ds 

(30b) 

(30c) 

(30d) 

(30a) 

(30f) 
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5 
ds (30g) 

dC 

ds 
NO 

= F, (30h) 

"Î'”jl,îj,r0“8h F* are Usted 1” Appendix B. Note that E<p. (6) 
»«t„fhdí15>.íaV? °ee" “Sed ln derlvln8 Eqs. (30). At this stage, a 
and (16)- ly lnl:e8rable equations is completed by adding Eqs. (5) 

-.- + - (c ) 
0 0* "no " ( °°\ 

cn + c. 
(30i) 

C0 + C02 + CN + C" + C— = 1 NO (30j) 

ÍA = i + ô/r 
ds tan (x + 0) (30k) 

E2UatÍ/?n«(30í are 8°0d for equilibrium flow. For equilibrium 

flow’ Eqs* nof! th™118!! ^ühí are replaced by £q- d7)- For frozen low, Eqs (30c) through (30e) are eliminated with the aid of 
isentropic relations while Eqs. (30f) through (30j) are dropped. 

NUMERICAL PROCEDURE 

EVALUATION OF INITIAL VALUES 

be CflrííÍHkn0r ínÍtÍaí Vflues» numerical integration of Eqs. (30) may 
to be eí!? ï aalr8uthe b0dy surface* The initial values are normally 
to be evaluated at the stagnation point. The flow properties at the 

íelftÍtÍOn f?ínt are/eadily f°und for frozen flow using the isentropic 
relations with specific heat ratio v = i a u- j-aenuropic 

rium and equilibrium flows, they must be obtlined^riótfgraaoralong" 
the stagnation streamline from shock to body until the velocity ‘8 
approches zero. In any case the shock detachment distance (one of 

¡r^¿vh^h (7>- 
Since at the stagnation point Vg - ra . 0, the derivatives 

b 
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vui. 

dVgb/ds and dx/ds yield the form 0/0. Although this is overcome with 

the aid of L'Hospital's rules, the ’’un-arical integration then has to 

now íí<at<S0,n<\?0ínt * Sma11 di¿ *nce awfty from the stagnation 
ÍhÍm i ÍS Calíed the "initial Point.» The initial values at the 
initial point are then evaluated through a Taylor's expansion from 
stagnation point remaining first order terms. 

NUMERICAL METHODS 

The standard fourth-order Runge-Kutta method is employed in 
numerical integration both along the stagnation streamline and along 
i%Kb°dVUr aCe‘ ,In ?rder t0 aV0id diver8ence of numerical results 
at the singular point (sonic point for froren and equilibrium flows) 
the integration is replaced by a curve fit in the neighborhood of ^ 
that point. This is accomplished with a fourth-order Lagrangian 
interpolating polynomial. 8 

fi I" ev;lu?îin8 the flow properties at the shock for equilibrium 
fiow, the Rankine-Hugoniot relations (Equations (9) through (12)) 
combined with the law of mass action (Equation (17)), result in a 
fourth-order algebraic equation. This is solved with the aid of Newton's 
me h°d of iteration. However, for nonequilibrium and frozen flows, 
no such iteration is required. * 

TWO-BOUNDARY-VALUE PROBLEMS 

Integration Along Stagnation Streamline 

As shown in Appendix C, the values for pressure and density at 
the stagnation point are needed in the equations for integration along 
the stagnation streamline. This constitutes a two-boundaryvalue 8 
problem in which the pressure and density values have two boundaries, 

dPt-ÍÍÜ<8h¡¡C£ aní at the b0dy# 11,6 former (at the «hock) are uniquely 
determined by the normal shock relations. The latter (at the body) 
are to be satisfied by repeating the integration; i.e., one uses 

amTinteeraf68 ^ Psía8-pt. and Pstag.pt. for the first integration 
and integrate values fo? Successive iStlgrations until they converge. 
Convergence is reached generally after two iterations. 

Integration Along Body Surfacp 

Not as unpopular as the previous one, a two-boundary-value 
problem involved in the integration along the body surface has been 
ïh^k H fee<ib*‘k'' nat,lre of elliptic equations. Here the 
shock standoff d^tance has to be guessed at the stagnation point and 
Í hI!rînn8/°ÎUÎiwn continues at the "sonic" point. The problem 
is best illustrated by Equation (30a) along with Fig. 2 where the 
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the sonic pointiere vel°=1íÍld?7dE^0theClrfVerSUS s"coordinate- At 
s VKdP/dp, the denominator of Eçuation (30a) 

goes to zero. A continuous solution exists onlv if 
becomes zero such that the ratio 0/0 still Jfs numerator, F 
As shown in Flo 9 a ' till yields a finite Quantity ^ 

.dju^n ofl' LoWeTÏZTJÎJ* “ «’«8e "i,. 
«th which the JcitînÙu; ôc”rs A ?" ïc'î ^ ^ 
iterations. y ' 4 typical case requires about 15 

COMPUTATION TIME 

«e of^the^rder f7090fC^ut4r 4 -^lete solution 

nonequillbriusi flow and ten mlnute^'for^^ií^Iu“?';^1"““^ ^ 
for longer computer time for pomíhk^í 4 J-iorium tiow. The reason 

involved in determining flow pîopertiesTrte .‘hÜcT ^ lteratl°n 

RESULTS AND DISCUSSION 

tr.v.togr«‘2lOOr:w“e«V:tbr-C8TL1 frj 0nf:£?ot 8phere 
is good for general ajtlsymmetric blúÜc b?dU¡W¿heAíhMU8h “”?lysls 

aTüií?data! ihe ^«ub. 
«th some previous solutions are pre^S 

RESULTS ALONG STAGNATION STREAMLINE 

crí^r^i^Tíí^tríe-í^íi-^Fi"0-- 
.nergy at its fully excited smÍT^ -Í .í“ re<lulred vibrational 

«11 fall within the ab^e t^ mmnfc'al. T,“*! "0“ 
terminated when the axial k 8 afes* The integration was 

the pressure ceased “ „r” * “* USS than “bout 0-0005 4"d 

diff«™?cêr?«we8?n't?eff??íf??tb??t ed by the temperature 

equilibrium) gas flows/ At M - 1^4^200^00'f0”?11“1^1^1“ a”d 

fr.estre.m Hech number decreases as sZn ZTiZTZZustr 
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mass fractions, as well as other properties, agree favorably with 

those of Shih and Baron (Ref. 6) as indicated in Fig. 7. In Ref. 6 

the vibration being fully excited at the shock was assumed in non¬ 
equilibrium flow calculations. 

RESULTS ALONG BODY SURFACE 

The calculated shock shapes and flow properties along the body 

surface of a sphere at 200,000 feet are presented in Figs. 8 through 

13. As shown in Fig. 8, the shock layer thickness for three types of 

flows has its value about ten percent of the sphere radius and remains 

thin up to that point where the local surface Mach number reaches two 

(s = 1). This is well past the sonic point beyond which the method 
of characteristics may be employed. 

The frozen, equilibrium and nonequilibrium pressure variations 

along the body surface are shown in Fig. 9. The nonequilibrium flow 

results of Ref. 6 are also given. Very good agreement is found. It 

is seen that the real gas effect on the pressure distribution is small. 

The calculated pressures can be apparently approximated by the modified 

Newtonian pressure law with the Busemann centrifugal correction as 

shown. Since it is generally known that this approximation (modified 

Newtonian + Busemann) yields lower pressures than experimental data, 
the presently calculated pressures and those of Ref. 6 are both 

slightly too low in the downstream region. The discrepancy may be 

attributed to the use of simplified s-morventum and rate equations as 

discussed in Appendix B. The real gas solutions for density, tempera¬ 

ture and velocity distributions differ appreciably from those for a 
perfect gas as shown in Figs. 10 through 12. In general, the 

nonequilibrium results lie close enough to those equilibrium values 

for Mœ- 14.44. At Mœ - 8.0, it is seen in Fig. 11b that the non¬ 

equilibrium temperatures with vibration excited at the shock inclines 
towards equilibrium values, while those with vibration unexcited 
inclines towards frozen case. 

Fig. 13 ¡¿hows the mass fraction distribution along the body 

surface at M» * 14.44. The results compare also favorably with those 

of Ref. 6, Although not presented, it is found that the results of 

concentration of species depend directly on the body nose radius R', 
as well as the rate of production, w' It can be shown that the 0 

overall productive term of rate equations (right side of Equations (5)) 

may be represented approximately as Reynolds number based on R' times 

a function of freestream stagnation temperature for a given veRicle 

speed. The real gas effects become important only if both Mach number 
and Reynolds number are large. 

SHOCK DETACHMENT DISTANCE AND SONIC POINT LOCATION 

Figs. 14 and 15 show the shock detachment distance and sonic 
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point (singular point for nonequilibrium flow) location, respectively 

a° fU"Cti0nS °f freestream Mach number. Both results agree excellently 

Trauanïr^f S^h and Baron 6) and favorably well with that of 7 
Traugott (Ref. 1) for detachment distance and those of Kendall (Ref 11) 

for sonic point location. Also presented in Fig. 15 are sonic point 

locations obtained simply from the isentropic expansion using modified 

Newtonian pressure with centrifugal correction. Different specific 
heat ratios are used to simulate frozen flow with y = 1.4 or 

equilibrium flows with Y * 1.1 and 1.2. It is found that this simple 

approach does yield a good approximation to the more sophisticated 

calculations such as the present method and that of Ref. 6. For high 
Mach numbers, the results tend to flatten out as in the so-called 
principle of Mach number independency in hypersonic flow. 

CONCLUDING REMARKS 

chemically nonequilibrium flow over axisymmetric blunt 
bodies using the method of integral relations has been investigated. 

The frozen and equilibrium flows are also considered, using the same 
techniques, as limiting cases. 

F°4 0?e~8t5ip inte8ration, the numerical results compare closely 

rî^nî !íín8 theo^ical data- The calculated shock layer thickness 
remains thin enough for one-strip approximation to be valid. It is 

tîat 5he "r!al 8as" eff,iCt on the pressure is much smaller than 
on the density and temperature distributions. The nonequilibrium flow 
results generally fall between those of the frozen and equilibrium 

cases but incline toward the equilibrium one. However, for M = 8 0 

the nonequilibrium data, with assumption of vibration being unexcited 
at the shock, approach those of frozen flow. 

Th« use of exact s-momentum and reaction rate equations along 
the body surface might have isolated the influence of flow properties 

from one streamline to th< other in the subsonic region. In this 
regard, computer programs will be revised as t^ employ the full 

s-momentum and reaction rate equations instead of the above exact 

(along a streamline or body surface) ones. The results will be 
discussed in the formal report. 
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APPENDIX A 

DIVERGENCE FORMS OF BASIC FLOW EQUATIONS 

Continuity 

ir^V0) +f; [<l + f> pV°] 

s-Momendum 

ds r0(pVs + KP) 
an rG<1+>sVn 

n rapV V 
« (1 + KP sin 0- 

n-Home nd urn 

i <r>.V + * Í''U + fHpv“ + Kp) 

n r (Pv0 + KP) 
■ (1 + r) KP cos 0 +-2- 

R R 

Reaction-Rate 

t <rV.Ct) + ^ [r°(l + |) pVnC1 

0/,. n, «Í r (I + i 
R p' V r i max 

(Al) 

(A2) 

(A3) 

(A4) 

ÍI 
0 

n 
D 
D 
0 
[I 

iJ 
0 
II 
II 
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APPENDIX B 

EXPRESSIONS FOR FUNCTIONS APPEARING IN ORDINARY DIFFERENTIAL 

EQUATIONS (30a) THROUGH (30h) 

With the use of one-strip approximation in the method of integral 

/5iîîi0nS,rtheJfunCtions F1 throu8h F in Equations (30a) through 
(30h) are found as follows: 0 

-P 
F, V - V 
1 s6 S 

1 d6 g sin fi 
6 ds n T5 vs (1 + I) + Vn 

6 R t 

nr ( 1 +-2S_£22_S 
-Pb 

4 + 
(Bl) 

F 
r s 

l6 

^rñnp. 

rb P6VS6Vn{ i 3f 

+ (1 + + ^6008 6 ’ aP6Vs V8in 9 

(rb + 06 cos 0 / <P6VSsG3 + PS\e2 + vs Vn Gl) 
0 6 6 6 

(B2) 

dV 

p3 - K\2Pb\— + <Pbv.b+ “'b) I sf + °p6< a +1) ^ 

+ /1 + -q§,cos 9 

+ ÜÍL-S 
a 

L 

<2^V.sC2+\G1 4) P6V8 V, 

Pb 

6 n6 

CTPbVs + + °>**b 
b 

3 df 
+ V 

8b ds 
(B3) 
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Z fi 
» i W, 

Pbffb 
Tb ds 

F 5 W ds 
00 

2 
i«02,Na 

L NO 

+ 12 A 

7 1-0,nI Wi 

(B4) 

2 Z 
7 i«03,Na 

NO 

'i dci/ 9vi 
W. ds l © /T. . 
i \ ewv/ b-1 

l— 1 

2 fi+5Z fi , 2 z Ci 
i-03,Na W 7 i-0,N W. + 7 i-02,N2 W. 

L NO 1 1 NO 1 

( 
0 /T. 3 © /T. ' e v/ b 

(eev/Tb-l)' 
(B5) 

F7 ’ “Ü C5 * Si G6 

F8 " °Âo G5 " CN0 G6 

where 

P 
6 

V 

P 

Pô " Pco7 « 

■ 3 3 

» L1 + Y« Mœ w» X d 

e)sin X cos x sin e + 

-•>] 

[l- <1 

(B6) 

(B7) 

(B8) 

(B9) 

(B10) 

e)cos x] cos e ■ (Bll) 
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Vn “ V®{ (1 ’ e) 8in X cos X cos 0 + [(1 - €)cos2x -l] sin e] (B12) 

Y» Mœsin2X (1 - e) (Ae - 1) 
TTr-S-3- 

1 e {vA008 x[a(26 -1) -l] -A-l} 

G2 “ Voc{sin 9 + (cos X cos 0 - sin X Sin 0) 

+ [(1 - e) sin X + e G1 (cos XVp^J j + Vn 
6 

G3 * ^»|cos 9 '(cos X sin 0 + sin x cos 0) 

+ [ (1 " e)sin X + e G. (cos tf/n ! i - V 
L 00-1 s. 

J 6 

G4 " PooVooMoo [(1 " e>Sin 2X + ^ G1(C0S XVpaJ 

S “ K> 

j dv 
G . 08111 9 + i + I_ Pb . 1 \ 

" +«^+ 57 +V 17 
’b 

_o 6 ds pu 
rb b 8- 

r. 
e - |(1+A)(1 + YœMœ coa2y) - [(l+A)3 (1 + cos 

' 4A YA cos X (7 + YœMœ cos y) ] % j j(2A yj^ cos^ 

(B13) 

(B14) 

(B15) 

(B16) 

(B17) 

(B18) 

(B19) 

and 

A - (h6 + e^) p6/P6 (B20) 
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Note that from p. 124, Ref. 8 

6 (chemical composition and vibrational 
energy both frozen) 

8 (chemical composition frozen, vibrational 
energy excited) 

(B20a) 

(B20b) 

For equilibrium flows, it is found that 

C, 
A » 2 

® /T 
V 
i 

i“02,N2,W i-02,N2, W 0 /T . 
NO NO 1 e 

0. ®d. j oo i £ C. 0d 
—A +2^ — 

i-08,N8 Wi T i-Oa,Na, W¿ T i»0,N Wi 
NO 

z 21 
i-08,N8,N0, W 

0, N 1 

(B20c) 

Since the body surface is also a streamline, the s-momentum and 
reaction-rate equAtiòns may be replaced with their exact forms along 
a streamline. The corresponding F^, Fg, and Fg then become 

PbVs. dV8l 

K ds 

F6 - G5 

F7 " G5 

F8 “ “ÄO G5 

(B21) 

(B22) 

(B23) 

(B24) 

The use of above simplified forms is self justifiable within a 
single streamline. The question arises whether this is an appropriate 
use In the nose region where the flow is subsonic and its properties 
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influence from one streamline to the other. In this paper, the 

numerical results are calculated based on Equations (B21) through 

(B24) for s-momentum and reaction equations. The programs will be 
revised as to use Equations <B3), (B6), (B7) and (B8) instead of 

(B21) through (B24), respectively, and the results will be discussed 
in the formal report. 

APPENDIX C 

FLOH EQUATIONS ALONG STAGNATION STREAMLINE 

Along the stagnation streamline where V ■ ra - 0, the basic 
flow equations are reduced to the following forms. 

Continuity 

(Cl) 

s-Momentum 

(C2) 

n-Momentum 

<C3) n dn p dn 

Energy 

a 
h + V - 1 

n <C4) 

Reaction-Rate 

V ffi. *; «i 
dn o' V' 

The equations for conservation of species, thermodynamic state 
and enthalpy assume the same forms as Equations (5) through (7). 
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The boundary conditions are: 

at the body, 

at the shock. 

Continuity 

Momentum 

Energy 

Species 

V = 0 n (C6) 

P» Voo “ " p6 Vn, 

+ p V8 - KP + Pc VS oo ^oo go 6 M6 n 

3 2 
h + V - h + V 

00 <* 6 n, 

<co>« - S>6 ■ <V6 ■0 

6 

(C7) 

<C8) 

(C9) 

(CIO) 

<C0 K " (Co > U3 6 03 00 

" ^CNa^ oo 

The term ÍÔM i is * nonzero quantity. It is determined by a 

linear variation of°its values at the shock and at the body; i.e., 

(^0 ■ b + t [(¾. 8 • (¾).. J <el1) 
The limiting process of L'Hospital's rules applied to 

Equations (30a) and (30b) gives 

(*\) i + s0 r » i 
1 ^o,b “ Wn P6Vn.<1+7) -2MPh-P,) 

6 ^ 

(C12) 
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(C13) 

noini-N in, d pb are Pressure and density at the stagnation 
^686 values are assumed for the first integration and 

integrated values are used for successive integrations. 

291 

, 



I 

! 

û 8th Navy Symposium on Aeroballistics 

Vol.2 

CO u 
a 
« 

<S 
0) u 
& 
c 
o 

4) 
10 
h 
<u 
> 

<3 

'S 
cd 

î 
o 
b 

Xt 

& 

292 



8th Navy Symposium on Aeroballistics 

Vol.2 

293 



8th Navy Symposium on Aerobailistics 

Vol.2 

(U) Fig. 2. Velocity Gradients Along Body Surface of 

Sphere at M » 14.44 
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(U) Fig. 3. Pressure Distribution Along Stagnation Streamline 

for a Sphere at M ■* 14.44 
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(U) Fig. 4. Density Distribution Along Stagnation Streamline 

for a Sphere at M = 14.44 
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(U) Fig. 5a. Temperature Distribution Along Stagnation 

Streamline for a Sphere at M - 14.44 
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(u) Fig. 5b. Temperature Distribution Along Stagnation 
Streamline for a Sphere at M * 8.0 
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(U) Fig. 6. Velocity Distribution Along Stagnation Streamline 
for a Sphere at M - 14.44 
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(u) Fig- 7. Mass Fraction Distribution Along Stagnation 
Streamline for a Sphere at M = 14.44 
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(U) Fig. 8. Shock Shape for a Sphere at M ■ 14.44 
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(U) Fig. 9. Pressure Distribution Aiong Body Surface of a 
Sphere at M - 14.44 or a 
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(U) Fig* lla* Temperature Distribution Along Body Surface 
of a Sphere at M = 14.44 
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(U) Fig. 11b. Temperature Distribution Along Body Surface 
of a Sphere at M - 8.0 
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(U) Fig. 12. Velocity Distribution Along Body Surface of 

a Sphere at M = 14.44 
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(U) Fig. 13. Mass Fraction Distribution Along Body Surface 

of a Sphere at M » 14.44 
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SUPERSONIC LAMINAR AND TURBULENT 
ABLATION STUDIES WITH TEFLON* 

(U) 

(Paper UNCLASSIFIED) 

by 

E. M. Winkler, R. L. Humphrey, 
J. A. Koenig, and M. T. Madden 
U.S. Naval Ordnance Laboratory 

White Oak, Silver Spring, Md. 20910 

ABSTRACT. (U) Experimental programs have been carried 
out in the U. S. Naval Ordnance Laboratory 3-Megawatt Arc 
Tunnel to study the interaction of ablation and a vehicle's 
aerodynamic characteristicsn The test conditions involve 
stagnation pressures of 20 to 30 atmospheres, temperatures 
of 4000 to 9000*R, and Mach numbers of 2.3 and 3. The test 
models, made of teflon, were smooth or had cracks machined 
into the surface. They were instrumented for pressure, 
temperature, heat-transfer, and skin-friction measurements. 
The laminar data are compared with the predictions of a 
numerical procedure known as BLIMP-CMA. Surprisingly close 
agreements have been found between experimental data and 
predictions. Ablation-induced transition is observed in all 
laminar runs. In fully turbulent runs criss-cross striations 
are observed. Cracks in the ablative models have pronounced 
effects on the ablative behavior. Substructure heating can 
be severe depending upon sise and direction of the cracks. 
Ablation reduces the wall-shear stress by about 40 percent. 

* This study was supported by the Naval Ordnance Systems 
Command, ORDTASK 351-001/092-1/UF 20-322-502, the Independent 
Exploratory Development Program, Task Number MAT-U3L-000- 
F008-9812, Problem 027, and the Defense Atomic Support 
Agency, Contract Number DASA No. 563-68. 
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NOMENCLATURE 

■ width of crack, inch 

■ height of crack, inch 

- wall enthalpy, BTU/lb 

- stagnation enthalpy, BTU/lb 

■ Mach number 

- supply pressure, atm 

p 
■ heat transfer rate to crack wall, BTU/ft sec 

p 
- heat transfer rate to duct surface, BTU/ft sec 

- friction Reynolds number (on the basis of b) 

- supply temperature, *R 

- local flow velocity, ft/sec 

- free-stream velocity, ft/sec 

- axial distance in flow direction, inch 

- distance into crack, perpendicular to surface, 
inch 

- boundary-layer thickness, inch 

- boundary-layer displacement thickness, inch 

2 
- wall-shear stress, Ib/ft 
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INTRODUCTION 

(U) Ablative materials are an accepted means for pro¬ 
tecting re-entering vehicles or parts of re-entering vehicles 
from the intense heating during certain phases of the flight* 
With their use, problems became apparent or are anticipated 
to develop which, at present, are inadequately described by 
analytical approaches. For small vehicles, flight test 
results have indicated that roll Instabilities develop under 
certain conditions during re-entry. The anomalous forces 
are significant at altitudes below 100,000 feet. The process 
is not adequately understood, but it is possibly linked with 
the interaction of ablation and the vehicle's aerodynamics. 
There is also concern that cracks in the ablative heat shields, 
that have developed prior to re-entry, will severely affect 
the protection of the substructure for which the shields 
were designed. If cracks have developed in heat shields the 
ablative behavior may be altered which in turn may affect 
the aerodynamics of the vehicle. To study these processes, 
research programs were carried out at the U. S. Naval 
Ordnance Laboratory (NOL) under the sponsorship of the 
Naval Ordnance Systems Command and the Defense Atomic Support 
Agency. 

APPROACH 

(U) Because of the lack of an adequate analytical 
description of the phenomena Involved, NOL * s approach was 
primarily experimental. It endeavored to produce actual 
flight conditions in the 3-Megawatt Arc Tunnel. The experi¬ 
ments were designed to measure boundary-layer parameters 
and material responses that will assist the development of 
theory or at least allow an empirical correlation of critical 
parameters. For a typical IRBM this involves the stagnation 
conditions shown in Fig. 1, namely pressures of 20 atmospheres 
and larger and enthalpies of 3000 to 4000 BTU/lb if its flight 
altitude is lower than 60,000 feet. These supply conditions 
can be achieved in an arc tunnel. Because of the manner the 
boundary layer develops on blunted bodies, the proper simula¬ 
tion of flight conditions on a blunted re-entry vehicle can 
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ïh»Pr«fU4#? 5y ;xPandJn8 the «as iron a reservoir having 
the specified stagnation conditions to a relatively low 
tree-stream Mach number. One can either study the flow 
external or internal to a model with equal validity of the 
results. NOL selected the latter approach because it is 
experimentally quite attractive since it allows an easy 
Instrumenting for obtaining pressure, temperature, heat 
transfer and skin-friction data. For the substructure 
heating studies, the flight regime to be simulated was approx 

shown on Fig. 1, However, in addition 
co Mach number, supply pressure and enthalpy, a number of 
other parameters had to be considered to achieve proper 
. occur to a re-entering ICBM with 
î«CÎÎSÏÎ?->blîtlve h?at 8hield‘ The cracks may be considered 

a8Pecî ratio h/1»* Prom flow studies in 
cavities with non-ablating walls one knows that the wall-to- 
stegnstion enthalpy ratio, Hw/H0, the friction Reynolds 
number,ReT, characteristic sizes as b/6* and h/b, as well 
as the geometry of the cavity Influences the heat transfer 

îî* caviÎP waîls* Geometry factors include orientation 
of the cavity with respect to the flow direction, spacing 
of the cavities if there are more than one, and the cavity - 
edge geometry. With ablation present, the blowing rate 

Sílírmí* frf»?1!0 Saa4Îîub® c?n8ld«r®d. It is believed that 
í °:01:ín?í wldth or lar8®r on the conical part of 
ï6aî 8hl?ld ÄaP Present problems. If one considers 

the point of maximum heating for an ICBM that travels on a 
trajectory of minimum energy, the following range of para- 

?Sîîr* aî® e?"Puted for a "isst1« of ballistic factor of 
1000, and which has a conical heat shield of 10-degree half 
angle with a 1/4-inch nose radius: 

2 < M £ 10 

70 < Re. < 2000 

0.05 £ b/6* £ 10 

0.2 £ Hj/Hq £ 0.4 

The blowing rate parameter, essentially an indication of 
tî^a??unt of shielding provided by the ablator, will vary 
Vi Tn ma a ^ a 1 9 J 
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EXPERIMENTAL ARRANGEMENT 
Voi. 2 

(D The experimental setup is quite simple and is shown 
in Figs. 2 and 3. The arc heater, in this case a three- 
phase, four-ring, a.c. arc (Ref. 1), discharges the air into 
an axially symmetric contoured nozzle. The flow then enters 
axially symmetric ducts made of the ablative material. The 
nozzle, as well as the duct contours, have been corrected 
for the boundary-layer growth. The Mach number 3 nozzle and 
ducts were designed for laminar flow, while the Mach number 
2.3 nozzle and ducts had turbulent boundary-layer corrections 
applied to them. The flow then discharges into a diffuser 
and exhaust system. 

(U) All but one of the ducts had static-pressure 
orifices. Some were Instrumented for in-depth temperature 
readings and/or surface temperature readings, heat-transfer 
and skin-friction measurements (Ref. 2). The Pitot pressure 
was measured at the exit of the duct in all experiments. 
Ablation was determined from contour measurements prior to 
and after the runs. The supply conditions in the arc heater 
were computed from the measured pressure and mass flow 
using the method of Ref. 3. 

(U) For the substructure heating studies, cracks were 
machined into the ducts, parallel and transverse to the 
flow direction. The crack widths and heights were selected 
to cover a desired range of the parameters listed previously. 
Heat gauges were installed at the bottom and on the side 
walls of the cracks. 

(U) A total of eleven ducts were tested during this 
program. The tunnel operating conditions and duct instru¬ 
mentation are summarized in Table 1. 

ANALYTICAL PROCEDURES 

(U) Several analytical programs have been used in the 
analysis of the experimental data. Test results obtained 
under conditions shere the duct boundary layer was pre¬ 
dominantly laminar were compared with the predictions of 
the Boundary Layer Integral Matrix Program - Charring 
Material Ablator (BLIMP-CMA) (Ref. 4) which were acquired 
from the Aerotherm Corporation. These two procedures 
are fairly versatile and permit calculation of teflon 
ablation rates, boundary-layer parameters and in-depth 
material response in non-similar, multicomponent, 

315 



8th Navy Symposium on Aeroballistics 

Vol. 2 

chemically-reacting, laminar boundary layers along axisym- 
metric or planar surfaces. Quasi-steady or transient 
solutions can be obtained. 

4.1. iU\ The BLIMP Program incorporates a modified form of 
ï\u?Cv pelatlon for the ablation of teflon (Refs. 4 and 
5; which states that the process is rate controlled over the 
surface temperature range of interest. Scala had assumed 
that the ablation of teflon is a quasi-steady depolymeri¬ 
zation process according to Ref. 6 where the depolymeriza¬ 
tion of the teflon polymer is considered of first order 
with respect to the weight of the solid. He also retained 
the combustion term in the equation, which greatly improved 
the agreement between predicted and observed ablation rates. 
Other assumptions which make the program quite general for 
various applications are that (a) surface reactions and 
reactions through the boundary layer and discontinuous wall 
conditions corresponding to a change in material are allowed, 
(bj the flow is in equilibrium except that certain species 
may be considered frozen, or allowed to react at finite rates, 
(c) there is an option that allows equal or unequal diffusion 
and thermal diffusion coefficients, (d) the entropy layer, 
energy balance, or mass balance concepts can be used. For 
the present application, the options of a reacting surface 
an equilibrium air boundary layer, unequal diffusion 
coefficients, and a discontinuous wall condition were used. 
The latter was required because of the non-ablating cold 
nozzle wall upstream of the teflon ducts. 

(U) The CMA program allows the transient in-depth 
prediction of wall temperatures. This program is also very 
flexible. Its basic assumptions are that (a) a maximum of 
three components are allowed for the ablator - two resins 
and one reinforcement, (b) the density history follows an 
Arrhenius-type law, (c) the pyrolysis gases are in equilib¬ 
rium with the char, (d) the pyrolysis gases pass out of 
tue material Immediately, (e) coking cannot occur, (f) the 
cross-sectional area can vary and (g) the conduction is 
one—dimensional• The CMA can be run with any one or a 
combination of three options. These are (a) a specified 
surface chemistry to define the film coefficient, (b) a 
specified surface temperature and recession rate and (c) a 
specified radiation view factor and flux. The program was 
used with option (b) above. Together with the BLIMP it was 
used to predict the transient behavior of the teflon ducts. 
Most of the data, discussed later on, were compared with 
the transient solution, since it was found that the time 
for reaching steady state was comparable to the testing 
time. 

316 



8th Navy Symposium on Aaroballistics 

Vol.2 

(U) Unfortunately, the BLIMP-CMA procedure has as of 
now, no turbulent boundary-layer option. Ab a consequence, 
the data obtained with turbulent boundary layers alonq the 
duct wall, could not be compared with predictions. However, 
numerical procedures were devised to analyze the experimental 
data to the extent considered essential for the substructure 
heating studies. It combined a computational program appli¬ 
cable to turbulent boundary layers on non-ablating walls, 
experimental Information, wall species, and temperature 
data obtained from the use of BLIMP. The computational 
program (Ref. 7) was first used to calculate the flow and 
boundary-layer data through the nozzle and duct for the 
start of the test. The measured time-pressure variation 
in the duct during the test was then used to correct the 
boundary-layer edge condition as function of time. The 
measured wall shear-stress data, together with the BLIMP 
predicted wall conditions, were used to calculate the wall 
heating rate, assuming the validity of Reynolds analogy. 
These were of course quasi-steady statecomputations. It 
was felt that this is acceptable, since the experimental 
shear-stress data indicate that for the turbulent boundary- 
layer test runs, steady-state conditions were reached in 
less than one second. 

(U) Measured in-depth wall temperatures recorded 
during the turbulent boundary-layer tests were compared 
with numerical predictions obtained by using the finite 
difference technique of Schmidt allowing for the receding 
surface by the addition of an ablation term. 

RESULTS 

LAMINAR BOUNDARY LAYER TESTS 

(U) Six test runs were carried out at a Mach number of 
3, a supply pressure of approximately 21 atmospheres and 
stagnation temperatures of about 9000*R. Test durations 
were about 11 to 13 seconds. The pressure distribution 
along the ducts remained essentially unchanged for the 
duration of the tests. There was a small favorable pressure 
gradient due to an overcompensation of the boundary-layer 
growth. The recording of wall temperatures was only partly 
successful, since the "receding** surface thermocouples 
failed to recede and showed erratic reading once exposed to 
the gas flow. The onset of this erratic reading, however, 
allowed us to fix the onset of ablation to about 4 to 4 1/2 
seconds after the start of the tests. The gas-wetted 
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surfaces of the ducts developed a glossy, waxy surface 
presumably attributable to one of the teflon degradation 
species. This has been generally observed by other Investi- 
gators (Refs. 4 and 7,. A yellow to brownish discoloration 
evidences that combustion has taken place. 

(U) Two of the ducts show longitudinal, almost parallel 
striations over the entire length of the duct as shown in 
Fig. 4. The cause of the striations isstlll speculative, 
there was no recorded difference in operating conditions 
between the runs where the striations were produced and the 
others where the surface remained smooth. However, the 
striations tie in with conclusions reached during the 
analysis of the experimental data, as will be discussed 
later on. Increased ablation is observed downstream and 
UEi I?"“ Pressure orifices. Downstream, the increased 
ablation is plume shaped and extends about eight diameters 
°í ™e.PPeS8ure orlfic® beyond the orifice. The maximum 

?bout two diameters. On the upstream side, the 
additional ablation did not occur on all orifices and was 
confined to a distance of two or three orifice diameters. 

(U) For all laminar tests, no ablation was measured at 
the duct entrance because of the contact with the water- 
cooled nozzle. Then ablation increased very rapidly and 
reached a maximum 1 1/2 to 2 inches from the duct entrances. 
It then decreased, as expected for a laminar boundary layer. 
But^ then an inversion occured at x - 3.5 inches, and a 
second maximum appeared at x~ 4.3 to 4.5 inches. The 
Mnormal” behavior was well predicted, though with varying 
degrees of accuracy, by the BLIMP-CMA programs, as seen 
from Figs. 5 and 6. There is strong evidence that the 
observed anomaly was due to boundary-layer transition. The 
momentum thickness Reynolds number variation along the duct, 
as predicted by BLIMP, showed that a value of 450 was 
reached at the point of inversion, which was sufficiently 
large for transition to occur. The calculated boundary 
layers exhibited normal laminar velocity profiles prior to 
the point of inversion, but then showed inflections, see 
Fig. 8, a strong indication of instability that will lead 
to transition. The predicted transitional behavior found 
support in the parallel striations that developed in two of 
the tests. Other investigators (Refs. 9 and 10) have found 
parallel striations in the region of laminar instability. 

(U) The first shear-stress measurements were made at 
a location which is now recognized as being the transitional 
region of the duct. The balance responded very rapidly as 
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shown in Fig. 9 and appeared to approach the predicted steady- 
state value in about 13 seconds. The minimum exhibited at 
t “ 4.8 seconds was first erroneously attributed to transients 
in the ablation process. In a repeat test, carried out to 
clarify the matter, two balances had been installed In the 
same duct, one in a definitely laminar region, the other in 
the transitional region. Readings at the latter location 
repeated the first data, while in the laminar region, the 
shear stress was found to decrease uniformly from its non¬ 
ablation value, as shown in Fig. 10. The final value is 
about 36 percent of the predicted cold-wall-shear stress 
and agrees with the BLIMP-CMA prediction within 22 percent, 
as shown on Fig. 10. 

(U) Steady-state conditions appeared not to be achieved 
during any of these tests; this was also shown by the CMA 
calculation. Fig. 11 is a plot of the "heat storage term". 
It has to vanish for steady-state ablation. At t - 12 
seconds it was still large in comparison to the surface 
heating rate for this time, that is, ~ 10 BTU/ft^sec as 
compared to the surface heat transfer of 158 BTU/ft^sec. 

(U) Predicted and measured in-depth and wall-surface 
temperatures compared quite well. The in depth temperature 
measurements were made with thermocouples installed at 
various locations along the ducts. Due to the particular 
thermal characteristics of teflon, the thermocouples had to 
be installed at depths that would be very close to the 
surface at the termination of the tests, and the thermo¬ 
couple location had to be known to within 0.002 inch. This 
was not quite achieved. It is believed that the experimental 
data were accurate to not better than 10 percent. The over¬ 
all agreement with prediction was, however, surprisingly good 
as seen from Fig. 12. No explanation has been found for the 
opposite trends of experimental and computed data. Wall- 
surface temperature data were evaluated from the measured 
ablation using the Scale relation as given in Ref. 5. Only 
the data in the definitely laminar portion of duct number 
2L were used. The agreement with the BLIMP prediction is 
within 15*F at a level of 1300*F or 1.2 percent (Fig. 13). 

TURBULENT BOUNDARY LAYER TESTS 

J (U) Five test runs were carried out at a Mach number 
of 2.3, supply pressures approximately 21 and 28 atmospheres 

. and temperatures of 4300 to 4600*R. The boundary layer was 
I fully turbulent, or at least predicted to be fully turbulent, 
* through the entire length of the duct. Ablation was very 
^ pronounced under these conditions, and the duct static 
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î,^î“r.?e0re*8e? very r*Pldly »«er the first second of 
mSÍÍSLÍIS® *» «ho»n í" «g- 14. This pressure variation 
represented a change In flow Mach nunber from 2.3 to 2 6 

ÂîîtSiVï1; M *" 00;<“tlons. testing times..;®- 
lon^itlírfií2lL6,5 seconds* Four °í the five ducts had 

1 and4tr®n»veps« cracks instrumented with heat 

♦íUBUnafízed,,ln Table l- The val«es of h/b, b/5* 
refer to the cold-wall conditions. The fifth duct was used 

ore«îuïîfe+*nCe tî8t f0r duct nu“ber 4T to obtain the needed 
dltï ïïïi temperature, and skin-friction data. Skin-friction 
data were also obtained with duct number 3T for the 21 
atmosphere test series. 

jThe overall ablation behavior of the ducts in this 
WaS Jepy «nlfo«“» Increasing from zero at the 

îeîiîïn^ ÍÍ/.rderaÍe ntxímum ®t X - 1 inch, and then 
°if to an almost constant value of about 70 percent 

víiíSe«íÂXl??mú The t0tal amount of ablation for a given 
lîîoSiSÎ Tîl1« aî tïanîier Varled lln«aply with time, 

îï o S of ablation to be deduced. It was deter- 
b Î:3 *econd‘ All ducts exhibited cross-hatched 

ÏMÎîîÎïüiPat+eïîî* Î® 8hOWn in Fig® 16* The Patterns started 
Immediately at the duct entrance and formed more regularly 
if a pressure orifice was not located there. The cracks had 

the^oaclnffa 0n the *tpi*tion pattern; they altered 
;;e+;PaSln*8 ®r ®v*n caused them to disappear (Fig. 17). 
#1,.151.^811,88^81^ of ^ooRttudinal cracks, the inter- 
í thî*îraC? xWak®M and the «triations produced 
a complex pattern (Fig. 18). Analytical studies are under wav 
in connection with this program. way 

(U) The heat gauges at the bottom and sides of the cracks 
respondetí imm^dUt^iy. Some of the temperature readings ïîf 
ïh£W2rtln ïig* 19' For the longitudinal crack, the center of 
the downstream wall experienced practically the Mcold-waU” 
surface heating rate. For the bottom of the crack, the 
heating rate (Fig. 20) varied first almost linearly with 

fiïîtfl0î/ïar0 to.°*2#of th® surface heating during the 

nercent °f î®8!?"8 tlm®» and then '««ghe«* 100 percent of the surface heating within the next 3/¾ second 
™®Kc®"fp tb? upstream wall showed an erratic behavior 
probably indicative of changing vortex formation. The 

£:;“Tr8îwîPaCS,?®atln* rataa Showed a more moderate 
heatingrate** 21^ reachlng at baat 8 Psrcent of the surface 

. Unfortunately, the number of runs and the range of 
variations of parameters was insufficient to draw firm* 
conclusions. The following are the observations; (a) For 

& /■ 
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aspect ratios of about four, the heat transfer to the bottom 
of the crack reaches up to 8 percent of the duct surface 
heat transfer, (b) The value of h/b does not seem to be a 
unique correlating parameter, nor does b/5* or Re-, as can 
be seen from Table 2, which contains all data obtained for 
h/b of 4. This has not yet been sufficiently analyzed to 
suggest correlation, (c) With increasing depth of the 
crack, the heat transfer decreases very sharply and is only 
1.0 to 1.8 percent of the surface heating rate. This behavior 
is consistent with Ref. 11 analytical predictions for this 
range of h/b and ReT as is shown in Pig. 22. (d) The tempera¬ 
ture records show some very Interesting trends. The short 
duration run, duct number IT, shows a uniform rise in tempera¬ 
ture. For other runs a periodic behavior is exhibited, or 
at least suggested»by the temperature traces. After a 
uniform rise of the crack-bottom temperature for a certain 
time there follows a period where the temperature remains 
constant for some time, or even decreases, then the temperature 
rises again at about the initial rate. This may repeat Itself 
several times in one recording as seen from the temperature 
traces of Fig, 23. The same periods of temperature rise and 
constant temperature are not necessarily maintained in two 
cracks in the same duct. This observation strongly suggests 
that vortex flow exists in the cracks with the number of 
the counter-rotating vortices being some multiple of the 
crack width. Then, as ablation progresses, the crack height 
is reduced and the width Increased to a degree that the 
vortex at the bottom of the crack can no longer be maintained; 
the vortex breaks up and the gas becomes more or less stag¬ 
nant. The bottom temperature remains constant until the 
next vortex has reached the bottom or a re formation has 
taken place to fit the changed height and width of the crack. 
If one adopts the results of Ref* 12, namely, that 30 percent 
of the heat transferred across the dividing streamline atop 
of a cavity is transferred at the bottom of the first vortex, 
and so on, the present results suggest that at the end of the 
tests two to four vortices existed in the transverse cracks. 

SUMMARY AND CONCLUSIONS 

(U) Supersonic ablation studies with teflon were 
carried out in the NOL 3-Megawatt Arc Tunnel. The test 
conditions were selected so that the boundary layer in the 
teflon ducts was predicted to be either all laminar or all 

♦The authors appreciate that ARAP and DASA authorized the 
use of these unpublished results. 
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turbulent. Experimental data of wall-static pressure surf»**» 
and in-depth temperature, skin friction and heat transfer 
were obtained. Total ablation was evaluated from the wall 

7 g? d ?íth the «xception of the so-called surface 
thermocouples that were inadequately matched to teflon. 

two iniivïïî.îa™ar^data were co*P*r«d with the results of 
lytl 1 Procedures, the HLIMP-CMA. In general, very 

îî fbîfï!!ï®nîiWïî ,OUnd between experiments and predictions, 
î" ÎÏ ? ?latí°íí ftn0!naly ln the downstream half of the 

t0 be duo to larain« instability which 
was probably followed by transition. 

CU) The ducts tested under turbulent boundarv-laver 
Sa? in8truraented transverse and longitudinal cracks 

Jub8tructure heating. The non-dimensional heating 
rate for transverse cracks was found in good agreement with 

ïîïïïtîïïîrÎ!înti1 data and the Predlctton of « unpublished 
I11* temP®r*ture records obtained from 

gauges on the bottom and side wall of the cracks indicate a 
changing vortex flow in the cracks. indicate a 

,iParal*#£ striations were found in two of the laminar 
ducts and cross-hatched striations in all turbulent ducts. 
Îîîîîïfî orifices and cracks have a pronounced effect on the 

pattern. Further studies, experimentally and 
theoretically, are underway. 
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(U) TABLE 1, Oporatlng Conditions and Instrumentation 

Duct Mach Supply Supply Test 
IVuaber Number Pressure Temperature Time Instrumentation 

(atm) (*R) (sec) 

1L 3.03 20.3 

2L 3.04 21.4 

3L 3.03 22.0 

4L 3.06 22.45 

5L 3.03 22.0 

6L 3.06 22.3 

IT ~2.3 20.6 

2T —2.3 20.6 

3T -2.3 21 

7700 

8800 

7870 

6600 

7560 

6220 

4330 

4680 

4320 

13 6 static-pressure 
orifices 

13 4 surface thermo¬ 
couples - 6 static- 
pressure orifices 

13 4 thermocouple 
pluo:s with 3 
thermocouples per 
plug - 6 static- 
pressure orifices 

13 1 skin-friction 
balance - 6 static- 
pressure orifices 
4 thermocouple plugs 

13 6 static-pressure 
orifices - 1 longi¬ 
tudinal and 1 trans¬ 
verse crack, each 
with one heat gauge 

12 2 skin-friction 
balances 

2.7 3 static-pressure 
orifices - 1 longi¬ 
tudinal and 1 trans¬ 
verse crack, each 
with one heat gauge 

5.7 1 static-pressure 
orifice - longi¬ 
tudinal crack with 
three heat gauges 
1 transverse crack 
with one heat gauge 

4.2 1 static-pressure 
orifice - 2 trans¬ 
verse cracks, each 
with one heat gauge 
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(U) TABLE 1. Cont. 

Duct Mach Supply Supply Test 
Number Number Pressure Temperature Time Instrumentation 

(atm) (*R) (sec) 

3AT ~2.3 21 4320 

i 

4T ~2.3 28.5 4330 

5T ~2.3 28.5 4330 

6.4 2 static-pressure 
orifices - 2 
transverse cracks, 
each with one heat 
gauge - 1 skin- 
friction balance 

4.4 2 static-pressure 
orifices - 3 
transverse cracks, 
each with one heat 
gauge 

4.6 3 static-pressure 
orifices - 3 in- 
depth thermo¬ 
couples - 1 skin- 
friction balance 
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(U) FIG. 2 Nozzle and Ablation Duct Arrangement 
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(U) FIG. 5 Predicted and Measured Total Recession 
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Axial Distance from Duct Entrance (inches) 

(U) FIG. 6 Predicted and Measured Total Recession 
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Time (seconds) 

(U) FIG. 10 Wall Shear Response 



8th Navy Symposium on Aaroballistics 

Heating Time (seconds) 

(U) FIG. 11 CMA Predicted Approach to Steady State Ablation 
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Location of Skin 
Friction Balance 

Length (inches) 

(U) FIG. 15 Total Surface Recession 
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(U) FIG. 22 Transverse Crack Heating Summary 
(Courtesy Aeronautical Research 
Associates of Princeton ) 
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Paper No. 12 

RECENT PROGRESS IN THE CALCULATION OF 
TURBULENT BOUNDARY LAYERS 

(U) 

(Paper UNCLASSIFIED) 

by 

Tuncer Cebeci, A.M.O. Smith, and G. Mosinskis 

McDonnell Douglas Corporation 

Douglas Aircraft Company 

Long Beach, Calif. 90801 

ABSTRACT, (u) In the seventh BOWACA symposium on aerobalListics 
held at Point Mugu in June 19661 A.M.0. Smith and his coworkers pre¬ 

sented the governing boundary-layer equations for incompressible and 

compressible turbulent flows and outlined a general method of solution 

for these equations. Some results were given for the case of incompres¬ 
sible flows. 

(U) The present paper reviews our progress in this area since the 

last meeting and presents a few comparisons of the many calculated and 

experimental results for incompressible and compressible turbulent flows 

with and without heat transfer for Mach numbers up to 5. Based on the 

comparisons made so far, it can be said that the method is quite accu¬ 

rate and fast; a typical compressible turbulent flow can be calculated 
in less than two minutes on the IBM 360/65 computer. 
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INTRODUCTION 

(U) In the seventh BOWACA symposium on aeroballistics held at 

Point Mugu in June I966, A.M.O. Smith and his coworkers presented the 

governing boundary-layer equations for incompressible and compressible 

turbulent flows and outlined a general method of solution for these 

equations [l]. The numerical method was the one that was developed at 

Douglas under contract NOw 60-0533c for solving laminar boundary-layer 
equations and was based on the shooting technique. The fluctuation 

terms in these equations were eliminated by means of eddy-viscosity and 

eddy-conductivity concepts. Some results were given for the case of 
incompressible flows. 

(u) Since that time much progress has been made and very encourag¬ 
ing results have been obtained in this important area. First, the 

computation time has been reduced drastically by replacing the shooting 

method by an implicit finite-difference method without sacrificing accu¬ 

racy. For example, with the present method a typical incompressible 
turbulent flow can be calculated approximately in one minute, and a typ¬ 

ical compressible one can be calculated in less than two minutes on the 
IBM 360/65 computer. 

(u) Second, the method has been well explored for incompressible 

turbulent flows with and without heat transfer and good results have 

been obtained. Out of the twenty-five different turbulent-boundary- 

layer prediction methods presented at the Stanford Conference held this 

past summer at Stanford, tie Douglas method [2] was evaluated to be one 
of the methods placed in the top group. Third, the boundary-layer equa¬ 

tions that are being solved account for the transverse-curvature effects 

which become quite important in predicting boundary-layer growth on 

slender bodies of revolution such as certain missiles or at the tail of 

a streamlined body of revolution. The present method was used to com¬ 

pare the available experimental data for such cases. The results were 
quite good. 

(u) Fourth, the method has been explored for a good number of 

adiabatic compressible turbulent flows with and without pressure gradi¬ 

ents for a range of Mach numbers up to 5 an(i again good agreement with 

experiments was obtained. At present the method is being explored for 
compressible turbulent flows with heat and mass transfer. 

(U) Ihe following sections describe the method and present several 

comparisons of calculated and experimental results for incompressible 
and compressible turbulent flows. 
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BASIC EQUATIONS 

BOUNDARY-LAYER EQUATIONS 

(U) If the normal-stress terms are neglected, the compressible 

turbulent boundary-layer equations for two-dimensional and axisymmetric 
flows can be written as in [3]: 

Continuity 

(I) 

Momentum 

du 
e 

Energy 

(3) 

where k = 0 for two-dimensional flow and k = 1 for axisymmetric flow. 

(u) The basic notation and scheme of coordinates are shown in 

Fig. 1, where u^ is a reference velocity, ue(x) is the velocity just 

outside the boundary layer, Hg is the total enthalpy outside the bound¬ 

ary layer, and he is the local enthalpy outside the boundary layer. 

The coordinates are a curvilinear system in which x is distance along 

the surface measured from the stagnation point or leading edge. The 

dimension y is measured normal to the surface. Within the boundary 

layer, the velocity components in the x- and y-directions are u and 
V, respectively. The body radius is r0. 

(u) In these equations, the transverse-curvature effect (TVC) is 

retained because of its importance in predicting boundary-layer growth 

on slender bodies, such as certain missiles or at the tail of a stream¬ 

lined body of revolution. In such cases the radius of the body may be 

of the same order of magnitude as the thickness of the boundary layer, 
and neglect of this effect could be quite important. 

(u) The boundary conditions are: 

Momentum 

u(x,0) = 0 

v(x,0) = 0 

lim u(x,y) = u (x) 

y “ 

or v(x,0) = vw (mass transfer) 
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Energy 

H(x,0) = H c 
w 

lim H(x,y) = H (x) 

y -* oo 

FORMULATION OF EDDY VISCOSITY AND TURBULENT PRANDTL NUMBER 

(U) In^rder to solve Eqs. (l), (2), and (3), it is necessary to 
relate -u'v', the Reynolds shear-stress term, and the -v’H’ term to 

the dependent variables u(or v), and H, respectively. Here we use 

eddy-viscosity (e) and eddy-conductivity (At) concepts, and set 

du 

dy (6) 
-u ’v’ = e 

and 

-v'H’ = A, Í 
t dy 

Equation (7) can also be written as 

-v'H' = -2- 
' Prt ^ 

(7) 

(8) 

by defining the turbulent Prandtl number as 

(U) The expression for t 

mixing-length theory; that is, 

du 

Prt “ v/'-f 

£i ‘ * l§F 

in the inner region is based on Prandtl' 

(9) 

where t, the mixing^ length, is given by l = k,y. A modified expres¬ 

sion for t is used in Eq. (9) to account for the viscous sublayer 
close to the wall. This modification, suggested by Van Driest [4], is 

Í = [l - exp (-ï)] (10) 

where A is a constant for a given streamwise location in the boundary 
layer, and is defined as 26v(iv/p)~1/2, with w denoting values at 

the wall. Equation (lo) was developed for a flat plate. Here, we 

modify the constant A to account for pressure gradient. From the 

momentum equation it follows that the shear stress close to the wall 
may be written as 

T = T 
W 

+ & y 
dx y 

If A is defined as 26v(t/p) the constant becomes 

26v( 
p dx p/ 

-1/2 

(ID 

(12) 
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Then the expression for inner eddy viscosity becomes 

2 

V2 2 
ei = kiy 

1 - exp 
26v \P 

J1 + ££ £ 
vV2l 

dx p 

àu 
ôy 

(13) 

(U) The expression for e in the outer region is based on a con¬ 

stant eddy viscosity, e0, 

e = k u 6, 
o 2 e K 

w 

modified by Klebanoff's [5] intermittency factor 

the following formula 

7 1 + 

7, approximated by 

(15) 

which is a convenient and sufficiently accurate approximation to the 

error function. 

(li) The choice of constants k. and k2 in the eddy-viscosity 

formulas depends slightly on the definition of the boundary-layer thick¬ 
ness 6. As in se-varai previous studies, for example, Ref. 2,6, the 

values of the constants k’ and k2 are taken to be 0.4o and O.OI68, 
respectively, and 6 is defined as the y-distance for which 

r = 0.995. 

(U) The constraint used to define the inner and outer regions is 

the continuity of the eddy viscosity; from the wall outward, the expres¬ 

sion for inner eddy viscosity applied until = e0. The dividing 

point is yc. Figure 2 shows a typical eddy-viscosity variation across 

the boundary layer for a flat-plate flow. 

TRANSFORMATION OF BOUNDARY-LAYER AND EDDY-VISCOSITY EQUATIONS 

(u) Equations (l), (2), and (j), which are expressed in the coordi¬ 

nates of the physical plane, require starting profiles, but these equa¬ 

tions are singular at x = 0. For this reason, vie first transform them 

as in previous studies to a coordinate system that removes the singular¬ 

ity at X = 0, stretches the coordinate normal to the flow direction, 

and places the equations in an almost two-dimensional form. We use a 

combination of the Probstein-Elliot [7] and Levy-Lees [8] transformations. 

d| = p p u 
e e e 

If a stream function V is introduced such that 

(16) 

(17) 
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and if t|c is related to a dimensionless stream function f as 

t(x,y) = (18) 

then the momentum equation, Eq. (2), and the energy equation, Eq. (3), 
become : 

Momentum 

(1 + t)2k C(l + e+)f" 

Energy 

_ _ * 25 (f ' Sf - S’ |f) (SO 
after the terms -u'v' and -v'H' are replaced by the relations given 

by Eqs. (6) and (8). In Eqs. (19) and (20), t is the transverse- 

curvature term, ß is the pressure-gradient term, C is the viscosity- 
density term, and e is the ratio of eddy viscosity to kinematic 
viscosity. They are defined as follows: 

+ ff" + ß 
P 

= 2| |f 

(f’)c 

>f ' sr . _ f» ¿f' (19) 

t = - i + 1 * 2I¡_S£S_2 P 
2 pu j p 1 

^ e e ° 

2if% 
“ ue d5 ' 

C = 
P M- e e 

e+ 
V 

The dependent variables f' and g in Eqs. (l9) and (20) are dimension¬ 

less velocity and total-entha ;y ratios, respectively, defined as 

f' =u/ue and g = H/He. It can be seen from Eqs. (19) and (20) that 
setting k = 0 reduces the ooundary-layer equations to two-dimensional 

form. For axisymmetric flow with no transverse-curvature effect, k = 1 

and t = 0, which indicates that the ratio of r to r is unity, 
since 0 

r = rQ + y cos a 

and t in the physical plane is defined as t = (y cos a)/r . Further¬ 

more, if €+ is zero, Eqs. (19) and (20) reduce to a classical form 
of the compressible laminar boundary-layer equations. 
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(U) The boundary conditions given by Eqs. (4) and (5) become; 

Momentum 

fU,0) ^ = 0 or 

f w 

P V 
V V 

P P u 
e e e 

d| (mass transfer) (21a) 

f'(l,0) = 0 lim f'U,^) = 1 (21b) 
T) -■* oo 

Energy 

H 

g(|,0)=^-gw or g;(5,0) = g- (22a) 
e 

lim g(|,T|) = 1 (22b) 
T| —•» or 

Similarly, we can transform the eddy-viscosity expressions by using the 

transformation given by Eqs. (l6) and (l8). In dimensionless form, the 

expression for eddy viscosity for the inner region becomes 

For two-dimensional and axisymmetric flows, the definition of displace¬ 

ment thickness, 5^, used in the outer eddy-viscosity expression is 

(24) 
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becomes111 temS °f ^ transforraation defined by Eqs. (l6) and (l8). 

= lili1/! /l_ P (1+ trk Pe h . 
,% \r0/ J {1 + t) r (1-f,)dTi (25) 

0 

f-i™ ^U^i+..1S to be noted that the definition of 6* for axisymmetric 
flows With .ransverse-curvature effect is not the same as the definition 

?McLss ïs“dn:rnal fl0VS' In the f°™er CaSe’ the ^-Placement 

(* • (¾) (* ■ t dy 
which can be related to two-dimensional &* as follows: 

8* / 26' 
= -1+ /1 + two-dim. 

In the outer eddy-viscosity expression, however, the ô£ is used as a 

g^nlylf (24)n£r’.ÏÏH ltS definltion «”=hafged from th^t 
given by hq. ^24; for either incompressible, compressible, or axisvm- 
metnc flows with transverse-curvature effects. ^ 

vioonSfvív,01111!11810111688 f0:^n, the exPression for the outer eddy viscosity then becomes ^ 

■ *< (y k.f E_ (gs)1/g J (1 + t)"k ~(1- f ' )dTJ 

.0 
(26) 

where 7, as defined by Eq. (15), now becomes 

7 = 1 + 5.5 

16 

(l + t)"k pe/p dq 

rf 00 J (l + t) k pe/p dq 

-1 

358 



8th Navy Symposium on Aoroballistics 

FLUID PROPERTIES 
Voi.2 

(u) Fluid properties that appear in the momentum and energy 
equations are density (p), viscosity (p), specific heat at constant 
pressure (cp), and therma] conductivity (A*). The latter appears in 
the energy equation through the laminar Prandtl number, Pr, defined 
as Pr = UCp/Ar 

(U) The present method is developed so that arbitrary fluid proper¬ 
ties may be used. In other vords, the fluid properties are inputs in 
the computer program in the form of formulas or tables as functions of 
temperature. In this study, air is treated as a perfect gas, and the 
fiuid properties p. and p are assumed to be functions of specific 
enthalpy only; the specific heat of air at constant pressure, c , is 
assumed to be constant and equal to 6035 ft2/seC2 oR> ^ visco^y u 
is obtained from Sutherland's law expressed as 

P 
00 (U ,3/2 h + I.19I+93 X 10* 

I 00 

h + I.I9493 X 10( 
(27) 

Bie density-enthalpy relation is obtained from the equation of state and 
irom the assumption that static pressure remains constant within the 
boundary layer. Prandtl number is an input to the computer program. 

METHOD OF SOLUTION 

SOLUTION OF THE MOMENTUM EQUATION 

H(U) Befof® solve E(ls- 0-9) and (20) by an implicit finite- 
meíh0dLWe first linearize Eq. (19). Introducing a trans¬ 

lated stream function <p defined by cp = f - q and replacing the 
streamwise derivatives by three-point finite-difference formulas at 
5 Sn, which permits arbitrary spacing in the Ç-difection, we get 

[(1 + t)2k C(l + €+)cp''] ' + (cp + T^Jcp" + ß[(pe/p) - (cp')2_ 2cp'— 1] 

= 25[(cp' + DÍA^» + A2^_1 + A5^_2) 

- ^(Al(p A2 Vl Ax<P 0)] 3 n-2/J 

¿ = 5, 

(28) 

where for simplicity, the subscript n is dropped. At ¿ = e , the 

fo™í^eS ^Al> A8> and are the usual Eagrangian interpoïation 
formulas and are known, and the quantities having the subscripts n-1 

a 2 f1’® functions of 11 from solutions obtained at the two 
previous stations. Thus, at | = 5n, Eq. (28) is an o-dinary differ¬ 
ential equation in q. mere is no problem of starting the solution 
because the terms with streamwise derivatives disappear, since 1° ¿ 
At the „ext station, the three-point fomnufare’repUced 
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two-point formulas; at all stations farther downstream the three-point 
formulas are used. 

(U) To linearize Eq. (28), we assume that certain terms that make 
the equation nonlinear are known from the previous iteration; that is, 

[(1 + t)2kCo(l + e4)o9"] + (cpo + T])(p" + ß[(pe/p)o_ cp^çp'— 2(p'- 1] 

= 2|[(cp¿+ 1)(A1<p'+ A  

“^(V+A2Vl+A3V2)] ^ 

ïïie subscript o indicates that the function is obtained from a previous 
iteration. 

(u) The solution of Eq. (29) is obtained by an implicit finite- 
difference method after the dependent variable cp has been replaced by 
the perturbation terms = cp - cp0, ZSp' = cp' - cp¿, etc.* A finite- 
difference pattern in the shape of a horizontal T involving three 
points in the J-direction and five points in the q-direction is used. 
See Fig. 3. The resulting algebraic equations are solved by the Choleski 
matrix method. 

SOLUTION OF THE ENERGY EQUATION 

(U) Hie method of solution of the energy equation is similar to 
that of the momentum equation. Again the 5-derivatives are replaced by 
finite-difference formulas that are identical to those in the momentum 
equation. The energy equation is solved by an implicit finite-difference 
method. However, this time the five points in the q-directions are 
replaced by three points because the energy equation is of second order. 

(u) For details of the solutions of both the momentum and the 
energy equations see Ref. 9. 

VARIABLE-GRID SPACING IN THE q-DIRECTION 

(u) Bie finite-difference formulas used in both the momentum and 
the energy equations contain a variable grid in the q-direction, which 
permits shorter steps close to the wall and longer steps away from the 
wall. Ihe grid has the property that the ratio of lengths of any two 
adjacent intervals is a constant; that is, ^ = KAqi_1. The distance 
to the i-th grid line is given by the following formulai 

i = 0, 1, 2, 3 (30) N ) • • • 

■•‘The reason for choosing cp rather than f, and Acp rather than cp, 
is that the round-off errors are reduced. 
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where is the length of the first step and i = N when Tt. 

Fxgure 4 accurately represents the ,-spacing for ^ = lo" = 0.01 = \ 

STARTING THE SOLUTION 

xal velocity and enthalpy profiles are specified. Of course for 

incompressible flows with no heat transfer it is only necessary to 
specify the velocity profile. Y necessary to 
are ^ Case/hen initial velocitrmd enthalpy profiles 
eauatdnn«' af e WG see^ a solution to momentum and energy 
enthalpy3proflles k' ^ P«pertie. 
momentum Ration. Uis 

|„-t a„arin„ereanau outer^regions »e 

equation. Then fluid properties are obtained for that particular soin 

established and th^1, regj°nS for the eddy-viscosity formulas are 
established and the momentum and energy equations are solved in succès- 

^sr;;:sxr:rrn:?of 8*“ 
streif the T'T d^' 

initial values of f and its derivatives are obtained from t¡* íalíes 
for 5n > ?ñ1) Ít whP ?ar? t0 an assumPtion for these values 

thickness ltnllL gn_ J® For^this reason6 ^anf °™ed boundary-layer 

and its derivatives are obtained from 5'= | * u^to^n °f f 

^ > (’On-p f is obtained from V =¾1^ )° /Ssii 

see ngSS6Îed k*, ^ and f" and f ^ are ãiSüied tS"èe zeri 

approach*2fr;af% !;TraSSU,nPtÍOn ÍSPermÍSSÍble^ Since f" and » loo* 

*For laminar flows, the convergence criterion is based only 
on f " w 
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ACCURACY OF THE NUMERICAL METHOD 

(u) The ultimate test of a numerical method is a comparison of 

calculated results with exact solutions and with experiments. For 

laminar flows there are many analytically obtained solutions as well as 

solutions obtained by well_tested and well-established numerical methods. 

On the other hand, there are no exact solutions for turbulent flows, and 

all one can do is to compare the calculated results with experiments. 

Since the turbulent boundary-layer equations must contain some empiri¬ 

cism in them because of the fluctuation terms, it is necessary to estab¬ 

lish the accuracy of a numerical method before one can investigate the 

validity of the assumptions made for the fluctuation terms. In addition, 

it is quite useful to study the characteristics of the numerical method, 

such as computation speed, rate of convergence, etc. 

(U) Such a study has been made for the present method in Ref. 9. 

Various incompressible and compressible laminar flows, and incompres¬ 

sible turbulent flows have been calculated by this method, and compari¬ 

sons with exact solutions, numerical solutions, as well as experimental 

flows have been made. In all cases, the method was found to be com¬ 
pletely accurate for both laminar and turbulent flows. The investiga¬ 

tion showed also that the computation time was very small. In general, 

a typical flow, either laminar or turbulent, consists of about twenty 

x-stations. The computation time per station is about one second for 

an incompressible laminar flow and about two to three seconds for an 

incompressible turbulent flow on the IBM 360/65. Solution of energy 

equation in either laminar or turbulent flows increases the computation 

time about one second per station. For further details, such as effect 
of and Aq-spacings on the computation time, accuracy, rate of 

convergence, see Ref. 9« 

COMPARISONS OF CALCULATED AND EXPERIMENTAL RESULTS 

(U) In this section we present comparisons of calculated and 
experimental results for several incompressible and compressible turbu¬ 

lent flows obtained by the present method discussed in the previous 

sections. It should be pointed cut that these comparisons are just a 

few of the many flows investigated by this method, and the reader should 

see Refs. 2, 6, 10, 11, and 12 for further comparisons. 
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TWO-DIMENSIONAL FLOWS 

(U) A large number of two-dimensional turbulent flows, such as 

flat-plate flows, equilibrium flows in favorable and in adverse pres¬ 
sure gradients, and nonequilibrium and separating flows, have been 

calculated by this method. The results were presented at the special 

symposium held at Stanford in August I968. In most of these flows, the 

agreement between calculation and experiment was quite satisfactory 

(see Refs. 2 and 12). Here we present a comparison of calculated 

results with experiment for flat-plate flows with and without mass 
transfer. 

(U) Figure 7a shows a comparison of local skin-friction coeffi¬ 
cients calculated by the present method and those calculated by the 

Prandtl-Schlichting formula (Ref. 13) for a flat-plate flow, 

= (2 log10 Rx - O.65) ^-2.3 
(31) 

as well as experimental values and Coles' line (Ref. 14). The experi¬ 

mental values are taken from Ref. 14. Figure 7b shows a comparison of 

calculated results with experiment and with those given by the univer¬ 
sal logarithmic velocity 

5.75 log 2HÍ + 5 in 
'10 y + >iü (32) 

at Rx ~ 10 and ?-0^' Flgu1,6 7c shows a comparison of calculated 
results with experiment and with those given by the logarithmic velocitv 
distribution (Ref. l4), J 

u — u 

u7 = 2.8O - 5.75 log 
10 (33) 

at Rj, - 106 and lo7. Figure 7d shows a comparison of calculated and 

experimental results for Klebanoffs data (Ref. l4) at Rg = 77,000. 

(u) The method has also been used to compute flows with mass 

transfer. Figure 8 shows the results for two uniform blowing rates, 
vw/ue =.0,r011 and 0,002> for the boundary layer measured by Mickley 
and Davis [15], and Fig. 9 shows the results for two uniform suction 
rates, = — 0»00312 and — 0.004-29, for the boundary layer 
measured by Tennekes [l6]. The agreement in both cases is quite satis¬ 
factory. 

AXIS YMME TRIG FIOWS WITH TRANSVERSE-CURVATURE EFFECTS 

(U) When the radius of a body in a viscous flow is of the same 

order of magnitude as the thickness of the boundary layer, the trans¬ 

verse curvature effect becomes quite important and strongly affects 
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the skin friction and heat transfer. Extensive analytical study of the 

TVC effect has been made for laminar flows, but not much work has been 

done for turbulent flows. In Ref. 17, Landweber investigated the TVC 

effect by using the l/7th-power-law velocity profile and the Blasius 

skin-friction law. Using the momentum integral equation, he found that, 

at a given value of momentum-thickness Reynolds number, skin friction on 

the cylinder was greater than that on a flat plate and that the boundary- 

layer thickness was correspondingly smaller. In Ref. 18, Richmond 

reported an experimental investigation of axisymmetric boundary layers. 

He measured the velocity profiles on various slender cylinders and esti¬ 

mated the skin friction by the "streamlines hypothesis" of Coles [19]. 
In Ref. 20, Yasuhara described experiments on an axisymmetric boundary 

layer along a 20mm-diameter, 1750mm-long cylinder, to investigate the 
TVC effect on the velocity profile. He measured velocity profiles in 

laminar, transition, and turbulent regions. His laminar velocity pro¬ 

files agreed fairly well with theory. When he plotted his turbulent 

velocity profiles in the law-of-the-wall coordinates used by Richmond, 

he observed that, as the boundary-layer thickness increased relative to 
the body radius, the profile near the outer layer tended to bend down 

relative to the line of the logarithmic-wall law. This was caused by 

the TVC effect. Recently, Rao [21] extended Coles' law of the wall to 

thick, axisymmetric turbulent boundary layers in which the sublayer 

thickness is comparable to the radius of transverse curvature. He 

showed that the law of the wall very close to the wall can be expressed 
in the form 

r 

a m 
rather than by the linear relation u/u* = yu*/v of two-dimensional 
flow or by the form u/u* = yu*/v (l + y/2a) used by Richmond. He 

stated that at small values of Ra, = uea/v there was a fjO-percent dif¬ 

ference between the value of c^ obtained by Richmond with the stream¬ 
line hypothesis and the value obtained by Eq. (j4). 

(u) Hie same kind of flow has been computed by the present method 

[lO]• Figures 10 and 11 show a comparison of calculated and experimental 
velocity profiles for the boundary layer measured by Richmond. Fig¬ 

ure 12 shows a comparison of calculated and experimental law-of-the-wall 
profiles in the axisymmetric turbulent boundary layers. Figure 13 shows 

a comparison of calculated and experimental velocity profiles for the 

boundary layer measured by Yasuhara. Ohe results indicate that the 

present method is quite accurate, as it was in two-dimensional flows. 

INCOMPRESSIBLE FLOWS WITH HEAT AND MASS TRANSFER 

(U) The results obtained by the present method for two-dimensional 
incompressible flows with heat transfer are described in Ref. 2. These 

flows consist of flat-plate flows with heating and cooling, as well as 
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flows in both favorable and adverse pressure gradients with cooling. 

Some of the comparisons are presented here. 

(U) The local Stanton number is defined as 

(35) 

which, in terms of transformed variables can be written as 

(36) 

FLAT-PLATE FLOWS 

(u) Figure l4 shows a comparison of local Stanton numbers and 

velocity profiles on an isothermal, heated flat plate measured by 

Reynolds, Kays, and Kline [22], In the calculations, the laminar Prandtl 

number was assumed to be 0.70. Figure 15 shows the computed local 

Stanton numbers, together with the experimental values obtained by 

Reynolds, Kays, and Kline [25], for a step variation of wall temperature. 

ACCELERATING FLOWS 

(u) Figures l6 and 17 show the results obtained for two accelera¬ 

ting flows. These flows were measured by Moretti and Kays [2^]. In the 

calculations, the experimental temperature difference between wall and 

free stream, At(x), and the velocity distribution, ue(x), were used 

as in Ref. 24. This is the reason for the small oscillations that 

appear in the calculated values of Stanton number. 

DECELERATING FLOWS 

(U) Figure 18 shows a comparison of computed local Stanton numbers 

and experimental values for the decelerating flow measured by Moretti 

and Kays [24], together with the experimental streamwise variations of 

At(x) and ue(x). Again, the agreement is quite satisfactory. 

FLAT-PLATE FLOWS WITH HEAT AND MASS TRANSFER 

(u) Several examples of incompressible turbulent flow with heat and 

mass transfer (suction and blowing) have been computed by the present 

method. Figure 19 shows a typical comparison, üîxe experimental data is 

due to Moffat and Kays [25]. 
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COMPRESSIBLE FLOWS WITH NO HEAT TRANSFER 

A number of two-dimensional compressible turbulent flows 

heat tran5r.have been ^iculated by the present method. T^e 

rinfn1 reported in Ref* li- Because of the scarcity of experimental 
fJÎ pressure gradients, most of the experimental data considered 

re erence were for flat-plate flows covering a range of Mach 

°n! two“dijilensional accelerating flow and one 
axisymmetnc flow with and without transverse-curvature effect were 
considered. 

FLAT-PLATE FLOWS 

(U) Figure 20 shows comparisons of calculated and experimental 

íoÍ°lYrCfleS; MaCh Pr0meS- “d local ^in-frictioTcoemoients 
for the boundary layer measured by Coles [26]. Skin-friction coeffici¬ 
ents were measured by the floating-element technique. 

/ieufe 21 shows a comparison of local skin-friction values for 

n!^berUofa?yfilay^ meaSUf!d by Moore and Harkness [27] at a nominal Mach 
P .. 2'®* ^ei’esults indicate good agreement even for very high 

fwtw ^ ^e.exPerimental skin friction was obtained by thf 
floating-element technique. ^ 

ACCELERATING FLOWS 

by Äsiu/efal íhe,r!fltS for an »'«^rating fl« measured 

flaíêute fl« í10nS “e-e Started by adiabatic 
at /- 0 at rLt ‘he exper“”‘ntal »omentum-thickness value 
at X - 0.94 feet. Then the experimental Mach number distribution was 

used to compute the rest of the flow. The edge Mach number varied from 

at X = °-^ feet to Mg = 2.97 at x = 3.03 feet. Fig- 
ure 22a shows a comparison of calculated and experimental values of dis¬ 

placement thickness and momentum thickness, together with a comparison 

oí calculated local skin-friction values with those obtained from the 

momentum integral equation by using the experimental data. Figures 22b 

and 22c show a comparison of calculated and experimental velocity and 

temperature profiles, respectively, for three x-stations. iSe agrément 
except in skin friction, is quite satisfactory. agreement. 

AXISYMMETRIC FI0WS WITH AND WITHOUT TRANSVERSE-CURVATURE EFFECTS 

(U) Figure 23 shows the results for a waisted body of revolution 
measured by Winter, Smith, and Rotta [29] for two Mach numberl 

Mg = 0-D and 1.4. Ihe experimental skin-friction values were obtained 

by the "razor blade ' technique, tte calculctlons were started b/usîng 

the experimental veioclty profile at x/L . o.b. The enthalpy píofil” 
b X/L " 0/ was obtained from the energy equations by using the 

and^S rme at 016 3“e Calculations were made with and without transverse-curvature effects. 
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(u) Figures 23a and 23b show that the calculated skin-friction 
values are in good agreement with experiment. Although the calculated 

skin-friction values without the TVC effect agree quite satisfactorily 

with the experimental values, the agreement is even better with the TVC 

effect. The results also show that the effect of transverse curvature 

markedly affects the momentum-thickness values. Without this TVC effect, 

the calculated 9-values deviate considerably from the experimental 

values, especially at locations where the radius of the body is quite 
small, for example, when x/L = 0.6 to 0.8. With the TVC effect, the 

agreement in 9 is much better. It is also interesting to note that 

the computed 9-values without the TVC effect agree quite well with the 

calculated b-values reported in Ref. 29, which indicates the importance 

of transverse-curvature effect. 

SUMMARY OF SKIN-FRICTION RESULTS 

(u) Figure 24 shows a comparison of calculated and experimental 
skin-friction coefficients for the compressible adiabatic turbulent 

flat-plate flows reported in Ref. 11. The experimental skin-friction 

values were all measured by the floating-element technique, except for 

those obtained by Kistler [30], which were obtained from velocity pro¬ 

files. The calculated values cover a Mach number range of 0.4l to 4.67 

and a momentum-thickness Reynolds number range of 1.6 x KK to 

702 x 103. The rms error based on the 43 experimental values examined, 

all obtained by the floating-element technique, is 3-5 percent, which is 

well within the experimental scatter. 

(u) Figure 23 shows a comparison of the ratio of calculated and 
experimental compressible skin-friction coefficient to its incompres¬ 

sible value at the same x Reynolds number as a function of Mach number, 

together with the Spalding-Chi correlation [31]. The incompressible 

skin-friction values were obtained from Ref. l4. The calculated and 

experimental skin-friction ratios compare quite well. It is remarkable 

that when the calculated values deviate from the Spalding-Chi correla¬ 

tion the experimental values also do. 

COMPRESSIBLE FLOWS WITH HEAT TRANSFER 

(U) Although the present method has been well explored for compres¬ 

sible adiabatic flows, it has not been sufficiently explored for com¬ 

pressible flows with heat transfer and mass transfer or both. This is 

now being done, and the results will be reported later. 

(u) Figure 26 shows a comparison of calculated Stanton numbers and 
average skin-friction values for the flat-plate boundary layer measured 

by Pappas [32]. The calculations are made for a Mach number of 2.27 

and for a wall-to-edge temperature ratio of 2.19. The agreement is 

quite good. 
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DISCUSSION 

(u) A numerical solution of the turbulent-boundary-layer equations 

based on a particular eddy-viscosity formulation and the assumption of 

a constant turbulent Prandtl number is presented for various incompres¬ 

sible and compressible flows with and without heat and mass transfer. 

Many flows computed by this method show that the method is quite satis¬ 

factory for incompressible flows with and without heat transfer and for 

compressible adiabatic flows. In addition, the computation time is 

quite small. It is remarkable that a simple eddy-viscosity formulation 

based on flat-plate data can give such satisfactory results*. 

(U) In principle, ths present method is similar to the ones used 

by Herring and Mellor [35] and by Patankar and Spalding [3^]. The main 
difference between them lies in the eddy-viscosity expression used for 

each region, as well as the assumptions for the turbulent Prandtl num¬ 

ber. Also, the transformations used to stretch the coordinates normal 

to the flow direction, as well as the numerical method used to solve the 

boundary-layer equations, are considerably different. The method of 
Herring and Mellor and the present method can handle mass transfer; the 

method of Patankar and Spalding can not. This is due to the use of the 

Couette-flow assumption, which was used to overcome difficulties with 

solutions in the region near the wall, where the dependent variabl.es 
and exchange coefficients vary considerably. 

(U) The present method has the advantage of being applicable to 

both laminar and turbulent flows. Since a flow always has a laminar 

portion if it starts from a stagnation point, such an advantage is 

particularly useful. The present method utilizes the upstream history 
as the calculations proceed downstream. At any station, a laminar pro¬ 

file can be obtained by merely setting the eddy-viscosity term in 
Eq. (19) equal to zero. 

(U) Although it is hard to say to what minimum Reynolds numbers the 

present eddy-viscosity formulation holds true, the results for incom¬ 

pressible flat-plate flows indicate that for Rq-values as small as 1000 

the calculated results agree quite well with experiment. For compres¬ 

sible adiabatic flows, the results have been checked with experiment to 
Rq-values as low as 1600 and again the agreement was good. 

(U) It is interesting to note that the present eddy-viscosity 

formulation accounts quite well for the compressibility effect, at least 

within the Mach number range considered, 0 to 5. Figure 27 shows a 
comparison of two calculated velocity profiles at the same Rq, one 

for incompressible and the other for compressible flow. Because of the 

compressibility effect, the difference between the two profiles is quite 

appreciable, and eddy viscosity accounts very well for this effect. 

♦It should be pointed out that the present method also has the advantage 
that various other formulations of eddy-viscosity or turbulent Prandtl 

number can be used with very little change in the basic method. 
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(U) On the basis of comparisons involving various flows, the present 

method appears to be as accurate and as satisfactory as the method of 

Bradshaw and Ferriss [35]* 1¾6 latter method differs from the present 

method in that it involves a solution of the turbulence kinetic energy, 

the mean momentum equation, the continuity equation and the instantane¬ 

ous temperature equation by making certain assumptions about the turbu¬ 

lence terms appearing in these equations. 

(lí) lhe results also point out several advantages of the present- 

method over the methods that use momentum and/or energy integral equa¬ 

tions. Because of their simplicity and their short computation times, 

the lacter methods are quite popular. Some of them can also be quite 

accurf ce, at least, for two-dimensional incompressible turbulent flows, 

as was shown in a special conference on "Prediction Methods for Turbu¬ 

lent Flows" held at Stanford University in August 1968. However, the 

disadvantages of these methods are that they cannot be readily extended 

to many important problems such as axisymmetric flows with and without 

transverse-curvaoure effects, flows with heat and mass transfer, flows 

with slip at the wall, etc. On the other hand, the present method 

eliminates many of the disadvantages of these momentum integral-type 

methods by proceeding to solve the full partial-differential equations. 

Although the computation time of the present method is still more than 

that of an integral method, the difference is small and is not a major 

factor. 

(u) Needless to say, much work remains to be done in this very 

important area of fluid mechanics. The present method has been explored 
quite extensively for incompressible flows with a.nd without heat trans¬ 

fer and for compressible adiabatic flows, but it has not been explored 

enough for compressible flows with heat transfer. Furthermore, the 

method needs to be explored for flows with heat and mass transfer. It 

should be pointed out that, although the present method predicts the 

fio\v separation quite accurately, it does not calculate the velocity 

prof;les satisfactorily close to separation. This is to be expected 

from the eddy-viscosity formulation used in the present method, as well 

as the ones used by Herring and Meiior and by Spalding and Patankar. 

According to this formulation, the boundary layer is regarded as a com¬ 

posite layer characterized by inner and outer regions. In the inner 

region, an eddy viscosity based on Prandtl's mixing-length theory is 

used (see Eq. (iO)); in the outer region, a constant eddy viscosity 
modified by an intermittency factor is used (see Eq. (l4). The latter 

can also be shown to be equivalent to 

€ 
o 

l2 
ÒU I 

¥1, (37) 

where £2> the mixing length, can be taken equal to 0.0756, which is 
recommended in Ref. 36. Since the continuity of eddy viscosicy is being 

used 

ei € 
O 

(38) 
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or 

“ l2. (38) 

Neglecting the exponential term in the inner eddy-viscosity formula, we 
can write Eq. (38), as 

(0.4y)2 = (0.0755)2 
or 

£ = oP-°-i875 (39) 

This means that the switching point between the inner and outer regions 
is fixed. Since when the flow approaches separation conditions the 
outer region moves toward the wall, the y/ô ratio should not be a 
constant and must be decreasing. Keeping it a constant (approximately), 
as the present eddy-viscosity formulation does, limits the accuracy of 
calculation of velocity profiles close to separation. Therefore, further 
work should be done in the eddy-viscosity formulation, to remedy the 
situation. 

NOMENCLATURE 

a cylinder radius 

cf local skin-friction coefficient, Tw/(l/2)peUe 
average skin-friction coefficient 

cp specific neat at constant pressure 

C viscosity-density parameter, p|i/pepe 

f dimensionless stream function, see Eq. (l8) 

g dimensionless total enthalpy ratio, H/Hg 
b specific enthalpy 

H total enthalpy, h + u^/2 

k flow index, =0(two-dim. flow) and = l(axisym. flow) 
ki,k2 constant in eddy-viscosity formulas 

K variable-grid parameter, see Eq. (30) 
I mixing length 

L reference body length 
M Mach number 

p pressure 
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Prandtl number, HCp/A^ 

local heat-transfer rate per unit area 

radial distance from axis of revolution 

body radius 

transverse-curvature parameter, Rx(r0/x)^/4 

Reynolds number, uex/ve 

Reynolds number, ue6/ve 

Reynolds number, ue9/ve 

Stanton number 

transverse curvature term, (y cos Ct)/r0 

temperature difference between wall and free stream, T,, — 

absolute temperature 

x-component of velocity 

friction velocity, (tw/p)V2 

y-component of velocity 

distance along body surface measured from leading edge 

distance normal to x 

angle between y and r, i.e., slope of body of revolution 

velocity-gradient parameter, 2|/ue(due/d5) 

intemittency factor 

boundary-layer thickness 

displacement thickness, dy 

kinematic eddy viscosity 

ratio of kinematic eddy viscosity to kinematic viscosity, e/v 

transformed y-coordinate 

momentum thickness 

00 

-/ 
_eu_ 
peue 

dy 

thermal conductivity 

dynamic viscosity 

kinematic viscosity 
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I transformed x-ccordinate 

p mass density 

i shear stress 

\Jr stream function 

Subscripts 

c switching point between the inner and outer eddy-viscosity 
formulas 

1 incompressible flow 

e outer edge of boundary layer 

2 laminar flow 

t turbulent flow 

w wall 

oo free-stream conditions 

primes denote differentiation with respect to tj 
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(U) FIG. 1. Coordinate System for 

the Boundary Layer on 

a Body of Revolution. 

(u) FIG. 2. Typical Eddy-Viscosity 

Distribution Across a 
Boundary Layer. 

(U) FIG. 3. Finite-Difference Molecule for the Momentum 
Equation at (n,i). 
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(u) FIG. 4. Finite-Difference 
Variable-Grid System 
in the Ti-Direction. 

CONVERGENCE IS OBTAINED 

THEN GO TO 

(U) FIG. 5* Ficw Diagram for 
Solving the Boundary- 
Layer Equations at 

I = £n- 

(u) FIG. 6. Diagram Showing the Method of Generating the 
Initial Coefficients of the Momentum Equation 
at i = !n. 

377 



8th Navy Symposium on Aeroballistics 

Vol. 2 

378 

¡1 
fl 

D 
Í1 

li 

n 

E 

I 

E 

I 
r 
E 

.. 

Ü 

n 

ü 



HiITTlllll 

D 

379 



8th Navy Symposium on Aaroballistics Í 

[ 

f 
ÍJ 

0 
n 
i * 

D 
îî 
* a 

Í1 

0 

[] 

ÍI 

0 

«I 

380 



8th Navy Symposium on Aaroballistici 

Vol. 2 

u/ue u/u# 

(U) FIG. IJ. Comparison of Calculated and Experimental Velocity Profiles 
on a Slender Cylinder. 

O DATA OF REYNOLDS ET AL 

PRESENT METHOD 

(U) FIG. 14a. Comparison of Calculated and Experimental Stanton Numbers 

for the Flat-Plate Boundary Layer Measured by Reynolds, 
Kays and Kline. 
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(U) FIG. 15. Results of the Flat-Plate Boundary Layer Measured by 
Reynolds, Kays and Kline. 
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(u) FIG. 18. Results of the Decelerating Boundary Layer Measured by 
Moretti and Kays. 

(u) FIG. 19» Results of Flat-Plate Flow With and Without Mass Transfer 
(Experimental Data of Moffat and Ka,ys). 
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(a) (c) 

(b) (d) 

(U) FIG. 20. Comparison of Results for the Flat-Plate Flow Measured by- 

Coles. Skin Friction was Measured by Floating Element. 
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(u) FIG. 21. Comparison of Results 

for the Flat-Plate Flow K ~ FEET 

Measured by Moore and (u) FIG. 22a. Comparison of Results 
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tion was Measured by Flow Measured by 

Floating Element. Pasiuk et al. 
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Based on 43 Experimen¬ 

tal Values Obtained by 
the Floating Element 
Technique is J>.%. 

FIG. 25. Comparison of Skin- 
Friction Variation with 
Mach Number. Open Sym¬ 
bols Denote the Calcu¬ 

lated Values and the 

Solid Symbols Denote 
the Experimental Values. 
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ti DATA OF PAPPAS 
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(u) FIG. 26. Comparison of Calcu¬ 
lated and Experimental 
Stanton Numbers and 
Average Skin-Friction 
Values for the Flat- 
Plate Flow Measured 
by Pappas. 

(U) FIG. 27. Compressibility Effect 
on the Velocity Pro¬ 
files. Experimental 
Data is Due to Coles. 
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AN EXPERIMENTAL INVESTIGATION OF THE COMPRESSIBLE 
TURBULENT BOUNDARY LAYER WITH A FAVORABLE 

PRESSURE GRADIENT 
(U) 

(Paper UNCLASSIFIED) 

by 

William J. Yanta, David L. Brott, 
Robert L. Voisinet, and Roland E. Lee 

U.S. Naval Ordnance laboratory 
White Oak, Silver Spring, Md. 20910 

ABSTRACT. (U) This paper describes the results of a 
detailed experimental investigation <_f a two-dimensional 
turbulent boundary layer in a favorable pressure gradient 
where the free-stream Mach number varied from 3.8 to 4.6; 
the ratio of wall to adiabatic wall temperature remained 
constant at a value of 0.82. Detailed profile measurements 
were made with pressure and temperature probes; skin 
friction was measured directly with a shear balance. The 
velocity and temperature profile results are compared with 
zero pressure gradient and incompressible results. The 
skin-friction data are correlated with momentum-thickness 
Reynolds number and the pressure gradient parameter 8 = 

dP 
“ e/Tw The skin friction decreases with decreasing ß 

for a constant value of momentum-thickness Reynolds number. 
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NOMENCLATURE 

= constant in equation (4) 

= constant in equation (4) 

= skinjfriction coefficient 

A 

B 

C 

H 
u 

k 

M 

N 

P 

U 

u 
t 

+ 
u 

X 

y 

= shape factor = 
, (1 - £> dy 
'o e 

itu ' & dy 
- Karman1s constant 

= Mach number 

= velocity profile exponent = (£) 

= pressure 

Re0 = momentum-thickness Reynolds number 

T = temperature 

T -T 
m _ t W 

T -T 
te w 

* velocity 

= shear velocity = /T^7p^ 

u 

= distance along plate 

= distance normal to flow 
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w 

ß 

6 

P 

0 

X 

V 

- pressure gradient parameter 

= boundary-layer thickness 

= density 

= momentum thickness 

= shear stress 

= kinematic viscosity 

Subscripts 

aw = adiabatic wall 

e = free-stream conditions 

o = supply conditions 

w = wall conditions 

t = total conditions 

JL 
tw dx 

INTRODUCTION 

moni- i(U) The Presented herein is part of an experi¬ 
mental program being carried out at the U. S. Naval Ordnance 
Laboratory (NOL) in which the turbulent boundary-layer flow 

£L«nrled ?yftemat;Lcally and in detail with conventional 
temPfrature Probes, and with a skin-friction 

moi C^* KThÜ earller studies at zero pressure gradient and 
moderate heat-transfer rates were reported in reference 1. 
The present paper describes the results of the study of 
the turbulent boundary layer on the flat plate of the NOL 
Boundary Layer Channel2 along which the free-stream Mach 
number varied from 3.8 to 4.6, and for moderate heat-trans¬ 
fer rates. Typical velocity and temperature profile data 

wíthTfrfr3 alKn? With skin-fAction coefficients measured 
ith a friction balance. The effect of the favorable 

pressure gradient on the boundary-layer flow structure and 
friction drag is discussed, and compared with supersonic 
zero pressure gradient and incompressible flow. 
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Nozzle Design 

(U) The main component of the NOL Boundary Layer 
Channel is the two-dimensional supersonic half nozzle shown 
in figure 1. One wall of the nozzle is a flat plate, 8 feet 
long and 12 inches wide. The opposite wall is a flexible 
plate which may be adjusted to give a prescribed Mach number 
distribution along the flat plate. In the present investi¬ 
gation, three different calculation procedures were 
attempted to prescribe the free-stream favorable pressure 
gradient Mach number distribution along the flat plate. The 
first approach used the concept originally proposed by 
Von Doenhoff and Tetervin3 for incompressible flow, in which 
the turbulent boundary-layer characteristics were shown to 
be related to the shape factor Hu. In order to see if this 
assumption could be made in the present investigation, the 
moment of momentum equation was integrated along the flat 
plate of the boundary layer channel for the zero pressure 
gradient contour described in reference 1. Poor agreement 
with experimentally measured Hu was obtained, and therefore 
this approach was dropped. The second approach was to 
integrate the von karman momentum equation along the flat 
plate for due/dx eq'ùal to a constant. The nozzle contour 
was then determined from the Mach number distribution by the 
method of characteristics. This approach gave a nozzle 
contour which over-stressed the flexible plate. The final 
approach used the concept of an equilibrium boundary layer 
first introduced by Clauser4 for incompressible flow. The 
von Karman momentum equation was again integrated along the 
flat plate, and the nozzle contour was determined by the 
method of characteristics. This approach yielded a satis¬ 
factory nozzle contour and was the one used in the present 
test. 

Details of the Experiment 

(U) The experiments were performed in the NOL Boundary 
Layer Channel at tunnel supply pressures between 1 and 10 
atm, and a tunnel supply temperature of 150°C. The flexible 
wall of the tunnel was adjusted in the present test to give 
a prescribed Mach number distribution described above. The 
actual Mach number distribution is shown in figure 2. The 
impact probe survey, shown in figure 3, along the flat plate 
and 3 inches from the plate, indicates that the flow was 
shock free. The momentum-thickness Reynolds number varied 
in the present test from 7500 to 48,000; the ratio of wall 
to adiabatic wall temperature was constant at 0.82. Further 
details of the channel and its performance are given 

392 



8th Navy Symposium on Aaroballistics 

Vol.2 

in reference 2. Measurements were taken at five stations 
along the test plate; at 50, 60, 70, 78 and 84 inches from 
the nozzle throat. Typical boundary-layer thicknesses along 
the test section ranged from 1.3 inches to 3.0 inches. 

Instrumentation and Nozzle Design 

(U) The boundary-layer profile surveys were made by 
traversing a Pitot pressure probe and an equilibrium conical 
temperature probe across the boundary layer. Both probes 
were mounted in a single holder, which was designed and 
tested so that there was not any probe interference between 
the two probes. The probes were traversed from the free 
stream toward the plate, with maximum movement of 3 inches. 
The traverse was stopped at each point in the boundary layer 
at which data were taken, and the temperature and pressure 
were allowed to reach equilibrium. 

(U) The profile data were recorded automatically on 
NOL's PADRE.^ This unit provides seven channels with servo- 
systems and direct digital conversion to permit recording 
the data directly on IBM cards. 

(U) Pitot pressure probes were made of 0.125-inch 
diameter stainless-steel tubing flattened at the tip to a 
rectangular cross section of 0.005 x 0.100 inch (outside 
dimensions). The wall static pressure was measured by the 
0.032-inch ID orifices in the flat plate. The local Mach 
number was computed from the Rayleigh Pitot tube formula 
using the measured Pitot and wall static pressure. 

(U) The basic design of the equilibrium conical 
temperature probe is described in reference 6. Essentially, 
the equilibrium temperature of a sharp 10-degree platinum 
cone was measured by a thermocouple mounted into its 0.050- 
inch diameter base. The measured cone temperature, together 
with the measured local Mach number and cone tables, provided 
the necessary information to calculate the local stagnation 
and static temperatures. A cone recovery factor equal to 
the square root of the Prandtl number was assumed. 

(U) A fine-wire stagnation temperature probe was also 
used to measure the temperature profile through the boundary 
layer. The basic features of this probe are described in 
reference 7. The probe consists of a thin (0.002-inch 
diameter, 0.240-inch long) chromel-alumel thermocouple wire 
placed normal to the flow. Using the measured Mach number 
distribution and conventional empirical equations for pre¬ 
dicting the heat losses to and from the probe, the local 
stagnation temperature and hence the local static temperature 
may be obtained. r 
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, <ü> The static-pressure profile across the boundary 

probe ?heetinrn? ^ a P*125 inch 0D static-pressure 
fi’ Tî® P P of the Probe was a conical 10-degree cone 

located on the circ“iar 

|roÆ 
lutr-t ït °f . boundary layer was selected as the location' 

e the velocity gradient became zero. 

reference^6 N°J; skin-friction balance is described in 
draa Sn a n ' ^ !he lnstruf»ent measures directly the shear 
flush wi?h ;L ?Vaíe"ín? surface boating element mounted 
tiush with the flat plate. The balance was designed for 

gradient? ^ WÍth hsat transfer and Présure 

Experimental Results 

(see<yla,J»e^a0h nU,nber dist^i‘>ution along the flat plate 
flg^re 2) was computed from the ratio of wall-static 

agreanw?ÍMS“P?ly pr6“ure' See U^re 3‘ -eïhods agree within 2 percent, indicating that the static ore^nr-^ 

thi8°result *11111 ^ boundary layer- ^o further Verify 
i a fc/ static-pressure surveys were taken throuah * 

lîdicatê ?Kt ?ïr;taïhe tyPiCal reSUltS sh0™ in figuîe 4 
across^he^boundarytaayerPreSSUre 18 p-cti«ily -"«ant 

in fi(gireA5tyPThe1li>n«nHary,‘1^yer velocity Profile is shown 
™ 4.5^ ^Th llne drawn ln the laminar sublayer reaion 

fact tha^ fh ^om the fr-ction-balance measurement. The 
lllL +lt he laSt tW° velocity-profile points do not fall 
mentis dossÍm C°mpubed from the friction-balance measure- 
ment is possibly due to probe-wall interference. A power 

velocity^rofilet0 ll thf^ fÍtft0 the °Uter regi°n of the 
power prof il^was a^e^r«? ?SeSIuUíeer9rre1^rof£1^a 

A tht ^rTrolïI! vírlús 
momentum-thickness Reynolds number shows a value of the 

™aseS see £Lurlh^ th;".£or the — Pi-;u?ef gradient thl? í? * íí-9Ure 6)* Thls result is due to the fact 
filler faVOrable Pressure gradient makes the profiles 

(U) The correlation between the shape factor H and 
momentum-thickness Reynolds number is shown in figure 7. 
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The favorable pressure gradient data are lower than the 
zero pressure gradient data and has the same general 
variation with momentum-thickness Reynolds ¿.umber. This 
is consistent with incompressible results.^ 

(U) The effect of pressure gradient history on the 
temperature-velocity profile is to displace the curve from 
the zero pressure gradient results of Crocco.10 A typical 
temperature-velocity correlation is shown in figure 8. 
Shown for comparison is Crocco's equation^ 

and Walz's equation11 for zero heat transfer 

U) 

u 2 
T = <v£> (2) 

The last few points in the profile were linearly extrap- 
oJ-ated to the wall. The data in the sublayer regions 
follow the zero pressure gradient adiabatic flow relation 
of Walz, and is fuller in the outer turbulent region. The 
displacement of the data from Crocco's equation is consisted 
with that predicted in reference 10. An inflection point 
in the temperature-velocity profile occurring at the lower 
edge of the logarithmic region of the boundary layer was 
observed consistently in all the data. For the data shown 
in figure 8 this point is located at u/ue % 0.6. To insure 
that this point was not due to probe interference, 
temperature profiles were measured with a fine-wire stag¬ 
nation temperature probe at the same supply conditions. 
These results, shown in figure 8, exhibit the same trends 
as those of the conical probe. Therefore, the inflection 
point in the temperature-velocity profile does exist. 

(U) Correlation of the favorable pressure gradient 
results in terms of the law-of-the-wall and velocity-defect 
law is shown in figures 9 and 10. Supersonic zero pressure 
gradient and incompressible results are shown for compari¬ 
son.12 The favorable pressure gradient data for Mg = 3.87 
are seen to be below the supersonic zero pressure gradient 
results for Me = 4.7, and the incompressible results for 
8 = .267 and for 0=0. The results shown in figures 9 and 
10 indicate that as a result of the favorable pressure 
gradient, the logarithmic region of the boundary layer has 
increased substantially in thickness and the velocity defect 
in the outer part of the layer has decreased. For incompress- 
ible flow the logarithmic portion of the boundary layer can 
be fitted by the equation1^. 
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li _ -L , + 
u -piny +4.9 

(3) 

gation it w¡s obseríe^tha^th^loó present investi- 
boundary layer could be fitted byX'equalion“10" °f the 

U+ = i In y+ + B (4) 

where A = 0.541. 
B was not constant in the investigation. 

is shown plottednaqainst0™ómebíaÍn^■by a shear balance, 
in figure 11. Presented for ” “I""tl?lc]tness Reynolds number 
ible favorable pr^sSra „Sí- ïPariSon are the incompress- 
Tillmanl2 and He^ing U Noíbúrv'Íf íha0' LUd"ie?- 
data are seen to lie well below +h¿ in ThS pre®ent supersonic 
A consistent correlation of +h0the lnc°mPressil:,1e results, 
the shape factor H was nof nhï pre®ent results in terms of 
agree with the Incëmprlss?ble PeSe results do 
who were able to correlate lh*> °f Ludwieg-Tillmani2 
shape factor. îhe measured skin fï-fí1CtÍOn in terms of the 
investigation was approximated ;>n tl0n ln the Present 
dieted by the combination of ÍL ? percent. below that pre- 

friction formula and^^e^r^fer^íce^f^ha^p^^^ío^1"- 

data “ÍS 
gradient parameter 3 = - -L 

tw dx* For decreasing 3 and 
constant Reynolds number the skin frini-i ^ 
correlation of the skin fr-ddï •f n decreases. The 
with the incompressible results^ir«^6™3 °f ß is consistent 
found similar results. fc flrst ProPosed by Buri9 who 

CONCLUSIONS 

l0lhlAllncé*2' WÍth temperature and p^esduréprobes and 

examined i^terms^fVelocity and^em^ b°Undary layer was 
law-of-the-wall, velocitv-dÍLÍÍ 1ten,perature Profiles, 
form factor. The outeí reaion a?d lncomPressible 

be fitted with a power profile. T^shapfî^to^ Can 
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decreases in a supersonic favorable pressure gradient. An 
inflection point in the temperature-velocity profile was 
observed to occur at the lower edge of the logarithmic 
portion of the boundary layer. The effect of a favorable 
pressure gradient is to thicken the logarithmic portion of 
the boundary layer and decrease the outer velocity defect 
portion. 

(U) The effect of a favorable pressure gradient on the 
turbulent skin friction was correlated in terms of the 
pressure gradient parameter ß. For decreasing ß and 
constant Reynolds number the skin friction decreases. 
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FIG. 1 BOUNDARY LAYER CHANNEL 
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Paper No. 14 

AN EXPERIMENTAL REYNOLDS ANALOGY FOR THE 
HIGHLY COOLED TURBULENT BOUNDARY LAYER 

(U) 

(Paper UNCLASSIFIED) 

by 

Donald M. Wilson 
U.S. Naval Ordnance Laboratory 

White Oak, Silver Spring, Md. 20910 

ABSTRACT. An experimental investigation has been 
performed to obtain the heat-transfer and skin-friction 
measurements from which a Reynolds analogy for the highly 
cooled turbulent boundary layer could be determined. The 
experiments were conducted on sharp cone models at Mach 
number 5.0 and wall-to-stagnation temperature ratios between 
0.12 and 0.80. The experimental measurements of Stanton 
number and average skin-friction coefficient have been com¬ 
pared with existing theories. These comparisons indicate 
that the skin friction is accurately predicted by the 
Sommer-Short reference temperature method, and the heat 
transfer, for wall-to-stagnation temperature ratios above 
0.3, by the Spalding-Chi law. A direct comparison of the 
heat-transfer and skin-friction data indicate that Colburn's 
form of Reynolds analogy is valid for temperature ratios 
above 0.5. However, for lower ratios, the experimental 
Reynolds analogy decreases with decreasing wall temperature 
in a manner which has not been previously reported. 
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As 

C 

Cf 

CF 

Cp 

d 

F 

h 

L 

p 

Pb 

PB 

Po 

q 

R 

RL 

S 

St 

To 

SYMBOLS 

surface area exposed to external flow 

constant (Eq. (3)) 

local skin-friction coefficient, rw/4peUg 

average skin-friction coefficient, F/hp U2As 
0 0 

specific heat at constant pressure 

dynamic pressure, 

total shear force due to skin friction 

convective heat-transfer coefficient, q/(Tr-Tw) 

total length 

pressure 

model base pressure (weighted average of 4 taps) 

base pressure coefficient, (Pb-Pe)/d 

supply or stagnation pressure 

convective heat-transfer rate, per unit area 

local Reynolds number based on length X, 

local Reynolds number based on length L, 

Reynolds analogy factor (Eq. (7)) 

Stanton number, h/p C U 
e p e 

supply or stagnation temperature 

recovery temperature 

peuex 

PgUeL 
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TV wall temperature 

U flow speed 

X distance measured streamwise along the surface 
from the cone tip 

y distance measured normal 
model surface 

M kinematic viscosity 

p density 

rw local shear at the wall. 

Subscripts 

e conditions locally external to the boundary layer 

i incompressible flow 

to and outward from the 

du 
M ày 

y=0 

INTRODUCTION 

The re-entry of a spacecraft into the atmosphere or the 
rapid acceleration of a high-speed aircraft is accompanied 
by the development of highly cooled turbulent boundary 
layers. Because the mechanics of turbulent flow, even for 
incompressible boundary layers, are not understood, there 
are no reliable methods available to predict the skin-friction 
drag or the associated aerodynamic heating of such vehicles. 
Historically, the solution of these problems, which involve 
compressible turbulent boundary layers, has depended on the 
use of experimental data. Examples of some of the available 
methods are (1) the reference temperature (or enthalpy) 
methods of Eckert, Ref. 1, or Sommer and Short, Ref. 2, which 
transform an incompressible flow to the corresponding com¬ 
pressible one, or (2) semi empirical theories based on the 
"mixing length" hypothesis such as those of Van Driest, Ref. 3, 
or Spalding and Chi, Ref. 4. Unfortunately, experimental data 
at conditions approximating the highly cooled turbulent 
boundary layers sometimes encountered in supersonic or hyper¬ 
sonic flight are very scarce. Also, an extrapolation of some 
of the available turbulent theories into this region will 
yield a widely varying result. Ref. 5. 
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The study of highly cooled turbulent boundary layers 
requires experimental data to improve prediction methods. 
ome quantities of interest in boundary-layer studies are the 

sJcin friction, the heat transfer and the proper Reynolds 
analogy relationship between them. Recent compilations of 
zero pressure gradient skin-friction data by Peterson, Ref. 6, 
and a similar heat-transfer compilation by Bertram and Neal, 
Ref. 7, indicated that the experimental data obtained under 
heat-transfer conditions cannot be accurately correlated by 
any single theory. However, both studies concluded that an 
increase in the heat-transfer rate causes an increase in the 
heat-transfer or skin-friction coefficient. On the other 
hand, heat-transfer measurements made by Gates, Noonan and 
Brekka, Ref. 8, and by Drougge, Ref. 9, for highly cooled 
turbulent boundary layers have produced some relatively low 
values. This indicates the opposite trend, i.e., that 
increases in boundary-layer heat-transfer rates will cause a 
decrease in the heat-transfer coefficients. 

i Ar\accurate determination of the Reynolds analogy re¬ 
lationship between heat transfer and skin friction for the 
compressible turbulent boundary layer suffers from a lack of 
experimental data. Comparisons of heat-transfer and skin- 
friction data for incompressible turbulent flow were origi¬ 
nally made by Colburn and von Karman, Refs. 10 and 11, 
respectively. These methods are usually assumed to be 
valid for the turbulent compressible problem. A few attempts 
have been made to obtain and compare measurements of com¬ 
pressible turbulent skin friction and heat transfer for 
similar conditions. Bradfield, Ref. 12, concluded that 
Colburn's Reynolds analogy was valid for adiabatic boundary 
layers between Mach 1 and 6, and Neal, Ref. 13, found a 
similar result for moderately cooled boundary layers at Mach 
b.8. However, Wallace produced data for highly cooled 
boundary layers at Mach numbers between 6.6 and 10.7 and 
obaerved a trend to a lower-than-incompressible value for 
the Reynolds analogy (Ref. 14). ‘ 

The behavior of highly cooled turbulent boundary layers 
is not understood due to the scarcity of experimental data 
and, in the case of heat transfer, to the existence of 
apparently contradictory data. Furthermore, there has been 
no definitive investigation to determine the Reynolds 
analogy reiationship between skin friction and heat transfer. 
The need for experimental data to clarify the relationship 
between turbulent skin friction and heat transfer for the 
highly cooled boundary layer has prompted the present investi- 
gation. The results reported herein include both skin- 
tnction and heat-transfer data for cooled, naturally 
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turbulent boundary layers at a free-stream Mach number of 5.0. 
Boundary-layer cooling was achieved by precooling the models. 
Wall-to-stagnation temperature ratios between 0.12 and 0.80 
were obtained. A modification to Reynolds analogy was found 
for wall cooling rates which correspond to both a highly 
cooled and a moderately cooled turbulent boundary layer. 

EXPERIMENTAL EQUIPMENT AND PROCEDURE 

EXPERIMENTAL FACILITY AND TEST CONDITIONS 

The tests were performed in the Naval Ordnance Labora¬ 
tory's Hypersonic Tunnel. In operating this facility, the 
supply air is stored in separate 3000 psia and 5000 psia 
bottlefields and released into the tunnel through a pressure 
regulating valve. The air is preheated by passing it through 
a pebble bed heater before it enters the tunnel settling 
chamber and nozzle. A two-dimensional contoured nozzle, 
designed for operation at Mach 5.0 and used in this investi¬ 
gation, has an exit cross section measuring 17.25 by 17.50 
inches. The tunnel was operated at supply pressures between 
10 and 80 atmospheres and at supply temperatures of approxi¬ 
mately 300°F and 750°F. All of the data were recorded by 
a high-speed, multi-channel, analog-to-digital data system 
which operates at very high sampling rates. 

MODELS 

Three, 10-degree total-angle, sharp cone models were 
constructed, one for heat-transfer and two for skin-friction 
measurements. The heat-transfer cone was constructed of 
stainless steel. It was 10 inches long and had a nominal 
wall thickness of 0.020 inch. Chromel-alumel thermocouples 
were used to obtain temperature measurements from which 
Stanton numbers were reduced. Of the skin-friction models, 
one was used to measure total drag and the other to measure 
the pressure (wave) drag and the base drag. The total-drag 
cone was constructed of copper with a thin plating of nickel 
to prevent surface erosion. It contained a strain-gage 
balance to measure the drag (see Ref. 15). Its wall thickness 
was varied from 0.375 inch to 0.291 inch so that the wall tem¬ 
perature would increase uniformly during a test. This model 
also contained surface pressure taps to help align it with 
respect to the wind-tunnel airstream. 

The second cone model was constructed of steel and 
contained eight surface-and four base-pressure taps. Both 
of the skin-friction models were 20 inches long; the extra 
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length being needed to increase the relative magnitude of the 
turbulent skin-friction drag. This drag component is only 
about 15 percent of the total drag, and a typical measured 
value was about six pounds. 

TEST TECHNIQUE AND DATA ACQUISITION 

Prior to each test, the initial wall-to-stagnation tem¬ 
perature ratio was set by precooling, preheating or operating 
with the model at ambient temperature. Liquid nitrogen or 
liquid carbon dioxide provided the precooling while hot air 
was used for preheating. A hinged shell waa built to apply 
the coolant or heat and to protect the model while tunnel 
flow was being established. This shell could be rapidly 
opened or closed by air pressure which was controlled by 
solenoid valves. The model was mounted on a pneumatically 
activated sting so that it could be rapidly inserted into 
the tunnel test section, from the cooling shell, when a test 
run was to be conducted. 

A proven method of measuring aerodynamic heat-transfer 
rate for a model undergoing transient heating is the heat- 
pulse - or transient thin-skin - technique. The heat- 
transfer coefficients are customarily found by fitting poly¬ 
nomials through temperature-time data. Differentiating 
these functions yields the slope needed in the heat-pulse 
equation, Ref. 16. Unfortunately, this method failed for 
the low wall temperatures encountered in the present tests. 
That is, polynomials of degrees 3 through 7 were fitted 
through the initial 21 points but the temperature-time 
derivatives calculated from these curves were not consistent. 
This failure was blamed on the rapid decrease in model 
specific heat. Ref. 17, and on the decrease in experimental 
Stanton numbers, both for liquid nitrogen temperatures. To 
overcome this difficulty, a new data-reduction method was 
devised. Ref. 18. This method integrates the heat-pulse 
equation under the assumption that the model specific heat 
is a linear function of temperature and that the heat-transfer 
coefficient is a constant. The justification of these as¬ 
sumptions is that the integration is performed over the 
small time interval which corresponds to the sampling rate 
between two temperature recordings (0.112 seconds for these 
tests). 

The skin-friction drag was deduced by measuring the 
total drag on the drag cone and subtracting the wave-drag 
and base-drag components which had been measured on the 
similar pressure cone. Only the highest supply pressure, 80 
atmospheres, was used in the total-drag tests so that the 
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Young's incompressible law. Ref. 21, modified for compressi¬ 
bility by the Sommer-Short reference temperature method. Ref. 
2, and to the Spalding-Chi semiempirical method. Ref. 4. 
These laws Vere converted to heat transfer by use of Colburn's 
Reynolds analogy. An examination of this figure, and a con¬ 
sideration of all other heat-transfer data of these tests, 
indicate that the Spalding-Chi law accurately represents the 
no3 wall-t°-sta<3^ation temperature ratios between 0.3 and 
0.8. These data are in general agreement with other wind - 
tunnel data obtained under similar conditions, for example, 
the data of Refs. 22 and 23. However, for severe wall 
cooling rates, indicated by wall temperature ratios less 
than 0.3, the Stanton number was observed to decrease with 
increased wall cooling rate. The relatively low Stanton 
numbers observed for a wall temperature ratio of 0.15 in 
Fig. 2 are in general agreement with the data of Refs. 8 and 
9 but do not agree with the data of Refs. 7 and 24. The 
reason for this apparent discrepancy is unknown. A possible 
explanation is that the decrease in Stanton number may de¬ 
pend on other parameters in addition to the wall temperature 
ratio, for example, the Mach or Reynolds numbers. The 
amount of highly cooled wall heat-transfer data oresently 
available is too scant to explore this possibility. 

SKIN-FRICTION DATA 

The turbulent skin-friction drag was deduced by sub¬ 
tracting the pressure drag and base drag from the measurement 
of totai drag. Surface-and base-pressure coefficients were 
measured in separate tests using an uncooled model. The 
surface-pressure coefficients were found to be in excellent 
agreement with values tabulated in Ref. 25. The base-pres¬ 
sure coefficient was computed from pressure measurements 
made at four base stations. These are plotted in Fig. 3 
against the Reynolds number based on total cone length. The 
data of Fig. 3 are in excellent agreement with the base-pres¬ 
sure coefficients given in Ref. 26 for a 9.5-degree total- 
angle sharp cone. 

An average skin-friction coefficient was calculated from 
the experimentally determined turbulent skin-friction drag. 
Fig. 4 shows the average turbulent skin-friction coefficient 
compared with Young's law and Sommer-Short reference tem¬ 
perature method for the Reynolds numbers which resulted from 
the use of the two supply temperatures. The experimental 
data are in excellent agreement with the modified Younc's law 
^0^-wall“to-sta9nation temperature ratios between 0.19 and 
0.73. This agreement was expected since the reference tem¬ 
perature method of Sommer and Short was based on data for 
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both supersonic and low hvpersonic Mach numbers and for wall 
temperature ratios as low js 0.16. Furthermore, an attempt 
by Peterson and Monta (Ref. ?7) to determine the superiority 
of either the Sommer and Short method or Spalding-Chi laws 
for skin friction was inconclusive. 

CORRELATION AND COMPARISON OF DATA 

STANTON NUMBER CORRELATION 

All of the turbulent heat-transfer data have been cor¬ 
related by comparing the measured (compressible) Stanton 
numbers with an incompressible reference value for the wall- 
to-stagnation temperature ratios achieved in these tests. 
The incompressible Stanton number was derived from Young's 
law and Colburn's Reynolds analogy. The resulting expression 
is given in Ref. 28 for cone flow. It is 

0.076 
„i/6 (1) 

Correlation of the experimental data will be based on 
the assumption that the compressible Stanton number variation 
with Reynolds number can be approximated by a one-sixth power 
law similar to that given by Eq. (1). Unfortunately, this 
assumption could not be experimentally verified due to scat¬ 
ter in the data. However, the assumption that incompressible 
and compressible flow quantities vary in a similar way with 
Reynolds number forms the basis for the reference temperature 
methods in common usage. 

The data correlation was made in the following manner. 
First, Stanton number distributions along the model, similar 
to those shown in Fig. 2, are found for several wall-to- 
stagnation temperature ratios of each test. Secondly, least 
square fits are made to this data to determine an equation for 
Stanton number in terms of Reynolds number to the minus one- 
sixth power. Finally, these equations are compared with the 
incompressible reference value given by Eq. (1). The result 
is a correlation of compressible to incompressible Stanton 
number ratio in terms of the wall temperature ratio. A cor¬ 
relation of all of the heat-transfer data was made and 
compared with the Young and Sommer-Short law and with the 
Spalding-C* law. This is shown in Fig. 5. 
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, Flg:i? indicates that the compressible turbulent Stanton 
number will increase from a relatively low value to a value 
predicted by the Spalding-Chi law as the wall temperature 
ratio is increased from 0.12 to approximately 0.30. For wall 
temperature ratios above 0.3, little effect of wall tem¬ 
perature on the Stanton number is present. The latter result 
is in agreement with the Spalding-Chi law and was a conclu- 
sion reached by Bertram and Neal (Ref. 7) for Mach numbers 
of 5.0 or greater. It should be noted that the spread in 
experimental data shown in Fig. 5 is due partly to scatter 
and partly to an effect of Reynolds number. That is, it was 
found that Stanton numbers corresponding to high Reynolds 
numbers were slightly lower than those for a lower Reynolds 
number, at the same wall temperature ratic. This effect 
causes the spread in the comparative laws used in Fig. 5 
since these are also based on experimental data. 

The decrease in Stanton number, with decreasing wall 
temperature ratio for a highly cooled turbulent boundary 
layer, was previously noted explicitly only in the experi¬ 
mental data of Ref. 9. In these experiments, the Mach 
number, supply temperature and model wall temperatures are 
remarkably close to those of the present tests. The only 
significant difference between the tests is that, for the 
data of Ref. 9, the Reynolds numbers are much lower and 
tripping was necessary to achieve a turbulent boundary layer. 
These data are correlated in a manner idential to the oresent 
correlation method, except that the turbulent Blasius ?aw 
(Ref. 19) was used with Colburn's Reynolds analogy to obtain 
the incompressible Stanton number, and the compressible 
Stanton numbers were taken to vary inversely with the fifth 
power of the Reynolds number. Fig. 6 shows a correlation of 
the data of Ref. 9 and its comparison with the Spalding-Chi 
law and with the Blasius law and Sommer-Short reference tem¬ 
perature method. This correlation is in good general agree¬ 
ment with the correlation given in Fig. 5. The notable 
difference between correlations is that the decrease in 
Stanton number with decreasing wall temperature ratio begins 

® lowef val^e, approximately 0.2. This difference may be 
due to a Reynolds number effect on the point where the 
Stanton number can be expected to decrease. 

SKIN-FRICTION COEFFICIENT CORRELATION 

faSUrfd ayerage skin-friction coefficient must be 
^ to a locai coefficient in order to directly compare 
the heat-transfer and skin-friction data. From their defi¬ 
nitions, the relationship between the average and local 
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skin-friction coefficient for cone flow is 

(2) 

The local coefficients were deduced from the average coef¬ 
ficients in the following manner. First, the assumption was 
made that the local coefficient varies inversely with the 
one-sixth power of Reynolds number. This can be expressed 
mathematically as: 

Here, the proportionality constant, C, is a function of tem¬ 
perature only. Eg. (3) is consistent with the heat-transfer 
data. Furthermore, it was shown in Ref. 28 that the one- 
sixth power of Reynolds number accurately represents incom¬ 
pressible turbulent skin-friction data. Secondly, Eq. (2) 
is integrated, with the help of Eq. (3), to yield an 
expression for the unknown proportionality constant, C. 
The result is: 

C = 0.0917 • CF • RL1//6 (4) 

The local skin-friction coefficient can be found from Eqs. (3) 
and (4). However, it is more convenient to find the ratio of 
compressible to incompressible skin-friction coefficient 
since this ratio can be compared to the Stanton number ratios 
previously obtained. The incompressible skin-friction co¬ 
efficient for cone flow, according to Young's law, is given 
in Ref. 28 as: 

(5) 

The final step is to compute the skin-friction coefficient 
ratio through a comparisons of Eqs. (3), (4) and (5). The 
result is: 

C 
2.167 • CF • RL1/6 (6) 

fi 
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to determine a Reynolds analogy relationship. 7 C°mpared 

EVALUATION OF REYNOLDS ANALOGY 

. ^e^olds . anal°gy relating boundary-layer heat trans- 
ÍRef 2Q1 ln>, riction was originally formulated by Reynolds 

to one half ofrat£nt?ine? the Stanton n^^r^as^qual 

Reynolds analogy conclpí was^ícce^^SurlxíendêdVoT 

^ Co^rn^^L^raíd la«?^' 
(Ref 11). Theoretical work has been done to 

EleirEi?:=?t^ n^£ ^ïrore' 

S = 2St 
Ce (7) 

ÏÎ1Fig?°7?r ïor1 axampufJUt exPerimental data sho» 

2St/St. 
S = —- 1 

Ce/C fi Cfi 
(8) 

the ratio St^/C^ for incompressible turbulent flow 
will be given by Colburn's Reynolds analogy. 

bulen^^o^naa^rf:=,?or^rca0^l'aetId0Toer^le,^r- 

s^sh?haCtrtVhl compressiblegturbulentaRef Fjd9- 7 ^ ^ 
approaches the incompressible prediction^? app?5íim!LíyCl?: 
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for wall temperature ratios above 0.5. However, for wall 
temperature ratios less than 0.5, the Reynolds analogy 
factor decreases rapidly. This behavior' has not been pre¬ 
viously defined, either theoretically or experimentally, 
except for the relatively low Reynolds analogy factors 
obtained by Wallace (Ref. 14) for wall temperature ratios 
between 0.09 and 0.30. The data of Fig. 8 are in good 
qualitative agreement with the data of Ref. 14 for wall tem¬ 
perature ratios between 0.20 and 0.30. 

CONCLUSIONS 

An experimental investigation into the effects of 
extreme and moderate wall cooling on hypersonic turbulent 
heat transfer and skin friction has been carried out at 
Mach 5.0 and for wall-to-stagnation temperature ratios 
between 0.12 and 0.80. Based on the experimental results, 
the following conclusions have been reached. 

I* The experimental laminar Stanton numbers are 
accurately predicted by the incompressible Blasius law, 
modified by the reference temperature method of Rubesin and 
Johnson, for all of the wall temperature ratios of these 
tests. 

, , The measured turbulent Stanton numbers may 
best be predicted by the Spalding-Chi law for wall tempera¬ 
ture ratios between 0.3 and 0.8. 

3* For val1 temperature ratios less than 0.3, the 
turbulent Stanton number decreases rapidly with decreasing 
wall temperatures. This behavior is not predicted by anv 
available law. y y 

4. The turbulent skin-friction coefficient is in 
excellent agreement with Young's incompressible law, modified 
by the reference temperature method of Sommer and Short, for 
the wall temperature ratios tested, i.e., 0.19 < Tw/To < 0.73. 

3* Reynolds analogy relationship for the com¬ 
pressible turbulent flow is adequately represented by 
Colburn's and von Karman's incompressible forms for wall 
temperature ratios above approximately 0.5. 

6. 
compressible 
to decrease, 

For wall 
turbulent 
slowly at 

temperature ratios less than 0.5, the 
Reynolds analogy factor was observed 
first but rapidly for wall temperature 
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ratio less than 0.3. This behavior is due to the effect of 
extreme wall cooling on Stanton number. 

7. The rapid decrease in turbulent Stanton numbers 
at very low wall temperature ratios was not observed when a 
laminar boundary layer was present. Although laminar skin- 

data were not obtained, the heat-transfer data 
imply that the Reynolds analogy factor for compressible 
laminar boundary layers can be approximated by Colburn's or 
von Karman's law for all of the wall temperature ratios of 
these tests. 
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(U) HG. 2a Turbulent Heat Transfer Measurements for a Wall to Stagnation 
Temperature Ratio of 0.15 1 
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(U) FIG. 2b Turbulent Heat Transfer Measurements fora Wall to Stagnation 
Temperature Ratio of 0.30 
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(U) FIG. 2c Turbulent Heat Transfer Measurements for a Wall to Stagnation 
Temperature Ratio of 0.50 
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(U) FIG. 4b Average Turbulent Drag Coefficient for the 750 °F Supply Temperature 
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(U) FIG. 6 Correlation of the Heat Transfer Data Given in Reference 9 
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(U) FIG. 7a Comparison of Heat Transfer and Skin Friction Data for the 350 °F 
Supply Temperature 
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(U) FIG. 7b Comparison of Heat Transfer and Skin Friction Data for the 750 °F 
Supply Temperature 
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Paper No. 15 

THE EFFECT OF FLOW FIELD IRREGULARITIES ON 
SWEPT LEADING EDGE HEAT TRANSFER 

(U) 

(Paper UNCLASSIFIED) 

by 

Albert F. Gollnick 
M.I.T. Aerophysics Laboratory 

Cambridge, Mass. 02139 

ABSTRACT. (U) Stagnation line heat transfer distri¬ 
butions were obtained on blunt swept leading edges at Mach 
3.66 and a unit Reynolds number of 2.1 x 10^ per foot. 
Pressure distributions were obtained for comparable test 
conditions. The results illustrate the effects of various 
flow nonuniformities on leading edge heat transfer and 
pressure, including those arising from: finite span and 
nonuniform leading edge sweep, free stream nonuniformity 
induced by the bow shock of a typical blunt body, boundary 
interaction near the leading edge root, and impingement of 
a trailing tip vortex. At present none of these effects 
can be predicted analytically and all may lead to signifi¬ 
cant deviation from the levels based on infinite cylinder 
theory. The importance of the individual results are dis¬ 
cussed and, where possible, appropriate design criteria are 
presented. 
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INTRODUCTION 

(U) It is well known that the heat flux to the wing 
leading edge can produce severe burdens on the adjacent 
structure as vehicle operating speeds are increased into 
the high supersonic regime. Ideally the problem can be 
alleviated by selecting a suitable combination of leading 
edge bluntness and sweep angle, based on predicted heat 
transfer levels. However both of these techniques can 
adversely affect vehicle performance, so it is most impor¬ 
tant that the aerodynamic heating analysis be very accurate 
and also be applicable to a wide range of vehicle geometries 
and flight conditions. In the case of a laminar leading 
edge boundary layer, a two-dimensional analysis has been 
used, based on an idealized model of the flow, corresponding 
to that on an infinitely long cylinder of constant sweep 
(Ref. 1,2). Recently a number of potentially fruitful 
analyses of the full three-dimensional boundary layer prob¬ 
lem have been published (Ref. 3-7), which focus attention 
on the leading edge stagnation line, where the highest heat 
flux will normally occur. The limits on the applicability 
of the infinite cylinder analyses, in terms of Mach and 
Reynolds number; sweep angle and wing angle of attack are 
fairlyflwell defined (Ref. 8,9), based on experimental data 
obtained on the idealized model. This has not yet been 
accomplished for the newer theories, due in part to the 
lack of suitable experimental data. 

(U) Perhaps more important from the design standpoint 
is the fact that on practical vehicle configurations 
various phenomena actually do occur which can adversely 
affect the stagnation line heat transfer to the leading 
edge and that these are essentially three-dimensional in 
nature. Some attention has been given to the effects of 
high angles of attack (Ref. 9) and to shock impingement 
(Ref. 10,11). To this list may be added various types of 
wing/body interference, as well as nonisothermal and non- 
uniform sweep effec :s. Often these occur in combination. 
Presently neither existing theory nor available experimental 
data provides a satisfactory basis for establishing reliable 
design criteria for minimizing adverse effects of these 
phenomena on leading edge heat transfer. 

(U) As part of an extended study of leading edge aero¬ 
dynamic heating, sponsored by the Naval Weapons Center at 
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China Lake, the M.I.T. Aerophysics Laboratory has measured 
the effects on heat transfer of some of the above phenomena 
(Ref. 12,13,14). The study includes the effect of leading 
edge curvature (i.e. nonuniform sweep), wing/body inter¬ 
ference and vortex impingement. In this paper the results 
are compared with infinite cylinder predictions, and their 
significance discussed with reference to design considera¬ 
tions . 

TEST PROGRAM 

(U) The tests were carried out in the M.I.T. Naval 
Supersonic Facility continuous flow closed circuit wind 
tunnel. The heat transfer measurements were obtained usina 
the so-called hot core installation (Ref. 15) which pro¬ 
vides a 6x6 inch region of high temperature (Tq ^ 600°F) 
uniform Mach 3.66 flow. The core is established within the 
standard Mach 3.5 nozzle blocks, so the balance of 18x18 
inch wind tunnel test section is filled with a cool (T0 
70 F) flow at about Mach 3.5. The two flow regimes are 
separated by a shear layer approximately 1 1/2 inches thick, 
across which the static pressure is balanced. A splitter 
plate (Fig. 1) was located at the inner edge of the shear 
layer and parallel to the core axis. The half span models 
(Fig. 2) were mounted perpendicular to the splitter plate 
on a movable pylon driven by a pneumatic piston. With the 
pylon retracted the wing was immersed in the cool peripheral 
flow behind the splitter plate. Upon injection the model 
passed through an appropriately contoured slot in the plate 
and into the core flow, the penetration distance being 
varied by adjusting the piston stroke. There resulted a 
step increase in the leading edge recovery temperature and 
hence m heat flux. Between data runs the pylon was re¬ 
tracted and the model cooled to a uniform temperature pre¬ 
paratory to the next data run. 

(U) The isothermal heat transfer distribution was 
obtained from the temperature responses of small heat gages 
mounted along the leading edge stagnation line. Each gage 
consisted of a small cylindrical ceramic plug mounted with 
its axis perpendicular to the leading edge and insulated 
from the rest of the model. The plug temperature response 
was measured by a thermocouple located in the center of the 
exposed surface. Design, calibration and use of the heat 
gage is descrmed in detail in Ref. 16. During the data 
recording interval the gage temperature rise was small com¬ 
pared to (Taw-Ti), where Taw is the adiabatic wall tempera¬ 
ture for the leading edge in the hot core, and Ti is the 
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initial leading edge temperature prior to model injection. 
Using one-dimensional analysis the isothermal heat transfer 
coefficient corresponding to Ti may be computed (Ref. 17). 

(U) Pressure data was obtained on separate models at 
Mach 3.55 with the hot core removed and the models mounted 
on the splitter plate. In addition some data was obtained 
with the splitter plate removed and Models A, B and C sting- 
mounted. Thus the leading edge shock shape could be ob¬ 
served and photographed through the Facility's 30 inch 
diameter single pass schlieren system. A small amount of 
pressure data was also recorded at Mach 3.66 on Model Si in 
the hot core. 

(U) The test configuration used during the vortex im¬ 
pingement study is shown in Fig. 1. The generator consisted 
of a rectangular stub wing having a double wedge airfoil 
section (11° 25' included angle) and an aspect ratio of 
2.30 (chord = 2.10 ins). Since it is not possible to accu- 
rately predict the location of the vortex generator with 
respect to the plane of the model necessary to ensure im¬ 
pingement of the tip vortex on the leading edge, this was 
determined experimëntally. The generator pitch angle was 
preset and a vapor screen established by running the wind 
tunnel at a high dew point with the hot core removed. A 
luminous "screen" of vapor was created using an illuminated 
slit (Fig. 1). The vortex core appeared as a dark hole in 
the screen. By remotely adjusting the vertical location of 
the generator with respect to the plane of the model, the 
vortex could be caused to impinge on the leading edge. Since 
the normalized downwash velocity (w/u«,) and hence the 
vertical displacement of the vortex (z/c) is dependent on 
the total lift coefficient (CL) only (at a fixed streamwise 
location i/c), it was possible to determine the proper 
settings for the vortex generator in this manner, and use 
the same settings in the hot core at Mach 3.66; even though 
the vortex strengths are much different, due primarily to 
the different T0 (Ref. 14). The small error in Cr due to 
the change in Mœ could be neglected in this case. 

(U) All models had cylindrical leading edges of either 
0.063 or 0.125 inch radius. Of the models shown in Fig. 2, 
sl, yhich was tested first, was a full scale production 
version of the Sidewinder I canard, supplied by the U.S. 
Naval Weapons Center and instrumented and modified for the 
test program. The leading edge radius was 0.063 inches. 
One canard was cropped to three-quarter span and used to 
study wing/body interference effects in conjunction with a 
blunt ogive-cylindrical half-body having the same contour 
as that tested in Ref. 18. This configuration is denoted 
SiB. A twice scale, half span model of the canard (Model S2) 
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was used to investigate Reynolds number effects in lieu of 
varying the wind tunnel conditions. The Sidewinder canard 
planform consists of a constant radius root section (Rp = 
1.00 inches) which fairs tangentially into a constant (66.7 
degree) sweep outboard section. This same outboard sweep 
angle was used on the subsequent models, in order to pro¬ 
vide data comparable to that obtained on Models Si and 82- 
Models A, B and C consisted of blunt slab wings with one- 
eighth inch radius leading edges. Model C was the constant 
sweep model used as a basis of comparison for the variable 
sweep data, and for the interference and vortex impingement 
studies. Models A and B were formed by adding root sections 
of either 0 degrees and 30 degrees sweep respectively to the 
root of Model C, thus providing a leading edge configuration 
incorporating a step increase in sweep angle. 

RESULTS 

(U) Both heat transfer and pressure distributions 
were obtained along the leading edge stagnation line of the 
various models at zero angle of attack. The pressure data 
was used to determine the local recovery temperature (Taw) 
as described below, and also to provide additional informa¬ 
tion concerning the effects of the various flow phenomena 
studied. 

(U) At present the most commonly used and straight¬ 
forward method for computing stagnation line heat transfer 
coefficients is based on infinite swept cylinder theory. 
Data obtained on straight cylindrical leading edges indicates 
that, at low Reynolds numbers and angles of attack, and for 
moderate sweep angles, this theory gives heat transfer co¬ 
efficients which are accurate to ±15%. It is thus of 
particular importance to determine what errors result from 
applying the available theory to wing configurations and 
flow fields such as those treated in this report. Therefore 
the results presented herein have been normalized with res¬ 
pect to the theoretical values based on either the constant, 
outboard sweep angle (A0) or on the local sweep angle. 

FREE STREAM CONDITIONS 

(U) Free stream conditions in the hot core were held 
constant throughout the program, giving a test Mach number 
(Mœ) of 3.66, at a stagnation pressure (p0) and temperature 
(T0) of 5.00 psia and 600°F, respectively. This corres¬ 
ponds to a unit Reynolds number of 2.1 x 10^ per foot, and 
a Reynolds number based on leading edge radius (Rer) of 
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1,1 x J;0 fnd 2.2 X 103 for Models S-, and S2, A, B and C 
respectively. The pressure data was obtained with 1.6 < 
Ker X 10 < 12 at a Mach number of 3.48 to 3.51 (deoendinrr 

T)ïmReyn0ldS n?mber) * The boundary layer was assumedPto be9 
laminar, consistent with the results of the literature re¬ 
view contained in Kef. 12, which gives a critical Reynolds 
number or Rer = 5 x 104 for moderate sweep angles. 

RECOVERY TEMPERATURES 

fmm ini In order to obtain the heat transfer coefficient 
m the heat gage responses, it was necessary to determine 

adiacentVtíyrhemP?ratUre (Taw) based °n the Mach number (M¿) adjacent to the stagnation line boundary layer- 1 

aw 1 * r V 

1 + W «7 (i) 

The laminar value of the recovery factor (r = /Pr was 
as 0 85 throughout. The Mach number distribution was com- 
puted from isentropic flow relations, using the static-to- 
stagnation pressure ratio (pw/poJl) . Measured values of p 

the%líwdf • bid £o£ had t0 be aPProximated, since details^f 
the flow field downstream of the leading edge bow shock 
thar ?"knOWn: Two methods were used, both of which assume 
Îïm inyiscid flow between shock and boundary layer is 
irrotational in the plane of the stagnation line: This is 

leldina fd^mPtÍ0nKaVeí0 angle °f attack' Provided both 
leading edge and shock planforms are straight. It is only 
approximately true in other cases, and may be grossly in Y 
error at high pitch angles or in regions where, either due 
to pronounced leading edge curvature or flow interferences 
of various kinds, the flow near the leading edge is strongly 

ofrinfiiiteS10nai' “owJver' this approach is characteristiï 
and 4-K uh cyllnder theory, which calculates both p 
and poJi on the basis of the shock being parallel to the Pw 

is takeneafethee ; 2)\The surface pressure in this case 
is taken as the stagnation pressure downstream of a normal 
shock whose strength corresponds to the free stream flow 
component perpendicular to the leading edge. The stagnation 
pressure is computed from the oblique shock relations for 
isentropic flow, using the sweep angle (A). On this basis 
Taw/T0 may be computed directly from the following expression 
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1 + ¥ M (cos A + r sin A) 

1 + IÇi M 
2 ° 

Vol. 2 

(2) 

(U) The simpler of the two methods used in reducing 
the data differs from the above approach in one respect 
only: the local Mach number is computed explicitly ving 
the measured surface pressure values, while computing the 
stagnation pressure p0¿, based on the local sweep angle, 
as before. 

(U) The second method can be used when the actual 
shock shape is known (e.g. from a schlieren photograph). 
In this case the downstream flow properties and streamline 
directions can once again be obtained using oblique shock 
relations and the shock angles as measured from the photo¬ 
graph. By extrapolating the streamlines from shock to 
leading edge (assuming them to be straight) points of corres¬ 
pondence on shock and wing could be found and the leading 
edge stagnation pressure distribution determined. The dis- 
trrbutions of Pqj¿, Mj¿ and Taw along the leading edge can 
then be computed, using the measured values of p . in 
practice the mapping of the downstream flow sometimes lead 
to intersecting streamlines originating from different 
points on the shock - due to pronounced shock (and leading 
edge) curvature on Models A and B. This is a clear 
indication of the limitations of this approach. In such a 
case the dilemma was resolved by fairing the best curve 
through the computed p0¿ versus s distribution. 

(U) Both of the above methods were used during the 
program, together with the usual infinite cylinder technique 
described above. M 

(U) It is shown in. Ref. 12 that Taw/T0 is quite in¬ 
sensitive to errors in M¡¿. Indeed, for Mji = 1, a 1% error 
in Mach number produces a 0.015% error in Taw. At Mp ^ 3 
this figure is 0.025%. Thus it is not surprising that the 
various values of Taw/T0 for the 66.7 deg. sweep portion of 
the wings are in close agreement. The method of Ref. 2 gives 
auva,lue °f °-913; those based on measured pw and a known 
shock shape give 0.909. If the leading edge were relatively 
hot this discrepancy could be significant, but during the 

present program the wings were always cold, i.e. T /T <05 
so the error in computing the heat transfer coefficieSt“wa¿ ' 
less than 1%. in many cases, therefore, use of Eq. (2) 
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combined with the local sweep angle will give reasonably 
accurate predictions of T=„. 

clW 

HEAT TRANSFER COEFFICIENT 

(U) The details of the data reduction procedures for 
Models Si, and S2 appear in Ref. 12; those for Models 
A, B and C in Refs. 13 and 14. All are based on the methods 
contained in Ref. 17. Basically, the heat transfer coeffi¬ 
cient (h) was assumed to be isothermal and constant over the 
data time interval. It was computed from the measured heat 
flux (q) using Eq. (3); 

q = h (T.-T ) 
i aw (3) 

(U) On Models A, B and C the heat gage design and 
calibration technique were substantially improved. The 
gages on Models Si and S2 had a repeatability of ±3% and an 
average scatter (gage to gage) of ±10%. Due to calibration 
difficulties, however, the uncertainty in the absolute heat 
flux level could be as high at 25%. The corresponding 
uncertainty for the later gages (i.e. those on Models A, 
3 and C), was only ±7% and the gage repeatability ±2%. 

EFFECTS OF LEADING EDGE GEOMETRY 

(U) The leading edge data obtained during the program 
was effected by two model geometrical characteristics. 
First, the wings were of finite span, with both a root or 
nose and also a tip. Thus the leading edge was not really 
infinite. Secondly, in the case of all but Model C, the 
leading edge sweep was not constant, but increased, either 
over a curved section near the root (Models Si and S2) or 
in a single step (Models A and B). in some instances the 
effects of leading edge geometry on pressure and heat flux 
was masked by, or combined with those arising from other 
phenomena (such as boundary layer separation near the wing 
root); however, some indication of root and tip (i.e. 
finite span) effects were isolated and a significant amount 
of data on nonuniform sweep effects was obtained. 

EFFECT OF FINITE SPAN 

(U) The effects of finite leading edge length can be 
illustrated by the data obtained at constant sweep on Model 
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C (Fig. 3). The heat transfer coefficient (E) has been 
normalized with respect to the theoretical value for A0 = 
66.7 deg. The distance normal to the wing root (y) has 
een normalized with respect to the leading edge radius (r) . 

(U) Due to the presence of the splitter plate, any 
variation in heat transfer near the leading edge root is 
masked by the interaction between splitter plate boundary 
layer and that on the model leading edge. Stagnation line 
heat transfer and pressure data taken on sharp nosed, full 
span delta wings (Ref. 19) indicates that shock/boundary 
layer interaction near the apex can bring about increased 
pressure and heat flux levels downstream thereof. This 
effect was also noted in the present instance when Model C 
was sting-mounted. Comparison with Ref. 19 data suggests 
that the pressures are affected more than the heat transfer, 
and that the effect decays with increasing Mach number (the 
Ref. 19 data was obtained at Mach 9.6, A0 = 70°, 2.2 < Re,- 
X 10 < 4.0). For the Ref. 19 data the heat transfer 
level decays to the theoretical value within twenty leading 
edge radii of the apex. This is in qualitative agreement 
with Liu s small perturbation theory (Ref. 20). 

(U) It was noted that for all models tested the bow 
shock was not parallel to the leading edge, even near the 
wing tip. This would help to explain the fact that the 
measured heat flux (and pressure) level is higher than 
theory. If the shock angle rather than the sweep angle were 
used in predicting h, the disagreement would be reduced by 
about 2% on the outboard portion of Model C. In cases where 
the leading edge shock shape is known, therefore, using the 
shock angle can improve the accuracy of the heat transfer 
prediction. 

(U) In Fig. 3 the difference between the flagged and 
unflagged Model C data is that in the former- case the 
xeading edge was not isotherma) prior to injection, for 
y/r > 30. This was also true for Models A and B (Fig 4) 
due to the experimental technique used. By design th4 sh4ar 
layer at the hot core boundary passed behind the splitter 
piate. It impinged on the outer portion of the wings, re¬ 
sulting in relatively high initial temperatures. This 
problem was eliminated by retracting Model C deeper in*-o 
the cold peripheral flow during the pre-cooling process 
(unflagged data). 

(U) In Fig. 4 the normalized heat transfer distribu¬ 
tion outboard on the constant sweep section of the leading 
edge is presented, s' being the distance from the point at 
which the sweep first becomes constant, measured parallel 
to the stagnation line. Using the theory of Ref. 3 for 
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large s', together with the measured values of Tj_, the iso¬ 
thermal and nonisothermal heat flux distributions have been 
computed (Ref. 21). These appear for Model A in Fig. 4. 
Agreement between the nonisothermal curve and the data is 
quite good. 

EFFECT OF NONUNIFORM SWEEP 

(U) All of the nonuniform sweep models tested during 
the program combine a root section of low sweep (and hence 
high heat flux) with an outboard panel of constant high 
sweep, on which the leading edge heat flux is relatively 
low. Primary interest is centered on the extent to which 
the high heating rates persist outboard of the point at 
which A becomes constant. This decay length can be inferred 
from the leading edge heat transfer distributions, which 
appear in Fig. 4. The coordinate s'/r is the distance along 
the stagnation line measured from the start of the constant 
sweep section and normalized with respect to the leading 
edge radius. The heat transfer coefficient (h) has been 
normalized with respect to the theoretical values for A0 = 
66.7° and the appropriate free stream conditions. 

(U) The shock shapes obtained on the nonuniform sweep 
models exhibit the same gross characteristics and, as pre¬ 
viously noted, are similar to those observed elsewhere 
(Ref. 19,22). However, while the shock angle for the sharp 
cornered models increases monotonically, the shocks on Model 
Si and the hemispherical-nosed models of Ref. 19 and 22 have 
an inflection some distance outboard on the constant sweep 
section. It would seem that the shock shape should be de¬ 
termined by the detailed leading edge geometry and M . In 
Ref. 23, however, it is shown that for a blunt nosed'delta 
wing with A0 = 80° the shock corresponds to that on a 
hemisphere, so at high sweep angles the straight leading edge 
plays little or no part in determining the shape, and carry¬ 
over effects will persist much further outboard than at 
lower A0. 

(U) The heat transfer is seen to decay much more 
rapidly on Models A and B than on Models and S2* for 
which there is a carry-over at least as far outboard as 
s'/r = 50. The relatively low heat transfer levels ob¬ 
tained outboard of s'/r = 60 are probably due to noniso¬ 
thermal effects, as already noted. The pressure data on 
Models 8^,82 and A exhibit little carry-over and agree well 
with theoretical predictions based on the local sweep angle. 
On Model B, however, there appears to be a pronounced ovrr- 
expansion outboard of the corner, resulting in reduced 
pressures for s'/r < 20. 
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(U) The persistence of the high root heating rates out¬ 

board onto the constant sweep leading edge is believed to be 
due to rotationality induced in the inviscid flow field near 
the leading edge by the curved shock which, in turn, is the 
result of the varying leading edge sweep. It has been shown 
both experimentally (Ref. 24) and theoretically (Ref. 25) that 
properiy oriented free stream vorticity can greatly increase 
the heat flux near the stagnation line of a yawed cylinder, 
while affecting the pressure leve) only slightly. The slight 
heat transfer carry-over observed on the sharp cornered 
models as compared with that on Models S1 and S9 can be ex¬ 
plained in terms of the leading edge planform radius of 

f’ili,Vatlire1iRß) ' Sfe Fig‘ 2' since the region of rotational 
flow should be related in extent and strength to the shock 
radius of curvature and he.ice to Rp. 

(U) In order to determine the extent to which Rn is a 
characteristic length for nonuniform sweep effects the Model 

and S2 data is compared with published results on other 
configurations with nonuniformly swept leading edges (Fig. 
5). Once again, h is normalized with respect to the theo- 

ValUe f0r A°' The distance from the leading edge 
root (s) is measured along the stagnation line. The only 
other data found (Ref. 19,23,26) was obtained on sting 
mounted delta wings with hemispherical noses and straight 
leading edges. This configuration differs from Models Si 
and S2 in two important aspects: (a) the leading edge aAd 
pianrorm radii of curvature are equal (r = Rn); (b) there 
Îa b°undfry layer interaction near the stagnation point 
(A 0 deg.). Apart from the heat transfer data of Ref 26 
no measurements were taken on the model noses where A is 
varying. In addition very little data was taken for s/R« 
<6 which, based on the Sx and S2 results, is the region^ 
where a carry-over effect might be detected. The theoretical 
curve for Model S1 is also shown in Fig. 5. Observations 
concerning the data may be summarized as follows: 

(i) Even on the outboard portion of the wings (s/R > 
6) agreement between infinite cylinder theory and experiment 
is only t20% The A0 = 80» data indicates agreemen/will 
deteriorate for A0 > 70°. 

Re^* and 23 data exhibits no carry-over 
effect. The present data does so, for the reaion s/R < a r\ 
The data of Ref. 26 at s/Rp = 4.7'is coÍsLtent with ?hé 
p esent results, especially at low Mach number. This agree- 

ño^aUzLTfící^8 SUPPOrt t0 USin9 RP aS the 

10 with1«’ Si and Re£; 26 gata a"d that from Ref. 
Ref ÍS V'show a PeaI' m FT near s/Rp = 10. The 
Ref. 19 and 23 data does not contain such a peak, and the 
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Ref. 10 data for A0 = 60 deg. shows no such effect. It 
should be noted that in Fig. 4 the Model A and B data agrees 
with the S1 data in this respect. 

(iv) The Ref. 26 data, which was obtained at constant 
Rer, suggests that any carry-over effect and any local 
peaking in h will decrease with increasing M . The Ref. 23 
results (A0 = 80 deg.) also suggest a decrease in h with in¬ 
creasing Mach number. The relative levels of the Mach 6.8 
and 9.6 data (Ref. 19) agrees with this conclusion, but 
excepting at Rer = 12 x 104 their results are substantially 
lower than those obtained in Ref. 26 at comparable Mach 
numbers. 

(v) The Models and So data are in quite good agree¬ 
ment at s/Rp equals 0.4 and 1.35, indicating that the heat 
transfer is inversely proportional to rl/2, and hence to 
•rj ' as theory predicts. The discrepancy at s/RD = 0.2 
is due to the splitter plate boundary layer. No explanation 
has been found for the high heat flux level obtained on 
Model S2 at s/Rp = 4.1. 

(vi) There is no clear cut trend with Reynolds number. 
Even the data obtained in Ref. 19 and 23 at relatively high 
Rer (that is 12 x 10 and 18.5 x 104, respectively) is in 
fair agreement with the laminar theory. 

(vii) The poor agreement between the predicted heat 
transfer distribution for Model S^, based on local sweep 
angle and the data for s/Rp < 0.5 can be attributed to 
boundary layer interaction in this region. 

(U) In summary the present shortage of data for non- 
uniformly swept leading edges makes it difficult to draw 
definite conclusions. In spite of the apparent contra¬ 
diction between the Ref. 19 results and the S] data, the 
possibility of a pronounced heat transfer carry-over exists. 
It can only be speculated whether the presence or absence of 
such an effect is dependent on a particular combination of 
Mach number and sweep angle, or whether the ratio of leading 
edge to planform radii has some special significance. It is 

P?Sf,151f that the boundary layer interaction near the root 
of Models Si and S2 may be a contributing factor. This could 
produce a much thicker boundary layer along the wing leading 
edge which, by making the skin friction and heat transfer 
less sensitive to leading edge curvature, could lead to a 
slower rate of decay, but in that event the agreement with 
the Ref. 26 data (for which no such interaction can occur) 
should not occur. 

(U) It seems clear that where a carry-over effect does 
exist, it is related to the planform curvature, and there¬ 
fore may be minimized by making Rp as small as possible. 
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(U) The possible existence of a locally high h out¬ 
board on the constant sweep leading edge is cause for some 
concern. Once again, the available data is too sparse to 
enable either the cause or the severity of this problem to 
be defined. It would seem that its location on different 
models can be correlated on the basis of Rp. This suggests 
that it is related once again to the presence of the highly 
heated inboard section. 

EFFECTS OF WING-BODY FLOW INTERFERENCE 

(U) A review of; the literature reveals that while con¬ 
siderable effort has been devoted to measuring pressure and 
heat transfer distributions on swept cylinders and blunt 
leading edges of delta wings, little attention has been 
paid to more practical configurations in which the wing is 
tested in combination with typical missile and aircraft 
components. Yet the blunt nosed missile body or aircraft 
fuselage and protuberances such as stub antenna and control 
canards can alter the flow over the wing leading edge in a 
variety of ways, thus affecting the stagnation line heat 
transfer and pressure distributions to an extent which, for 
the most part, cannot presently be predicted with any degree 
of accuracy. 

(U) Two general categories of interference can be dis¬ 
cerned. In the first of these the entire inviscid flow 
field upstream of the leading edge is affected, while in the 
second the initial impact is localized to small regions 
within the leading edge boundary layer or the adjacent flow 
field between the leading edge and the shock. If a wing is 
mounted on a blunt nosed body, the body bow shock may pro¬ 
duce both types of interference. By modifying the flow 
conditions upstream of the leading edge it can affect the 
entire heat transfer and pressure distribution. The shock 
can also cause interference of the second type if it should 
impinge on the leading edge. The body itself can produce 
changes near the leading edge root, due to interaction be¬ 
tween the two boundary layers (one on the body, the other on 
the leading edge). Similarly the wake of a canard mounted 
upstream of the wing can affect a large portion of the 
leading edge, while the tip vortex and shock can produce 
localized changes further outboard. It is to be expected 
that usually two or more different types of interference 
will be present simultaneously, making it difficult to 
isolate the individual effects of each, and causing possible 
mutual interaction which could produce additional changes. 
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(U) This was to some extent the case dnrinn 
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the wing. This implies that the outboard portion of the 
bow shock has relatively little effect on the leading 
edge heat transfer and in most cases its shape need not be 
known m detail. The significant portion of the shock 
therefore is largely determined by the hemispherical body 
nose. It should be noted that the theoretical heat flux 
at the root for Model SiB is 68% of that on Si. If this 
value were used to predict outboard heat transfer rates in 
the presence of the body, it would underestimate them 
signifioantiy. Neglecting the bow shock entirely and using 
infinite cylinder theory would be more satisfactory, but as 
can be seen in Fig. 7, for s/r < 80 this approach will also 
underestimate the heat transfer by as much as 20%. 

(U) One consideration of great importance from a de¬ 
sign standpoint is whether or not the bow shock actually 
impinges on the leading edge. Heat fluxes up to four times 
the normal level have been measured near the impingement 
point (Ref. 10,11). ^ y 

EFFECT OF BOUNDARY LAYER INTERACTION 

(U, The effect of the splitter plate boundary layer 
is apparent on all of the heat transfer measurements ob¬ 
tained near the model root. In Fig. 3 the data from the 
.root sections Models Sj, s2, A and B, and from all of Model 

is presented, normalized with respect to the theoretical 
value for the local sweep angle (not A0). A data point 
obtained at zero sweep during a heat gage calibration run 
is also included. The spanwise coordinate y is measured 
norma! to the wing root (Fig. 1). The Model C data ex¬ 
hibits the usual low heat flux levels corresponding to a 
separated region, followed by a rapid increase to a peak 
at the point where the separated boundary layer attaches 
to the leading edge. Outboard of this the heat flux decays 
to the normal, undisturbed level. The peak in the case of 
A - 66.7 is nearly 50% higher than the theoretical level. 
™ the other models is in general agreement with 
the Model c results, but is insufficient to determine any 
effect of varying sweep angle on the magnitude or location 
of the peak heating rate. In Ref. 10, however, data was 
obtained over a range of A which while exhibiting the same 
general characteristics as Fig. 3, also indicates that the 
PÜaï hff*tln<? level decreases markedly with increasing sweep 
while the peak location is hardly affected. It is probable 
that in the present case and in Ref. 10 the splitter plate 
boundary layer was laminar. Reference 27 indicates that a 
turbulent boundary layer would be much less likely to 
separate, particularly at low sweep angles, and that the 
peak heat flux levels on the leading edge would be substantially 
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lower than for a laminar layer and occur closer to the root. 
Thus while it is not presently possible to predict the magni¬ 
tude or level of the peak heat fluxes, the problem can be 
minimized by ensuring that the wing is located where the 
body boundary layer is turbulent. It may also be assumed 
that the peak will occur within the region 0 < y/r < 10. 

EFFECT OF VORTEX IMPINGEMENT 

(U) Investigations of the effect of free stream 
vorticity on heat transfer have shown that, with proper 
orientation, the vortex filaments can be stretched and their 
effects amplified by a boundary layer, and severe local 
heating result (Ref. 24,25). In the case of the vortex shed 
from the tip of a stub antenna or canard inclined to the 
local flow, the orientation is not such as should result in 
increased heating, but it may significantly alter the local 
flow field. Normally the spacing between canard and wing 
would be such that the vorticity would be concentrated in 
the trailing vortex shed from the canard tip. 

(U) The test configuration appears in Fig. 1. Data 
was obtained at vortex generator pitch angles (¢) of 5 and 
10 deg., thus ensuring the flow did not separate from the 
leeward surface. The corresponding vortex strengths (T) as 
computed from Ref. 28 are 26.5 and 53.0 ft2/sec. The span- 
wise location of the vortex impingement on the Model C 
leading edge was computed (Ref. 28) to be 2.27 ins. (y/r = 
18.2 or s/r = 46). The diameter of the completely rolled up 
vortex core was estimated as 0.75 ins. For low aspect wings 
the vortex sheet is essentially rolled up into two concen¬ 
trated cores within a few chord lengths (c) of the trailing 
edge. For the Mach numbers of the present test the average 
distances were l/c = 8.4 for ¢) = 5 deg.; £/c = 4.4 for 4> = 
10 deg. (Ref. 28). Since for the impingement point l/c = 
5.24, it is concluded that for ¢) = 5 deg. the vortex was 
not completely rolled up when it impinged on the leading 
edge. 

(U) The heat transfer data appears in Fig. 8, normalized 
in the usual way. The displacement of the generator axis 
from the model plane (z) has been normalized with respect 
to the generator chord (c). The first two settings are 
those corresponding to impingement. For z/c of 0.238 
the core axis was significantly above the plane of the 
leading edge. The location of the vortex impingement point 
is at s/r = 46. Inboard of this point the leading edge lies 
within the generator wake, resulting in wide variations in 
heat transfer (and pressure)_. However the very pronounced 
and localized reduction in h at the impingement point can be 
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discerned, especially for 0 = 10°. This effect decays rapidly 
beyond the limits of the core (40 < s/r < 52). 

(U) The variation of the heat transfer coefficient with 
vortex strength appears in Fig. 9. The measured values are 
those recorded at Station 5, and have been normalized with 
respect to the experimental level with no vortex present. 
Also shown is the local Reynolds number under the vortex, 
Rew, defined as pwU£s/yw, and likewise normalized to the 
undisturbed free stream value. Since, in the above definition, 
s, Tw and hence mw are constant and independent of the local 
free stream conditions, Rew/(Rew) r = o i-s simply pw/pw r = 0 
times the local velocity ratio. In this treatment the latter 
is assumed equal to one, so the Reynolds number ratio is also 
the normalized pressure for the different vortex strengths. 

(U) Using the linear fit to the Reynolds number data, 
it is shown in Frg. 9 that a Reynolds type analogy may be 
used to predict the heat transfer reduction due to vorticity. 
Agreement between the square root curve and the heat transfer 
data is good. Beyond this there is little that can be said 
as far as predicting the effects of vortex impingement. The 
effect of varying the streamwise distance £/c, for example 
cannot be determined from the present data, nor can possible 
effects of sweep angle and free stream conditions be found. 

(U) From a practical standpoint vortex impingement 
offers a design problem only insofar as the large heat flux 
gradient may induce thermal stresses in the leading edge 
structure. The inboard wake effects in general do not pro¬ 
duce heating rates higher than those measured in the absence 
of the generator. There may be important effects, however, 
on the aerodynamic performance of the wing. 

CONCLUSIONS 

(U) In general it must be said that the results ob¬ 
tained during the present program, even when combined with 
data published previously in the literature, do not com¬ 
pletely define the magnitude of the changes in leading edge 
heat transfer which may be brought about by the various 
phenomena treated herein. It is possible to confirm 
whether or not unacceptably high deviations from the theo¬ 
retical heat flux levels may occur and, in some cases, to 
suggest steps appropriate to minimizing these effects during 
the design of a high speed missile or aircraft. None of the 
various effects investigated - finite span, nonuniform sweep, 
wing/body and boundary layer interactions and vortex im¬ 
pingement - can be treated analytically at present. The 
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alternate approach is to experimentally determine the effects 
of varying the free stream conditions and such geometrical 
parameters as sweep, planform radius of curvature, etc. in 
an effort to develop semi-empirical methods for predicting 
the size and extent of the changes produced by each of the 
different phenomena. This indeed should be done. Free 
stream conditions, especially Mach number, were almost con¬ 
stant during this program, as was the basic sweep angle on 
the outboard leading edge. Extension of the data to both 
higher and lower Mach and Reynolds numbers, for larger and 
smaller sweep angles and different combinations of chord- 
wise and planform radii of curvature is recommended. 
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LIST OF SYMBOLS 

h 

l 

M 

P 

R 
P 

Re 

Re 

Re. 

r 

s 

s 
i 

s 

T 

T 

w 

aw 

u 

w 

Y 

z 

wing Ixft coefficient 

vortex generator root chord 

isothermal heat transfer coefficient 

distance measured downstream from vortex generator 
centerline 

Mach number 

pressure 

leading edge planform radius of curvature 

Reynolds number based on free stream conditions 

Reynolds number based on leading edge radius 

local Reynolds number = £yuÃs 
Uw 

leading edge chordwise radius of curvature 

distance along stagnation line 

distance from root to start of constant sweep section 

distance along constant sweep section = s—s 
c 

temperature 

initial temperature for heat transfer tests (= T ) 
w 

adiabatic wall temperature 

velocity 

downwash velocity 

spanwise distance, normal to wing root 

vortex generator displacement from plane of wing 
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T vortex strength 

A leading edge sweep angle 

A0 outboard (constant) sweep angle 

<P vortex generator pitch angle 

Superscripts 

— quantity normalized with respect to infinite swept 
cylinder theory 

Subscripts 

Í. local value external to leading edge boundary layer 

w value on leading edge stagnation line 

o stagnation value 

00 free stream value 

! 
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y/r 

Figure 3. Effect of body boundary layer on stagnation 
line heat transfer 
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Figure 8. Effect of vortex impingement on leading edge 
heat transfer 
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Figure 9. Correlation of leading edge heat 
Reynolds number as a function of 

transfer and 
vortex strength 
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Paper No. 16 

AN EXPERIMENTAL STUDY OF MASS 
ADDITION EFFECTS IN THE NEAR WAKE* 

(U) 

(Paper UNCLASSIFIED) 

by 

Norman G. Paul, H. J. Unger, F. K. Hill, 
and J. M. Cameron 

Applied Physics Laboratory 
The Johns Hopkins University 

Silver Spring, Md. 20910 

ABSTRACT. (U) The effects of mass addition on static tem¬ 
peratures in a two-dimensional laminar near wake have been 

RnrhS«hfaíed Ín f1 arc-tunnel setup using infrared spectroscopy. 
Both ablating models and models with base injection of reacting and 

non-reacting gases have been used. Arc test conditions of 300 psia 

9000^/ and 1?00.Btu/lbm enthalpy resulted in flow environments of 
00 ft/sec velocity, 5500 R stagnation temperature and 8500 for 

Reynolds number referred to model base height. The wake flows were 

i u3 duPlex-scannin8 infrared spectrometer using spatial 
and wavelength scanning modes; measurements were taken at 5 vertical 

wake io^tiona of y/h - 0 to 0.5 over the 4 - 6M wavelength range! 
ial locations of x/h = 1 and 4 were used. Static temperature 

NnVL1SHWT<dr<ermrd fr0m ShiftS in the P- and R-branches of the 
nd at 5.354; checks on these values were made using other 

molecular species. Thus, the results obtained in the 1200-2400°R range 

from rotational-vibrational molecular data, are accurate with an * 
error of less than ± 70 R and are in agreement with conventional 

determinations based on translational kinetic temperatures. 

* This work supported by the Naval Ordnance 

of the Navy under Contract NOw 62-0604-c. 
Systems Command, Dept. 
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INTRODUCTION 

(U) It is well known that wakes occur behind an object moving 
in a fluid medium and have characteristics that result from the 
manner of dissipation of the kinetic energy lost by the body from 
drag mechanisms. For re-entry vehicles in the earth's atmosphere, 
these wakes or trails can extend for distances of up to hundreds and 
thousands of body diameters. High temperature and high velocity 
wakes have been of especial significance in the past few years due 
to the Department of Defense's interest in the detection, tracking 
and discrimination problems associated with re-entry vehicles. In 
respect to detection and tracking, the altitude regime of 100,000 
to 150,000 ft is important due to the onset of significant ablation 
and the characteristic state of the wak.p flow. The essential problem 
in discrimination concerns the determination of the weight of the body 
and this can be related to the kinetic energy loss by means of wake 
temperatures. Analyses of the infrared radiation from common molecular 
species can furnish the wake temperature information. 

(U) Various phenomena associated with "clean air" wakes behind 
high-speed objects have been extensively investigated; the efforts 
expended have resulted in significant progress in many areas. A 
number of excellent reviews exist which deal with the various problem 
areas of the high-velocity wake (Refs. 1-5). However, the com¬ 
plexities of the various problems involved have precluded a thorough 
examination of one of the areas of significant practical interest, 
i.e., wakes with mass addition. With any high-velocity, slender re¬ 
entry vehicle, heat fluxes in the nose region become extremely high 
and the necessary thermal protection must include either controlled 
injection by transpirât ion-type modes or self-regulated injection by 
ablative mechanisms. This mass, added to the boundary layer, causes 
changes in the thermal, chemical and flow-field characteristics of the 
entire wake. The effects caused by mass addition can be order of 
magnitude in level when concerning the wake observables and thus affect 
the radar and optical signatures. On a practical basis, normal mass 
transfer in the wake, for either wake enhancement or suppression, 
affects the heat shield material, body design, penetration aids 
requirements, and the sophistication of the radar and optical systems. 
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INFRARED SPECTROMETER 

(U) In order to obtain non-interference static temperature 
measurements in the gas flow fields, as well as information on the 
molecular species present, a duplex scanning infrared spectrometer 
was utilized in the current test series. This instrument was 
designed and developed specifically for rugged use in emission and 
absorption Worte in high temperature arc-jet and rocket tunnels 
iKers. y,10). A complete description of the spectrometer, its 
operating principles, and typical data obtained under such conditions 
are given in Refs. 9, 10 and 11. ’ 

®r^fly.summarizin8> the spectrometer consists of a Perkin- 
Elmer Model 83 Universal Monochromator modified in a number of ways 
including high-speed reversible scanning in both wavelength and 
geometric modes, and mechanical-optical synchronization in the mon¬ 
itoring and recording systems. A schematic of the set-up is shown 
in Fig. 3. The spectrometer is mounted on a heavy adjustable carriage 

nsure stability during the measurements; observations of the flow 
are made through a CaF2 window in the test section. The light path in 
te spectrometer is flushed continuously with super-dry nitrogen to 
minimize atmospheric absorption effects. The schematic in Fig. 3 
shoe's some of the plane, elliptical and parabolic mirrors which are 
used to direct the light beam internally. A synchronous cam-driven 
mirror changes the focal position in the wake in conjunction with the 
wavelength and spectrometric slits. A CaF, prism disperses the in¬ 
coming light and a cam-driven rotating Litfrow mirror sweeps the 
spectrum over a liquid nitrogen cooled PbSe detector. The high 
impedance detector is matched to a low impedance line with a field 
effect transistor amplifier of unity gain. Remote recording of the 
spectra is accomplished with a cathode ray tube, a 35 mm strip film 
camera, and, for quid- post-run analyses, a CEC oscillograph is 
used. The spectra are also visually monitored on a 21" scope during 
the tests. All operations are programmed by the facility sequencer 
control system. 3 M 

ÏÏL ?!uIR mffurements wera taken in the free stream and in the 
wake behind the model both with and without mass addition. Two axial 
positions were investigated in the present test series: at x/h = 1 
and x/h = 4. In the first mass addition test series (Ref. 12) the 
spectrometer slit was oriented perpendicular to the wake flow ¡nd 
focused on the center line. Scanning was done only in wavelength 
( - 0^1 in 0.85 seconds). In the present test series, the 4 - 6u 
waveUngth Tegton „as selected for a more rapid scan rate and because 
all significant radiating air molecules are in this range 
(GO, @ 4.25m; CO @ 4.67^; and NO (3 5.35u). The flow was scanned in 
.417 sec at each of five vertical positions in the flow field from 
e center line outward (Fig. 4). Continual scanning was carried out 

in the tests so that up to 80 frames of spectral data were obtained 
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over the chosen wavelength range. The present wake gradient tests 

utilized the spectrometer slit oriented parallel to the flow. An 

oscillating mirror was tilted in steps of 0.0086" with a rotating 

sector-stepped cam ro that measurements were made in the wake at 

~ 0.060" intervals from the center line. A traversing mechanism, with 
a microscope mounted on a rectilinear stage, was used to check the 

location of the optical axis for each observation position. A Nernst 

glower was also used to determine values of the focal volumes. The 

gas volume in focus in the center of the flow field was a parallele¬ 

piped of 0.060" X 0.50" X 1.0" dimensions. The 0.060" is the dim¬ 

ension in the y-plane and corresponds to the slit opening at 5.3|j; 

the 0.50" is in the x-plane and corresponds to the length of the slit 

and the 1.0" refers to the depth of focus in the z-plane. The size of 

the focal volume was generally quite acceptable; although some problems 

with the data interpretation have been encountered at the x/h = 1 

location where different flow fields are present in a small space. 

The difficulties in interpretation arise in this situation because the 

spectroscopic measurements tend to give the highest temperature present 
in the focal volume. Quite obviously, a change in the internal optics 

in the spectrometer, which involves a change in the magnification, 
could aid in obtaining a reduced focal volume. 

(U) Temperature levels in the flow were determined from measure¬ 
ments of the shifts in the P- and R-branches of the NO band (5.35|j). 

Checks on the levels were also made using the C0„ (4.25jj) and 

CO (4.67(j) spectra. Unger (Ref. 11) discusses the theory and shows 
the relatively simple relationships existing between the temperature 
and the rotational line of maximum intensity: 

Tno = 0.1055 (¿V)2 

Tco = 0.0931 (¿V)2 

The measurements were analyzed by magnification (20 x) and projection 

of the film strips using theoretically determined overlays for 

temperature level analyses. The general techniques are discussed by 

Unger (Ref. 11) and he shows typical spectra and comparisons of 

temperature determinations from absorption spectra of a number of 
diatomic molecules. 

MODELS 

(U) The models were all slender wedges, completely spanning 
the 5.4" jet, and were held by adjustable trunnion mountings and a 

heavy metal yoke. Two-dimensional models were chosen to avoid model 

support effects on the wake. The models were injected quickly into 

the stream (0.50" downstream of the nozzle) by use of a hydraulic 

system in the test cabin; after a pre-determined exposure time to the 

flow, the models were retracted. Sufficient run time was allowed for 

thermal stabilization before the model was injected for wake measure- 
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(U) The wedge models had 0.50" base heights, 0.040" nose radii, 

wedge half angles of 6 , and overall lengths of approximately 2.0". 

The ablating materials used were phenolic-silica (Fiberite MX-2625), 

ATJ grade graphite, and standard stock Teflon. The base injection 

models (Fig. 5) were constructed of Amsulf copper and were highly 

water-cooled; on the base of the models was a 1/4" x 5" strip of 

2Qj sintered porous copper (1/16" thick) as the injection media. 

Bench tests and preliminary analytical work by Wagner and Cameron 

(Ref. 13) showed this material to.have a porosity of 41¾ and a 

permeability in the order of 10-11 to 10_1Z ft2. The injection 

velocities were believed to be uniform due to the high ratio of the 

effective distance to the square root of the permeability (Ref. 13); 

tests at low base pressure ratios confirmed this. However, high base 

pressure ratio data were not available and due to the uncertainties 

in the permeability at our test conditions, a precise value of exit 

velocity could not be determined; but, it was estimated to be high 

subsonic. Behind the porous strip was a plenum in the base of the 

model. High purity grade bottled gases, at ambient temperature 

conditions, were metered through an orifice and into the plenum. The 

gases used in the basr injection studies were helium (He), nitrogen 

Gas injection rates (N2), carbon monoxide (CO), and acetylene (C H ). _ l£lt 

were varied from 1-1/2 - 3% of the air flow raÉe based on model base 
dimensions . 

TEST CONDITIONS 

(U) Tables I - III show test conditions, typical levels of the 

flow variables, and the range of parameters involved. Table I shows 

the arc unit data and general test conditions for the ablator and 

base injection tests. Typical results are shown since data from a 

number of the tests are still being evaluated'. The test conditions 

were somewhat similar to those used in earlier mass addition experi¬ 
ments (Ref. 12). 

(U) Typical values of the flow and heat transfer parameters are 

shown in Table II. Most of these values were calculated from the 

basic measured ire-unit inputs (of Table I) using conventional energy, 

momentum, continuity and state equations with real gas properties 

based on JANAF thermochemical data (Ref. 14). In general, the cal¬ 

culated values shown are based on assumptions of chemical equilibrium 

to the nozzle throat, freezing downstream of the throat to the wedge 

shock, equilibrium conditions behind the normal portion of the shock, 

and frozen flow over the face of the body (Ref. 15). Some pre¬ 

liminary non-equilibrium calculations by Perini (Ref. lb) also indicate 

frozen flow conditions exist over the sides of the model. For com¬ 

parison purposes, and to obtain the limiting bounds on the parameters, 

calculations were also carried out assuming complete equilibrium, 

478 



8th Navy Symposium on Aaroballistics 

(E) - in Table II, or a completely frozen (F) state at all the flow 

points. The (E-F) values are for the most physically realistic 

combination of equilibrium and frozen flows described previously. 

All flow calculations were carried out on the IBM 7094 computing 
machine. 

(U) Table III shows the range of the variables encountered in 
this test series ; the results are divided into two sections based on 

arc-unit setup conditions. The results show good reproducibility and 
a low level of variation between the tests. 

EXPERIMENTAL RESULTS & DISCUSSION 

(U) With the previously noted stable and reproducible arc- 

tunnel flow conditions as a base, investigations were carried out on 

the free stream and wake. Usually 15 - 30 measurements were taken in 
the free stream and 4 - 5 at each vertical location in both the wake 

flows. With the high temperature ablators (ATJ graphite & phenolic- 

silica), 8-10 spectral frames were obtained at each y/h location. 
However, for Teflon models, only 2-3 spectra per location could be 

obtained due to rapid nose blunting and erosion. The measured static 

temperatures were then averaged and maximum deviations of ± 70°R were 
found over a 1100 - 2400 R range of free stream and wake values; 
generally, the deviation was less than half the maximum. 

(U) In respect to the free stream, spectroscopic observations 
confirmed the frozen nature and level of the flow. Observed amplitudes 
of the NO and CO^ were consistant considering the species concentrations 

and radiative properties. While the CO concentration was always finite 
in the free stream and wake, little or no radiation at 4.67^ was 

observed in these flows; at equivalent concentrations, its radiating 

intensities are two orders of magnitude below CO . However, with the 

ablators and base injection studies, CO was observed in the wake and 

temperatures were determined from it. Tables IV and V show comparisons 

between measured and calculated values of both free stream static 

temperatures and also model stagnation pressures. Calculated limiting 

values (for the all equilibrium or all frozen stream) are also given. 

Values of the free stream temperature were frequently determined both 

before and after the mass addition experiments. As can be seen from 

TablelV, the variation in the free stream temperature with time was 

not large. The results also agree with prior test data (Ref. 12) where 
the data were taken and analyzed in a slightly different manner. 

(U) It is well known that most arc units have some contamination 
in the stream. The Mach 6 arc unit had copper and boron nitride from 

the electrode and insulator decomposition. A slight amount of water 

vapor could also be noticed spectroscopically at 6.0)j and may have 

come from either some slight component seepage at the high pressure 
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and temperature conditions or possibly from condensed moisture in the 

air lines from the storage tank field. However, even though the 

amounts were small, there were no problems in respect to the tempera¬ 

ture determinations since the technique is essentially independent of 
concentration and manner of production of the species. The band 

width, produced by the rotational motion, is the significant character¬ 

istic and the temperature is related to spectral profiles of the 

rotational level population (Ref. 11). Preliminary calculations by 

Wagner (Ref. 17) showed little effects of the contaminants on the C0„ 

and NO concentrations and this was also noted spectroscopically ‘ 

from test to test observations. A by-product of this, though, has 

been the intermittent appearance of an unidentified species in the 

wake flows at ~ 5.0|a; the specie must be formed at the particular 

environment existing in the model stagnation region, or it has an 

extremely short radiative lifetime, since it is only seen in the wakes. 

The band or branch at ~ 5.0|j also, apparently, has its P-branch over- 

lapping the R-branch of the NO band. Comparisons with other spectral 

measurements and repeated efforts to identify this radiating compound 

have not been successful. Both BO (1861 and 1915 cm*1) and 

CN (2042 cm_l) are the most likely possibilities; although neither has 
the correct center (1997 cm-1) and the latter can be possibly 

eliminated due to an insufficient concentration under these conditions. 

(U) For the wake-type flows, pictures of both the clean air wake, 
and that with 3% nitrogen added from the base, are shown in Figs. 7 

and 8. Figure 9 shows a highly luminous Teflon wake. The spectrometer 

viewing port can be seen in the background. The differences in the 
base recirculation zone and shock waves can be seen (Ref. 18). 

Figures 10 - 12 show wake static temperature results at the x/h = L 

axial position with 1-1/2 and 3% N and 1-1/2% CO base injection. The 

gas temperature at the model stagnation point (total) is used as a 

convenient non-dimensionalizing factor; from Table III, the values of 

^STAG are s¿en k® 5500 - 5800°R. All wake test results are cold 

wall (%aLl/^STAG ^0.1 " 0.2) with the exception of the ablators. 
For the wake without injection, the results differ from Muntz and 

Softley (Ref. 19) in level by almost a factor of two and show agree¬ 

ment with Batt and Kubota (Refs. 20,21) to approximately 25%. The 

general trends in the gradient, to y/h ^ 0.25 also show agreement. 

In Fig. 13, a plot is given of the data of Batt and Kubo.a at 

x/h = 1 and 1-1/2 using static enthalpy ratios; assuming constant 

specific heats these could be converted to stagnation temperature- 

type plots by division of the abscissa by~8.5. The overall 

quantitative differences with Batt & Kubota and the qualitative 

differences at y/h > 0.25 may be due to two factors. First, the 

temperatures determined spectroscopically are the maximum ones 

occurring in the focal volume; our measuring points are shown on 

Batt & Kubota's data (Fig. 13). Further, at the opening of the slit 

at 5.3jj (NO), the edges of the focal volumes essentially touch. 

The length of the slit determines the fact that the focal volumes 
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extend from x/h = 0.5 to x/h = 1.5. From Batt & Kubota's mapping of 

this early region of the near wake, it can also be seen that our focal 

volumes at y/h > 0.25 probably encompass a portion of either the lip 

and/or wake shock or the so-called "hot spot" from the boundary layer 

as it moves downward and aft. The fact that we are overlapping these 

regions can be seen from the apparent increase in NO concentration as 

y/h is increased. Initially, regions of the base recirculation zone 

are covered by the focal volume. The cooler equilibrium gas here has 

essentially zero NO concentration. Moving upward encompasses more of 

the shear layer and the regions behind the shocks and also the boundary 
layer "hot spot" thus giving increased amplitudes. 

(U) Generally, in the clean wake, the amplitude of the CO, band 
is reduced by a factor of 2-3 compared to its free stream value 

while that of the NO band remains essentially constant. This is con¬ 

sistent both with conditions in the stagnation region, where cal¬ 

culations show dissociation of CO, to approximately one-haIf its free 
stream mass fraction and where the NO is affected only slightly 

(10 - 15% change) and in respect to the frozen nature of the flow 

over the body (Ref. 16) and in the wake. At both x/h = 1 and 4 in the 

clean wake, the amplitude of the CO, band is essentially a constant 

for all y/h values. However, for the NO band, at x/h = 1 there is, 

as previously noted, a gradual increase in amplitude from the center 

line outward. At x/h = 4, the amplitude is essentially constant 
across the stream. 

(U) Figures 14 and 15 show the clean wake at x/h * 4 and mass 
addition with both 3% CO and N2» The clean wake levels are essential¬ 

ly the same as at x/h = 1, agreeing again with Batt & Kubota (Ref. 22). 

The gradient is qualitatively in agreement with Muntz and Softley 

(Ref. 19) and indirectly supports Batt & Kubota (Ref. 21) concerning 

the disappearance of the boundary layer "hot spot" which has moved 

irto the wake. It can also be noted that the maximum temperatures 

seen in the wake at x/h = 4 are consistent with the prior measure¬ 

ments of Ref. 12 where the spectrometer viewed a vertical thin slice 
of the entire wake width at x/h values of 4-1/2 - 5. 

(U) Figures 10 - 12 and 14 - 15 also show the effects of base 
injection on the near wake temperature profiles at x/h = 1 and 4, 

respectively. Injection occurs from the base over the region y/h = ± .25 
and the results at x/h = 1 qualitatively confirm a high injection 

velocity (Ref. 24). The 1-1/2% CO temperature data at x/h * 1 were 

somewhat surprising in comparison with the 1-1/2 and 3% N, results; 

considering the residence time and the molecular weights of the two 

gases, it was expected that the results would be similar. Consider¬ 

able noise was present in the spectra in this early CO test but the 

data appeared consistent. The results showed the CO band amplituie 
to be high for the first two y/h positions and then decrease to 

almost zero at y/h = .5. The CO, amplitude was low at the center 

line and gradually increased to its normal wake level at y/h = 0.5; 
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the NO band had the same trend but not so pronounced. With the 1-1/2 

and 37o N„ injection, similar effects were noted for the (X^ and NO. 

At x/h = 4, nitrogen injection (37,) effects still persist while some 

slight oxidation has occurred with the carbon monoxide. Figures 16 

& 17 summarize the temperature as compared to the local value in the 

wake. The results show that up to 15 - 307, reductions are possible 

at x/h = 1 for these small flow rates and approximately 107, at 

x/h = 4. 

(U) For the ablators, heat transfer levels to the stagnation 

region of the models was not high (typical of the higher altitude 

environmentssimulated) and thus, where onset of ablation occurs, 

significant mass losses to effect wake cooling were not present. 

However, some qualitative aspects of the tests were interesting. 

Figure 18 shows a comparison between a Teflon wake at x/h = 1 and 

those from non-ablating bodies. As can be seen, both the temperature 

levels and gradients are the same even though mass addition occurs in 

the stagnation region of the Teflon body. Further, the temperature 

levels of the surfaces of the two model types are not too different 

and the mass loss rate from the Teflon is of a comparable level to 

that used in the base injection studies. It can be concluded that, 
at x/h = 1, the effectiveness of the stagnation region is quite low 

in respect to wake static temperature changes as compared to base 

injection. 

(U) Figure 19 shows the wake temperatures from three types of 

ablating bodies, compared to a non-ablating one, at the x/h = 4 axial 

location. Some caution must be exercised in using the center-line 

data for Teflon. It consists of only one data point; two others were 

lost due to the unexpected amplification (off-scale) of the NO band 

in this region. The Teflon results imply also that little changes 

have occurred except perhaps that the additional residence time at the 

lower center line velocities have allowed for the endothermic dis¬ 

sociation and resultant oxidation mechanisms to occur. Heicklen 

(Ref. 23) and Cresswell (Ref. 25) disc.ss the problems in the 

chemistry of oxidation. 

(U) For the high surface temperature (3000 - 4G00°R) graphitic- 

type ablators, ATJ graphite and phenolic-silica, the mass loss rate 

is comparatively small and the effects noted in the wake could be 

due almost entirely to surface temperature. Muntz (Ref. 19) has 
pointed out the almost linear increase as a function of surface 

temperature at the lower T^/Tctag condi,:ions* The Present results 
tend to show this. However with all the ablators, and especially 

these latter two, there were significant changes in the amplitudes 

of the spectra. Figures 20 to 22 show this as a function of the 

ratio of the species to the value existing in the cold wall wake. 
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Figure 23 shews the typical spectra from the phenolic-silica tests at 

x/h = 4. 

(U) During the tests, some blunting of the ablator models 

occurred; the nose radius for Teflon went from 0.035 to 0.050; phenolic- 

silica had the most significant changes, from .040 to .080 (due to the 

typical solidification of the molten glass); and no change occurred 

with the graphite models. No changes in wake temperatures were noted 

for either the Teflon or phenolic-silica cases as a function of nose 

radius. The amplitudes of both the NO and CO increased with time for 

both the ATJ and phenolic-silica models. Little effect on wake 

temperature, due to the transient heating of the graphite, could be 

seen. On all ablation tests, base heating was very low and with the 

phenolic-silica and ATJ models only a slight change in base material 

conditions could be noted. 

(U) In conclusion, the results show that the use of infrared 
spectroscopy for static temperature determinations in high temperature 

and velocity flows is not only advantageous from a non-interference 

viewpoint in a chemically reacting flow, but also is useful in obtain¬ 

ing information concerning radiating species and relative concen¬ 

tration changes. The IR measurements may be made utilizing any of the 

bands of the nonhomopolar molecules (NO, CO, in air but the NO 

band has particular advantages due to its concentration-radiation 

characteristics and to the clear-cut separation of its branches. 
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Test 
No. 

51 
52 

53 

54 
55 
56 

57 

58 

59 

60 

61 
62 
63 
64 

65 

66 
67 
68 
70 
71 

(U) TABLE 1 

(psia) 

w 

(Ibm/sec ) 

286 I 1850 
294 ! 1950 

291 ; 1890 

288 ! 1840 
292 1820 
292 ; 1830 

290 1870 

0.723 
.728 

.730 

.730 

.743 

.741 

.731 

310 2010 ! 0.759 

318 2070 : .768 

314 2040 I .765 

315 2030 ¡ .767 
298 2050 ¡ .725 
294 1950 j .728 
300 2060 i .726 

297 2020 .725 

311 2070 .753 
308 2070 .746 
318 2110 .764 
315 2070 .761 
316 2080 .762 

BI - base injection 
ABL - ablator 

. Test Conditions 

Total 
Test 
Time 

Power ! Current 

(sec ) (MW) (amps ) 

31 
50 

7.9 
7.4 

13,700 
13,800 

45 

45 
45 
45 

7.4 I 13,800 

7.2 ; 13,700 
7.5 , 14,000 
7.6 ; 13,800 

35 

47 

7.1 ; 14,100 

7.4 ! 11,200 

52 7.9 i 12,400 

52 7.3 ! 11,600 

52 
52 
52 
52 

7.8 ; 12,400 
7.2 ! 12,000 
7.7 j 12,600 
7.5 j 12,500 

52 7.5 j 12,500 

53 
54 
53 
52 
35 

7.7 j 11,600 
8.0 j 12,200 
8.1 j 12,500 
8.1 I 12,400 
8.1 12,400 

Model 
Type 

ABL - TEE. 
BI - N2 

BI - N2 

BI - CO 
BI - He 

BI - N2 

BI - N2 

BI - N2 

BI - N2 

BI - CO 
BI - CO 
BI - CO 
BI - N2 

BI - N2 

ABL - P-S 
ABL - ATJ 
ABL - P-S 
ABL - ATJ 
ABL - TEE. 
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Test Series 

I 
(Runs 50-57) 

Test Series 

II 
(Runs 58-71) 

Pt (psia) 

(Btu/lbm) 

V/ (Ibm/sec) 
â 

286 - 294 

1830 - 1950 

0.723 - 0.741 

294 - 318 

1950 - 2110 

0.725 - 0.768 

STAG 

rSTAG 

(ft/sec) 

(°R) 

(psia) 

(psia) 

(°R) N 

i 8510 - 8740 

1070 - 1210 

0.21 - 0.28 

8.1 - 9.8 

5470 - 5670 

8930 - 9050 
l 

1160 - 1270 

0.22 - 0.30 

8.4 - 10.6 

5720 - 5880 

li 

Í1 

Í1 
0 

r 

i* 

ii 

ÍI 

0 

D 
Ö 

(] 

486 



I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
1 
I 
1 
I 
I 
I 
1 

8th Navy Symposium on Aeroballistics 

ci 
U 
<y 
CL| 
E 
o 
H 

-o 0> 
c u 
O D 
•H U) 
U 03 
03 G> 8 

X N 
a J- 
X CTJ 
w > 

C/l 
o 
i- 'O 

0J 03 

E C 3 u 
X S 
03 nJ 
5: ^ ÇJ H U2 

t: j- 3 
¿J 4-J 
(¾ r3 

r-^ 
3 0 0 
U C- cc -EC 
03 O ^ 
U N as 

V- 
0 

^3 •*-» 
O U-. 

i- < 
3 w 

‘3 
O <fl O 
U L. la 
3 0C 
t/1 C. '-J 
« E a 
-j 0 cc 

■Z H ^ 

t/i • 
0 O 
H Z 

CN tX) vO i/' 
CN m cs 

M +i (: H *• 

in ^ O 
r> cs m tN cs 

H (■ li (■ f 

O (T' <f <f »? 
O <j- rsi m ro f 

O' 
|. ÍSI i. I 4- ti •• 

<1 

O 
<r 

O' O' ^ <f <i‘ 
(Ni <r ro tn m 

11 II il 1J I ■ 

OOOOO 
o -- -O tN o 
OOOOO 

till* 
OOOOO 
Q a-i —- in O m r*' 

0000000 
00 » » O' 00 00 

0 0 0 0 c 0 0 

0000000 
00 m íN m iC CN "n 

lT» LT'i lT» 1/^ lT* 

OOOOO 
in lT\ f—* r^* lt 

cn —* 

OOOOO 
00 O 00 o o — — o 

0000000 
<j O O <î O 
CVJ (N CN CN CN CN 

0000000 
O O 00 00 00 00 

CN CT' 00 lT' 
r^. CN O sO O 

m o ^ 
vO Osl ir> 

O 
r- 

i <r 

O m r—< 
cm — O tn 
»—< CN r j ^ 

X •—1 CT cN iT' •—< 
O ro O' 00 
csj •—< ^ ^ — — 

O — «N m <t 
in ir» in lh tn 

Vol. 2 

u 
u 
0 

0 
T3 
0 
X 

u 
QJ 
4J 
U-. 

< 

4 

O 
V- 
c 
0 cc 
J-Í 
0 

<3 
> 

r—i CNJ r^- 00 O — 
O O 3 O r** 

' 

487 

■
■
■
■
M

H
n

H
m

w
 



8th N«vy Symposium on Aeroballistics 

Vol. 2 

Comparison of Measured 
(U) TABLE V. 

& Calculated Model Stagnation Pressures 

TEST 
No. 

53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

488 

Measured 

fressures 

(Psia) 

9.30 
9.31 
9.70 
9.65 
9.55 
9.92 

10.20 
10.30 
10.30 
9.62 
9.56 
9.56 
9.48 

Calculated 

Pressures 

(E-F) 

(psia) 

Maximum & 

Minimum 

Pressures 

(E) (F) 

_(Psia) 

8.23 
8.15 
8.27 
8.25 
8.22 
8.78 
8.99 
8.89 
8.90 
8.44 
8.46 
8.48 
8.41 

9.72 
9.62 
9.76 
9.74 
9.70 

10.4 
10.6 
10.5 
10.5 
9.96 
9.98 

10.0 
9.92 

10.0 - 

9.89- 

10.0 - 

10.0 - 

9.99- 

10.7 - 

11.0 - 

10.9 - 

10.9 - 

10.4 - 

10.4 - 

10.4 - 

10.3 - 

8.02 
7.95 
8.07 
8.05 
8.01 
8.53 
8.72 
8.63 
8.65 
8.19 
8.20 
8.22 
8.16 
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(U) Fig. 1 MACH 6 ARC TUNNEL 

INJECTION 

(U) Fig. 2 SCHEMATIC DIAGRAM OF TEST SETUP 
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(U) Fig. 4 MODEL AND FOCAL GAS VOLUMES FOR SPECTROSCOPIC MEASUREMENTS 

II 
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(U)Fig.5 BASE INJECTION MODEL 

NO at 650' K 
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(U) Fig. 7 CLEAN AIR WAKE 

_^ 

(U)Fig.8 WAKE WITH 3% N2 (BASE INJECTION) 
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(U) Fig. 9 TEFLON WAKE 

(U) Fig. 10 NEAR WAKE STATIC TEMPERATURE LEVELS 
(WITH BASE INJECTION OF 1½¾ N2) x/li = 1 
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(U) Fig. 11 NEAR WAKE STATIC TEMPERATURE LEVELS 
(WITH BASE INJECTION OF 3% N2) x/h = 1 

(U) Fig. 12 NEAR WAKE STATIC TEMPERATURE LEVELS 
(WITH BASE INJECTION OF 1½% CO) x/h » 1 
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(U) Fig. 13 STATIC ENTIHALPY IN THE NEAR WAKE 
AT x/h = 1.0, 1.5 
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(U) Fig. 14 NEAR WAKE STATIC TEMPERATURE LEVELS 
(WITH BASE INJECTION OF 3% CO) x/h = 4 
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(U) Fig. 15 NEAR WAKE STATIC TEMPERATURE LEVELS 
(WITH BASE INJECTION OF 3% N2) x/h = 4 
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(U) Fig. 16 EFFECT OF BASE MASS ADDITION ON REDUCTION 

OF STATIC TEMPERATURE LEVELS (GASES: N2, CO) 
x/h = 1 

(U) Fig. 17 EFFECT OF BASE MASS ADDITION ON REDUCTION 

OF STATIC TEMPERATURE LEVELS x 1. = 4 
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(U) Fig. 18 COMPARISON OF TEFLON AND CLEAN WAKES 
AT x/h = 1 

0.25 0.30 0.35 0.40 

t/tstag 

(U) Fig. 19 NEAR WAKE STATIC TEMPERATURE LEVELS AT x/h = 4 
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(U) Fig. 20 INCREASE IN IR SPECTRAL AMPLITUDES DUE 
TO MASS ADDITION x/h = 4 
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(U) Fig. 21 INCREASE IN IR SPECTRAL AMPLITUDES DUE 
TO MASS ADDITION x/h s 4 
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(U) Fig. 22 INCREASE IN IR SPECTRAL AMPLITUDES DUE 
TO MASS ADDITION x/h = 4 
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y/h = 0.480 

y/h = 0.360 

y/h - 0.240 

y/h = 0.120 

y/h = 0 

(U) Fig. 23 TYPICAL SPECTRA-PHENOLIC SILICA WAKE (x/h=4) 
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INTRODUCTION 

Aerodynamic heating can be classified among the foremost 

technical problems confronting the development of hypersonic vehicles. 

This problem is probably most apparent within the first few inches 

along a wing or fin leading edge where the heat transfer coefficient 

becomes asymptotically large (varies as -L). The combination of large 

heating flux and the poor material area distribution of the sharp 

hypersonic leading edge results in temperatures at the tip approach¬ 

ing the recovery temperature. (Since the sharp leading edge has 

definite performance advantages, a means of alleviating the excessive 
tip temperature would be highly beneficial). Under the same high 

temperature tip conditions, the aft section of the leading edge 

(beyond a few inches) experiences equilibrium temperatures which can 

be of the order of hundreds of degrees lower. Fig. 1, from Ref. 1, 

shows the temperature distributions which would occur along the 

leading edges of a typical hypersonic vehicle at a Mach number of 8. 

These extreme leading edge temperatures poise serious oxidavion, 

strength, stiffness and creep problems for the most promising metallic 

leading edge materials. Fig. 2 shows the relative structural limita¬ 

tions of the coated refractory metals (molybdenum, columbium, 

tantalum and tungsten) and the super alloys (nickel or cobalt base) 

at extreme temperatures over a period of exposure time. 

Although the coated refractory metals have superior stiffness 

qualities up to 2300UF, they could not effectively be used at this 

temperature for any extended length of time since the worn coatings 

would result in the metal rapidily oxidizing. Reduction in leading 

edge tip temperatures would greatly enhance the suitability of the 
refractory metals over the extended time periods. 

The super alloys on the other hand are highly resistive to 

oxidation but have strength, stiffness and creep restrictions imposed 

at about 1600°F. Both sets of metals could be used as hot leading 

edge materials over the economic life of a reusable hypersonic vehicle 

in the Mach number 6-8 flight regime if an effective means could be 
found to reduce stagnation tip temperatures. 

The intention of this paper is to numerically show that a heat 

pipe configured in the form of a sharp 10° leading edge would be 

capable of appreciable leading edge tip temperature alleviation for 

steady state hypersonic heating. Prior to discussing the numerical 
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approach, it is appropriate here to first review some of the very 

basic heat pipe principles. 

HEAT PIPE PRINCIPLES 

The heat pipe was the result of research into high heat transfer 

devices for space applications (Ref. 2). It chiefly consists of a 

sealed metal tube enclosing a fluid saturated porous wick (Fig. 3). A 

steady state heat pine operating under radiation cooling can be 

described as follows: Heat addition at one end of the pipe will cause 

the adjacent fluid contained in the wick to vaporize and travel with 

its acquired heat of vaporization (under the influence of a small 

pressure gradient) toward the unheated end. The energized vapor will 

continually release its latent heat on the cooler surfaces while 

condensing slowly back into the wick. The condensed liquid would 

then under the action of capillary pressure forces travel back through 
the wick toward the heated end, thereby continuing the heat exchange 

cycle. This combined heat and mass transfer process is governed by 

the equation, 

Q(x) = Mv(X) L (1) 

For steady state operation, the rate of vapor evolution equals the 

rate of vapor condensation. If the unheated end of the pipe is under¬ 

going radiation, the entire pipe will be brought to a nearly isothermal 

temperature. The pipe's temperature at the heat source is considerably 

lower than that temperature which would have occurred there in the 

absence of the wicking fluid. The degree of temperature reduction is 

strongly dependent on the heat rejection capacity (emmissivity) of 

the unheated end. 

Hear pipes are ideally suited for space applications since the 

capillar> forces circulating the wicking fluid are only opposed by 

the frictional forces arising from viscosity. In an environment 

where G forces are present, the wicking fluids density must be 
sufficiently low to enable the capillary forces under the specified 

heating conditions to fully saturate the wick. For steady state 

operation, a heat pipe must satisfy the internal pressure drop 

criterion, 

capillary 

pressure j — 

J 

viscous liquid 

pressure drop 

viscous + inertial 

pressure drop in 

vapor 

i G Loads 
j Pressure (2) 

i_drop 
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This criterion allows the capillary pressure forces to continue the 

fluid circulation throughout the volume of the wick under the imposed 

heating conditions. Relative magnitudes of the influence of G and 

capillary pore radius on pressure head for several candidate fluids 

are shown in Fig. 4 (courtesy of Westinghouse, Ref. 3). The 

derivation of the capillary pore data in reference 3 is based on a 

mean cylindrical pore radius. These data are representative of the 

magnitudes of capillary pressure heads developed by more realistic 

wicks of the same mean pore radius. Capillary pressure heads for the 

alkali metals at mean pore radii below .01 inches, are shown in Fig. 4 

to be large compared to corresponding gravitational pressure heads. 

Hence, the use of heat pipe cooling on a small leading edge structure 

under near steady state hypersonic heating conditions may be very 

practical. Prior to the construction of a working model, a more 

detailed experimental assessment must be made into the magnitudes of 

the terms in Equation (2), and the special transient conditions which 

are characteristically different for liquid metal heat pipes (Refs. 4 

and 5). 

The general requirements for heat pipe fluids are: high latent 

heat, high thermal conductivity, low viscosity, high surface tension, 

high wetting ability and a suitably high boiling point. Properties 

of some high temperature heat pipe fluids are given in Table I. 

(U) TABLE 1 - PROPERTIES OF HIGH TEMPERATURE HEAT PIPE FLUIDS 

FLUID MELTING PT. 

(°F) 

BOILING PT. 

(°F) 

DENSITY 

#M/FT3 

@MP 

SURFACE 

TENSION 

@MP 

xl0+4 

LATENT 

HEAT 

BTU/# 

LITHIUM 

POTASSIUM 

SODIUM 

CESIUM 

354 

147 

208 

84 

2403 

1400 

1621 

1301 

31.8 

51.0 

58,0 

112.0 

39.9 

10.6 

19.1 

5.5 

8440 

893 

1810 

263 

For the present we will assume that an effective heat pipe can be 

constructed in the form of a sharp 10° two-dimensional leading edge. 
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We would like to determine the temperature field through the volume 
of this structure for Mach numbers of 6 and 8 at an altitude of 
150,000 feet. 

HEAT PIPE MODEL 

A two-dimensional heat pipe (or vapor chamber) used for leading 
edge temperature reductions would have the same features as the 

cylindrical heat pipe (of Fig. 3) except for a triangular cross- 

sectional shape, see Fig. 5. This leading edge structure would have 

a wick material (probably sintered metal or metal screening) snugly 

lining its interior surface. Relatively sharp leading edges could be 

used since the heat pipe conduction mechanism is expected within the 

fluid wicking limits to be capable of absorbing the high heating loads 

on small radius leading edges. The temperature in the wick region 

would be sensibly isothermal due to the presence of the evaporating 

and condensing vapor. In a fashion similar to the cylindrical heat 

pipe, the high heating loads near the vertex of the leading edge 

would be conducted in the vapor (as latent heat) and recondensed nearly 

at constant temperature on the downstream wick surfaces. For the 

purpose of predicting surface temperatures on the outer skin, the 

wick-vapor region could then be considered as an artificial material 

of very high conductivity placed flush against the interior of the 
skin. 

The heat pipe model considered for steady state skin temperature 

determination under simulated hypersonic flight conditions consists 
of a 10J half angle wedge (Fig. 5 concluded). A triangular grid 

field was used for the finite difference treatment since it exactly 
fits the wedge's geometry. The wedge is divided into five nodal rows. 

The first two rows lie in a given real material (molybdenum) having a 

conductivity of .0194 F—R 5 the last three nodal rows lie in a 

fictitious wick-vapor region which is assumed to have a conductivity 
of 209.  “lb— . This latter value is quoted in reference 2 and 

Ft SCC° R 
is representative of the magnitude of sodium heat pipe conductivities 
in the range of 1900u R. 

ANALYTICAL PROCEDURE 

The convective heat transfer coefficient distributions at 
150,000 feet for simulated Mach numbers of 6 and 8 on a 10J leading 

edge are shown in Fig. 6. These laminar coefficients were determined 
with the reference temperature heat transfer equation. 
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H(x) = 9.22^1- 
p* V 
r cn 

u*” ) 
h h 

p* 
r 

X 10 (3) 

where K*, p*, p* and P* are evaluated at the reference temperature 
given as, r 

T* = .28 T + .50 T + .22 T 
oo w r (4) 

The specific equations for K, p, p, and P are well known and can be 
found in most heat transfer texts. r 

Equation (3) and the supporting property value equations were 
programmed at the specified flight conditions. 

Fourier nodal heat transfer equations incorporating Dusinberre's 

half-cotangent rule for triangular grids (Ref. 6) are written for the 

special interior nodal forms. The Fourier equation for a rectangular 
nodal form is, 

Q - C a ^ (5) 

where (a) is the differential nodal heat transfer area between nodes, 

a = A A (unit depth normal to nodal cross-section; (6) 

For a triangular grid, Equation (5) becomes 

Q ■ c a ^ (7) 

where is Dusinberre's conduction path coefficient. This coefficient 
can be shown for any grid path to be equal to the sum of the half 
cotangents of the angles bridging that path. 

The nodal equations for interior nodes (which are influenced only 
by the temperature of adjacent nodes, Tn) are of the form, 

£ C (Tn-Tj (8) 

A typical interior nodal quation for the interfacial boundary (of the 
form of Equation (8) written in terms of nodal indices (i,j), is, 

(T 
oc(ci> + (Ii+i.j-rTi.j) cc<c2>+ <Ti,j-i+Ti,]+i-2Ti,j) 

BB 
Cl+C2 
F" + ^i-l.j^i.j) C1 + <Ti+l,j-Ti,j> C2 <BB> = 0 (5) 
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where the values CC and BB are Dusinberre's conduction path 

coefficients. Along the interfacial boundary the respective 

conductivities and C? of the skin and fictitious material arc 

averaged. This assumption seems plausible. A further description 
of the heat balance at an interfacial point, 3,7, is shown in Fig. 7, 

A similar typical interior nodal equation for the adiabatic 
boundary is given as, 

Ti,j+r2Ti,j) M + (Ti-i,j+i+ T< <>cc + 

Vol. 2 

(T, 
i-l.j i,j 

T. ) BB = 0 (10) 

where AA is a Dusinberre constant, (see Fig. 7 continued). 

For the surface nodes which are influenced by convection and 
radiation, the general form of the heat balance equation is, 

H(T .)AA(T 
-1 > J ' 

T 
aw i,j j) ” - € (T^ j*T )¿A + sum of Fourier = 0 

conduction terms (ID 

where the first two terms (from the left) are attributed respectively 

to surface convection and radiation (Fig. 7 concluded). The last term 
consists of the Fourier conduction influence of adjacent nodes 

explained above. The nodal equations implied to the surface nodes 

assume a constant surface emmissivity of .5; they also take into 

account first-order changes in convective heat transfer coefficients 
with wall temperature variations. Hence, the H(T) value shown in 
these equations is equal to, 

H(x) + (T -B) Slope 
W 1 (12) 

where it is understood that H(x) is the heat transfer distribution 

evaluated at a wall temperature, B (3000'R). Since the heat transfer 

coefficient is not a strong function of wall temperature, the slope 

term represents a mean sensitivity of heat transfer coefficient with 
wall temperature over the length of the plate. The nodal equations 

were solved for temperature distribution on a SDS 930 machine using a 

Gauss-Sicdel numerical solution. A Newton-Raphson method is applied 

tnraî0 ®u^acc n°dal equations in order to speed the convergence. A 

íhí Îai a nr?aîJCquati0ns wcrc necessary to define all the cases in 
the 341 node field. Convergence was assumed when the integrated 

.r?rÍ!tl0^aSTnCOnVOCtÍOn °VCr thc surface of the wedge were equal to « 
*01 TTC.• Although the results are very reasonable, 

additional programming is being conducted to determine node size 
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influence and initial h influence on the near stagnation temperature 
field. 

RESULTS 

The preliminary numerical results for the cooled and uncooled 

leading edge at the simulated flight conditions are shown in Figs. 8 

and 9. The influence of the highly conductive vapor region is very 
apparent for both Mach number cases. As a result of radiation 

influences the overall temperature gradient at Mach 8 exceeded that 
obtained at Mach 6. Hence, the larger heat pipe influence on 

temperature shown at Mach 8, is attributed to its greater effective¬ 

ness at the higher Mach numbers where radiation is more significant. 

The integrated heat flux for the cooled and uncooled cases 

were shown to be identical in each Mach number case. This is signifi¬ 

cant since stagnation region temperatures are reduced (at the expense 

of slightly higher temperatures downstream) without having to accept 

any additional heat input over the entire leading edge structure. 

The leading edge tip temperature gradient retained by the cooled 
wedge is attributed to the high Q loads imposed over the long 

horizontal conduction paths extending from the wedge's vertex to the 
high conductivity region. Details of the temperature distributions 

for the heat pipe model near the stagnation points for both Mach 
numbers are shown in Figs. 10 and 11. The influence of the vertex 

material distribution on temperature distribution can be eliminated 
through shortening the vertex conduction paths and providing more heat 
pipe area in the vertex region. Hence, the use of a small (.2'to .25" 

radius) cylindrically conformed leading edge having constant metal 

thickness in the vertex region would be appropriate. This arrangement 
is also shown in Figs. 10 and 11. If we assume that a leading edge 

structure containing a perfectly conformed skin-wick vertex region 

could be fabricated then isothermal temperature distributions across 
the structures surface would be possible, see Figs. 8 and 9. The 

temperature increase over the entire surface attributed to further 

temperature reductions at the conformed tip would be on the order of 

60°F. for the cases shown. This is a welcome trade off at the higher 
Mach numbers for the rather large reduction obtained in edge 
temperature. 

CONCLUDING REMARKS 

The numerical results demonstrate the ability of cooling methods 

based on the heat pipe principle to significantly reduce stagnation 
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tip temperatures. The results are preliminary since node size 

influence on accuracy (especially in the vertex region) has not 
been determined. Nevertheless, the initial results are encouraging 

and strongly indicate that through proper leading edge design (a mini 

mum of conformed nose blunting) isothermal leading edge temperature 

distributions are achievable in the hypersonic flight domain. 

The application of heat pipe cooling to minimize the current 

practice of extreme nose blunting to reduce stagnation point Q loads 
BTU . I could pay additional dividends in appreciable form drag 

In such instances where drag reductions can be achieved, 

> I 
sec ft 
reductions. 
the conformed leading edge radius must be less than the original 

blunt body radius. 

Finally, a minimum drag design would be subjected to the inherent 

physical limitations imposed on the fluid-wick system by stagnation 

point Q loads. This means that sufficient fluid must circulated in 

the stagnation point region to continually absorb the stagnation Q 

loads under the specified flight conditions. Low density fluids with 

high latent heat, surface tension, and boiling temperature are those 

of interest. In this category the alkali metals are the most 

promising. 
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node spacing on surface 

calibration temperature for H 

conductivity in skin material 

conductivity in heat pipe region 

specific heat of air 

convective heat transfer coefficient 

conductivity of air 

latent heat of heat pipe fluid 

Mach number 

Rate of vapor evolution 

pressure drop in wick 

Prandtl number 

heat transferred in heat pipe 

mean pore radius of wick 

Reynolds number 

temperature sensitivity of 'ieat transfer coefficient 

temperature 

air velocity 

distance along surface of leading edge 

emmissivity 

angle of inclination 

Stefan Boltzman constant 

wetting angle 

viscosity of air 

Subscripts 

evaluated at wall conditions 

evaluated at infinity 

evaluated at reference temperature conditions 

517 



I s 

Igÿai * 

Si''-'i 

8th Navy Symposium on Aeroballistics 

Vol. 2 

T, °F 

3260 

(U) Fig. 1. - Equilibrium Surface Temperatures During Sustained Flight 

at Mach 8.0 at 88,000 Feet 
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(U) Fig. 2.- High-Temperature Structural Material Limitations 
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HIGH TEMPERATURE METAL SKIN 

(U) Fig. 5.- Heat Pipe Leading Edge Structure 
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NET CONDUCTIVITY OUT OF POINT 6,11 = 0 

T6,11 +t«, 12 - Té. il) AA + (Ts 12-T6 n)CC+(T5 „ -T4 ,,)88=0 

(U) Fig. 7 (Continued) 

(a) Adiabatic Boundary Node 
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Paper No. 18 

SPIKES AS A MEANS OF REDUCING DRAG AND RAIN EROSION 
OF BLUNT BODIES AT SUPERSONIC SPEEDS 

(U) 

(Paper UNCLASSIFIED) 

by 

Isidor C. Patapis 
Naval Ship Research and Development Center 

Washington, D.C. 20007 

ABSTRACT. (U) The use of spikes as a means of reducing drag 

and rain erosion at supersonic speeds is appraised. A description 

of results of recent spike studies conducted at the Naval Ship 

Research and Development Center is included. These results show 

that spikes can significantly reduce both drag and rain erosion. 

The scope of future work, to include heat transfer, is also 
discussed. 
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INTRODUCTION 

(U) The radome of an aircraft or missile is most effective in 
a blunt body configuration. This assures the greatest uniformity in 
akin thickness allowing for the uniform transmission and reception 
of signals. A hemisphere is ideal. Other nose shapes, such as a 
one-one tangent ogive, can also be used. 

(U) Both of these radomes present certain aerodynamic problems 
which tend to compromise the weapons system. That is their pressure 
drag and impact momentum exchange with oncoming rain particles is 
high because of the high body tangent angles relative to the body 
axis. 

THE EFFECTS A SPIKE HAS ON A BLUNT BODY 

(U) Placing a spike in front of these bodies reduces both the 
drag and the raindrop momentum exchange. Just how this is done can 
be seen in the schlieren photographs showing the basic radome and 
two alternate flow conditions posed by using spikes: Figure 1 shows 
a basic radome with a detached bow shock wave indicating high pressure 
drag. What a spike does, essentially, is to remove the detached 
portion of the wave thereby diminishing its effects. A spike placed 
on s body that has a bow shock wave attached will not reduce drag. 
Figure 2 shows flow separating from the spike shank and leaving a 
small captured vortex bounded by a shear layer. The oncoming flow 
"sees" the body as formed by the spike in front of the separating 
flow, the shear layer and the actual body from the reattaching region 
rearwards. This, more slender body, shows a small reduction in drag 
over the actual one. Figure 3 shows flow separating from the cone, 
transitioning and reattaching to the body and forming a captured 
vortex between the shear layer and the complete spike shank. To the 
oncoming flow, this body is much more slender than the first two, and 
indeed, this is reflected in its low drag. 

(U) A spike helps cause rain dispersion in a number of ways: 
The first is the tip shock wave. It causes compression waves to form 
in a rain drop passing through it. If given enough time after passing 
through the tip wave, the droplet may thus be dispersed to a fine 
vapor. The "vaporizing" process begins at about 100 p, seconds and is 
complete at about 700 4 seconds or so depending on the Mach number. 
If a droplet passes through a series of waves, it might possibly 
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"vaporize" very quickly. Second, the rain drop is deflected along 

with the oncoming flow by the conical tip and the shear layer so that 

when a drop finally reaches the body its impact angle is minimized. 

Third, if a rain drop should happen to penetrate the shear layer, it 

will be subjected to very high shear stresses because its size may be 

comparable to the shear layer thickness which is supersonic on the 

outside and subsonic on the inside. 

TESTS CONDUCTED AND RESULTS 

(U) In tests conducted at NSRDC the two different types of 

spikes shown, in Figure 4, were tested on a one-One tangent ogive and 

a hemisphere. The plain tip spikes were relatively ineffective giving 

drag coefficients not much different from the basic bodies. The blank 

oversize spikes caused about 357» drag reduction on the ogive and about 

SOT, on the hemisphere. At the conclusion of these tests it was felt 

that more work could be done in the area of drag reduction by bleeding 

air from the tips into the shear layer as shown in Figure 5. The 

additional mass would increase the layers displacement thickness 

causing the bow shockwave - shear layer interaction to occur radially 

further from the body, thereby causing an additional reduction in 

pressure drag. The schlieren photographs of these tests were not 

clear enough to indicate a noticeable shift in the location of the 

interaction region, Figure 6. However, the jet does cause a shockwave 

to form at the exit lip which is normal to the cone in the vicinity 

of the lip and jet itself appears to form a layer just outside of the 

existing shear layer. The second shock can help amplify rain dispersion. 

The force data indicates two things: First, drag is reduced over the 

basic spikes and second, some spikes that originally had flow separation 

from the shank now had the flow separating from the tip. Because of 

this, the rain dispersion process starts further from the radome allow¬ 

ing for more reaction time. Apparently, this particular method of 

bleeding air removes an existing pressure gradient that, on some spike- 

body combinations, was pronounced enough to retard separation. This 

point may be noted in Figure 7 where, for example, an i/d of about 0.9 

had shank separation and a of about 0.48; with air bleed the flow 

separated from the tip and the drag was reduced by one unit to about 

0.38. It should be pointed out that gap width, g^, was based on a 

design Mach number of 2.14 and tested only at 1.55 and 3.75. The gaps 

show little drag reduction over the basic spikes at Mach number less 

than M design and greater at the greater Mach number. The effect of 

bleeding on the ogive is not consistent over the test Mach numbers as 

it is with the hemisphere. Figure 8. The hemisphere has yet to be 

tested with blank spikes having shank separation so that the effect 

of air bleeding on them is not known. From the standpoint of drag 

reduction, however, it would appear that the width must be designed 

for a low supersonic flight Mach number to be usable over the 
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°T™niC ran8e• The opposite is true when determining slit 
width for rain erosion protection where a strong jet will help to 
form a strong shock at the tip and help deflect the droplets further 
from the cone. Calculations have shown a shift of about 80° in droplet 
direction in the vicinity of the jet. The jet strength can be said 
to be governed by the mass flow rate through the slit. Continuity 
dictates a bigger slit with Mach number increase. 

(U) This contradiction between a small slit for drag reduction 
and a large one for rain erosion would lead one to using an inter¬ 
mediate flight Mach number for design. A series of spikes have been 
prepared to be tested at M = 5, their design Mach number, along with 
the existing set for temperature distribution studies. They will 
also be tested for force data and subsequently made into full scale 
products for testing on radomes on a rocket sled track in a rain 
environment facility. 

CLOSING 

f ^ 5Ï that has been done till now has provided a stimulus 

havp WhÍCh WÍU Center arOUnd experiments, some of which 
have already been noted. Questions that have yet to be answered are: 

I* ia the optimum cone angle per Mach number? 

« w 2'Cwau o variable geometry cone be used during a variable Mach 
number flight? 

■pikes? HOW d° temPerature distributions vary with blank and jet-bleed 

IS 'b6 Jet-bUed ldea ln » ral" '■"'irom.nt on 

After these experiments have been completed and the results 
digested, sttempts will be made to try to formulate a mathematical 
model and a computer program to try to anticipate more concisely the 
pro lem of the spike-body. In the meantime, your comments and criticism 
are welcomed with great enthusiasm. 
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Figure 1 - One-One Ogive Schlieren 
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Figure 3 - One-One Ogive With Spike-Tip Separation 
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Figure 2 - One-One Ogive With Spike-Shank Separation 
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Figure 7 - The Effects of Jet-Bleed on a One-One Tangent 

Ogive With Oversize Spikes 
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