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Analysis and Design of Communication 

Networks with Memory 

by 

S. L. Hakimi * 

ABSTRACT 

A mathematical formulation of the communication networks with 

memory is presented assuming that the sources of traffic are de- 

terministic but not necessarily time invariant. The formulations 

leads to a linear programming problem. Some generalizations and 

justifications of the choice of the model are discussed. The same 

basic formulation can be used as a tool for analysis as well as 

least-cost design or improvement of an existing network.  Design 

of the memory systems and its relation with messages with priorities 

is considered. 

Similar concepts are used to arrive at an approximate linear 

programming formulation of "street traffic". 
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I.      Introduction 

A comnunication or traffic network    N    is a set of    n    points 

(switching stations, cities)  that are conhected by   m    lines  (channels, 

transmission lines, highways).    A convenient model of such a system is 

a graph   G   with    n   vertices (or nodes),  v., v.,  ..., v   and    m 
Li n 

branches b.,  b.,   ..., b .    Each branch    b.     is connected between a 
Lin i 

pair of distinct vertices v.   and v..    The vertices and the branches in 

G    correspond to the stations and lines in network    N.    We assume that 

each line in    N    allows traffic only in one direction,   (or   N    is 

unilateral).     (As  it will be shown,   this assumption is not a necessary 

part of the formulation.)    Arrowheads are placed on corresponding 

branches of    G    to signify the allowable direction of traffic flow. 

With each branch   b.    (l£i£iq),  there is associated a real non-negative 
* 

number    b.    which represents the capacity of corresponding line in    N. 

The capacity of a branch in    G    is the maximum allowable rate of flow 

in the corresponding branch in   N    (in the direction of arrowhead). 

If the stations in    N    (or vertices in    G) have no capacity restrictions 

or "delay characteristics",  then,  they merely represent Junctions and 

such a network is called a "circuit switching network" or a communica- 

tion network with direct traffic [1,2,3]  .     Traffic handling capability 

and the design of such networks have been widely studied [4-10]   .    Now, 

let us attach a real non-negative number    m.    to each vertex    v. 

(1 ■ 1,2,...n)  in    G   where   m.    represents the maximum amount of 

messages  (or traffic) that can be stored  (or held up) at the correspond- 

ing station of    N.     In a communication network the number    m.     is  the 
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capacity of the memory system  (or the capacity of  the warehouse)  at    v. 

The  function of the memory  system (or unit)  at a vertex is to store 

the messages  in the memory unit when the outgoing  lines  irom that vertex 

are busy (or flooded to the capacity).    Such a network is called a 

network with "message and circuit switching" or a store-and-forward 

communication network [1,3]   .    We will refer to them as a communication 

network with memory.    Although some engineering aspects of this type of 

networks have been studied,   no general method for the analysis and 

design of such networks is available.    A description of a general 

formulation for the communication networks with memory is the main 

result of this paper.    This  formulation leads to an extremely large 

linear program; however,  this linear program has a special structure 

which enables one to take advantage of Danzig-Wolfe [11,12] decomposi- 

tion principle to}partially) alleviate the computational difficulty. 

Also,   it is shown that one can obtain a feasible solution to the 

design problem by a direct method which leads to suboptimal results. 

:      I 
-      i 

!    I 

II.    Flow Model Formulation 

Consider a communication network    N    represented by a weighted 

directed graph    G    with    n    vertices and    m    branches.    The weight of 

*    # 
the branch   b.    is    b.     (i = l,2,,..m) vhich represents the capacity 

of the corresponding line  (channel)  in    N,  and the weight of the vertex 

v.     is    ra.    (i « 1,2,...n) which represents the capacity of memory 

system located at  the corresponding station in    N.    We construct a 

directed graph    G*    from   G    as follows:    We split each vertex    v.    in 

G    into two vertices    v..     and v.«    in    G*.    All of the branches whose 

arrowheads are toward vertex : v.    in    G    are connected to vertex    v.. 
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in G* • ,, ! of the branches whose ·arrowheads are away from vi in 

G are ccnn~cted to vi2 in G*. The branches in G* are labelled as the 

correaponcU.na branches were in G. ·.Let ua assume that the message 

(o~ t~afflc) flow ~ate at .tbe tt.e t due to the messages originating 
·. 
~ v11 la breach bJ in ~ (~r G*) is represented by zij(t) (~jsm and 

' kkn) • . Let the IIUII of the correaponding flow rates entering vertex 

.. 
YJ ta ~ Cor·vJt. ~~ G*) at t~ ·t be x1JCt> and the sum of tlowa 

leav~ vJ ~ G (~r ~JZ ln. C*) at tiM t be yij(t) (ls 1 and Js n). 

~laura l(a) r~preaenta typ~cal vertex vi ~f G and Fig. l(b) representJ 

the splitting of corresponding vertex in G*. If ther~ la no memory at 

vJ (l".e., •j • _O), then x1J(t)= _Ylj(t) for all t. However .lf mj>O, 

then ·at .aome int~rval of tl .. xiJ(t~yiJ(t) when the surplus incoming 

flowe are accumulated in memory~ ana in another interval xij(t)<Yij~t) 

when the content of the memory is decreased. 

~e first consider the sltu~tlon when all messages originate at 

one vertex, say v11 , called the "source." (This case corresponds to 

the "lingle-cOIIIDOdity" problem in network flow theory ( 7, 10]). The 

destinations of these messages could be at any or all vertices 

v12, v22 , ••• vnz• called the "sinka." Let s1(t) be the rate of the 

3 

* production of messages at the source which is connected to v11 in G and let 

u11(t), u12(t), ••• , u1n(t) be the rates -of the arrival of messages at 

the sinks or the vertices v12, v22 , ••• v2n' respectively*. 

* Usually one assumes that each source produces messages that are 

destined for a single sink ( 7, 10] ; thus one might have up to n sources 

connected to a single vertex. For the purpose of design, there is no 

reason to make such a distinction. However, if we are also to find a 

routing policy, then we must distinquish between the sources connected· 

to a single vertex. 



(usually s  (t)   and  n     (t),  u     (t),     ...,   u.   (t)   :u-e random processes; 

here,  we might  consider  these functions   to be  expected  values of   the 

corresponding random variables  at each  instant  of  time).     We  refer   to 

the source  >;nose output Is s..(t)  as  the  source s.. 

At each vertex v...(or v._)  of G*  (l<j<n),  one may ^^ite a  linear 

algebraic equation which expresses  that  the  sum of flows entering 

v..   (or leaving v.0)   due to the source s,   is  equal  to x.(t)   (or v.(t)). 

In the matrix form,  we may write  for all     t 

z^t) 

s^t) 

= X (t) and 

^(O 
= X^t) (1) 

where column vectors Z (t) "[z1,(t) z^„(t)   .... z1 (t)], Xi(t) = 

[xu(t)x12(t).... ^ln(t)]'! ^(t) =[ y11(t) y12(t) ... y^CO]' and 

U. (t) =[ u.-Ct) u ?(t) ... u, (t)]. A. »nd A_ are "zero and one" matrices 

and their form is self explanatory.  In addition to the system of equa- 

tions (1), we need some inequality constraints conccring the capacities 

of the lines and memory units.  The first system of inequalities Is an 

obvious one. 

Of: Z^t)^ B" for all t;where B* = (h*  b* ... b* 3       (2) 

That is, the capacity of each link limits the flow through the link. 

To arrive at the second system of inequalities, let us assume at time 

t "Q-jT.    units of messages due to s1 are stored in m. (l5:l<n).  Let 

column vector R. = ^r1lr1 ..,r1 "} be called the initial state vector. 

We note that the function of memory was to store the surplus messages 

at each vertex.  With this in mind, we may write for each instant of 

time t 

0'' *! + j* [^(T) " X^T)] cii< M (3) 

where M = (m m . ..m"land 0 is a zero column vector. The above inequalities 

< i 
I ; >  : 

i  I 



expren t h ·i.: ·· ~ ;:. no instant of time the accumulated sum of message stored 

lD a vertex can exceed the capacity of that vertex nor can it be 

... ~be • 

. lefOr• we discuss the for.ul~tian of the objective function~we 
. . 

aeaerallae (1)-(3) to the case of many sources (or many commodities). 
. . . 

IUfpose to ~ach vertex v1 lD G (or vil ln G*) a source of 

.. ss ... s _is CODDected whose outp~t . as a function of t~e is si(t). 

Correapoadl~ t~ this sou~e • . wear~ given a ~ink vector yi(t) whose 

co.pooents repr~sent the rate of arrival of messages originating froa 

. * source comaected to v1 at the different vertices of G. Mote 

that we· al~o ne~ ~o have for eac~ source si a separate initial 

state vector !t• ~D, for each single source we may write a set of 

conatraiots in the fora of (1) -aa follows 

!, (t) . !t (t) 

• !t (t) and • !t (t) (4) 

I 
for l • 1,2, ••• , nand all t, ~ere !i(t) •( zil zim] : , 

, I 
!{ • (x11 --- xin] • and ! 1 • (y11 --- y1nl· Constraint (2) becomes 

n 
E ! 1(t) ~ !* , 

1•1 

aad finally the constraints given by (3) become 

and 

t 

... ' n and all t 

K -

s 

(5) 

! 1 + f [ _!1(T) - lt(T)) ctr "'= g,- for 1 • 1,2, ••• n and all t. (6) 

0 

In a {linear) programming problem (4), (5), and (6) represent 

constraints and to complete the formulation ~e need an objective 
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function.  However, to do this, we must specify exactly what the 

problem is?  We define three separate problems and show that each 

problem leads to a different objective function, but the constraints 

remain unaltered. 

Problem 1. Optimum Design: We are given G (the desired structure 

of the network) and the source output functions s.(t), a sink vector 

ü.(t), and initial state vectors R.  for i = 1,2, ..., n and all t. 

We are also given two column vectors C = Co,, c», ... c "} and K = 
—      i   ^        ID       "~ 

O^i» ^o» ••• ^0 where c. and k  are the cost per unit capacity 

of branch b  and the memory unit m., respectively, i = 1,2, ... n (or m). 

We would like to find the branch capacity veci.or B* and the memory 

capacity vector M such that flow requirements arc satisfied in the 

finite interval [0, T ] and overall cost is minimum. This problem 

may be expressed as follows:  find ji* and M subject to constraints 

(4) through (6) for all t in the interval [0, T] such that 

C* B* + ^ M (7) 

is minimized.  It should be noted that, for this problem to be solvable 

the following condition must be satisfied. 

T _      _    T 

dt for 1 = 1,2,..., n.   (8) 
XJ 

o J ~     •'    o 

T n      n    T 

J s^Odt+E r^S  J  Uij(0 

where r. . and u (t) are the jth components of R. and U. (t). 

Problem 2.  Improvement of an Existing Network:  The problem Is to make 

a minimum cost modification of the present system, to make it capable 

of handling heavier traffic. Here G and present capacities B* .- d 

M  and initial state vectors R. are given (l^i<n). In addition we 
-p -1 

are given a desired flow specifications s.(t) and U. (t) (l^i^n). 

We want to find M and B* such that these flows can be attained In 
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the finite interval [ 0, T] and overall cost is a minimum. In short, 

the problem may be stated as: find B* and M subject to constraints 

(4) through (6) for all t in [ 0, T ] such that 

C6 (B* - B*) + Kt (M - M ) (9) 

Is minimized.  Here we must add two additional side conditions B* s B* _p 

and M > M .  Vectors C and K are defined as in Problem 1.  The -  -p -     - 

problem again is solvable if and only if the given specifications 

satisfy (8). 

Problem 3. Evaluation of the Network Traffic Handling Capability: 

We would like to know what is the maximum flow handling capacity of a 

network. A way to formulate the problem is as follows: We assume we 

are given a network N, thus a graph G, and its capacity vectors JJ* 

and M and initial state vectors R, , R0, ..., R . We are also given 

n sources of messages, but the corresponding sink vectors are not 

completely specified. We would like to maximize 

T 

dt 

o 

T 
tn      tn     /- 
S  d   K  e  \  u (t) 

1=1      x j=l  J J   1J 
(10) 

(e 's and d 's are O's or 1's and they dopend upon the choice of 

the desired subset of flows to be maximized and u..(t)  is the jth 

component of U.(t))  subject to the constraints (4), (5), and (6) 

and the constraint expressed by (8).  We might like to add constraints 

such as ILft) ^ IT  for i = 1,2,.. ., n and all t in the interval [ 0, T] 
—1    —io 

where U. are given fixed vectors. However, addition of such con- 

straints may make the problem unsolvable; that is the flow require- 

ments may not be feasible (or attainable) [ 7J . 

III.  Coinniitati'-onal Aspects 

To solve any of the three problems discussed in the previous 

section by a digital computer, we must quantize time.  So, we assume 



t is a d i~cre t-e variable and l-re replace all of the integrals by their 

equivalen~ summa tions. Then, all constraints and objective functions 

become c"tearly linear algebraic equations and thus they are all 

solvable .by linear programming methods. The number of constraints in 
. . 

each problem in .a p~actical situation may be exceedingly larae. 

~~o~.rever, the constraints ruive a special structure, which makes it 

possitile to use the Dantzig-Wo'tfe decompoaition principle (11, 12]; thus 

we can break the large 'linear prcgram into many smaller ones. With this 
. . . . . . . . · . . . . . . 4 
idea .in mind, it .is the fe~ling of the auth~r that up to 10 con-

straints can be handled with the present day digital computers. There 

_ are a ·number of qu~stions that arise in connection with the design 

probleaa. · 

(i) It is clear· that the choice of "linear cost," as imp lied by (7), 

is not a practi~al one but was made to simplify the computation. A 

more pra'ctical choice is to pick ~he cost of b units of capacity 

(be it memory or channel capacity) as a fixed cost plus a linear cost 

proportional to b. To do this, we replace objective function (7) by 

C(!*) + KQ!) (11) 

.and the functions C(!*) and K~) are scalar valued functions of vectors 

B* and ~ and are defined by 
• n 

C(!*) • }; ci (bt) and KQ!) • E ki (a1) (12) 
i•l i•l 

• if b~ > 0 

(13) 

(14) 

8 
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and p.  and q.  are initial costs of branch b.  and the memory unit 

m,.  Such a generalization although theoretically possible computation- 

ally is substantially more difficult [13,14] 

(ii) How does one choose the original topology or structure of the 

network? The choice may partially be made by some engineering 

considerations. But it is also conceivable that one might base the 

formulation on a complete graph (a graph in which there is a branch 

connecting every pair of distinct vertices).  Then, using (11) as an 

objective function, it is likely that capacities of many branches and 

memory units will be zero. In any case, an optimum choice will be 

made. One might alternately try the original objective function (7) 

and solve the problem, and then, set to zero the capacities of those 

branches and memory units which are small and repeat the problem 

again. This procedure may not lead to the optimum results, but it 

will certainly be better than an arbitrary choice. 

(iii) How does one choose the initial state vectors R1, FL, ..., R ? 

This question is related to the choice of length of period T in a 

design problem.  In the sense that if one is willing to take T to 

be sufficiently large, it is perfectly acceptable to set R. = 0 for 

i = I, 2, ..., n. Most sources of traffic have a periodic nature. 

It is reasonable to assume that the content of memory readies a "steady 

state" after the lapse of several periods. Once this "steady state" 

is reached, then we want to make sure that the designed network is 

capable of handling the traffic that is forced into it.  Gale [15] 

and later Frank [16] study a similar problem in great details in 

connection with transient flows in communication networks with delay, 

but no memory.  (See the discussion at the end of this section), 

(iv) What does one do if the communication network is not unilateral 

in nature? This question fortunately can be answered easily.  One can 
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replace each branch b.  in G whose capacity is b  by two parallel 

branches b.,  and b.„ in G,  with arrowheads placed on them in 
il       i2      1 r 

opposite directions.  Then consider resulting directed graph as a 

model of our communication network.  If we let the capacity of b.. = 

b...  and capacity of b,? = b._, then in each of the problems discussed 

in Section II, one must add another constraint 

bil + bi2^ bi ' i = l'   2>   ""  ra (15) 

Because of the computational difficulties one encounters in the 

solution of large linear programs, it is often valuable to have a 

feasible non-optimum solution [11] . Here, we will give a procedure 

for the design problem (Problem 1) which leads to a "sub-optimal" 

solution without any serious computational difficulties.  For the 

sake of the present discussion, we assume that the messages from each 

source lead to one destination; thus, one might have up to n sources 

connected to the same vertex. 

Let s^(t) be the rate of the flow of the messages which are 

destined for vertex v. and are produced by a source which is connected 

to vertex v.  (i,j = 1,2,..., n).  Such a source will be called source 

s^. Let s^(t) be a periodic function of period T, and let 

T 

ai=~T)  ^(^ dt   for i,j = 1,2 n.   (16) 

o 

Let c^ be the cost per unit capacity of link [path) between vertices 

v.  and v. ( 1 ^i,2 ^  n). We assume cj = 0, and c],(i /j, i,j = l>2,...,n), 

is computed by finding the shortest path between vertices v.  and v 

in graph G when the weight of branch b  is equal to c, ,(k = l,2,...,m). 

Let k, be the cost per unit capacity of the memory unit m,.  The 

cost of providing sufficient link (channel) capacity to be able to 

i t 

1 I 

mmmmmm mmm 



directly fon.•ard the messages produced by the source 

L = cj [ 
ij i sup 

~t~T 

s{(t) ] for i,j = 1,2, ••. , n. (17) 

On the other hand, if we use store and fon1ard method of transmission, 

it will cost no more than 
t 

K • cj 
ij i a~ + k i { r{ (0) + sup 5 

0 ~t ~T o 

for i,j • 1, 2, ••• , n. (18) 

Thus, for the source j s
1

, a decision in favor of direct traffic is 

made if 

(19) 

otherwise, the sto~e-forward method is preferred. Clearly this method 

can be carried out for each source separately and the overall cost of 

the network is 
n 
E min [ Lij, Kij ] 

i,j=l 
(20) 

It should be noted that the second term in (18) is identified with 

the cost of memory requirement for the source 
t 

m{ = r{ (0) + sup 5 [ s{ (T) - ~{' ] dr 
O ~ t~T o 

Thus, ,.,e may write 

(21) 

Where r{(o) is the initial content of that memory unit. Due to the 

choice of output flow of the memory unit) r{(o) = rf(T), thus the 

content of the memory is in a "steady-state" condition regardless of 

its value. However, in a design problem one is not usually given the 

initial ·content r~ (O) of the memory and it is up to the designer to 
1 

make a judicious choice. To do this, we must remember that r{(o) 

mus t be chosen such tha t the follmo1ing condition is satisfied for all 

t in [ 0, T] • 

r~(O) + 
]. 

t 

5 [ si (T) - a{ ] d-r ~ 0 (22) 

0 

11 
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Since the smaller r.(0)  the lesser the cost of the memory unit, the 

best choice for r.(0) is 
i t 

r|(0) = -    inf f     [s|(T)  -  aj ]  dT (23) 

OztüTo 

which is a positive number because a^ is the average value of s^(t). 

IV.  Design Considerations of Memory Systems 

In practical situations, the messages flowing through the network 

I 
may have different priorities.     Let us assume,  we have    h    classes of 

[ 

messages, where messages in class one have the highest priority and the 
i 

messages in class two have the next highest priority and so forth. 

Since the transit time through the channels is assumed to be negligible, 

we may require that the messages as they arrive in a memory unit should 

be processed in the order of their priorities.  Two possible ways of 
I 

designing a memory unit to handle such traffic comes to mind: "parallel" 

j 
or "series".  Typical examples of such designs are shown in Figs. 1.2a 

and 1.2b.  We shall first discuss the parallel model and then extend 

the results to the series case. 

Assume that the messages arrive at vertex v,  at the rate x.(t), 

and that x,.(t), x „(t), ,.., x.. (t) are the rates of the first, 
n 

second ... and hth priority classes. We have, £ X-ji,^) =x.(t). 
k=l lk      1 

The kth priority messages are stored in the memory unit designated 

by (the box) m..  and they leave tljat box at the rate of y4i,(t) lie        h IK 

(l^k^h).  We also have E  y.1,(t) = y. (t).  As before, we assume 
k=l  1K      1 

that m..  also represent the capacity of the memory unit n>*i. 

(Isi^n, l^k^h).  Let  t..  be a given number which represents the 

maximum length of time that a message stored in m.,  is allowed to 

remain there  (l^i^n, l^k^h).  (One expects that t.. >t. * ■,, 

for i = 1, 2, ..., n and k = 1, 2, ..., h-1). Let r.. (t) represent 

12 

i 
L 
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the mess.-.  cuaCent of m..  at time t.  To ensure that these messages 
ik 0 

will not remain in m..  longer than t,,  units of time, we must have 
ik ik ' 

t + t 
ik 

yik(T) dr  for i = 1,2, ...n ; k = l,2,...h and all t (24) 

We will now attempt a general formulation for the design of communication 

networks with memory and different priority messages. We need to define 

the notation. 

Let s, .(t) be the output rate of jth priority messages from 

the source connected to v. at time t and let U.,(t) be the sink 

vector of these messages at time t. Let the vector Z (t) represent 

the rates of flows at time t in the branches of G (or G*) due to 

the jth priority messages originating from the source s,. Let the 

vectors X^iCt) (and Y..(t)) be vectors whose kth component repre- 

sents the rate of flow into (and out of) memory unit t? . due to the 

jth priority messages originating from the source s,. Let the state 

vector R, . be a vector v/hose kth component represent the content of 

the memory unit 
"kj 

due to    jth    priority messages originating from 

s,    at the  time    t = 0.     Let column vector M    be defined as 

Mj a Cmij m2j ••• m
np - 

Then, we may write for each t in a given interval [ 0,T ] 

2^(0 

s..(t) 

= *ij(t) 
and 

V0 

iV0 
Vj^t)  (25) 

for i = 1, 2, ..., n and j = 1, 2, ..., h 



.· 

l-Ie must ha·.J e the branch capacity conitraint· 

and !ij (t) · ~ Q (26) 

· . for .i • 1, 2, ••• , n and J • 1, 2, •••• h 

. and memory capacity constraints · 

•. 

ltr + ( Jo . 
n 
E (,!1j (~ ) - !ij (1' ) ] dr ~ !, 

i•1 . ' . , 
J • 1, 2, ••• , h 

and .· . 
. I . . .·. . . 

. itJ + r (!tJ <·> - i.J«)] ... ,. 2 . (27) 

: for 1 • 1, 2, ; •• nand J • l, 2, ••• h 

and the max~ua allowable delay constraint (23), Which a1aht be rewritten . . . 

as 

t 

•tk + 1 [xlk(<) - 7u,<•>l4•" (28) 

for 1 • 1, 2, ••• nand k • 1, 2, ••• h 

Where rik' xik(t), and yik(t) are the l"th components of vectors 

The objective function in the case of the design (linear cost) is to 

(29) 

Where the jth component ·!J is the cost per unit capacity of memory 

unit •ij and as before jth component of ~ is the coat per unit 

capacity of branch bi. 

14 
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It Is possible to reformulate the communication network with h 

levels of priorities based on the series memory model (see. Fig. 2b). 

To do this, let r. . be the content of memory unit m. . at t = 0 

it 
and let x. (t) and yV4(t) be the input and the output flow rates of 

the memory unit m. . at time t. Constraints (25) and (26) remain in- 

tact and we must replace (27) and (28) by 

t 

0 ^ r, "•J [x. xOr) + y, ...(T) - y. ,(T)] dt ^ m 
"kj 'k.j+l kj kj 

(30) 

k » 1, 2, ..., n; j ■ 1, 2 h and all t 

and 

t + t 

rkJ + \    ^j^5 +ykj + 1
(T) " ykj(T) dT " \    Aj (T) J

o t 

k = 1,2, ..., n; j = 1,2 h and all t 

It it 
where y..   .(0=0. We may compute t.  from the given t. 

recursively as follows 

dt 

(31) 

*         J"1  * 
tk. =■ t  -  E  tkl , k = 1, 2 n; j = 1, 2, ..., h  (32) 

where t.  =0 
ko 

In addition we must add that for each j (l^j^n) 

n 
x. (t) = kth component of E  X (t) for k = 1, 2, ..., n.  (33) 
KJ i=l  1J 

and « 
* n h 

y     (t)  = kth component of E E        X^i^) 
kl i=l j»l        1J 

The objective  function will be to 

t    * 
n       h 

minimize    C    B    +      E        E      km 
i=l    j=l      1J    1J 

(34) 

(35) 

L    - 
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To illustrate  the number of constraints involved  in these  formula- 

tions,   suppose    m  is  the  number of branches,     n     is   the number of 

vertices,    h    is   the number of priority levels,   and    T    is the  time 

that  the communication netv/ork is under consideration.    If we assume 

that    t    assumes  values at integral units of time,   then the number of 

constraints for the formulation with parallel memory  (Fig.  2a)  is 

given by 

3n2hT + mT + nhmT + 2nhT (36) 

which could be an extremely large number.* 

V.    An Approximate Model of Highway or Street Traffic 

To develop an accurate model and a general formulation of street 

traffic is extremely difficult [17].     In this section,  we will present 

an approximate formulation of street traffic leading to a large linear 

program.    Let a directed graph    G    represent a highway or transporta- 

tion network    N.     Let the branches and vertices of    G    represent streets 

(or highv/ays) and street intersections  (or junctions) of N,  respectively. 

If a street  (or highway)   can handle  traffic  in both directions,   then 

this  is represented in    G    by two directed branches in "parallel", 

(i.e.,   two branches  connected between the same pair of vertices),  whose 

arrowheads are in opposite directions.    Network    N    could be considered 

to be ten square city blocks,  or a highway  transportation network 

interconnecting 100 cities.    The effect of remaining part of this net- 

work is reflected into network    N    through the    n    sources and sinks 

of traffic connected  to    N (or graph G).    Let    G    have    m    branches 

and    n    vertices.     As before,  we assume we have    n    sources of traffic 

whose output rates  as  functions of time are    s.(t),   s„(t),   ...,  s  (t) 

*    In this formulation,  we must be given    y. . (t)  for 0 •£  t ^ t. ,   , 
KJ KJ    " 

( 1 < k ^ n,   1 ^   j 5 h) 



"J!-1" 

J 

which are connected to the vertices v., v„, .... v of G. Correspond- 
1  2      n r 

ing to each source s.  there Is sink column n-vector U.(t) » 

[u.Ct) u (t) .... u (t)]' where uk(t) is the rate of arrival of 

traffic at vertex v. , due to traffic originating from the source s., 

as a function of time. Let us assume that it takes T units of time 

for a car to travel from an end of (tail of the arrow) branch b  to 

the other end (head of the arrow) (l^j^m). Let x.(t) represent the 

rate of traffic at time t at the tail end of the branch b  due to 

the source s . Let z.(t) be the traffic at the head of branch b 

at time t due to the source s.  (see, Fig. 3). We will assume 

17 

z  (t) » x (t + T .)  for i » 1,  2,  ..., n;    j - 1,  2,   ..., m and all t     (37) 

At the "head end" of branch    b ,   the traffic flow in    b.    enters a 

Junction or vertex.    Since at a junction, one might have a stop sign 

(or stop light), we assune the traffic flow    z  (t)  itself does not 

necessarily flow into this Junction.    But    z  (t)  enters a holding box 

whose output    y.(t)    enters the Intersection (or Junction)  and whose 

initial content doe to    s.   is    r.(0).    This assumption will Irjad to 

the following equation 

t 

rj(0) +    f [zjfr) - yJCr) ] dx ä 0 for 1 » 1,2,..., n;  J =» 1,2,...,m 

and all t. (38) 

Since the traffic may not be allowed to back up beyond certain 

limits, we have 

n C    n        i n        1 
E      rj«)) +    \  [£      zJCr) -   S     ytCr)] 

1-1      J J   1-1      J 1-1      J 
dt   * H. 

J - 1,  2,   ..., m and all t. (39) 

m& 



Assuming branch b  has capacity b  , we have a constraint 
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n 
E 
i=l 

and we also have 

i      * 
x (t) ^ b   for j = 1, 2, ..., m and all t (40) 

xj(t) a 0 and y|(t) ä 0 for i = 1, 2, ..., n; j = 1, 2, ,.., m 

and all t (41) 

It should be noted that in a physical highway traffic problem,  y.(t) 

is zero at certain intervals of time because the traffic lights are 

periodically red.  This type of consideration, would make the problem 

substantially more difficult.  Here, we assume y.(t) represents an 

average value taken over one or more cycles of the traffic light. 

The next step in our formulation Is to consider the traffic flow 

at each junction. We first define for each vertex v., (j ■ 1,2,..., n), 

two sets of integers: 

°r{k\ b,   is incident at    v.  with arrowhead toward    v 
k j J 

ß. = it   lb. is incident at v. with arrowheads away from v. r 

By y (t)» pe^., we mean the traffic flow entering vertex (or junction) 

v. on branch b  due to the source s.. Let y (t), p e or. and 
j        p i     pq      J 

q e ß.. be that portion of y (t) which enters the branch b . Thus we have 

u. (O +   E   yna^) " yU^'  PeQV and 1,J - 1. 2, .... n and all t 
1 e ßj (42) 

where the summation is over all integers in ß. and u (t) represent 

that portion of y (t) that flows into the sink at vertex v . 

We must also add 

i 
y (t) = x (t), for 
pq     q 

J 

, i,j =1, 2, .... n, and i / j 

(44) 

i       a     1 
ypq(t) + Si(t)  =  Xq(t) ' for ^j' i = J = l. 2. •••. n 
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which has to make a turn to enter branch (street) b . With these 
q 

ideas in mind,   it  is  reasonable  to add  the  following constraint 

qeß PI   P^ P 
j 

pea.   ;  j » 1,   2,   ...,  n and all t (50) 

The accuracy of our formulation to a great extent depends on the 

accuracy of the above constraint  (50).    However,  this is intended 

to be an approximate  formulation of a very difficult problem. 

To finish our formulation,  we need  to specify an objective 

function.     To do this,  however, we need to describe exactly what is 

the problem.     As in the case of the communication network with memory, 

there seems to be three classes of problems  in connection with 

traffic networks:     (1)  analysis of the existing capability,     (2) 

design of an entirely new traffic network,  and   (3) expansion of the 

present capability. 

(1)    Analysis:    We assume   n    sources of traffic are given for all    t 

in [0, T ], but the corresponding sink vectors are not completely 

specified.    The structure of the network is given in the form of 

* 
graph    G,  and we are given constants    b., T..  M., W    , W ,   (pea.  and 
or j      j      j     pq     P i 

qeß.),  and    r.(0),  for i ■ 1,  2,   ..., n and for j " 1,  2,   ..., m.* 

Then, we would like to maximize 

T 
n n        ♦    C 1 2      d       I      e      \ uJCt)    dt (51) 

1-1 j-1      J    J 1 

(d.'s and e 's are O's or I's and they depend upon the choice of the 

desired subset of flows to be maximized and    u^    is the    1th component 

*    In all of these problems, because of the branch delays, we must 

also be given,    z^t) for Ost^r,   (l^m,   isi^n). 

i 
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of vector    U. (t) )     subject to constraints   (37)   through (: v  ' eing 

satisfied for all    t    in [0, T], and in addition the following 

constraint must be satisfied. 

T T 

E      rj(0) +    \      s.(t) ^    E      \    u^t] 
i-i J     J   i     j-i 4 j E      r,(0) +     \       s4(t) ^    E      ^     u,(t) dt for i * 1,  2,   ..., n    (52) 

This problem is not quite as practival as the corresponding 

problem in communication network; because one is not free to direct 

traffic as one pleases,  i.e.,  the driver usually picks the shortest 

route to reach his destination and he is not so concerned about the 

efficient use of the network. 

(2)    Design:    We are given    G,  s^t),  1^(0, M, Tj,  rj(0), W    , 

(peo^, qe^;    i - 1,   2 n,    j » 1,   2,   ...,  m,   t in [0,T]),and 

also given cost per unit capacity of the links    c.(i 3 1,  2,   ... n) 

and the cost of Junctions    k (pear.,  j =» 1,   2,   ...,  n).    Then we would 

like to minimize 
0 * n 

E      c.b.    +     E E        k   W (53) 
i-1      i i j-l      p€aj      

P    P 

subject to constraints  (37)   through (50) being satisfied for all t in [0,T]. 

(3)    Expansion:    Given are all of the quantities  in (2) and also present 
*• 

capacities    b  ,   (i ■ 1,  2,   ..., m), and W1   ,   (pea.,  j ■ 1,  2,   ...,  n), 
* *• 

We would like to find b.    ^ b.    and W   2 W*   such that constraints 
i i        ,   P        P 

(37)   through  (50) are satisfied for all t in [0,T]  and 

E    c    (b*    - b*')    +   E S k    (W    - W) (54) 
i-1    i      i i j-l   pccyj      P     p       P 

is minimized. 

21 
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VI    Conclusion 

There are  two fundamental problems with respect  to  the  linear 

programming  formulation of communication networks with memory   (as well 

as  the traffic networks):     (1)     The enormous number of constraints 

which to say the least limits  the size of the networks  that can be handled 

even with the  fastest available digital computers.     Some aspects of 

this problem were discussed in Section III.    As it can be seen, 

computation problem will increase substantially when one puts  limita- 

tions on acceptable limits on delay of message at each storage point, 

(as discussed  in Section IV).     This problem becomes even worse, when 

there are a number of priority classes  in the messages  that are flowing 

through the network.    But  these computational difficulties are  to great 

extent  inherent in the problem and,   of course,   the choice of  the model. 

(2)    The second problem is  the choice of a deterministic model.     It is 

well known that the nature of such traffic and sources of messages 

(or traffic)   is statistical.    The question is "can anything be done 

with a statistical model?"    For a communication network with direct 

traffic   (no memory) and single commodity traffic,  Frank and Hakimi 

[   18,19 ] have presented a statistical analysis which lead to grave 

computational difficulties.    This rules out the possibility of the 

generalization of their results to the present case,  as a practical 

solution.    Kleinrock [20] presented a  statistical analysis of message 

flow and delay in a direct traffic communication network where  the de- 

lay time was due to the traveling time  in the branches.    Kleinrock's 

results,  although interesting,   is very difficult to apply to  the 

present problem and also leads   to serious computational difficulties. 

However,   since  the memory units have a smoothing effect on the  traffic 

through  the communication network,   it  is more reasonable to accept 
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a deterministic model for the present problem than it is to accept 

a deterministic model for communication networks without memory. 

It might be convenient to use the following approach in the sub-opti- 

mum design of a communication network with memory. Let us assume we 

are given the initial conditions and a period T. The network N is 

to be designed to handle the given flow specifications over the 

Internal [0,T]. Let T1< T and suppose we first design the network 

N. which is capable of handling the flow specifications over the 

interval [0,1^]. Then, using the contents of the memory units at time 

T^ as the new initial conditions, we modify network N. (in a optimum 

manner as in Problem 2) such that the resulting network N can handle 

the flow specifications over the interval [T.jT]. Repeated use of 

this idea can help reduce the computational time. The same idea can 

be used (with the appropriate choice of initial conditions) in connection 

with the street traffic problem and the communication networks with 

message priorities.  Unfortunately, the resulting realization is not optimum. 
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(a) 
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Fig. 1 - (a) Vertex v. , and (b) splitting of v, and introduction of memory unit, 
i i . i    l 

x|(t) delay zi(t)^yi(t) 

y* 

Fig.   3 - Representation of  single link in a highway network. 
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