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ABSTRACT 

Aerodynamic Force Analysis methods and technology from an 

extensive bibliography, originally prepared as an internal reference 

for the U. S. Army Missile Command, is presented in conjunction 

with definitive guidance for use and applicability.    An altitude 

range from 0 to 400,000 feet and a Mach number range from low 

subsonic through orbital-re-entry level hypersonic is encompassed, 

with appropriate continuum, slip and free molecule flow treatments. 

The extf isive coverage should prove useful as a reference for 

engineering analysis and for introductory educational purposes. 

The user is also directed to the extensive bibliography of source 

material for rigid proofs and intensive subject treatment. 
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FOREWORD 

The methods and technology presented herein are the result of 

considerable condensation and regrouping of an original reference 

prepared by the Aerospace Department of Auburn University.   The 

original was prepared as an internal reference for the U. S. Army 

Missile Command under Contract DA-01-009-506-ORD-851 (Z) with 

Auburn Research Foundation, Inc.   The extensive coverage and 

usefulness indicated educational and reference value of significance 

to warrant wide distribution.   This revision of the original work 

retains the quality of an extensive engineering reference, but directs 

the user to source material for rigid proofs and intensive subject 

treatment.   Revision has been accomplished under a supplement to 

the original contract, with distribution rights reserved by the U. S. 

Army Missile Command. 

The principal author and technical supervisor for the original 

offort. Professor Branimir D. Djordjevic, supervised the format 

revision and condensation.    Extensive participation in support of the 

effort, by the Aerospace Engineering Staff and many of its graduate 

and undergraduate students is acknowledged. 
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1.1    PLAN AND SUMMARY  OF PART I 

The material  presented  in Part I   is 
a rudimental  introduction to some of 
the  basic  aerodynamic  and flight dynam- 
ic  elements  and definitions.     It  is 
thought  that  this  part will  prove  to be 
a useful  framework for a discriminating 
application to the differing aerodynam- 
ic design requirements   and criteria of 
the explicit aerodynamic  force data pre- 
sented in Part II.     It may prove,   how- 
ever,  either superficial  or inadequate 
when a broader and deeper knowledge  in 
the  subject already exists. 

Part I   is  subdivided  into eight  sec- 
tions.    Each section  is  conceived  of as 
an  independent unit, but  related to the 
rest  in that they constitute sets  of 
basic premises   that are used later in 
the  proposed methods   of  flight per- 
formance computations.     Equations  and 
page numberings  are independent in each 
section, as  is  the explanation of  sym- 
bols which is  effected   immediately and 
relative  to the analytical expressions 
in  the text.     All accompanying figures 
and  tables  follow the  respective con- 
text as closely as  possible.     They serve 
illustrative purposes  and consequently 
art. not meant as  source  data for direct 
numerical computations,   with a few ex- 
ceptions.     Definitions,   equations  and 
underlying analytical methodology are 
not fully derived.     Rather,   it is  felt 
better to  indicate in each case the re- 
lated source references where a 
thorough mathematical  and phenomenolog- 
ical elaboration can be  found.     The 
list  of references  is   supplied in  the 
final Section 1.9, 

Section 1.2  comprises  the main lim- 
itations  pertaining to  the material 
presented both in this  part.  Part  I, 
and  in subsequent parts.     The general 
restrictions and assumptions  are speci- 
fied for both the  theoretical analysis 
and  the physical nature  of  the flow as 
related to the evaluation of the  aero- 
dynamic forces  required  for practical 
aerodynamic design and flight dynamics 
analysis.     Further limitations and 
approximations,   however,  which may ap- 
pear respective to  specific  body geome- 
try,  flight regime and air flow type, 
are  stated as  the particular case  is 
treated. 

In Section  1.3  the general aerody- 
namic force concept and  its  components 
are analytically defined and are  formu- 
lated respective to an  arbitrary refer- 
ence coordinate system.     These expres- 

sions,  quite general  in form,   are  in- 
tended  to serve  as  a basis   for more 
specialized interpretations   respective 
to a  few of the most common  reference 
frames used in atmospheric   flight dynam- 
ics . 

A few of  the most  important special- 
ized coordinate systems  are defined and 
presented in Section  l.k.     They are 
grouped according to  their usage into 
reference frames related  to  the  trajec- 
tory,   to the vehicle  itself,   and  to the 
Earth respectively.     In order to estab- 
lish  their mutual  interrelationship and 
to clarify the corresponding  transfor- 
mation matrices,   the  intermediate  or 
transformation-sequential coordinate 
systems are specified and  illustrated 
graphically.     Related analytical expres- 
sions  for the evolutory angular veloc- 
ities and the  transformation  tables for 
the  aerodynamic  force components  are 
given without  an elaborate  derivation. 
The   supplied  self-explanatory illustra- 
tive  figures  and the quoted  references 
are meant to fill this  need.     Special 
attention is  given to  the  classical aero- 
dynamic system,  which is  presented both 
in  its  left-hand and  its  right-hand ver- 
sion,   since basically the  theoretical 
and  experimental aerodynamic  force data 
are referred  to them. 

In Section  1.5     the  transformation 
expressions for  the aerodynamic force 
components between different reference 
frames  are elaborated in detail. 

Section 1.6 contains  the definitions 
of   two principal aerodynamic  angles, 
i.e.   the angle-of-attack and  the side- 
slip angle conventions.     Formulation of 
the  lift,  the drag and the  sideforce 
concepts  is  then presented   in terms  of 
the  two angles.     Due  to its   fundamental 
importance    the material  is  elaborated 
at  length,   including the  special re- 
strictive case  of the vertical plane 
and  a related  example.     In  this context, 
the aerodynamic  force coefficients and 
their dependence on  the  local normal 
pressure and  the local skin  friction 
coefficients  are defined  in  a general 
analytical form. 

In order  to enable  a  later methodi- 
cal  presentation of explicit aerodynam- 
ic   force data,   a practical   subdivision 
of  the characteristic  flight dynamics 
and  fluid mechanics  realms   is  outlined 
at  the beginning of Section  1.7.     Since 
only  the relative distinctions  between 
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themare intended, no particular rigour- 
oalty or extenalve argumentation Is 
uaed.    Instead,  ample graphical Illus- 
tration of the various  flight and fluid 
flow regimes as encountered for a few 
representative missile configurations 
Is supplied.     In accordance with the 
characteristic airflow regimes (contin- 
uum,  slip,   transitional and free molec- 
ular) and the flight  speed regimes 
(Incompressible subsonic,  compressible 
subsonic,   transonic,   supersonic and hy- 
personic) ,  a unified explicit aerody- 
namic force coefficient functional de- 
pendence on  the aerodynamic angle-of- 
attack,   the control surface delectlon 
angle,  the Mach Number,   the Reynolds 
Number,   and  the flight altitude Is 
conditionally formulated.     Special con- 
siderations  are given  to the zero-lift 
and the  lifting conditions,  as well as 
to a general Interpretation  of the aero- 
dynamic drag polar and  the aerodynamic 
efficiency in the different flight 
speed regimes.     The  accompanying graphs 
are for  Illustrative  purposes  only.     On 
the basis  of  the  above definitions,   a 
general  aerodynamic  drag force break- 
down scheme  for compound vehicle con- 
figurations   Is  then  formulated In  terms 
of the constituent  vehicle parts  and  the 
physical  flow conditions.     The respec- 

tive zero-lift and Induced drag decom- 
position schemes are tabulated and de- 
fined in detail since they are in-, 
tended to serve later as a fundamental 
scheme for presentation of the related 
aerodynamic force data in all flight 
and flow speed regimes. 

Finally,   in Section 1.8  a summary 
of  the principal physical  and theoreti- 
cal aspects of the fluid flow patterns 
at subsonic,   transonic,  supersonic, 
and hypersonic  Speeds are globally inter- 
preted,   in as much as the restrictive 
aerodynamic force  analysis   is  con- 
cerned.     The  subject treatment  is  still 
quite general and  intended  solely for 
the purpose of  defining more closely 
various critical Mach Number concepts 
which serve as  boundaries   between the 
different speed regimes. 

in conclusion,   it is  stressed again 
that  the material  presented in  the Part 
1   is meant as  a basic  orienting intro- 
duction to the use  of the  aerodynamic 
force data for practical  purposes.     As 
such,   it lacks  rigourousness  and depth, 
both theoretically and phenomenological- 
ly,   and may prove  to be  superfluous 
for an advanced reader. 
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L.2     PRINCIPAL LIMITATIONS  OF  THE PRESENTED MATERIAL 

The aerodynamic   force and moment 
an&Iyses  constitute   only one aspect  of 
the complex problem of vehicle design. 
Since the ultimate goal  is  to design 
a practical vehicle  capable of per- 
forming specified  tasks,   the aerody- 
namic considerations  must of necessity, 
be viewed  in light  of  their relation- 
ships   to  other design  factors,   such as 
overall  vehicle size,   ehape,   and 
weight;   flying  performance;   trajectory 
dynamics;   stability  and control; 
structural  integrity;   payload capacity; 
power plant  selection;   operational 
safety;   production  and maintenance 
costs;   liability;   etc.     A successful 
integration of such  a variety of design 
problems   into a final  vehicle configu- 
ration cannot be accomplished  in a 
straight-forward analytical manner,   but 
rather presents  a  complex problem  of an 
artful  compromise  between  the noncom- 
plimentary  requirements  and solutions 
from the different  engineering aspects. 
Indeed,   before  reaching  its  final  form, 
a given vehicle design undergoes many 
phases  of aerodynamic,   structural,   and 
system modifications  which are  the 
results   of  successive  refining  compro- 
mises.     Evidently,   during such a 
design evolution,   the  required accuracy 
of aerodynamic  force  and moment  evalu- 
ations will  tend  to  vary as a respec- 
tive design phase  or  a particular design 
aspect might  require.     As  a criterion 
of practical  expediency,   the  required 
accuracy  of  the aerodynamic predictions 
should be,   if possible,   conformable  in 
each particular case   to  the accuracy 
with which  the  overall  design problem 
is  treated.     This   implies  use  of  aero- 
dynamic  force and moment evaluation 
methods  which differ  both by degree  of 
complexity  and by  form of  analysis, 
to meet  the  particular requi^-nents   of 
a given design phase. 

In presenting the  aerodynamic drag 
force methods  of estimates and the 
related aerodynamic  data of various 
degrees  of accuracy,   no attempt  is 
made  to elaborate  explicitly  their 
respective  applicability relative  to 
the different aerodynamic vehicle 
design optimization  criteria,   since 
this  problem belongs   in the complex 
realm of  the  overall  art and philoso- 
phy of design and definitely  lies 
beyond the  limited   scope of this 
treatise.     A proper  selection of a 
particular aerodynamic  force evaluation 
procedure  from the  compiled material  is 
thus   left  to the discretion and  the 
judgment  of  the  individual.     In general. 

both the acquisition of   theoretical and 
experimental data  and their selective 
engineering applications   involve,   by 
necessity,   a  considerable number of 
idealizations  and approximations. 
While a reasonable effort  is made  to 
enumerate  the specifically restrictive 
analytical and physical   assumptions 
and approximations as  they pertain to 
each particular set of  aerodynamic 
data,   the following limitations  can be 
considered  to  be  common   to all  the  pro- 
posed aerodynamic  force   estimates: 

(i)     The  atmospheric   flight condi- 
tions  are  restricted  to   flight  speeds 
in  the Mach number range   of 0 <   M  < 20 
and flight altitudes   in   the range of 
0 <  H <  400,000  ft. 

(ii)     The  compiled aerodynamic data 
pertain to conventional   aircraft and 
missile configurations,   such as  the 
ground-to-air,   ground-to-ground,   air- 
to-air and air-to-ground   ballistic, 
semiballistic,   and winged missile 
categories;   the high-speed,  high-alti- 
tude gliders;   and  the classical ground 
take-off and  landing aircraft designs. 
The more  specialized aerodynamic 
features  and  aspects  of   the  sea-born 
aircrafts,   VTOL,   ST0L,   and  the  less- 
common re-entry,   spacecraft  and  para- 
glider shapes  are not  treated. 

(iii)    All  the constituent parts  of 
a given missile configuration are 
assumed  to be  absolutely  rigid,   i.e. 
no aeroelastic  or  thermoelastic  effects 
are considered. 

(iv)     A steady-state  Standard Atmos- 
phere (void of  turbulence,  winds,   gusts 
and meteorological phenomena)   is 
assumed,   rotating as  a unit with the 
Earth.     Variations  of the gravitational 
field patterns  and of all  the signifi- 
cant physical and chemical air proper- 
ties with altitude follow  the respec- 
tively prescribed  standard analytical 
laws.     In  this   treatise   the compiled 
numerical data associated with the 
variable altitude  flight  conditions 
are taken directly from  the original 
sources  of  information,   which in most 
cases have been based on   the ARDC  1956 
or the ARDC 1959 Standard Atmospheres. 
It should be noted that   the lately 
officially accepted U.   S.   Standard 
Atmosphere   '62d)   shows   marked differ- 
ences  in overall  physical  and chemical 
air-properties  for altitudes above 
100,000 ft.  when compared with the 
ARDC 56 and  59 standards.     Since 
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further modifications in the Standard 
Atmosphere structure are expected to 
take place at an increased rate as new 
and improved data become available, it 
was considered that a unique reduction 
of the differently based aerodynamic 
data to a specific common Standard 
Atmosphere form would be premature. In 
each case, the necessary corrections 
and/or conversions are thus left to be 
performed in accordance with the user's 
preference or need. 

(v) Although the proposed aerody-
namic force analyses are meant to be 
applicable to Standard Atmosphere 
flight dynamics problems in general, 
the pertinent aerodynamic data have 
been obtained exclusively from the 
theories and experiments of steady 
equilibrium flow. The proposed aero-
dynamic force estimates shall be, 
therefore, dynamically.restricted to 
steady, rectilinear flight conditions. 
Consequently, when extended to acceler-
ated and/or intrinsically unsteady 
flight regimes, the presented data are 
conditionally valid only, i.e., the 
data may be utilized provided the 
unsteady, time-dependent, Standard 
Atmosphere flight phenomena are treated 
tentatively as "quasi steady" by intro-
duction of the following two condi-
tional approximations: 

First, so-called "apparent mass" 
effects common to fluid-solid body 
systems are neglected. The "apparent 
mass" phenomenon, wherein fractional 
masses of fluid are (by induction) 
dragged along with a solid body moving 
relative to and with an acceleration 
through a fluid medium, is transient in 
nature, disappearing when the body 
acquires a steady uniform linear motion. 
The net effect of this phenomenon is an 
increase in overall fluid resistance to 
body motion, thereby causing a restric-
tion to the applicability of the well-
known principle of "reciprocity of 
relative motion" from the classical dy-
namics of (solid) bodies. ̂2.) This con-
ditionally is explained in the 
following paragraph: 

In accordance with the principles of 
classical mechanics a valid formulation 
of any dynamical occurrence is expres-
sible in terms of relative motions of 
the involved mass particles, provided 
the relative motions are referred to a 
supposedly inertial (Newtonian) coordi-
nate system. Choice of such an inertial 
reference frame is generally quite arbi-
trary, and an application of the 
associated reciprocity principle of 

relative motions is fully valid in any 
Newtonian reference frame, regardless 
of the type of motions or accelerations 
involved. However, in choosing such 
an inertial reference frame for fluid-
solid body bounded systems, the princi-
ple of reciprocity of relative motions 
acquires the restrictive form: to 
regard the consequences of relative 
fluid-body motions as invariantly recip-
rocal, whether the body be considered 
at rest in a relatively flowing fluid 
or the fluid be taken at rest while the 
immersed body is moving relative to it, 
is strictly valid only if either the 
fluid is flowing perfectly uniformly 
and steadily with respect to the body, 
or the fluid at rest is completely 
void of any turbulence or unsteadiness 
of any nature while the body moves 
steadily through it. 

Accelerated or unsteady transient 
flow phases which are associate! with 
the "apparent mass" effects, are 
beyond the classical theoretical con-
cepts according to which steady flow 
patterns are presumed to be established 
in an impulsive manner from an ini-
tially irrotational condition of the 
rest fluid. ' Fundamentals of some 
special theoretical methods of analysis 
of both the irrotational non-uniform 
(accelerated) flows and the nonuniform 
flows with discontinuity surfaces 
(gusts, for instance) can be found in 
Ref. (2), (3), (10) and (14). Unfor-
tunately, straightforward, simple, and 
reliable engineering-type computational 
techniques of the nonuniform flow 
phenomena associated with accelerated 
atmospheric flight conditions are as 
yet unavailable. 

Second, all the time-dependent 
physical and chemical nonequilibrium 
characteristics associated with dif-
ferent unsteady and/or transient flow 
patterns are neglected. They may be 
broadly classified as the specific 
time-lags in acquiring respective equi-
librium pressure, density, temperature, 
air composition, dissociation, and 
ionization states or flow profiles. 
Under the unsteady and/or accelerated 
flight conditions such steady equilib-
rium states of various gas parameters 
may never be realized for major por-
tions of actual vehicle flight tra-
jectories. In such cases, the proposed 
"quasi steady" aerodynamic force pre-
dictions should be treated with 
restraint. The unsteady and/or accel-
erated flow time-lag effects are most 
prominent in determining the nonequi-
librium distributions of air parameter's 
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and the air composition behind strong 
shocks and  in boundary  layers.    Within 
the present  context of  the aerodynamic 
force analysis,  these aerothermal 
transient effects  are  treated in  some 
of  the proposed methods   in a very ap- 
proximate  form only  (i.e.,  within  the 
overall  level of accuracy  of  the  aero- 
dynamic  force predictions  at  large). 
Any more detailed analysis  of unsteady, 
nonequilibrium flows,   as  eventually 
will be needed for optimization of 
technological,  structural,   or other 
aerothermodynamic  and flight dynamic 
aspects,   is  considered beyond the  scope 
of  the  gross  aerodynamic  force predic- 
tions  for  the limited flight dynamics 
analysis  purposes. 

(vi)     In  addition to  the  steady  or 
the  "quasi  steady" equilibrium flow 
limitations,   it  is  assumed  that no  pro- 
nounced flow  separation  occurs.     The 
permissible  angle-of-attack values  are, 
thus,   restricted  to domains well  below 
stall. 

(vii)    Most  of the theoretically 
derived data  incorporate  the  approxi- 
mations   Inherent to the classical 
Prandtl's  postulate,  which allows   for 
separa :e  analytical treatments   of  com- 
pletely uncoupled perfect  inviscid and 
viscous  boundary layer  fluid-flow 
models,   the respective partial  results 
being then  superimposed  to form total 
aerodynamic  force effects.     The mutual 
interact ion  pher imena  between  the  two 
types  of  flows are then eventually 
added as  semiempirical  or experimental 
correction  factors, when possible. 

Although  originally defined and 
verified by  experimental evidence  for 
subsonic  flow patterns,   this  concept 
has  also been successfully extended  to 
theoretical  analyses  of  supersonic  and 
hypersonic  continuum flow with proper 
inclusion  of the across-the-shock 
conditions. 

The  separation of the  very complex 
totality  of  aerothermodynamic  flow 
patterns  around arbitrary body shapes 
into  the  supposedly predominantly  in- 
viscid perfect fluid flow and  the  pre- 
dominantly viscous continuum fluid flow 
regions,   becomes an invaluable theoret- 
ical proposition because  of  the severe 
lack of mathematical capacity for 
finding valid,  closed-type  solutions 
for the  equations  governing  fluid  flow 
problems   in general.     The situation 
may be briefly outlined as  follows: 

The acquisition of any particular 
bounded  set  of  theoretical aerodynamic 
data demands  a  valid simultaneous   solu- 
tion of a necessary and sufficient 
number of the governing partial dif- 
ferential equations.     These equations 
shall be  fully descriptive  of  the 
assumed  analytical model,  representing 
the  invf.stigated aerothermodynamic 
phenomena within the prescribed bound- 
aries  of a  specified fluid-body dynamic 
system.     The related descriptive  set  of 
governing differential equations   is 
only a  limiting mathematical formula- 
tion of  the classical physical princi- 
ples  of  the conservation of mass, 
momentum and energy,   to which an  ade- 
quate number of auxiliary  internal 
functional  relationships  between  the 
involved physical properties  of  the 
bounded aerothermodynamical system  is 
added  to make  the  total number of 
independent equations  equal  to  the 
number of the constituent independent 
variables.     Nominally,   there  is  a 
strong  interaction between  the  influ- 
ential physical parameters  entering 
into the  expression for conservation 
of momentum and energy.     Therefore, 
the fundamental proposition  of a  simul- 
taneous  validity of  the  three conser- 
vational principles  is  tacitly accepted 
even when,   in some specific or approxi- 
mately  treated  cases,  non-simultaneous 
solutions  of conditionally uncoupled 
momentum and energy equations  are 
performed. 

For very simple body geometries  and 
significantly  idealized (for instance, 
thermally and calorically perfect  gas, 
subsonic  regimes)  viscous  flow pat- 
terns,   and within the  first-order 
theoretical gas  model propositions,   the 
resulting momentum expressions  take  the 
classical Navier-Stokes^,10,li+)   par_ 
tial differential equations  form.     A 
direct  attempt  for their general  solu- 
tion leads   to  formidable mathematical 
difficulties.     Instead,  by application 
of the Prandtl's  postulate,   the  con- 
siderably  simplified  inviscid  fluid 
flow momentum  (and energy)  expressions 
allow,   in some  special cases,  a  reason- 
able analytical handling,   leading  to 
acceptable  aerodynamic data for  the 
perfect  fluid  inviscid flow field 
regions .     The  subsequent confinement 
of viscous  flow effects within a  thin 
boundary  layer allows  for an eventual 
approximative  reduction of  the Navier- 
Stokes   equations  to an analytically 
simplified boundary  layer  form,  which, 
in some  restrictive  cases,  may  also  be 
tentatively  solved with some acceptable 
degree  of  accuracy. 
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Thus, although the Prandtl's concept 
proves an invaluable analytical tool, 
it gives no direct information regard-
ing any possible real flow interference 
effects between the inviscid flow pres-
sure distributions and the viscous 
boundary layer frictional phenomena. 
Actually the mutual interplay between 
pressure fields and the associated 
pressure, density, temperature and 
velocity discontinuity surfaces or 
shock-waves of the inviscid flow pat-
terns and the boundary layer frictional 
phenomena may be rather pronounced. In 
such cases, adequate semi-empirical or 
experimental interference corrections 
should be applied (if available) either 
to final theoretical results or as 
corresponding modifications of the pre-
sumed flow patterns. For instance, for 
slender, streamlined body shapes, which 
are of primary interest in engineering 
applications, this type of interference 
may result in effects such as: 

(1) A pressure field change, pro-
duced by an apparent body shape deforma-
tion caused by thickening of the sur-
rounding boundary layer. 

(2) A partial flow separation 
phenomena, particularly at the rear 
portions of a body, promoted through 
combined interplay between the angle-
of-attack variations, the inherent 
susceptibility of the boundary layer 
flow mechanism to external pressure 
fields and the shockwave-boundary layer 
interference (for transonic speeds 
especially), 

(3) Complex interaction patterns 
between the slipping boundary layer and 
the shock waves in the dead air region 
(or wake) at the body base, affecting 
the base pressure and temperature dis-
tributions, etc. 

Furthermore, since the individual 
simple body shapes will finally be 
assembled into a compound vehicle con-
figuration, additional interference 
effects between the assembled simple 
body shapes in situ are introduced, 
altering both the pressure and the 
frictional stress distributions around 
the total configuration and in the wake. 

Thus, interference corrections should 
be made in principle for both the 
Prandtl's analysis of simple body geome-
tries (nose cones, cylindrical bodies, 
wings, fins, etc.) and the assembled 
configuration, if and in as much as the 
related corrective data are available 
from the related experimental, the 

compatible semi-empirical, or the 
simplified theoretical sources. 

(viii) From a physical standpoint 
there are ever present approximations 
and errors caused by both analytical 
and experimental limitations with which 
the overall aerodynamic problems can be 
best understood, formulated, solved 
and measured. Both the idealized 
mathematical models and the necessarily 
simplified experimental techniques are 
thus inherently limited in adequately 
reproducing or representing the ex-
tremely complex reality of the actual 
aer othermodynamic phenomena in toto. 
The degree of sophistication to which 
an analytical model can be developed 
reflects, at best, the level of accu-
racy with which a fluid flow occurrence 
may be formulated or measured. In 
establishing both physically repre-
sentative and analytically manageable 
real gas flow models the complexities 
and difficulties become especially pro-
nounced under high speed, high tempera-
ture flow conditions. The problem is 
further aggrevated by an insufficient 
factual knowledge of the internal 
interdependency and dynamics of the 
different physical and chemical gas 
properties on molecular and atomic 
levels for such highly elevated and 
dynamically reacting energetic states. 

(ix) Theoretically, there are addi-
tional simplifications and approxima-
tions because of the inability to find 
physically meaningful mathematical 
solutions for the tentatively defined 
analytical models. In the case of 
fluid flows even the simplest first-
order highly idealized theoretical 
models result in a set of partial dif-
ferential equations^H^) (5) which a 
only conditionally solvable in a closed 
type form for some simple body geome-
tries and for special boundary con-
ditions . 

Once a representative form of 
governing equations is specified as a 
conditional formulation of the investi-
gated flow pattern around a given body 
geometry in terms of an accepted 
essential number of influential physi-
cal parameters and their internal 
functional relationships (auxiliary 
equations), the analytical degree of 
relative accuracy with which a valid 
solution is obtainable within the 
specified boundary conditions can be 
traced to and expressed in terms of 
the mathematical approximations intro-
duced. Here a reservation must be 
made regarding the claimed mathematical 
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"exactness" of some solutions, as fre- 
quently encountered in a wide spectrum 
of fluid flow theories.  When either 
electronic computers or various numeri- 
cal analysis techniques are used, the 
exactness is evidently expressed either 
by the number of significant figures or 
by the discarded residue values, plus 
the approximations which might be intro- 
duced in the overall analytical treat- 
ment.  However, the relative validity 
of such "exact" solutions still remains 
questionable within and does not exceed 
the relative physical correctness of 
the fundamental premises upon which the 
theory and the formulation of the 
problem are based.  It is still depend- 
ent on the relevant accuracy with which 
the influential physical parameters, 
variables and constants may be under- 
stood, measured or evaluated, and their 
mutual interrelations properly formu- 
lated.  Therefore, it is considered 
justifiable to judge the overall valid- 
ity and acceptability of a theory not 
primarily in terras of its mathematical 
exactness or its theoretical degree of 
sophistication per se, but rather by a 
direct comparison with correspondingly 
coordinated and conscientiously cleared 
experimental data.  In accepting such 
a correlating criteria it is essential 
to bear in mind that the supporting 
experimental evidence is necessarily 
conditional and restrictive itself, the 
comparative agreement between a con- 
trolled (necessarily simplified) 
experiment and a full scale (far more 
complex) physical occurrence remaining 
still questionable.  For instance, the 
high speed and the viscous fluid flow 
problems, which are of primary impor- 
tance today, present such a formidable 
array of physical and chemical com- 
plexities and parametric uncertainities, 
that even the habitual expectancy that 
a more detailed higher-order theory or 
a more exact analytical treatment would 
yield a result closer to reality may 
not necessarily hold.  Moreover, some 
rather simple analytical models and 
assumptions, which can hardly be 
claimed as well-representative of a 
real fluid flow internal mechanism, may 
prove comparable by their relative 
accuracy of results to many a more 
sophisticated and mathematically more 
elaborate treatment.^6,9)  As another 
■interesting illustration of the ques- 
tion of exactness, it may be mentioned 
that the long-claimed, and the well- 
accepted Blasius^8' "exact" mathe- 
matical solution of incompressible 
laminar boundary layer along a smooth, 
insulated flat plate at zero-angle of 
attack has been achieved by expansion 

into a series which in a much later 
investigation^'^ proved to become di- 
vergent after some thirtieth term. 
Nevertheless, the Blasius solution is 
still one of the best available for the 
restricted type of incompressible 
laminar boundary layers to which it 
pertains. 

(x)  Finally, there are usually 
analytical or numerical approximations 
in computing the overall resultant 
aerodynamic forces for a given set of 
body-fluid flow conditions.  Both the 
actual physical relationships between 
a solid bcay and a fluid medium in 
relative motion and the corresponding 
analytical set of descriptive dif- 
ferential equations reflect the space- 
time distributed nature of the local 
pressure and shear stress loads, be it 
within the continuum or the discrete 
particle structural concepts of fluid 
mediums.  In order to define and solve 
the flight dynamics of a solid body 
using the classical Newtonian force 
postulates, an integration of the 
relevant variable local (normal and 
tangential) stress distributions is 
required.  This leads to the condi- 
tional formulation of a resultant 
external aerodynamic force and its 
point-of-action location.  For most 
practical purposes this summation or 
integration procedure is conveniently 
performed in a suitably simplified way, 
especially so in the case of usual 
compound body geometries.  The cor- 
responding error can be readily deter- 
mined in terms of the approximations 
introduced in the adopted integration 
technique. 

I 
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1.3 THE RESULTANT AERODYNAMIC FORCE AND ITS COMPONENTS 

■ 

t- ; 

Within the overall limitation« 
•pecifled In Section 1.2.  the resultant 
force with which the ambient equilibri- 
um atmosphere opposes  the steady uni- 
form motion of a vehicle may be con- 
veniently traced to two basic physical 
sources:    the resistance caused by normal 
pressure and the resistance caused by 
vlacous shear distributions  on a given 
body contour.     This conceptual division 
Is well coincident with both Prandtl's 
postulate and the classical mechanistic 
force definitions.    Thus,   the local re- 
sultant aerodynamic force exerted by the 
flowing gas on each surface element of 
a body In relative motion can be ana- 
lytically determined as a vectorlal sum 
of the local normal (pressure) and the 
local tangential  (frlctlonal)  force com- 
ponents.    A subsequent Integration of 
the local components over the entire 
exposed body surface gives  the sum of 
the total pressure and the total frlc- 
tlonal resistance force components 
respectively as 

Rs / (ApfT + rTjdS (1.3-1) 

where:    Tf  is  a unit vector normal to 
the surface element, dS ,   positively di- 
rected inward;   T is a unit vector tan- 
gent to the surface element, dS ,  paral- 
el  to and positively directed in the 
same sense as  the^local  free stream 
velocity vector, vj   ,  of the inviscid 
fluid flow outside the  boundary layer; 
Ap = {p-pA)    represents   the difference 
betv&en the local (at the  body surface) 
and the ambient  (free stream at infinity) 
static  (normal)   pressures;   and r   Is  the 
local shear stress value. 

Two principal conceptual features 
intrinsic to the above definition are: 

(1)    Choice of a reference datum 
for measuring the local static pressures 
is  in principle a quite arbitrary con- 
vention.     Neither the  physical flow 
pattern nor the  form of  the governing 
differential equations  are influenced by 
it.     But,  for ascertainment of a mini- 
mum number of  the flow similitude re- 
quirements as well as  for general atmos- 
pheric flight dynamics purposes,   it is 
convenient to measure the local static 
pressures, p ,   relative  to the ambient 
atmospheric pressure datum, pA ,  i.e.   to 
select the static pressure  "at infinity," 
PA=P«B t   a8  the  basic  zero-datum value 
in the fluid flow analysis   in general. 

(2)    For powered atmospheric 
flight conditions the resultant aero- 
dynamic  force concept should be speci- 
fied exclusive of some conventionally 
adopted thrust force definition.(H) 
Thus,   in the case of rocket-propelled 
vehicles,  it has become customary in 
most technical flight dynamics analyses 
to restrict the local normal and the 
local tangential force integrations to 
the actual solid body exposed  (wetted) 
areas.     In the case of jet-propelled 
vehicles  it is  customary  to extend the 
above  integration procedure  to the sum 
of  the  vehicle wetted areas,   the  stream 
tube  area ahead of  the engine  duct,  and 
the engine afterbody area protruding in 
the  Jet stream.     In both cases  the base 
pressure effects,   as  due • to  the  overall 
body geometry and the associated wake, 
are  included in the  "wetted area" term. 

The general expression for the 
total aerodynamic resistance  force,  Eq. 
(1.3-1),   is usually  vectorially re- 
solved  into three directional components 
respective to a suitably defined refer- 
ence  coordinate system.     The  selection 
of  a  particular reference  frame  depends 
largely on the type and the analytical 
aspects  of the aerodynamic or flight 
dynamics problem itself,   the  final aim 
of the  respective  flight dynamics  analy- 
sis,   and the form of the available theo- 
retical or experimental data. 
Given a conventional Cartesian orthogo- 
nal  space reference frame, Oxyz   ,   the 
respective resultant aerodynamic  force 
components are specifically: 

R = X + Y + 2 = xT+vT+Zk 

X 

(1.3-2) 
/(ApirT+Ti-T)ds 

Y= /(ApR-T+T"M)<JS 
's,,, 

Z = /(ApfMr + TT-k)dS 

Specific  reference  frame  cases  of 
the above aerodynamic  force  resolutions 
are  treated in Sections  1.4 and  1.6 in 
detail. 

For the purpose of establishing 
valid comparative aerodynamic  force and 
similitude criteria when different 
fluid-body systems  are  investigated, as 
well as for a generalization of theo- 

1.3-1 



'. 

• 

retlcal results,   the conventional con- 
cepts of non-dimensional aerodynamic 
force coefficients  are  introduced: 

qASr,f' Csr*' C,= OA,! 
(1.3-3) 

Similarily and for the same reasons, 
instead of the dimensional pressure and 
shear stresses, the non-dimensional local 
pressure coefficient and local skin- 
friction coefficent definitions are in- 
troduced in the forms 

•' q. 
(1.3-4) 

respectively. 

Consequently, the three resultant 
aerodynamic force component expressions 
(1.3-2) acquire the respectively dimen- 
sionless forms: 

Cx = 5^ y (Cpfi-T + CfT'T)dS 
Sref Jsm;

f 

cy= 5iT/(cPRT+ CfTT)dS 

C2= -xJ- fiCnt't + Cf7-TJ)dS Sf«f''Sw,t 

(1.3-5) 

where: 

qA   2 

VA and 

is the ambient atmospheric 
reference dynamic pressure, 
or the free stream dynamic 
pressure "at infinity," 

PA'
1
*'«* 

pA  are respectively the ambient 
atmospheric-flight relative 
speed of the vehicle CG 
and the ambient atmospheric 
density.  Again, by fixing 
the reference frame to the 
aircraft GG, these become 
by magnitude the "free stream 
at infinity" values, i.e. 

The process of non-dimensional- 
ization involves two significent con- 
ventions.  Firstj the choice of a refer- 
ence area, Sref , is completely arbitrary, 
not necessarily representing the actual 
exposed (wetted) surfaces of any specific 
vehicle part or of the vehicle as a 
whole, i.e. in general, Sref ^ s«»« • 
There is but «ne important restriction 
regarding the rejuirence ß-ea:  it must 
be a cowjron non-dimensior ilizing factor 
for all the different configurational 
pf.r+rn cf >' given vehicle geometry. 
Customarily, the common reference area 

is chosen to be either the wing platform 
(projected to the 0*y plane) area, or 
the maximum body (fuselage) cross- 
sectional area.  The specific choices, 
apart from serving the non-dlmension- 
alizing convention, reflect physically 
important features of the winged (lifting 
surface) missile and the ballistic (drag 
characterized) missile configurations 
respectively. 

Second, for the sake of preserving 
the uniformity of definitions, the 
reference dynamic pressure "at infinity," 
QA=Q«ft, has been extended from the 
initially incompressible or negligibly 
compressible, low subsonic fluid flow 
regions to supersonic and hypersonic 
flow conditions as well.  Inasmuch as 
analytically convenient formal defi- 
nitions of the resultant force and the 
local pressure and skin-friction coef- 
ficients are concerned, the selection 
of any one specific and common refer- 
ence non-dimenpionalizing dynamic 
pressure value is a proposition of uni- 
formity and convenience.  But, if the 
physically important role of actual 
local dynamic pressures upon the local 
numerical values of Cp  and C« are in- 
vestigated, the compressibility effects 
and the related behind-the-shock ve- 
locity, density, and temperature 
changes should be properly Included. 
Clearly if the local pressure and the 
local skin friction coefficients are 
treated as the respective actual dl- 
menslonless local forces per unit area 
(subscript i ), 

s sir  c P|V IVI (1,3-6) 

then their correlations with the re- 
spective reference  values   (subscript A) 
are: 

X = CK^S«, = jr(Cp|ql«T+ Cf.q.TTjdS 

s/{CpqAt?T+ CfajT)dS 

=^/sijt
pRT+c^T,ds 

(1.3-7) 

•tc, 

q« and  Cpr^Cp, . Cf = ^Cfl 

(1.3-8) 

(1.3-9) 

Furthermore, in the particular case 
of the local skin friction coefficient, 
Cfi , the actual local dynamic pressure. 

h  » is referred to the local inviscid 
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flow conditions outside the boundary 
layer, ao that lr. terms of the conditions 
at the surface proper* 

C|.-^ . Cf..% .^.^   (1.3-10) 

Cf. •$-<:,. 
(1.3-11) 

where the wall local density value, />„ , 
is  a function of the overall aerothermal 

flow conditions at the surface,   as shall 
be discussed later. 

Before a further elaboration of 
the aerodynamic  force concept  in  terms 
of  the  involved physical variables,   a 
formalistic  vectorial resolution  of  the 
aerodynamic  resistance  force onto a 
few most common flight dynamics  co- 
ordinate  systems  is defined  in   Sections 
l.U  and  1.6. 
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L.4  COORDINATE SYSTEM CONVENTIONS 

In many engineering problems it 
appears most convenient to resolve^the 
resultant aerodynamic resistance,R , 
into three components, i.e., the_resuLt- 
ant lift,L , the resultant drag,!?, and 
the resultant side force,"^, in the mod- 
ified right-hand aerodynamic coordinate 
system, Ox0y0z0 .  Their physical inter- 
pretations are given later, while their 
conditional vectorial definitions and 
transformations respective to various 
other flight dynamics reference coordi- 
nate systems are considered below and in 
Section 1.6. 

The flight dynamics analysis may, 
in general, require several different 
reference coordinate systems, each co- 
ordinate system being advantageous for 
some specific investigation or a partic- 
ular computational procedure.  Subse- 
quently, a respective number of trans- 
formations of all vectorial quantities 
from one reference frame to another may 
be needed.  Assuming an arbitrary space 
flight trajectory and a rotating spher- 
ical earth, a few Cartesian right-hand 
orthogonal reference frames and the in- 
volved aerodynamic force component trans- 
formations most commonly used in the 
overall flight dynamics analysis are: 

Reference frames related to trajectory 

(i) Modified aerodynamic coordi- 
nate system, OxayQza  , used as 
a basic reference frame for 
the resultant aerodynamic 
lift, L , the drag,0, and the 
side force,"0, definitions. 

(ii) Wind axes coordinate system, 
Oxwywzw , convenient for both 

the three degrees of freedom 
(point mass) and the six de- 
grees of freedom (rigid body) 
trajectory dynamics analyses, 

(iii)  Principal trihedral coordinate 
system, Otbn , representing a 
natural reference frame for 
the centripetal, T^ , and the 
tangential, Ft , force investi- 
gations. 

(iv)  Local horizon coordinate sys- 
tem, Oxhyhzh  , defining the 
local space attitude orienta- 
tion of a vehicle on its tra- 
jectory. 

Reference frames related to vehicle 
(Eulerian axes')    ~   ——— - 

(v)  Body axes coordinate system. 

(vi) 

OxbybZfc , convenient for the 
normal, Tf, th^ axial, Zf , and 
the lateral, Y , force defi- 
nitions, as well as for the 
moments-and-products of in- 
ertia computations. 
Stability axes coordinate sys- 
tem, Ottytit      ,   used for static 
and dynamic stability investi- 
gations. 

Reference frames related to earth 
CNewtonJan svsterns^ 

(vii)  Curvilinear ground reference 
system, EXYZ , determining the 
instantaneous geographical 
position of the vehicle, 

(viii)  Rotating Earth axes system, 
ExeVeZ« » used as the launch- 

ing or impact point reference 
frame, 

(ix)  Star fixed reference frame, 
Ot-rjCt   t^16 fundamental inertial 
coordinate system necessary 
for a valid formulation of 
the governing dynamic equa- 
tions of motion within the 
classical Newtonian concepts 
in the case of a rotating 
Earth. 

Intermediate reference frames 

When performing the rotational 
transformations, the final relative 
position between two rotated coordinate 
systems can be conveniently defined by 
specifying an orderly sequence of suc- 
cessive partial rotations through three 
characteristic (Eulerian) angles.  In 
order to perform an analytical trans- 
formation of the aerodynamic force com- 
ponents (and of any other resolved 
vector quantities entering the govern- 
ing sets of equations of motion) from 
one coordinate system to another by 
this method of sequential Eulerian an- 
gular conventions, it is necessary to 
introduce respectively defined inter- 
mediate coordinate systems, designated 
by subscripts 1, 2, 3, etc.  This 
method is commonly preferred to the 
alternative method of direct projections 
from each of the three axes of the in- 
itial coordinate system onto the three 
axes of the final (rotated) reference 
frame, since such a procedure requires 
manipulation of nine directional cosines 
(or six directional cosines and three 
auxiliary cosine relationships) which 
are necessary for a statical definition 
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of the six axes  orientations of the two 
rotated coordinate syetemsd^»  *■*»   ")# 

The relative disposition of es- 

sential flight dynamics  coordinate ref- 
erence frames  is  illustrated  in Fig. I.I, 

t«2'V«i   «b 

'*% 

5   ! 

LOCAL   PARALLEL 

FUNDAMENTAL    PARALLEL 

LOCAL   MERIDIAN 

EQUATOR 

FUNDAMENTAL    MERIDIAN 

i FIG. I.I     Relotive disposition of  basic flight dynamics reference  frames  with respect   to a rotating , 
spherical Earth. 

Definitions   of the   indi/idual co- 
ordinate systems  are given in Sections 
l.U.I  to 1.4.6.     The few comparative 
reference planes   pertaining to the spa- 
tial dispositions   in Fig.   1.1,   and com- 
prising the adopted sequence of Euler- 
ian angle definitions  are: 

The   wjr  plane   is   the  velocity yaw 
angle  (x)   plane.     It  is  parallel  to the 

Earth's  local horizon  (tangential) 
plane, HxHyH   ,   and contains  both the 
trajectory local horizon plane, 0)(hyh    , 
and  the first  intermediate coordinate 
system plane,  Ox,y|     .     A partial coun- 
terclockwise rotation  of  the 0xh    into 
Ox,   ax:s   (i.e.  0yh    into Oy,   )  around the 

Ozh"Oz|   axis defines   the  velocity yaw 
angle, x- 

l.i+-2 
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The n9   plane  is   the  velocity pitch 
angle  (y)  plane.     It  contains both the 
first intermediate  coordinate system 
Ox,;,      (coplanar to  Ox,zh   )  plane and the 
second  intermediate  coordinate system 
OxjZ,     (coplanar  to    0xwZ2 )  planes.     A 
partial  counterclockwise rotation of the 
Ox,    into0xwa0x2   axis   (i.e. Oz^Oz,,    into 
Ozg )  around the Oy, =0y2    defines  the  ve- 
locity pitch angle, y    . 

The   W3    plane is  the velocity roll 
angle  (^,)  plane.     It  contains  both the 
wind axes Oywzw    and  the  initial  stabil- 
ity axes  Oy;z;     planes,   as well as  the 
second intermediate  coordinate system 
Oy^g    plane.    A partial counterclockwise 
rotation of the   Oy, = 0y?    into  Oyi =0yw 
axis  (i.e. Ozz    into 02w = Oz; )  around  the 
0xw=0x2 = 0xi   axis defines  the velocity 
roll angle, fj.   . 

The  '"'A   plane  is   the  side-slip angle 
(/3)  planel     It contains   the wind axes 
Oxwyw    and the  initial  stability axes 
Ox'ty'     planes,   as  well  as  the third  inter- 
mediate  coorainate  system  Ox3y3    (coplanar 
to  0x3yb )  plane.     A partial counterclock- 
wise rotation of  the   Oxw=Ox',   into Oxj 
axis   (i.e.   0yw = 0y4     into 0y3 = 0yb   )  around 
the 0zwr0z3=0z't    axis  defines  the side- 
slip angle, ß   . 

The   y5  plane  is   the geometric  angle- 
of-attack \a)  plane,   usually taken co- 
planar with the  reference  (vertical) 
plane of symmetry  for classical  vehicle 
geometries.     It  contains  the body axes 
Oxbzb     plane and the  third intermediate 
coordinate system  0x3z3     (coplanar to 
0x3zw    and   0x3z;   )  plane.     A partial  coun- 
terclockwise  rotation  of the 0x3   into 
0xb   axis   (i.e.   of  Oz3 = 0zw = 0zj    into  0zb ) 
around the 0y3 = 0yb    axis  defines  the geo- 
metric angle-of-attack. 

l.k.l    CLASSICAL AERODYNAMIC  COORDINATE 
SYSTEMS   OxoyoZo      AND   OxayQZa 

The aerodynamic  left-hand orthogo- 
nal reference  frame, Oxoyo za    ,  and  its 
alternative right-hand  version, Ox0yQZ0    , 
are historical  legacies.     The fundamen- 
tal  two- and three-dimensional low speed 
airfoil and wing  theories  and the  respec- 
tive basic aerodynamic  force and moment 
concepts  have  been postulated with re- 
spect to them.     Although numerous  later 
refinements  and extensions  of the respec- 
tive aerodynamic  theories  to higher 
speeds  and to  various   three-dimensional 
body effects  have  introduced a number of 
other more convenient  reference  frames 
better suited  for  specific  theoretical 

I 

(a) 

ywsyQ 

FLIGHT   PATH 

(U 

FIG. 1.2   Spatial   definitions   of  the  classical 

eft   and   right-hand  orthogonal   aerodynamic 

coordinate    systems , Ox<1y0za ,   and   OtoiQza  , 

relative   to   the   wind    axes   ,    Oxwywzw ,   and 

the   trajectory   local   horizon   axes , Oxhyhzh, 

right - hand    orthogonal    coordinate    systems . 
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FIG. 13    Spatial definitions of the classical left and right hand orthogonal aerodynamic coordinate systems, 
Ox y z     and Ox y„z   , relative to the «wind axes, Ox^y 7 , and the body axe«, OxbyLZb, right hand orthogonal 
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coordinate  systems. 
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developments» the practice of expressing 
the final analytical and/or experimental 
total aerodynamic force components rela- 
tive to these classical aerodynamic 
frames has, in general, been retained. 

Comparative spatial relations be- 
tween the aerodynamic reference frames, 
Ox0yaza  and Ox0yoza , and the flight 
dynamics basic reference systems (the 
wind axes, OxwVwZ* , the local trajectory 
horizon axes.OxhVhZh  » and the body axes, 
OxbVbZb ) is illustrated in Figs. 1.2 and 
1.3.  From their respective spatial dis- 
positions it -vs evident that the left- 
hand aerodynamic and the right-hand wind 
axes coordinate systems are related by a 
direct inversion. 

GLOSSARY for Figs. 1.2 and 1.3 

The »lane  contains   the  side- ine   ^4   plane  contains   trie  side- 
slip  angle, 0 ,   clefined  by  a  partial 
counterclockwise  rotation  of  the Ox,, 
into   0x3   axis,   (i.e. 0yw = OyQ     into 
0ybr0y3   )   around  the 0zw = OZ3   axis.      The 
W4  plane   is   coincident with  the 0xwyw   , 
the  Oxaya   ,   the  0xayo  ,   and  the  0x3 yj =0x3^ 
planes.     It   is   generally not  coincident 
with  the  local  principal  trihedral   tan- 
gent  plane, Ofb   »   on a  space  trajectory. 

The  ^5   plane   is  the  reference   (ver- 
tical)   plane  of  symmetry  of  the  vehicle 
geometry.     It  contains  the geometric 
angle-of-attack, a ,  defined  by  a  partial 
counterclockwise  rotation  of  the  6x3 
into  the  Oxb   axis   (i.e. 0z3=0zw    into 
Ozb )   around  the   0y3=0yb  axis.     The   plane 
is  coplanar with  the  Oxb^b     and   the 
0x3Z3=0x3Zw     planes.     It  is  generally 
not  coincident with the  principal   tri- 
hedral  local  osculating  plane,   0tn  ,   on 
a  space  trajectory. 

Aerodynamic  forces 

The  total   lift  force  for  the  over- 
all vehicle  configuration, C =Liro ,   is 
contained   in  the  reference  plane  of  sym- 
metry, TTJ .      The   total drag  force, D = Di0 
is   in  the J^   plane. e  total  side- 
force, Q = QJQ and the Lotal cross-wind 
force Y =Yjo are perpendicular to the 
reference plane of symmetry, ^5 , fol- 
lowing the right-hand and the left-hand 
coordinate system conventions respec- 
tively. 

The  left-hand aerodynamic 
coordinate  system 

The  aerodynamic  coordinate  system 
is  conditionally  treated as   instantane- 
ously   inertial   for  the presumed  steady 
or quasi-stead  flow  (or atmospheric 

flight)   conditions.     Its  origin, 0 ,   is 
arbitrarily  fixed   at   the  vehicle's   cen- 
ter  of  gravity,   (JG,   when  the  rigid  body 
flight dynamics   problems  are   investi- 
gated.     At  any   local  point  (i.e.   at  any 
instant  of  time)   on  a given  trajectory, 
orientations   of  the  aerodynamic  axes 
are conventionally  defined as  follows: 

The   0x0    axis   is   taken collinear and 
positive   in  the  sense  of  the  relative 
free  stream  "at   infinity" velocity  vec- 
tor, V» =-VA       .     The   Oxo   axis   is   thus 
always   locally  tangential  to  the  flight 
path  and   oriented   in   the  (-T)   sense. 
The  relative  free  stream  velocity  vec- 
tor, Voo ,   is  defined   "at  infinity,''   i.e. 
well  ahead  of   vehicle,  where  the  steady 
uniform flow  conditions  are  assumed. 
Reciprocally,   this   implies  that  the   in- 
stantaneous  ambient   flight velocity, VA   , 
at any point   (or at  any  instant)  on  a 
given  trajectory  should  be referred   to 
a  steady  equilibrium Standard Atmos- 
phere,   free  of  turbulence,  winds,   and 
gusts.     The  atmosphere  is  assumed  to 
rotate with  the earth,   its  angular  ve- 
locity, hi, ,   being  constanc.     Further- 
more,   in  accordance  with basic  assump- 
tions   in Section  1.2,   the effects  of 
instantaneous   flight  accelerations upon 
the  overall  flow  pattern are neglected. 

The   0z0   axis   is,   by convention, 
always  contained  in  the reference   '"'s 
plane  of  symmetry  of  a  vehicle, regard- 
less   of  the relative position of  the 
vehicle  respective   to  the flight  tra- 
jectory.     It   is   taken  perpendicular  to 
the   Oxo   axis   (which   is  not generally 
in  the  plane  of  symmetrv)  and  sensed 
positively  "upward"   for a noninverted 
vehicle  flight  attitude.     For classical 
aircraft  configurations  the  reference 
plane  of  symmetry   is  usually  the   ini- 
tially  "vertical"  plane  of  symmetry  for 
a no bank  (wings   level)   flight condi- 
tion.     For axially  symmetric  vehicle 
configurations   the  reference plane   of 
symmetry  should  be  conveniently  speci- 
fied  in  terms   of  some  initial  flight 
conditions,     so  that  both  the  velocity 
yaw angle, x »   and  the side-slip angle, 
ß ,  may  be uniquely   specified. 

The   Oyo   axis   (or  the cross-wind 
axis)   is  perpendicular to the  Ox0zo 
plane,   sensed  so as   to form a  left-hand 
orthogonal  coordinate system. 

When  the  definitions  of  the  aero- 
dynamic  (or absolute)  angle-of-attack, 
a0 ,  and  the  side-slip angle,/9 ,   are a- 
dopted as  specified  later in Section 1. 6 
the  total   lift,L  ,   the  total dra^,5  , 
and  the  total  cross-wind  force, YQ   ,   are 
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collinear with the aerodynamic axes Ozo  t 
Oia ,  and   Oya   respectively.     For positive 
values  of the aerodynamic angle, oc  ,   the 
lift force. C ,   is thus made condition- 
ally positive.     The drag force, 6 ,   Is 
always  positive.    Due to the adopted 
dynamic  convention for the definition 
of angles,   the cross-wind force, ?o, 
becomes  negative for the adopted posi- 
tive values  of the side-slip anglet ß . 

It   la noted that the  left-hand 
aerodynamic reference frame,  Ox0y0za    , 
is directly related to the dynamic wind 
axes  coordinate system,  Oxwywz»    ,   through 
the simple unit vector relationships: 

Id5-»« 
(1.4-1) 

Consequently, the Eulerian vecto- 
rial matrices for the resultant aero- 
dynamic lift, drag, and cross-wind 
force component transformations from 
the aerodynamic coordinate system into 
other flight dynamic reference frames 
are formally the same as later speci- 
fied for the wind axes coordinate sys- 
tem. Section 1.4.2, provided the unit 
vector sign Convention, Eq. (1.4-1), is 
correctively taken into account. 

The right-hand modified aerody- 
namic reference frame      ~ " 

In order to bring into a better 
accord the sign convention between the 
positive incidence angles and the posi- 
tive forces, the original aerodynamic 
left-hand coordinate system, OxayoZo» 
in the flight dynamics and mathematical 
theories(14) is replaced by the right- 
hand modified aerodynamic reference 
frame, Ox0yQz0- That is» the cross-wind 
force, fo, is replaced by the side- 
force (or aerodynamic lateral force) 
Q=-70   by changing the cross-wind 
axis, 0y0 , into the lateral axis, Oyo • 
The changed unit vector T", 7 , k  rela- 
tionships respective to the wind axis 
then become: 

(1.4-2) 

Aerodynamic  force components 

In   both aerodynamic  reference 
frames   the  aerodynamic  force  components 
comprise  the  integrated static  pres- 

sures  and  the   frictional effects  caused 
by the  relative  airflow only;   see  Eq. 
(1.3-1),   Section  1.3,  i.e.   the gravity, 
the thruat and all the other (if pres- 
sent)  external  force components  are ex- 
cluded  from this   purely aerodynamic defi- 
nition. 

Rotational  sequence convention 

Using  the  Eulerian angles  conven- 
tion,   the  adopted  order of successive 
counterclockwise  partial rotations   indi- 
cated  in Figs.   1.2  and  1.3 are as follows: 

Starting with  the  trajectory  local 
horizon axes,  Oxhyhzh   ,  the  first   inter- 
mediate  coordinate  system^  Ox, y, Z|    ,   is 
defined  by  the  first partial  counter- 
clockwise  rotation  for the velocity yaw 
angle, x »   around  the  Ozh = Ozi    axis.     The 
second partial  counterclockwise  rotation 
for the   velocity pitch angle, y ,   around 
the  intermediate  Oyi =0y2   axis  results 
in the second intermediate coordinate 
system, Oxa yzzz • 

The  final  partial counterclockwise 
rotation  for the  velocity roll angle,/A , 
around the final   0xw =0x2 axis, forms  the 
local right-hand orthogonal wind axes 
coordinate  system. 

The classical left-hand orthogonal 
aerodynamic coordinate system, Ox0yaz0 , 
is then obtained by reversing the posi- 
tive senses of the wind axes, while the 
modified right-hand aerodynami •; coordi- 
nate system, OxayQ z0 , is formed by re- 
taining  the  lateral  axis   0*} =0yw . 

A further partial  counterclockwise 
rotation  of  the  local wind axes  coordi- 
nate  system,   Oxwywzw   ,  around the 0z„ = 0z3 
axis,   through the  side-slip angle, jy, 
results   in the  third  intermediate  co- 
ordinate  system,   Ox3y3z3   .     Finally,   a 
second partial  counterclockwise  rotation 
around the    0yb=0y3  axis,  through  the 
geometric  angle-of-attack, a ,  yields   the 
right-hanc^ orthogonal,   body axis  coordi- 
nate  system,    Oxbybzb • 

1.4.2     LOCAL WIND AXES  COORDINATE 
SYSTEM  Ox^y^z,, 

The  right-hand,  orthogonal,   local 
wind axes  reference  frame,   Oxwywzw   , is 
one convenient  choice for the  rigid  body 
trajectory and the  flight performance  a- 
.lalyses.     Since  it  is  collinear with and 
oriented  inversely  to the left-hand 
classical  aerodynamic coordinate  system, 
Oxayaz0    ,   the  respective  local  orienta- 
tions  of  its  axes   relative to  the  flight 
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FIG.  1.4        Adopted   Eulerion   sequence    of 

partial   counterclockwise   rotations   from    the    trajectory 
local   horizon    reference    frame  ,   Oxhyhzh  ,   to    the 
wind    axes   local    coordinate       system     Oxwywzw • 

trajectory and the geometrical reference 
(vertical) plane of vehicle symmetry 
follow the specifications already dis- 
cussed for the Ox0y0Zo  or OxoyQZo  ref- 
erence frames.  That is, the positive 
sign convention is given by the simple 
unit vector transformation shown in 
Eqs. (1.4-1) and (l.U-2).  For the a- 
dopted sequence of the partial angular 
rotations, the spatial angular elements 
of the Eulerian transformation from the 
trajectory local horizon axes, Ox^y^z,,  , 
to the wind axes, Oxwywzw , are explic- 
itly given in Fig. \.k. 

GLOSSARY for Fig. 1.4 

The TTI , ^2 and TT%   planes contain 
the velocity yaw. x \  thjz  velocity pitch, 
y,   and the velocity roll,^ , angles. 

The 0xw axis is collinear to the 
local tangent on a space trajectory, 
0xw= Ot . 

The adopted sequence of partial 
angular rotations or the Oxhyhzh '.,   Into 
the Oxwywzw axes, positive counterclock- 
wise, is as follows: 

0zh 
(1) 

Oz, 
angle, x 

First, a rotation about the 
axis for the velocity yaw 

(2)  Second, a rotation about the 
0y|s0y2  axis for the velocity pitch 
angle, y . 

Ox, 
(3)  Third, a rotation about the 

sOx,,,  axis for the velocity roll 
angle, p. 

The   corresponding pattern of Euler- 
ian  transformations  of the components 
of any  vector  (i.e.   force,  moment,   vel- 
ocity,   acceleration)  from the wind  axes 
into the  horizon axes  reference  frame 
is  given   by the  following unit  vector 
transformation matrix,   or  by  its   alter- 
native  tabular form, which is   convenient 
for direct  transformations   both ways: 

cosyoosv   ^«inyco.x (co^nycosx 
'     *   -co»^smx)     -rsln/ismx) 

K 

coavsinv   <«inM«'ny»inx    (cotM»inr«nx r    x   -t-cos/tcosx)    -sin/tcosx) 

-smy sin/i cosy COS^lCOSy 

(1.4-3) 
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\l.-X, V-Ti-Tb •iw»^  ! 

r\ coiyeo«x 
Mn^ajnycotx (co^itin/cotx 

+«inMtinx) 

r\ co«y«inx (•«•V*«iny»«x (Coi^tin/tlnx 
-tin/icotx)    j 

\i\ -tiny •in^iCM/ ootficoty      I 

(1.4-4) 

i.e.   explicitly 

^ = i«coar co«x + ^(«in/tsinycosx - cos^isinx) 

+ h^fco«^, tirycotx + »i»Vi«inx) (1.4-5) 
or 
'h ■ -locosycosx + jQ(sin/t8inyco»x — co^xsinx) 

— "^(cos^isinycosx + sin/isinx) (1.4-6) 
ttc, and vice versa 

H. s-^ ='!hCO$yco8x +rhcosysJnx - irhsiny(l.U-7) 
etc. 

The evolutory  angular  velocity, 
ölw,   of   the wind  axes,   Ox^y^z*   J   relative 
to  the  trajectory  local  horizon axes, 
0xhyhzh    is: 

«•'M + y + x iAi2 + rJi + xkh 

(1.4-8) 

The  resolution   of   the  evolutory 
angular  velocity, ö"« ,   onto   the wind 
axes,   Ox*ywzw  ,   is   specified  by  the 
transformation matrix: 

r« 

I 0 -siny 

0       cos/i.      sin/xcosy 

0      -sin/i,     cos/xcosy 

Y 

X 

(1.4-9) 

pw +5W +r- = p Tw + qwJ, + rw kw  (1.4-10) 

i     ^ r X 

p^ort-Pa) 1 0 -siny 

qw=qQor(-q0) 0 COS/i. Sin/icosy 

r^ori-r,,)         j 0 -sin/x cos/xcosy     | 

(1.4-11) 

Alternatively,   the mutual   rela- 
tionships  between the,  evolutory  angular 
velocity  components,/! , y öj arid  its 
wind  axes  components, $*,%,?*    are 
readily  obtainable  from  the  correspond- 
ing   transformation  table,   Eq.   1.4-11, 
valid  both ways: 

The  trajectory  local horizon  axes 
components, "P^h , Tfwh  , f^h   »   of   the wind 
axes   angüTar  evolutory velocity, 3W,   in 
terms   of  its wind axes   initial  compo- 
nental  values,   l)w   i  ^fw » ^w »   arid  vice 
versa,   are directly obtainable  by use 
of   the  respective unit  transformation 
matrix,   Eq.   (1.4-13)   or  the   correspond- 
ing   unit  vectors   transformation  table, 
Eq.    (1./4-L4): 

«w = P-1« + <U, + 'wCs PwA + <iwX+ U"^h    (1.4-12) 

rwh 

(sin/isnycosx (cos/isinycosx 
cosycosx   -cos^,$jn^) +sin/xsinx) 

cosysinY  ^inMsinr»inX (cos/xsinysinx 
'     A   +C0S/AC08X) -sin/icosx) 

-siny sin/x cos y cos/icosy 

Pw 

(1.4-13) 

|   Pw0»»-»»^ q,,» q0orM»^ ■-^v   j 

r cosycosx 
(sin/isinycosx 
-cotMsinx) 

icos/xtinrcotx 
•f sin^tinx) 

L cosyeinx 
(sinMsinysinx 
+ C0SMC0SX) 

(cos/* tiny sin x 
'Sin/xcotx) 

rh -siny sin M cot r cosMcosy       | 

(1.4-14) 

The body axes components, p^, q^,,, 
T^b , of the wind axes pvolutory angular 
velocity vector, w,, , are defined either 
by the respective unit vector transform- 
ation table (1.4-14) in terms of "pw , q,, , 
f"- : 

\    Pw or(-pa) % or (-q,,) rw or(-ra 

p»b cosacoiß cosasin^Q -tina       ! 

Qwb sinß cotiS 0          | 

r*b %inaCQsß sina sin/9 cosa       ' 

(1.4-15) 

or, alternatively in terms of/x , y , x 
by the transformation matrix 
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Pwb 

■^wb 

'wb 

cosacos/9        cosa sin^        -sina 

-sin/Q cos/3 

sinacos/S sinasinyS cosa 

— siny 

0 COS/i. SinyuCOJy 

0   -ninfj.        cosficoiy 

(1.4-L7) 

i.e. in the alternative tabular form, convenient for transformations both ways 

A y X 

Pwb (cos a cos/8) 
(cosM)(co5asiny9 ) 

■••(-sin^)(-sina) 

(-8iny)(cosacos/3) 
+ (sirv^,cosy)(c sasinyS) 
+ (cos^cosyi{-sina) 

Owb (-sinyS) (co^x)(cosy9) 
{-t\nr)(-t\nß) 

+ (8ln^co»y)(cosy8) 

rwb (sinacos/3) 
(cos/x)(sinasin/9) 

+(-8in^)(co8a) 

(-siny) (sinacos/3) 
-•■ (sin/x.co8y)(sina8in)9) 
+ (cos/xcosy)(co8a) 

(1.4-L8) 

1.4.3  BODY AXES COORDINATE SYSTEM Oxbybzb 

A body axes reference frame is pre- 
sumed to be rigidly fixed respective to 
the vehicle geometry.  It is sometimes 
referred to as an Eulerian coordinate 
system, the name implying that it par- 
ticipates in all the translational, ro- 
tational and oscillatory motions of the 
specified rigid body, the relative 
motions being defined from another, pre- 
sumably inertial, Newtonian reference 
frame.  Depending on the inherent physi- 
cal characteristics of the investigated 
dynamic occurences, the correspondingly 
suitable specific choices of the Euleri- 
an body axes, Oxbybzb , may facilitate 
both the numerical computations and the 
related definitions of the involved mass 
inertial parameters.  In the flight dy- 
namics analysis it is.usually convenient 
to fix the body axes origin, 0, coinci- 
dent with the vehicle center of gravity, 
CG, which allows for a corresponding 
simplification of the general form of 
the governing equations of motion. CÜ) 
In accordance with the adopted aerody- 
namic force definitions, a representa- 
tive right-hand, orthogonal, body axes 
reference frame, Oxbybzb  , is illustrated 
in Fig. 1.5. A subsequent choice of the 
relative positions for two of the in- 
dividual axes, 0xb and Oyb or 0zb, re- 

spective to the vehicle geometry and 
mass distribution, shall implicate the 
following fundamental aspects of rigid 
body flight dynamics: 

(i)  Any arbitrary body fixed ref- 
erence frame renders the moments and 
the products of inertias invariant of 
the rotati^iial time-histories of a 
flying vehicle for a fixed CG position 
and a constant mass distribution. 
Since the body-fixed coordinate system 
rotates along with the vehicle, the 
time-derivatives of any vector referred 
to it shall acquire the correspondingly 
expanded Eulerian (i.e. non Gallilean) 
forms.(11.13fL6.17) 

(ii) When body fixed axes are 
chosen to be the principal inertial 
axes of the given vehicle mass distri- 
bution, the products of mass inertia 
vanish and two out of the three moments 
of inertia become maxima and minima 
respectively.  For vehicle configura- 
tions having one reference plane of 
symmetry, in which the 0xb and the 0ib 
body axes are conventionally contained, 
the respective product of inertia terms 
become zero: 

fjt>ybdm ' j(yb «„dm i o (1.4-19) 
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If In addition, the 0xb and the Oz^ exes 
are the principal axea, the remaining 
product of Inertia term also becomes 
zero. 

* 
■^ ik dm t 0 (l.U-20) 

Then,   the  0yb  axis   (which  is,   by virtue 
of  orthogonality,   perpendicular to the 
Oxbzb    plane)  becomes  a  principal axis 
also,   and the moments   of  inertia about 
the   0xb,  0yb   and   0zb  axes  respectively 

J\*l + iJ)<Jm = Zn 

{uS + yJxim = !„ 

(l.U-21) 

become maxima and minima, since the ori- 
gin of the rigid body axes system is 
assumed to be central (0=CG). 

(iii)  For sting-balance wind tunnel 
aerodynamic force and moment measure- 
ments, as well as for some analytical 
aerodynamic force and moment considera- 
tions in the case of axisynvmetric body 
geometries, the body fixed reference 
frame is conveniently defined when the 
0xb axis is made colllnear with the body 
center line. 

(iv) From an overall aerodynamic 
force analysis point of view, a chosen 
body fixed reference frame of a given 
vehicle configuration serves for condi- 
^lonal definitions of the representative 
geometric angle-of-attack, a , and the 
side-slip angle, ß . 

(•■) A special case arises when the 
Oxhaxis is so fixed in relation to the 
vehicle configuration (if possible) that 
the reference geometric angle-of-attack 
becomes equal to the representative 
aerodynamic (or absolute) angle-of- 
attack of the overall vehicle geometry 

a- -a «o ' 0 a.u-22) 

The 0xb axis  is  then  termed  the first 
aerodynamic axis   of  the body configura- 
tion.     This  case  is more  specifically 
elaborated  in Section  1.6. 

GLOSSARY  for Fig.   1.5 

The  irA and   tr« planes  contain the 
side-slip angle, p,   and the geometric 
angle-of-attack, a ,   respectively  (see 
Figs.   1.2  and  1.3  for further specifi- 
cations) . 

(b) 

FIG.   1.5    Spotial definition of the right-hand, 

orthogonal, body axes coordinate  system , Oxbybzb . 
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. 

The   Tr6 plane  is   the  lateral body 
axes  plane,   0yb2b    or   0y3zb . 

The   TTJ plane   is   the axial body axes 
plane,   Oxbyb    or   0xby3 . 

The convention  for sequence of  ro- 
tations  from the wind axis.  Oxwy»»^»»   > 
to  the body axes,   Oxbybzb    ,   coordinate 
systems  is  as  follows: 

(1) First,   a  partial  rotation 
around the   Oz^ 0z3  axis  in a counter- 
clockwise sense  for a  positive side- 
slip angle, £,   defines  the  third  inter- 
mediate coordinate  system,   Ox^Zj  . 

(2) Second,   a  partial  rotation 
around  the   0y3=0yb   axis   in a counter- 
clockwise sense  for  a positive geometric 
angle-of-attack, a ,   results   in  the 
adopted body axes  coordinate system, 
Oxbybzb   . 

cosa cosy9        cosa sin/9       -sina 

-sin^S cos/9 

sina cos/9        sina sin/9        cosa 

The unit  vector  transformation 
matrices  and the  respective tabular 
forms, "which are  convenient  for  trans- 
formation both ways   of  the respective 
sets  of components   of  any vectorial 
quantity,  are: 

(i)     Body axes   - Wind axes  unit 
vector  transformation,   pnd vice  versa: 

\ Tb kb 

-X orT,, cosa cos/9 -sin/9 sina cos/9 

-"Uw^li cosa sin/S cos/9 sina jin/9 

-k0orkw - sina 0 cosa 

a.U-23) 
(ii)     Body  axes   -  Local  horizon 

axes unit vector  transformation matrix: 

cosycosx 

(sinftsinycoux 
-cos/tt sin^) 

(cosftsinycosx 
-t-sin/i.sinx) 

cosy smx 

(sin/i,sin/sinx 
+ co^i cosx) 

(cos/xsin/sinx 
-sityicosx) 

• 

-siny rh 

sin/i,cos/ 

cos/i. cosy K 
, 

(1.4-24) 

i.e. in the convenient tabular form, valid both ways; 

I ; K 

rb 

(cosy cosx Kcosa cos/9) 
+(sin/isinycosx - cos/i sinx)(cosasirv9) 
+(cos/*sinyco«x +8irytsinx){-sina) 

(cosy sinxXcosa cos/9) 
+fcin^,8iny sinx+cos/tcosx)(cosa sirv9) 
+fcos^.siny sinx-sin/t cosx X-sina) 

C-sinyKcosa cos/9) 
+(sin/i.cosyXcosa sin/9) 
+(cos/i. cosyX- sina) 

* 
% 

(cosy cosx )(-sirv9 

Msinfji siny cosx - cos^sinx Hoo«/9) 
j, ,_, 

(co8ysinx)(-sirv9) 

•Hsin^tsinysinx +co^i cosxXcos/3) 

(-sinyK-sioifl) 

+(«ifytcosyXcos/9) 

\ 

(cosy cosxX&ina cos/9) 

+(sin/isinycosx -cos/isinx Ksino sin/9) 

+(cos^sinycosx +sin^sinxKco»«) 

(cosy sinx)(sina cos/9) 

+(slrv4.sinysinx +cos/tcosxKsina sin/9) 

+(coift.«iny sinx - sin/i. cosxXcosa) 

(-siny Xsina cos/9 ) 

+(sin^cosyX8ina slr./9) 

+(cos/i.cosy)(cosa) 

(1.4-25) 
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The evolutory angular velocity of 
the body axes coordinate system is 

Sfc-a+iS » öj^/diT, 2ät3+/9*a   (1.4-26) 

The body axes evolutory angular velocity 
components, p^ i Tb ♦ Tb , in terms of the 
defining angular velocities cf and ß  are 
given by the transformation matrix: 

** 0 0 -»ina 0 

"b 
a 0 1 0 a (1.4-27) 

rb 0 0 cos a l/ö 

or in a convenient tabular form, valid 
both ways: 

0 ä *   1 
^ 

1    0 0 -sina      | 

\ 0 1 0 

!   rb 
0 0 cos a      ! 

(1.4-28) 

since   by definition 

Vafb+^Fbib+lbW^ (1.4-29) 

Similarly,   a  resolution   respect   /e 
to  the wind axes  components,   pWb i ^wb  » 
r^b     in   terms  of  the  a  and ^ components 
of the body  axes  evolutory  angular  velo- 
city,   wb ,   is  given  by  the  transformation 

table: 

|     o a ■'•» 

-«W^Pb« 1     0 0 -tin/3     1 

-"bo^b* 1     0 cotfl 0 

-rboOrfbw 0 0 1         { 

(1.4-30) 

In accordance with the unit vectors 
transformation matrices, the following 
transformation tables for the body axes 
evolutory angular velocity components 
respective to other coordinate systems 
are obtained: 

( i)  Body axes components - Wind axes 
components transformation, and vice 
versa, from the corresponding unit vectors 
transformation table , Eq. (1.4-23): 

«^ = Pbib-,-qbfc + 'b*b = PbJ'w+(V)wrw+«bw
iS, (1.4-31) 

I         "b % "rb            | 

1   -'W)rPb- cosa cos/9 -sin^S sina cos/3 

-«W^Pbw      1 cosa sin/3 cos/3 sinasinjS 

-•bo0^ -sina 0 cos a       j 

(1.4-32) 

(ii)  Body axes compone-.ts - Trajec- 
tory local horizon axes components 
transformation, and vice versa: 

V Pb^b+ Vb+ A5 pbhTh+ ^bh^h+ 'bh^b 
(1.4-33) 

i.e. from the corresponding unit vectors 
transformation matrix, Eq.   (1-4-24): 

|                                 Pbh «»bh rbh                  | 

Pb 

(cosycosxXcosacos/S) 

+($itytsiny co«x -coi/isinx)(cota«in/9) 
+(co^itinyco$x + «ityitinx\,(-sina) 

(cosy sinx)<co8aco8/3) 
■HBirt/iSinytinx* cot/i. cosxXcoto sin/S) 
+fco^xsinysmx ^sltyicosxX-sina) 

f-8in>*fco8aco8/9)          | 
+(sin/xco8yXco»atin/9) 

+(co8/iC08yX-«ina) 

qb ! 

(co$yco$xH-$in/9) 

■«-(sln/i. •in/'co«x-co^itinxKcos/9) 

(cosy8inxK-8ii\/9) 

+(sin/i,siny8inx +co8fico8xKco8/9) 

(-8in^(-8in/9) 

-Ksin^cos^(cos/9) 

rb j 
(cos/cot^sinacot/S) 

+(sin/*sinycotX-co^i8inxX8inasin/9) 

4-(cos/i.8inycosx+S'n^.sinx)(cosa) 

(co*ysin^(8inaco«/9) 

+(8in/i,8lny8inx +co«/i,cotxKtlna 8inj8) 

+-(cos/i.sinysinx-siiVAC08xKcosa ) 

(-sinyKsinacos/S) 

+fsin;tcos/)(sina sin/8)   \ 

-Kcos^cosyKcosa) 

(1.4-34) 
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Resultant  evolutory  angular  velocity, 
f2B,   for  an  overall   rotation  from  the   tra- 
jectory  local  horizon  axes,    Oxhyhzh   ,   to 
the  body  axes,   Oxby6zb    ,   in  terms   of  the 
adopted  sequence   of  partial  rotation 
through  the Eulerian  angles, % , y , fi , ß , 
a,   becomes: 

SIB = ww + Wb »   (M'2  
+   yJ2 +   X^i'   * ^J3 ♦   ßW 

■ (/lC + YU* X^'*^Jb * ßKi)        (1.^-35) 

Then, a resolution of tjje resultant 
evolutory angular velocity, Ü.B , onto the 
body axes is given in a convenient tabu- 
lar form by use of the respective trans- 
formation matrices, Eqs. (1.4-17) and 
(1.4-27): 

&■ = PB^b + flflTb ♦ rB^b = (Pwb + Pb ^b 

+ (qWb+0b>Tb +<fwb+rb>fb (1.4-36) 

or explicitly  in terms   of x , j- , /I , /? , a : 

H- y X a £ 

p*b+ Pb 
(cos a cos/}) 

(cosfi)(cosasiny9) (-siny)(cosacosi9 ) 
4- (sinfccos/Xcosasinyd) 

*-(cos/iCOSy)(-sina) 
0 -sina 

"8 = 

flwb+<»b 
(-sin/Q) (COS/A)(COS/S) 

(-siny)(-sin/9) 

+ (sin/iCOSx){cos^) 
1 0 

fBr 

(sinacos/9 ) 
(cos/xHsinasin/?) 

+ (-sin^)(cosa) 

(•sinyKsina cos/3) 
+ (sin^cosy)(sinasiny9) 
+ (cos^cosy)(cosa) 

0 cos a 

(1.4-37 

Simil .rly,   a  resolution  of  the 
resultant   ingular  velocity, Hg,   onto  the 
wind  axes   is  given  in  a  convenient  tabu- 
lar  form by use  of  the   respective  trans- 
formation matrices,   Eqs.   (1.4-11)   and 
(1.4-29): 

•"B = Pew'w   +   Ww   +    rBwkw 

= (Pw +   Pbw^-  +   ^w +   "bw'T 

+ (rw +  rbw)tw (1.4-38) 

or  explicitly  in   terms   of. x , y , ft , ß , a 

ß • 
Y X h ß 

PBW = 

P* + Pbw 
1 0 (-Stny) 0 {-*mß) 

"BW"- 

<»w +  lb«. 
0 COS/A sin/t coax cos/9 0 

rBw8 

r* +  ^bw 
0 (-•in/i) cot/i coay 0 1 

(1.4-39) 

1.4.4     STABILITY AXES  COORDINATE  SYSTEMS 
Ox.'y.'z^     AND    Ox.y, z. 

The stability axes  coordinate sys- 
tem represents  a specific  variant of a 
right-hand,   orthogonal,   body-fixed ref- 
erence  frame with  its   origin  at   the 
vehicle CG.     Commonly used  in   the dyna- 
mic  stability  analysis,   it   is   specified 
at  the   initial dynamic  equilibrium 
flight  condition to which  the  subsequent 
dynamic  disturbances   and  control   inputs 
are  then  related.     By definition,   the 
reference  initial  stability axes   orienta- 
tions   are as   follows   (see  Fig.   1.7) 

0 x', axis   is  locally  and   instantane- 
ously   tangential  to  the  flight   path at 
the point of  the initial  symmetric flight, 
equilibrium  (undisturbed)   condition, 
i.e.   it   is  collinear and cosensed with 
the  instantaneous  flight  velocity vec- 
tor, "^  ,   of  the  vehicle CG at   the  ini- 
tial  time instaht,   t0 . 

Ozj axis   is  in  the  reference plane 
of  symmetry   ("vertical"  plane  for wings- 
level   flight  condition),   sensed  posi- 
tively downward  in a non-inverted flight 
attitude. 

Oy', axis   is  perpendicular   to  the 
Oxiy,     reference  plane  of  symmetry,   sen- 

1.4-13 



sed positively to form a right-hand, 
orthogonal coordinate system. 

Thus, the stability axes reference 
frame, Oxtytzt , is Initially coincident 
with the local wind axes system, Oxwywzw, 
at the reference initial equilibrium 
flight instant of time, provided the 
side-slip angle,ß , is zero.  However, 
since the stability axes are not fixed 
to the trajectory, but to the vehicle, 
in any subsequent dynamically disturbed 
flight condition they participate in the 
six rigid-body degrees of freedom of the 
disturbed vehicle motion.  In doing so 
they behave as a special set of Eulerian 

body axes, having the Oxt axis condition- 
ally fixed with respect to the vehicle 
configuration prior to the dynamic dis- 
turbance onset such that Ox',"Ox* , for 
^3=0.  As a consequence, the stability 
axes reference frame, Ox'sy^ , is condi- 
tionally (/3=0) coincident with the wind 
axes, Oxwywzw , at an initial flight 
equilibrium instant of time, t0, only. 
At any other arbitrary instant of time, 
t >t0, during a dynamical flight distur- 
bance, the spatial correlations between 
the instantaneous stability axes, 
Oxsyszs  , and the local horizon axes, 
Oxhyhzh  , are as specified in Fig. 1.6 

^ 
y^=y. 

FIG.  1.6    Spatial relative position of the right hand orthogonal stability axes coordinate system, Ox(y(z( 

respective to the instantaneous local horizon axes, Oxhyhzh,at any arbitrary instant of time during o dynamical flight 

disturbance. 
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GLOSSARY for Fig. 1,6 

0><hyh2h  is the local horizon refer- 
ence frame at any instant of time, fixed 
to the corresponding point on a given 
flight trajectory. 

Ox$yiZt  is the stability axes ref- 
erence frame at the same instant of 
time, fixed to the vehicle. 

0x4y4Z4  and OxjysZs are the inter- 
mediate reference frames, resulting 
from the respective partial angular ro- 
tations <//, 9  and <^ . 

TTI plane is coplanar with the fia 
~5 Oxhyh and 0x4y4 planes. It is perpendic-^ 

ular to the 02h
s0z4 axis, containing the 

instantaneous azimuth angle i//. 

7rB plane is coplanar with the 
OX4Z4 and 0x5z5 planes.  It is perpen- 
dicular to the 0y4»0y5 axis, containing 
the instantaneous elevation angle. 9 . 

ir9 plane is coplanar with OygZ* 
and Oysz, planes.  It is perpendicular 
to the 0x5=0x, axis, containing the in- 
stantaneous bank angle, <p . 

The adopted sequence of the succes- 
sive angular rotations from the local 
horizon axes, Oxhyhzh ~  to the instantane- 
ous stability axes, Oxsy(z( , is as fol- 
lows: 

(1) The first partial rotation 
through the instantaneous azimuth 
angle, ^ . about the 0z4s0zh axis results 
in the intermediate reference frame 
0x5y5z« . 

(2) The second partial rotation 
through the instantaneous elevation 
angle, 9 , about the 0y4=0y5 axis results 
in the intermediate reference frame 
0x5y5z5 • 

(3) The third partial rotation 
through the instantaneous bank angle, 
^>, about the 0x5s0x$ axis results in 
the final stability axis coordinate 
system, Ox1ytzs . 

The evolutory angular velocity, öTi , 
for the specified sequence of angular 
rotations is: 

The stability axes components, "pj , 
qs , "r, , of the evolutory angular velo- 
city, 

<"• ^-»-«WJ.+%k,       (l.U-41) 

are related formally to the Eulerian 
angles derivatives, y , a ,<p r  by the 
same type of transfer matrix as speci- 

fied for the rotation of local horizon 
to wind axes system: The same is true 
for the respective unit vectors trans- 
formation matrix. 

cos^cosö   coräsinf   (-lino) 

(sin^sinöcosi^   (sin^sirtösim// 
-cot^sin^)      +co80cosV)    sln^C080 

(cos^sinöcos^/ (cos^sfnösin^ 
+ sin^sini//)       -sin^cos^)     C08*C0«£' 

"rl 

' 0 (-»inÖ) 

0       cos^        (sin^cosö) 

0     (-sin^>)      (cot^cotö) 

ti 

JL J 
(1.4-42) 

(1.4-43) 

Alternatively,   in  a  convenient  tabular 
form,   valid  both ways: 

X )h 

i* cos\(/co&9 (sin^bsinöcos^ 
"cos^sini^) 

(cos^bsinöcos^ 
+ sln^sln^) 

cosösin^ 
(sin<^sinösini// 

+cos4»cotf) 
{cos^sinÖsini// 
-sin^cot^) 

K (-iinö) s'm<f>cos9 cos4>co*9 

(1.4-44) 

* 
• • 

* 

P. 1 0 0 

q« 0 cos^ (-sln«^) 

r» (-sin«) sin^cosö COS0COSÖ 

(1.4-45) 

The  above  spatial   and  functional 
relationships  and  the   related   illustra- 
tion.   Fig.   1.6,   are  valid at any arbi- 
trary instant  of  time,  f  ,   on  a disturbed 
trajectory. 

Since  the body-fixed  stability axes 
are  formally coincident  with  the wind 
axes  only at  the   inital   equilibrium 
flight  instant  of   time,   t0 ,   the  evolu- 
tory angular velocity  components   (p$, 
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flt '  r«   ^f   as well as   instantaneous  Euler- 
ian angles  and  rotational velocities 
(ö,^>,^,Ö,<^f^),   are time dependent 
functions,   even  for c5$=const,   for any 
other  time  interval, ♦>t0,   on  the dis- 
turbed  trajectory. 

A generalized   illustration  of   the 
spatial  relationships   between  the  local 
horizon axes,   Ox^z,,    ,   and the stability 
axes,  Oxay^t      prior   to and  Oxtytit 
during a dynamic disturbance,   is  pre- 
sented  in Fig.   1.7. 

INITIAL   UNDISTURBED CONDITION, 
DYNAMIC  EQUILIBRIUM  AT  TIME  t«. 

V»* 

DYNAMICALLY   DISTURBED CONDITION 
AT   TIME t. 

FIG. 1.7 Spatial relativ« position of the right hand orthogonal stability axes coordinate systems, Oxjy^ z', »and 
Ox«fez« relativ* to the instantaneous local horizon axes coordinate systems, Ox^ylizf, and Ox^z^at the dynamic 
equilibrium  time instant , t» , and at any arbitrary time instant during a dynamic disturbance, t , respectively. 

GLOSSARY   for  Fig.   1.7 

Ox^y^zJ,      is   the  initial  local hori- 
zon  reference  frame,   fixed at  the dyna- 
mic  equilibrium  flight condition  at 
some   initial  instant  of time,   t0 .     It 
serves  as  the  conditional,   reference 
inertial  (Newtonian)   coordinate  system 
in  the  small  perturbations  dynamic  sta- 
bility analysis. 

0x'sy«z«      i-s   t,:ie  initial  stability 
axes  coordinate  system for  the dynamic 
equilibrium flight  condition  at  the  in- 
itial   instant   of  time,   t0 .     The  body 
fixed  axes,   Ox'8yiz'$    ,   and  the  trajectory 
local  wirtd  axes,   Oxwywzw   ,   are  coincident. 
The   Ox'sZg     and   Oxwzw   planes   are  condition- 
ally coplanar with the vehicle's  refer- 
ence plane of  symmetry for a no side- 
slip   initial  equilibrium  flight condition. 

ß=0.     The   Ox^yizs     stability axes   are 
obtained  from  the  second  intermediate 
coordinate  system,  Oxgygz's    ,   by  the 
third partial  rotation  through  the   in- 
ital  angle-of-bank  <^0 about  the   Ox5«Ox's 
axis. 

O^Vh^h      is   t^6   local horizon  refer- 
ence  frame at  any  subsequent  instant  of 
time, t>to  ,   on  the  disturbed  flight tra- 
jectory. 

Oxsy£z«       is   ^e  body-fixed  stability 
axes  coordinate  system at  the  corres- 
ponding  time  instant, t>t0   ,   on  the dis- 
turbed  flight  trajectory.     The   Oxszs 
plane  is  coplanar with the vehicle's 
vertical  plane  of   symmetry.   The   Oxsyszs 
stability  axes  are   obtained from the 
second  intermediate  coordinate  system, 
Oxgygzs   ,   by  the  third  partial  rotation 
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through the instantaneous angle of bank 
^> about the 0x5"0xs axis. 

Ox^y^z^  and 0x4y4Z4 are the first 
intermediate coordinate systemr,, at the 
time instants t=t0 and t>t0 respectively. 
They are obtained from the local horizon 
reference frames Ox^zJ,  and Oxhyhzh  by 
the first partial rotations, about 
0z'h=0z'4 and 0zh = 0z4 axes through the 
corresponding initial and instantaneous 
azimuth angles Vo anc* ^ respectively. 

Oxgyizs  and OxgyjZs are the second 
intermediate coordinate systems, at the 
time instants t0 and t>t0 respectively, 
obtained from the first intermadiate 
coordinate systems 0x^424 and 0x4y4Z4 
by the second partial rotations about 
Oy^sOyg and Oy^^Oyj axes through the 
corresponding initial and instantaneous 
elevation angles 60  and d  respectively. 

In small perturbation dynamic sta- 
bility investigationsdS) it is custom- 
ary to resolve all instantaneous vector 
quantities (velocities, accelerations, 
forces, moments) onto the disturbed 
Eulerian stability axes, Oxsyszs , and 
to treat any such resultant disturbed 
vectorial component (subscript s) as the 
vectorial sum of its respective initial 
equilibrium (subscript o or s') and its 
disturbance incremental (A) values: 

Xt =X0 +AX 

Z.^+Af 

(1.4-46) 

i.e. the incremental force disturbances 
are referred to and measured from the 
initial equilibrium condition at time 
t0 .  Within the adopted premises for the 
coordinate systems and the defining an- 
gular rotational sequences in Fig. 1.7, 
a direct correlation between the respec- 
tive componental addends of any vectori- 
al quantity may prove rather involved in 
general.  For instance, the magnitudes 
and directions of the instantaneous 
aerodynamic force components will depend 
on the aerodynamic angle-of-attack,a , 
the side-slip angle, /9 , and the adopted 
angular evolutory sequences (1//, 6 , <f> ) 
of the rotating coordinate systems.  An 
illustration of the few significant re- 
lationships between the (Newtonian) 
local horizon axes, 0x'h^^      and Oxhyhzh , 
the (trajectory) wind axes, Oxwywzw , the 
initial stability axes, Ox'syizi , the in- 
stantaneous disturbed (Eulerian) stabil- 
ity axes, Oxsyszs , and the reference body 
fixed axes, Oxbybzb , shall indicate their 
conditional use in the dynamic stability 
computations: 

(1)  At the initial (subscript o) 
equilibrium flight condition at t0 , the 
wind axes, Oxwywzw , and the initial sta- 
bility axes, Ox'sy'szi  , are coparallel for 
0=0,   rendering the initial azimuth, ele- 
vation, and bank angles, f0,   d0 , cj>0 
equal and coincident to the initial ve- 
locity yaw, velocity pitch, and velocity 
roll angles, Xo» Yo ' ^o '   respectively: 

^SX0 • ** = '. 

Consequently, 
matrices for the e 
locity, ci5s'»ciJw, for 
aerodynamic force 
initial local hori 
the initial stabil 
are formally the s 
the transformation 
horizon axes, Ox^ 
Ox„yi,Zw; see Eqs. ( 
Section 1.4.2. 

f, (1.4-47) 

the   transforration 
volutory  angular  ve- 
the  unit  vectors   and 
components,   from  the 
zon  axes,  Oxly'z;     ,   to 
ity  axes,   Oxiy^z;     , 
ame  as  indicated  for 
from the initial local 

zh    ,   to the wind  axes , 
1.4-3)   to  (1.4-7), 

At the same  initial  instant of time, 
t0 ,   the  reference  body  axes  coordinate 
system,   Ox^z,,    ,   is   spatially  related 
to the initial stability axes, 
Ox'gy^ II Oxwywzw       ,   through the   initial 
geometric   angle-of-attack, a0 , (provided 
the  side-slip angle, /9 ,   is  zero) in terms 
of which  the _total  aerodynamic   resis- 
tance  force,  R(a),   is   defined  (see  Fig. 
1.7). 

The  reference  body  axes,   Oxbybzb      , 
in general  are not coparallel   to  the 
body  fixed  principal  axes,   OxpypZp   , with 
respect  to which  the  moments  and  prod- 
ucts   of  inertia  are  analytically com- 
puted  in simple form in  terms   of the 
vehicle mass  and geometric  symmetry  con- 
ditions.     A subsequent  resolution  of 
the moments  and products  of inertia from 
the principal axes,   OxpypZp    ,   onto  the 
initial  stability axes,   Ox^yizi    ,   re- 
quires  a special  transformation,   invol- 
ving a set  of three  additional  evolu- 
tory angles.     Once properly transformed 
into   Ox'syiz^   ,   the moments  and products 
of  inertia  remain  constant during  the 
subsequent  time dependent disturbed mo- 
tion  of the  vehicle,   if  the CG  is  kept 
fixed.     The necessary  transformation 
matrix  takes  a  simple   form  (15)   if  the 
restraint  of no  initial  side-slip angle, 
/9=0,   is  introduced,   rendering the 
Oxi=Oxw,   the  0xp   and   Oxb    axes  coplanar. 

(2)     For a   "flat  earth"  trajectory 
and dynamic   stability  analysis,   the local 
horizon  axes    Ox'hyJ,zj,    and   Oxhyhzh     are 
coparallel. 
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For a "spherical earth" trajectory 
and dynamic stability analysis (viz., 
high speed, high altitude, prolonged 
duration, slightly damped perturbations) 
the additional evolutory angular trans- 
formations representing the relative ro- 
tations between the Ox^yl,!,! and Oxhyhzh 
local horizon axes are required (see 
Fig. 1.1, Section 1.4). 

(3) When the "flat earth" approxi- 
mation is acceptable, the instantaneous 
*, 9 ,4 ,  and the initial «|/p, ÖQ . *o . 
azimuth, elevation and bank angles are 
referred to the same reference (Newtonian) 
local horizon coordinate system, since 
Oxhyhzh  and Ox{,yj^  local trajectory 
axes are then coparallel, both mutually 
and relative to the fixed (Newtonian) 
flat earth coordinate system ExHyHzh , 
which is the basic reference frame for 
the trajectory analysis (see Fig. 1.1 
and Section 1.3).  The instantaneous 
(t>t«) evolutory angular velocity, w, , 
of the stability axes, Ox(ytz( , respec- 
tive to the local horizon axes Ox^z,, , 
is then defined, both in terms of its 
evolutory angular components and in 
terms of its stability axes components, 
formally in the same way and by the 
same type of transformation matrices as 
already specified for the initial angu- 
lar velocity vector öS, at time t0. 

If the instantaneous ( t>t(j) Eulerian 
angles, V$ » Ö, , ^>t , are tentatively ex- 
pressed as sums of their respective ini- 
tial values and relative angular incre- 
ments between the Oxtytzt and Ox',y',z't 
axes, as is customarily done in the 
small perturbations dynamic stability 
analysis, then their vectorial equiva- 
lents of the Eqs.(l.U-46) are: 

equilibrium wind axes, Ox^y^Zw, at time 
tg is, in a first order of approximation, 
given by: 

(l.U-48) 

(1.4-49) 

♦, ■   ^ + At   ■   x  + A* 
j»      j,        j»       a»       J* 

», •   «a + A«    ■   y  + A* 
Jft J> JB Jk Jk 

^ "  ^ + A*   •   M + A* 
and   in  terms   of  scalars 

t, •  ♦, + At   ■   x + At 
«, ■  »o ■•' A»   ■   y + A» 

♦, ■  ^ + A*   •   M + A* 
The above relationships represent 

a first order approximation, acceptable 
within the validity of the first order 
small perturbation theory at large.(15) 
The incremental angles A^, A Ö, A</> are 
sometimes referred to as the disturbance, 
yaw, pitch and roll angles. 

Similarly, at any perturbed time 
t>t0 , the position of instantaneous body 
axes, Oxbybzb , relative to the initial 

/9-A/9   for /90«0, 

a s a0 + Aa. (1.4-50) 

(4)  In the small perturbations 
dynamic stability analysis the dynamic 
equations of motion and all the con- 
stituent external forces and moments 
(as well as all velocities and accelera- 
tions) at any arbitrary instant of 
time t>t0 during a small disturbance, 
are necessarily related to the initial 
equilibrium local horizon axes, Ox^y^z^ , 
at the initial time instant t0 .  These 
axes in the case of a flat earth, are 
coparallel with the earth fixed Newto- 
nian coordinate system, ExHyHzH , as well 
as with any other instantaneous local 
horizon axes, Oxhyhzh , at time instant 
t>t0 .  A subsequent resolution of all 
the constituent vectors onto the instan- 
taneous Eulerian stability axes is per- 
formed by introducing the above stated 
first order approximations for the rel- 
ative angular rotations.  The corres- 
ponding transformation matrices are of 
the type specified in paragraph (3) of 
this section.  The explicit forms of 
the resulting system of differential 
equations of motion are given in the 
literature.(15) 

1.4.5  PRINCIPAL TRIHEDRAL COORDINATE 
SYSTEM  Otnb 

The principal trihedral coordinate 
system, Otnb , serves well for the point 
mass, three degrees of freedom, trajec- 
tory analysis.  It should not be con- 
fused with the local tangent, normal 
and lateral axes coordinate system at a 
given local point of the body contour, 
as used in the aerodynamic force com- 
ponents definitions in Sections 1.3 and 
1.6. 

The principal trihedral coordinate 
system is conventionally defined as a 
right-hand oriented set of orthogonal 
axes, Ot, On and Ob , such that (a) the 
intrinsic geometrical characteristics 
of a space curve (trajectory) are eas- 
ily expressed in terms of the analytic 
geometric motions and (b) the Otnb 
axes represent a natural reference frame 
for vectoral presentation of linear 
velocities, linear accelerations, and 
centripetal accelerations.  At any in- 
stant of time, t , the principal trihed- 
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ral origin is fixed at the respective 
generic point 0»GG along the space tra- 

jectory which a point mass (i.e. vehicle 
CG) describes in its three degrees of 

Mx« 

FIG. 1.8(a) 
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freedom  motion: 

The Ot axis is locally tangential 
to the trajectory, taken collinear and 
cosensed with the instantaneous linear 
velocity  vector, VA ,   of  the  vehicle CG. 

The Ow axis   is   perpendicular  to the 
Ot     axis  and collinear with   the  local 
radius   of curvature,   sensed  positive 
towards   the  local  center  of   curvature. 

The  Ob axis   is   perpendicular  to the 
local   osculating plane  (the Otb   plane), 
sensed  positive  to  form a  right-hand 
orthogonal  coordinate  system. 

^ The  respective  local unit  tangent, 
t ,   unit  normal, "n ,   and unit   binormal, b  , 
vectors   on  the principal  trihedral axes 
are   thus  defined,   at  any   instantaneous 
position  of  the generic  point  0=CG,   in 
terms   of  the  respective  geometrical  tra- 
jectory  elements  as   follows: 

In  general  the parametric  equations 
of  a  known  space  curve  in   terms   of  the 
curvilinear abscissa,s(t), 

x= x(s) 
/=y(s) 
z=z(s) 

(1.4-51) 

are  referred  to  a  basic  Newtonian ("star- 
fixed")   coordinate  system,   in which the 
flight   trajectory   is   specified.      For a 
flat non-rotating  earth,   it   is   the earth 
horizon   HxHyHzH    axes   system,   which  is 
coparallel  to  the  local horizon  axes, 
Oxhyhzh    ,     The. position   vector   of   the 
generic   point  is   then 

HO(t)jnyH + yHtH + z^ 

/. dHO^O^dx^+dy^+dz^d*   (1.^-52) 

and the Ot axis forms the geometric 
angles S,(t), Sy( t ) , 8z(t) with the 
respective local  horizon  axes   OxhyhZh   . 

cos 8,, a 

cos 8 

cos8| 

ds 

»" ds 

ds 

cos28x + co)»28» + co«28x = l 

xH = xC8) , dxh=dxH , TJITH 

yH = y(8) ,dyh = dyH  , ThllT*H 

2H=z(s) ,dih=d2H, thirirH 

(l.U-53) 

(1.4-5*4) 

(1.4-55) 

The  vectorial  equation   of   the  space 
curve   is 

HÖ«HO(t) ,   •■•(!) (1.4-56) 

while   the  unit  vectors   of  the   principal 
trihedral   arer^^-' 

4 HO 
t « iftCOOg + Jhcoi8y + KfcCos&t« -r- 

-»   df/dt   i    dt 
n"ldt/d»l       ds 

(1.4-57) 

b« t Xn 

where the radius of local curvature is 

dS=(dx2 + dy2 + «1,2,1/2 (1.4-58) 

and ♦ ds = 0 defines the local oscula- 
ting plane, containing the unit vectors 
t and it , as well as R and r 

It   is  noted  that  the  local   tangent 
axis, Ot ,   is  always  collinear  and  co- 
sensed  with  the.  local   0xw  wind  axis. 

Resolutions^of  the  aerodynamic 
forces "L ,  D   and Q ,   at  a given  generic 
point  OsCG,   onto  the  principal   trihed- 
ral  axes   require     that  the  instantane- 
ous  geometric angles   Sx(t),    Sy(t), 
8I(t)   are  known from  the  above  given 
trajectory data,   or  that  the  relative 
spatial  positions   of  the  principal  tri- 
hedral  axes Otnb respective  to   the   local 
horizon  axes,  Ox^z,,     ,   are known.     Two 
special  cases   in  the  flat  earth  flight 
dynamics   performance  analysis   permit 
simplified  transformation  procedures: 

(i)     In case  of  a   trajectory  com- 
pletely  confined  in  the  vertical  plane, 
the   0zw   and On   axes,   in  addition   to   the 
0xw   and Ot ,   become  collinear.      This 
leads   to  an   overall  collinearity   of   the 
Otnb   and  the   0xwywzw    coordinate   systems, 
provided   the  following  geometrical, 
kinematic  and dynamic  conditions   are 
satisifed: 

(a) Vehicle possesses a vertical 
plane   of   symmetry. 

(b) The^ thrust, T , and the velo- 
city vector, VA , are in the same plane 
of  symmetry. 

(C)/A=/3=0 
(d)0=0 

The  unit  vectors   and  the  evolutory 
angular  velocity  transformation matrices 
are   then  specified  for  the wind  axes, 
Oxwywzw  ,   coordinate  system,   Section 1.4.2. 
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(11)    In the case  of  trajectories 
confined to the horizon plane, Oxhyh ,  of 
the  Local horizon axes, Oxhyhzh   ,   (which 
are coparallel with the  HxHyuzH  and the 
E»ty«zt      on a "flat earth")   the local 
wind axes,  Oxwywzw    ,   and the principal 
trihedral axea, Otnb   ,   are not colllnear. 
The  thrust, T ,   and  the  velocity, \L , 
vectors are contained  In  the vertical 
plane of symmetry, Oxwzw   ,   I.e.   the side- 
slip angle,/9,   Is  zero,   rendering the 
aerodynamic side-slip force  zero, 3=0, 
for configurations geometrically symmet- 
ric with respect  to  the  vertical plane. 
In addition,   there  la  no  velocity pitch, 
y = 0,   since the  trajectory  la   In the hor- 
izontal plane.     Then,   a direct cosine 
projection of all  the  vectorlal compo- 
nents  from the local  trajectory wind 
axes  onto the  local principal trihedral 
axes yields a dynamically  simplified set 
of the governing equations of motion,(^5) 
with the centrifugal  force appearing 
naturally as a single  force  In the di- 
rection of the On   axis. 

l.h.6       BASIC  NEWTONIAN   FIXED REFERENCE 
FRAMES   HxHyHzH    and    Exeye2e 

Valid formulations   of  flight dyna- 
mics  occurrences within  the classical 
Newtonian concepts  and dynamics  postu- 
lates necessitate  that  the governing 
equations  of motion be defined and rela- 
ted  to reference  frames  which can be con- 
ditionally regarded as   inertial.     In 
view of the nonexistance  of such Inertial 
reference frames   in  terms  of the abso- 
lute,   all motions   being but  relative  In 
a classical sense,   a conditional choice 
of  such a basic   inertial  reference frame 
depends  largely on  the  type  of investi- 
gation and the  time-spatial  scope of the 
flight dynamics  problem.     Thus,   in dif- 
ferent analyses  a number  of conditional- 
ly acceptable  inertial  reference  frames 
may be formulated.     In  Fig.   l.l,   a  few 
tentative dynamics  of  flight choices   of 
such basic  reference coordinate systems 
are  Indicated.     Inasmuch as   they are the 
dynamically defined  basic   reference  for 
a  later componental  resolution of the 
vectorlal governing equations of motion 
upon  other,   more  convenient,   non-Newto- 
nian  trajectory-bound  or body-rotating 
coordinate systems,   i.e.   for the respec- 
tive aerodynamic  force  components   trans- 
formation in  particular,   their formula- 
tions  and their relative  spatial rela- 
tionships are briefly  outlined below. 

The instantaneous   right-hand,   or- 
thogonal,   local  horizon   reference  frame, 
Oxhyhzh ,  has   its  origin at  the vehicle 
CO and  its  axes  sensed with and coparal- 

lel   to  the  instantaneous   ground  horizon 
coordinate  system, HxHyHzH   .      The   0zh 
axis   is   the local  vertical,   positive 
downward.     The  0xh   and  0yh    axes   are   in 
the   IT,   plane \.hicn  is  parallel   to the 
earth  local horizon  plane, HxHyu,   so 
that  the  0xh   axis   is   coparallel   to  the 
tangent  tr ,   the  instantaneous   parallel 
passing through H;   while   the  0yh   axis 
is  coparallel  to the   instantaneous mer- 
idlaxi passing through H. 

The. earth axis  right-hand  ortho- 
gonal  coordinate  system, Exeyeze    ,   is 
assumed rigidly attached  to  the  obser- 
ver's   fundamental  reference  point E  on 
the  earth surface;   the  Ez,    axis   is  ori- 
ented  towards the centroid   of  the  spher- 
ical  earth,  while   the  Exe    and   Ey,   axes 
are  tangential locally to  the fundamen- 
tal  parallel  and  the  fundamental merid- 
ian,   respectively,   i.e.   they  form the 
fundamental  local  horizon   plane,  Exeye   . 
The  Eye axis   is  sensed positively  toward 
the  pole,   causing  the Exe    axis   to be 
positive  in a  clockwise  aense  for the 
Northern Hemisphere.     Note   that  the 
fundamental  parallel and the  fundamental 
meridian are   in general  arbitrary refer- 
ence  circles,   i.e.   they  are neither  the 
equator nor the  zero meridian. 

The   Excyeze   coordinate  system can be 
Interpreted  as   the  initial  surface  ref- 
erence  (launch sight)   for  a spherical 
earth.     For a  flat  earth  the HxHyHzH    and 
the   Extyeze    axes  are coparallel. 

The  intermediate instantaneous local 
horizon reference frames, Dx^zj  and HxHyHzhl 
are defined  consistently with  the  Exeyez, 
system,   i.e.   they  are  obtained  from  it 
by  successive  partial  rotations   through 
the  relative  longitude  angle, T ,   and  the 
relative  latitude  angle,  X ,   plus  the 
corresponding  translation.     Note  that 
the  relative  longitude  angle, r ,   is   the 
only  angle conditionally   taken  positive 
in a clockwise sense (Northern Hemisphere). 

The curvilinear orthogonal  coordi- 
nate  system, EXYZ ,   is defined consis- 
tently with  the  fundamental  reference 
frame, Exay,ze     .     The  curvilinear coordi- 
nates  X and Y determine   (in degrees) 
the   instantaneous   position   of   the  ve- 
hicle  CO with respect  to  E.     Since 

* = r0r, 

|?0|=CE3CD: 
(l.U-59) 

CH 

the resultant unit vector transformation 
matrix  between  the HxHyHzH (or  Ox^z,,     ) 
and  the   ExeyaZe        reference frame is : (l^ 
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cos(t) 0      si"(i) 

-.ln(-|)co.(X) .sin(fo) co.(fo)co.(X) 

(i.k-eo) 

or, in a suitable tabular form, valid 
both ways: 

'• 
u *•       1 

i -(i) 0 o 
'h -^)^ -(i) "•(4;*(i) 
K -KtM# -'-ft) -(t)-ft)| 

f 

d.^-ei) 

Since in case of a "flat earth," the 
Exeyeze  and the HxHyHzH  coordinate sys- 
tems are coparallel, i.e. the unit vec- 
tor transformation matrix, Eq. (l.U-60) 
becomes a unit matrix, rendering: 

'H " '• 

TH lit. 
KH II k. 

(1.^-62) 

In case of a spherical earth, the 
evolutory angular velocity, JIH , speci- 
fying the adopted sequence of partial 
rotations of the Exeyeze  into the 
HxHyH2H  ^or 0xhyhzh ^ reference frame 
through the eyolytory angular components 
(-•r)= f. and X = -^ , is 

s„=(i)V(f0)=..(f0)r„+ä)Sin(^)irH
a-',"63) 

'H " 'h 
since jH II L (l.U-64) 

For a flat earth case, a pure transla- 
tion takes place, J2HäfJh=o. 

The resultant evolutory angular 
velocity for an overall rotation oi  the 
Exeyeze  into the Ox*yv,zw  trajectory re- 
ference frame becomes, for a spherical 
earth: 

;. ßw =(xtH- fta ) + (/itw+ yt2 + x*h' • 
(1.4-65) 

where,   according   to Section   1.U.2: 

^"A^ + yll + xk^At. + nz + x^ (1-.4-66) 
and 

l2=lw i 0 0 

" 

0 

(-Siny) 

COI/i. 

sin/xcos y 

(-sin/i) 

cos^tcosy 

(l.U-67) 
Again, since in terms of the angu- 

lar velocity wind axes components, Pw , 
Öw,^,, the^ resultant evolutory angular 
velocity uw is alternatively given by: 

(1.4-68) 

-(i)C0$^Ä+(%H^H CI.4.69) 
The respective transformation matrix is 
then obtained by combining the corres- 
ponding unit vector matrix transforma- 
tions, Eqs. (l.U-67) and (l.U-3): 

I    0 

COt/i 

-tin/t 

1 r     -i 

-•iny A 

sin/« cosy •      1 
y 

cos/t cosy 
• 

X 
J L    J 

+ (l.U-70) 

(cosycosx)      (cosyslnx)      (-siny) 

(sin^sinycosx (sin^slnysinx  (s,n  C;)S   , 
-cos/tsinx )      ♦cos>tCO$x) 

(cosMSinycosx   {cot^mytinx  z-..^^^) 
-sinusiny)       -sinucosy)     «»«^«»y' 

JL 

't> 

■a   'o 

For the flat earth case: r0—», the 
angular evolutory velocity nH»0 and 
^■cSw, (see Section 1.4.2). 

In conclusion, it is pointed out 
that the evolutory angular velocity ma- 
trices reflect the respective coordinate 
systems relative rotations only; the 
wind axes components tew  » ^t«» . ^t*    of 
the earth angular velocity of rotation, 
<Je , in terms of pe , qe , r",  components 
are then determined (when necessary as 
in case of the Goriolis force) by use 
of the respective unit vector transfor- 
mation matrices between the Excyeze  and 
0*»«yw2w  coordinate systems, i.e. the 
earth rotational angular velocity we is 
treated as any substantial vector quan- 
tity whose resolution is sought in con- 
sistence with the respective vector 
transformation rules: 
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w, W = P« '• ■♦■ q«i« + Uk, = p,wiw + q,w jw + rtwkw 

(1.4-71) 

Ptw unit    vector    trontformotion      matrix , Eq. 1.4-70 , 

expressing     relative     rotations     of      Oxwyw zw 

and      HxHyHiH (or    Oxh yh zh n  HxH yH zH)axes. 

unit    vector    transformation 

matrix, Eq. 1.4-70 , express- 

ing    relative      rotations    of 
Oxwywzw       and   HxHyH iH  II 

P.H 

r.H 

unit    vector     transformation 

matrix , Eq.1.4- 60 , express- 

ing    relative    rotations    of 
HxnyMzH    "    0*hyh  zh 

and     Ex, y,   2,      axes. 

(1.4-72) 
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1.5     TRANSFÜRMAT1UNS   OF  THE   AERODYNAMIC   FORCE  COMPONENTS 

A  formal  resolution of the resultant 
aerodynamic   force 

R = R{a) + R(/3) (1.5-1) 

ied  right-hand, 
c   coordinate   sys- 
s   1.3   and   1.6, 
e  with   thedefini- 
angle-of-attack, 

ngle ^9 ,   yields 
the   lift,L ,   the 
force, (3 , vectors, 
corresponding  co- 

(1.5-2) 

(1.5-3) 

(1.5-4) 

(1.5-5) 

cQ=ÜCp(/3,"VS 

(1.5-6) 

(1.5-7) 

onto the adopted modif 
orthogonal, aerodynami 
tem, OxoyQZo , (Section 
Fig.1.12) in accordanc 
tions of the geometric 
a, and the side-slip a 
basic expressions for 
drag,5 , and the side- 
These, along with the 
efficients, are 

L = Lk0 = {CLqASref)ra 

CL =eJ-/cp(a)n.iradS 
i>r.f -'s*,, 

D = 5(a) + D(^) = Di; = (CDqA Sref )Ta 

CD = CD(a) + CD(/9) 

^UCp(a,Rro+c,(a)i;'flds 

Q = Q^(cQqAsr,f)rQ 

/cp{ 

Subsequent transformations of the 
L,D , and Q aerodynamic force components 
from the modified right-hcnd aerodynamic 
coordinate system, OxayoZa , onto other 
flight dynamics reference frames can be 
affected either by the method of direct 
projections (involving nine cosine rela- 
tionships, six of which are independent) 
or by use of the adopted set of three 
sequential Eulerian angular rotations. 
Through use of the respective unit vec- 
tor transformation matrices from Section 
1.4, the latter method yields the fol- 
lowing transformation sets for the lift, 
the drag, and the side-force aerodynamic 
force components: 

(i)  Local wind axes aerodynamic 
force components, ^ , 7y, . ?ui , are. 

R =DT0 + QTQ + Lk0 =XW+YW +ZW (1.5-8) 

Y^Qi^Qfc^ (1.5-9) 

Zw =-Lkvl, = LKQ 

.". ft=Xw+^ +2W 5-Dw, +QJ^-Lkw (1.5-10) 

(ii)     Local  horizon   axes   aerodyna- 
mic   force,  components ,  Xh , yh   , Zh  ,   are, 

from   the  unit   vector   transformation  ma- 
trix   Eq.   (1.4-3),   Section   1.4.2, 

R^y-W Vh+u+z,^ (1.5-11) 
^••h2 (-cosycosx)krDi0 

+ (-co8/isinx  + sin/i $inyco»x)JQQJQ     (1.5-12) 
+(-cos/isinycosx -sin/isinx)5i0'Ü'o 

etc., 
.'. Xh = -DCcosycosx) 

-Q(cos/J.sinx -sin/xsinycosx) 
— L(cos/iSinycosx +sin/isinx) 

Yh = - D(cosysinx ) (1.5-13) 
+ Q(cos/xcosx + sin/isiny sinx) 
- L(cos/isin/sinx - sin/xcosx) 

Zh= Dsiny +Qsmfj.cosy - Lcos/xcoty 

ibiiLty  axes   aei 
dynamic   force  components,"^   ,^   ,T^ 
for  /3=0 are  from  Section   1.4.1, 

RsXJ+Yj'+Z^ =X^'+Y^+Z,
Ik^-DTt+0jil

,-Lk^ ( 1. 5-14) 

where   Xj ,  Ys' , z's    are  given   by  Eq. 
(1.5-9),   since 

xt = xw 

n'=Yw 

rt--zw 

(1.5-15) 

(iv)     Spherical  earth   fixed  axes 
aerodynamic   force  components,  Xe . 7e  » 
ZeI   are,   from  the  unit   vector   transfor- 
mation  matrix Eq.   (1.4-60),   Section 
1.4.6, 

R = Xe+Y,  +?. =Xei;+^r.+Z,kt 

Xt = XhThcos(-^)Th 

+ ^rh[-sin(^)sin(^)]rh 

+ Zh*h[-sin(^)cos(^)lkh 

etc., 

•■ x.sXhco»(^)+Yh[-sm(^)sm(^)] 

+ Zh[-sin(l)cos(^)J 
Y.=Vos(-t)+Zh[-sin(X)] 

Z.= Xhsln(^) + Yh[co8(^)sin(^)] 

(1.5-16) 

(1.5-17) 

(1.5-18) 

(1.5-19) 

+ Z h[cos(-^)cos(^)] 
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where Xh ,  Yh , Zh    are  given by Eq. 
(1.5-13). 

(v)     Body axes  aerodynamic  force 
components, xj , Yh , Zh ,   are,  from the 
unit vector transformation matrix,  Eq. 
(1.4-23),  Section  1.4.3, 

-ot+Qfc+u; (1-5-20) 

Xb«-Ocoto cot/9 -t-Qcoadsln/S-fLalna 

Yb»0»ln/9-»-Qcot/S (1.5-21) 

Zb =-D$lna co«/3 -f Qsina «In/S -Lcota 

For a general illustrative purpose, 
the method of graphical stepwise resolu- 
tion of the aerodynamic force components 
on body axes by following the adopted 
sequence of angular rotations is pre- 
sented in Figs. 1.9, 1.10 and l.LL. 
Similar stepwise geometrical presenta- 
tions can be worked out for other trans- 
formation cases. 

FIG. 1.9 (a) 
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FIG. 1.9    First   portial  resq^utjon  of  the 
aerodynamic   force  components   0, 0, L   onto  the 
intermediate   coordinate   system   0x3y3z3   due   to 
the   first   partial   rotation   for   the   side-slip 
angle ß . Iw5'3 

GLOSSARY   for  Fig.   1.9 

0*3y3z3      is   the   intermediate  coor- 
dinate  system  obtained  by  the  first par- 
tial  rotation   of   the wind axes, Oxwywzw     , 
through  the  side-slip angle, /3 ,   about 
the   0z3

s0zw    axis.     The   Ox3y3z3     intermed- 
iate  axes   are  collinear and  cosensedwith 
the  respective   Ox3ybzw'     axes. 

The ^ ,  77-5    and   ^Q    planejs  are  as 
specified  earlier  (Section  1.4.3)   i.e.: 

^   The  ^4   plane   is  coplanar with  the 
Oxwyw     (i.e.   the   Ox0yQ    or the  Oxgyo   ) 
plane.     It  contains   the side-slip angle, 
ß,   as  well  as   the   0xa , 0xw , 0v3    and  the 
Oyo , Oyw=OyQ   , Oy3    and  0yb   axes.     The  ir4 
plane   is generally not the  local geomet- 
rical   tai .'ent  plane  on a space  trajectory. 

The  w-fi   plane   is  coplanar with  the 
Oxbzb     (i.e.   the  0x3z3 )  plane,  which  is 
the  reference   vertical  plane  of  vehicle 
geometric  symmetry.     It contains   the 
geometric  angle-of-attack, a ,   as  well as 
the 0x3 , 0xb ,   and  the  0z3 , Oz* , 0za    and 
02b   axes.     The   ir5   plane  is  generally not 

the geometrical  local   osculating  plane 
on  a space  trajectory. 

The   ^IQ   plane   is  coplanar with  the 
Ox0zo^ (i.e.   trie   0xw2w )   plane,  containing 
the Ü and  15 force  vectors.     The   Oywzw 
(i.e.   the   Oxaya     and   OxayQ  )   plane  is  co- 
planar with  the   ir3   plane   (see Fig.^1.12) 
containing  the  side   force  vector, 0 . 

The  resultant  aerodynamic  force 
components: 

(i)     In  the   OxayQza     modified  aero- 
dynamic  reference  frame 

R»D + Q*L»D^ + OJo + Lira (1.5-22) 

(ii)     In  the  first   intermediate ref- 
erence  frame,  Ox3y3z3     ,   resulting  from a 
partial rotation  through  the side-slip 
angle, ^9, 

(1.5-23) 
= Pi3 +SJ3 +Lk3 

P = d*P| + OPJ 
/ Z ^        ^ (1.5-24) 

= -(Dco$/9 -QsinyS )i3s-Pi3 

1.5-3 
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FIG. MO   Second   portlol  resolution   of   the 
aerodynamic   force  components    P, S, L   o"'0 ^ 
body   axes   coordinate   system    Oxbyb2b   due  to  th 
second   partial   rotation   for   the   geometric   angle 

of- attack , a . 

(b) 
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S = OS, + os2 

= (D sin^S +  Oco8/9)J3 = Sj3 

R = -(Dcos/9- QsInÄf, 

+ (D sin/3+Qcos^fj-LiTj 

GLOSSARY   for   Fig.   L.LO 

(1.5-25) 

(1.5-26) 

Ox byt)zb        is   the body axes   coordinate 
system,   obtained  by  the   second   partial 
rotation   of   the  intermediate   coorditiaLe 
system,   0x3X323    ,   through   the   geometric 

angle-of-attack,   a   ,   about   the   Oyb
aOy3 

axis. 

The   7r\2    plane   is   parallel   to   the 
Oxbyb     plane,   i.e.   to  the  77-7   plane   in 
Fig.   1.5. 

The    ^13    plane   is   parallel   to   the 
Oxbzb      reference   pTane   of  symmetry,    i,e, 
to  the  77-5   plane   in  Fig.   1,5. 

The   ^11     plane   is  parallel   to   the 
Oybza      (i.e.    to   the   Oybzw  )   plane. 

y-syo 

-v, 'A « 

FIG. I.II   Resultant   resolution   of   the  lift, L, the  drog,^, and the   side-force, tf, 
tors jjnto the  body   axes,  0xbyb2b ,  defining   the   normal, Zbl the   axial, Ifb, and   the vec 

lateral , Yk , forces 

1.5-5 
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The   resultant  aerodynamic   force 
components: "      * 

(i)     In  the first  intermediate  ref- 
erence  frame,   0x3X323 ,   resulting  from 
partial   rotation  through  the   side-slip 
angle,/3, 

ff « P + S+C = Pi^ + Sfj + Lk^ 

.'. R«(-Dco»/9 + Qtini9)r3 

■KDtin/S + Qcot/Sjfj-Lirj 

(1.5-27) 

(l.S-28) 

(ii)     In, the  body  axes   reference 
frame   resulting  from  partial   rotation 
through  the  geometric  angle-of-attack, 
a. 

* = V V V Vb + Vb ■»• Zfck,, 

Xb' Of, +5?2=(-Pco«a +Ltina)rb 

• [(- Dco$/9 + Q*iiV9)co»a + Ltinaji^ 

Yb=S={D«in/9+Qcos^)]^ 

2b = 5^ +0^5 =(-Ptina-Lco8a)i^ 

= [(-Dcos/3+Qsin/3)sina -Lcosolkb 

(1.5-29) 

(1.5-30) 

(1.5-31) 

(1.5-32) 

.'. R =(-Dcos/9 cosa +Qsin£cosa + L«ina)l^ 

+(D8in/3+Ocos/9)^ (1.5-33) 

■H-Dcot/3 tina +Qsin/3sina + Lcosa)^ 

GLOSSARY for Fig. 1.11 

Resolution  of the aerodynamic  force 
components   on  the   0xbybzb   axes   by direct 
geometrical   projections,   in  terms of the 
side-slip  angle., ß ,   and  the  geometric 
angle-of-attack, a ,   are 

R=ß+Ö+L = Xb+Yb+ ?„ 

R = Di^ + Gig + Lko = -DC + Qjt. - Lkw 

(1.5-34) 
(1.5-35) 
(1.5-36) 

xb=c5%3+(5t4+<5t2 

Xb=(Dco»^cosa)(-ib) ♦ (0sin/9cosa)ib t (Lsino)^ 

Xb= Xbib = (0cos/9cosa ■»-0sin/9cota +L»ino)ib 

(1.5-37) 

y(Dtin^)j; + (Oco«/9)rb (1.5-38) 
Yb= ^Cs<D«'n^+Qcot^)jb 

2b= (JFJ + ()F4 + OFj 
Zb= (Ocos^iooX-Kl,) + (Qstn/Ssinolk,,  4- Lcosa(-k^) 

?b = Zbkb= (-Dcos/9sino + Qsin^sina - L coso)kb (1.3-39) 

Li.   by   algebraic   values'. 

Xb= (-Ooota co%0 + Q(in/9cota ♦ Ltina) 

Yb=(0»in3 + Qco«/3) 

Zb
:(-0cos/9»ina + Qsin^sina -Lcota) 

(1.5-40) 

[xbTb rb 

hu-i; s 

[Zb^b^b 1 

1 [DI0-TJ 
QTOTQ 

)\ L^o^oJ 

Xb = 

Yb' 

Zb3 

(1.5-41) 

(1.5-42) 

Alternatively by using  the  respec- 
tive unit  vectors  transformation  matrix, 
Eq.   (1.4-23),   Section  1,4: 

{-co%aco%$)   (co«ailn/8)  (tlna) 

(«Ina) (cos^)        0 
(-sinaco«/i)   (tlna slnyS) (-coca) 

Ocotacoc/8 +0co$a»ln/9 ♦•UlnaJ 

' Delna *Qcotß] 

- 0 «Ina co«/8+0 tlna sin/S-Lcosa ] 

Xb 
EXbtb = [-Ocosacot/3 ♦ Qcotasln/S 

•»•Lelna] i"b 

Yb = YbTb I [ D «Ina ♦ 0 cot/9] fb 

2b = Zbkbs[-D«inacot/9 l-Qtlnasin/3 

-Leo«a] irb 

For the special case of no side- 
slip, ß=0  , and no side-force, 0=0 , (i.e. 
a steady, rectilinear flight condition 
with no velocity roll angle,/x = 0, no 
bank angle, <^=0 , and no side-slip angle 
/3=0; the OxbZb plane being the geometric 
plane of symmetry for the overall ve- 
hicle configuration), the transforma- 
tion equation (1.5-42) reduces to the 
simple form 

(1.5-43) 

Xb=-Dcosa +Lsina 

Yb=0 

Zb=-Dslna -Lcoso 
(1.5-44) 

Alternatively,   by  introducing   the 
aerodynamic  normal  force, N ,   and   the 
aerodynamic   axial  force, ?,   concepts, 
viz. 

C^-Xbi^-Xb 
N=-Zbkb = -Zb 

(1.5-45) 

the Eq. (1.5-45) takes the familiar 
scalar form 

C = Dcoto -Lsina 
N =Dsina + Leos a 

(1.5-46) 
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1.6     GEOMETRIC ANGLE-OF-ATTACK, a ,  AND SIDE-SLIP  ANGLE, ^9 ,   DEFINITIONS 

The  geometric  angle-of-attack,a  , 
and the side-slip angle,/S  , of a composite 
vehicle  configuration are  conventionally 
defined  by  the  two  respective   sequences 
of  partial  rotations which would  bring 
the   local wind axes   system,Oxwyw zw ,   into 
the  arbitrarily chosen  body  axes  system, 
Oxbybzb   (see  Fig.   1.12).      The   reference 
body  axis,Oxb ,  may  be  any  convenient 
body-fixed  reference   line.      It  might  be 

taken  as   a  body-fixed   line  parallel  to 
the mean  aerodynamic  chord,  50  ,   or   the 
mean geometric  chord, C .     For  bodies of 
revolution   (non-lifting missiles),   the 
reference  axes might  be  taken  as   the 
center-line  of  the body.     In general, 
the reference axis can be any  line with 
respect   to which  the geometric   angle-of- 
attack  of a  compound vehicle  configura- 
tion  can  be  purposefully  specified. 

1.6-1 
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FIG. 1.12 Tht adopted 
dtfinitiont. 

convention« for th« aerodynamic force components and the aerodynamic angles 
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GLOSSARY   for  Fig.    L.12 

The TTQ and •"•5 plan 
side-slip angle,/9 , and 
angle-of-attack, a , res 
Tr* and the Ox0yQ ,Oxwy¥, , 
planes are coplanar; th 
not coplanar with the loc 
Otb , on a space traject 
conta-'.as Ö(/9), D(a), ß , 
force vectors. The W5 
erence (vertical) plane 
it is coplanar with the 
planes. 

es   contain  the 
the  geometric 

pectively.     The 
0x3 ys and   Oxbyb 
ey  are generally 
al tangent plane, 
ory.     The "4 planr 
Q ,   and  fi(/3) 
plane   is   the  ref- 
of  symmetry,i.e. 
Oxbyb  and Ox3yb 

The  ^3    plane   is   coplanar with  the 
Oyaza   and Oyv,zw planes,   containing  the  L 
and Q  aerodynamic   force  components. 

The ^IQ plane is coplanar with the 
OxoZ,,^, Oxwz^ and 0x4z,, planes, containing 
the L, D, D(a), D(y8) end R(a) aerodyna- 
mic   force  components. 

Oxayaza    .OxayQza      Oxwyw^y and   OxbybZb 
are  the  classical   left-hand  aerodynamic, 
the modified right-hand  aerodynamic, and 
the  right-hand  body  axes   reference 
frames  respectively.     The Oxj    axis  be- 
comes  conditionally   the 0xb    body axis 
for a=o .     The 0x4    axis  becomes  condi- 
tionally  the 0xb    body  axis   for £=0. 

Arc  conventions.     Arc DC   is   in  the 
0x4xb     skew_plane.      However, DCJfAB   al- 
though DC=AB=/3.^In   the  same manner, 
ADMBC   although AD = BC=a . 

Velocity  vectors   conventions.      V^ 
is   the   instantaneous,   ambient  flight, 
linear velocity  vector  of   the  vehicle 
CG,   relative  to   the  Standard Atmosphere 
at  rest.    Ub  ,Vb    ,   and Äb   are  the  instan- 
taneous,   ambient  flight  velocity vector 
components   in  the Eulerian,   body-fixed 
reference  frame Oxbybzb.     The magnitudes 
and relative geometry  of   the  velocity 
vectors  are  as   follows: 

VA = Ub + Vb + Wb 

.-.Wfi Wfe. 
^B"OC"=a=ton-'5j=.in-'^9 

DCIID^IIDX^ 

VA--IÖA"| 

Ub = IÖC"l = |B7rB,"l 

Vb=IÖA"i= \^B"\= VAsin)3 

Wb=l0B",l=lB"C"l 

Wbcsca.-:ubC08a= lÖB'^fÄ"?"! 

Vbtan ^ = VAcos /9 = 15B"I = I Ä'A1"! (1.6-1) 

1.6.1 BASIC CONVENTIONS FOR THE GEO- 
METRIC ANGLE-OF-ATTACK,a , AND 
THE   SIDE-SLIP  ANGLE,^ 

The geometric  angle-of-attack,a , 
is in the  vehicle  reference   ("vertical") 
plane  of  symmetry, Oxbzb    ,   contained be- 
tween  the   0x3   and 0xb    axes.     When  the 
dynamic  pressure  "at   infinity,"  is 
taken  as  a  common reference  for  the 
aerodynamic  force  component  definitions, 
L ,  D   and Q,   and when   it   is  assumed  that 
the   individual   flow  patterns  due  to the 
geometric  angle-of-attack, a ,   and  the 
angle-of-side-slip, ß ,   can be   treated 
as   partial  and uncoupled;   then  the  lift, 
L,   and  the drag,   D(a),   components  are 
conditionally determined  as   if ß were 
zero: 

L=Lka=[CLQAS,tf]iro 

= f|(aa,M)Re,Pr,St, Kn) 

B(a)=D(o)Ta = [cD(a)qASrtf]T0 

= f2(a01M, Re , Pr.St, Kn) 

(1.6-2) 

(1.6-3) 

i.e.   as   if  the  geometric   angle-of-attack, 
a , were in  the Oxwzw  plane 

aaclADhlBCl    ;   AD'HBC (1.6-4) 

In the same manner, assuming a=0 , 
the side-slip angle defines the Q and • 
the  D(/3)  components, 

Q = Oto = - Ofo = [CoQASr.!] to 
= f3(/9,M,Re,Pr,St,Kn) 

D(/3) = D(/8)T0=[CD^)qASr,f]ta 

= f4(y9, M, Re , Pr, St.Kn) 

(1.6-5) 

(1.6-6) 

with  the  side-slip  angle,/9  ,   contained 
in  the Ox^y,,  plane,   i.e.: 

/3-ltf»l=lDci    ,     AÄll6c (1 .6-7) 

Thus,   the  combined   effects   of  the 
geometric  angle-of-attack and   the  side- 
slip  angle upon   the  aerodynamic  force 
components  are 

1.6-3 
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Ä»R(o)+Ä(/9)st-»-Ü+0"t+[Öui)+ß(/8)] +Ö (1 6_8) 
for a 90 and /9*0 ,   where 
R(a) »t ♦0(a)i    fi'O, a*0 

R(/9)»0 f0(/5)i    ß*0>a*0 (1.6-9) 

0«D(a)*0(/9)i   0*0, a*0 
For flight dynamics  analysis  pur- 

poses  the a and  the ß  angles are some- 
times expressed   in   terms   of the ambient 
flight velocity vector components, U5 , 
Vb , Wj, ,   on  the  body-fixed Eulerian, 
Oxbybzb   ,   reference   frame  as 

a • ton-i %*■ « «iiri Ä-   0 Ub vA cot/9 

vA y*co«)9 

vA.ub+vb+wb 

As already stated in 
dynamically positive side 
creates a negative side-s 
due to the adopted conven 
hand basic aerodynamic re 
Otgyaig In aerodynamic 
practice,   the  equivalent 
dynamic  "angle-of-yaw, " o- 
substituted  for the posit 
angle,/9 , 

ß'-V 

(1.6-10) 

(1.6-11) 

(1.6-12) 

Section 1.4, a 
-slip angle,/3 , 
lip force, 0 , 
tion of a left- 
ference frame, 
wind-tunnel 
negative aero- 
, is sometimes 
ive side-slip 

(1.6-13) 

thus coincidently  allowing for a positive 
aerodynamic  side-force, <5 ,   corresponding 
to a positive aerodynamic   "angle-of-yaw, " 
<T.   This conditional  "angle-of-yaw" con- 
vention  is  different  from the actual 
"yaw" definition  in flight dynamics   tra- 
jectory analysis. (3»^ 

Discounting  the wind  tunnel prac- 
tices,   the  accepted  counterclockwise 
positive senses  of   the  partial angular 
rotations,^   and   a  ,   by which the wind- 
axes, Oxwywiw  ,   are   brought  to the body- 
axes, Oxbybzb  ,   lead   to  the   following  coi. 
ditions: 

(i)     In  the   right-hand,  wind-axes 
reference  frame, OKwyw«w   ,   the lift, L , 
and the drag, D ,   aerodynamic  force com- 
ponents  are negative for positive  values 
of  the angle-of-attack, a ,  and the side- 
slip angle,/3 ,   while  the  side-force, 0 , 
is  positive for positive  values  of  the 
side-slip angle,/3 , 

C'-LlT, ond   D"-oC  for (♦a),(*/8) (1.6-1U) 

0-*Q^ for [*$) (1,6-15) 

(ii)     In  the modified right-hand 

aerodynamic  reference  frame, OxayQZa , the 
lift, L ,  and the drag, D ,   aerodynamic 
force  components  are  positive  for posi- 
tive  values  of the angle-of-attack,a , 
and  the side-slip angle,/3 ,   while the 
side-force,0 ,   is  positive for a  posi- 
tive  value of  the  side-slip  angle,/? , 

L«Liro  and  D«Di^ for (+a),(+/9) (1.6-16) 

5«-0j; 'Qfa »or   {*ß) (1.6-17) 
Following  the  adopted  conventions 

for  the  breakdown  of  aerodynamic   force 
components  in terms   of a   and ß ,   as   il- 
lustrated in Fig.   1.12,   the  partial 
evaluations  of L  and  D(a)   in  terms  of 
a  and  of Q and 0(/3)   in  terms   of ß  are 
performed separately,   i.e.   by  treating 
the  cases a^O , ;9=0   and a = 0 , ßjtO inde- 
pendently.     The  resultant  aerodynamic 
force  components  L,   Q,   and D    for  the 
more  general  case,   when  both   a andß 
are  not  zero,   is   then  conditionally  ob- 
tained by  the  linear ^ectorial^super- 
position oft, D(a),  D(/3)  and Q as  in- 
dicated by Eqs.   (1.6-2)   to   (1.6-6).   The 
interference effects  between  the partial 
flow  patterns  due   to a   and   those  due  to 
ß,   in  terms   of  the  configuration ele- 
ments,   are  thus not   included.     The lin- 
ear  superposition  assumption   is  formally 
valid  in terms  of  the  vectorial  resolu- 
tion  in  Fig.   1.12,   and  may  eventually 
be  acceptable within  idealized fluid 
flow  theoretical  premises.     However, the 
real  flow patterns,   including  the  inter- 
ferences between various  configurationa 
parts  as assembled   in  a  compound vehicle 
configuration,  will not necessarily be 
represented  by  the  supposed   linear su- 
perposition  of the a   and the. ß  effects. 
But,   due to the  extreme  complexities of 
the  real  fluid  flows,   even when  treated 
in   their simplest  forms,   the   tentative 
linear superposition  of  the   partially 
evaluated aerodynamic   components  is 
retained  by necessity   in  engineering 
practice.     An  illustration   of  the 
method,   as  applied   to  compound  vehicle 
configurations,   is  given next. 

1.6.2     AN ILLUSTRATION  OF THE  REPRE- 
SENTATIVE ANGLE-OF-ATTACK AND 
THE  DEFINITION   FOR COMPOUND 
VEHICLE  GEOMETRIES 

For actual  flight dynamics  condi- 
tions,   on a general  space  trajectory, 
the  instantaneous  values  of  the aero- 
dynamic  lift, C ,   the  aerodynamic  drag, 
5,   and  the aerodynamic   side-force, 0 , 
at  a given  instant  of   time,   t,   are  in 
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general   intricate  functions  of all   the 
involved geometrical,   dynamical  and 
aerodynamical  governing  parameters,   as 
they  pertain  to   the   investigated  flight 
occurrence  and   the  compound  vehicle  ge- 
ometry.     Even  in   cases  where  a  quasi- 
steady  equilibrium flight  condition   is 
assumed,   at   an   instant   of  time  on  an  ar- 
bitrary  flight   trajectory under Standard 
Atmospheric   conditions,   the  aerodynamic 
forces  are   intricate   functions   of many 
fluid   flow  and   flight  dynamics  parameters, 
Thus,   for  instance,   the  total   lift  force 
L,   comprises   (under  the  above  restrictive 
conditions)   the   sum  of  the  individual 
lift  vectors   of   all   the  assembled  parts 
of a  given  compound  vehicle configura- 
tion,   including  many   forms  of  aerodynamic 
interference  effects   of  the  resultant 
flow pattern : 

t«f:t,={:LfK0 

^Ljsfla,,^,, Mj, Ke,-, St,, 

Prr. 8E t 8A » SR , ...) 

(1.6-18) 

(1.6-19) 

Similar  implicit   functional  depend- 
encies may  be written   for  the^ total  drag, 
D,   and  the  total   side-force, Q. 

Assuming  that  the  governing  physi- 
cal  properties   of  the   gaseous  medium  and 
the  fluid  flow  pattern  are  known   for  a 
steady  flight  speed,   flight  altitude  and 
a  standard  atmospheric  density at  a 
given  instant  of   time;   the  resultant 
aerodjmamic   lift, L,   the  aerodynamic 
drag,D ,   and   the  aerodynamic  side-force, 
3,   can be  expressed  as   functions   of  the 
conditionally defined,   representative 
aerodynamic   angle-of-attack, a0  ,   and the 
representative  aerodynamic  side-slip 
angle,/30   ,   of  the  overall  vehicle  con- 
figuration  by using  the  classical  uni- 
form  steady  flow  aerodynamic  conventions 

L=CLqASrtf , CL=f, (a0, ßa) 

Q= CQ<iASr,i , CQ= f2(aa , ßo) 

D=C0qASr,f ,     Co=f3(a0,/9a) 

(1.6-20) 

The  representative  values   of aa and 
ßg   can  then  be   obtained  by a  simultane- 
ous  solution  of   the  respective  six gov- 
erning equations   of motion,  under  the 
instantaneous  dynamic   steady  state  equi- 
librium  flight  conditions,   in   terms   of: 
the  required  aerodynamic  control  deflec- 
tions, oE   , Sä   , SR   ;   the   velocity yaw,x  ; 
the  velocity  pitch,y  ;   the  velocity 
roll,/i  ;   and  the   thrust  vector parame- 
ters.     For direct  aerodynamic   force 
estimates   the  six degrees   of  freedom 

procedure   is  complex.     Instead,   the 
aerodynamic  force dependence  on  the 
representative  angle-of-attack, aa  ,   and 
the  representative  side-slip angle,^0   , 
is  evaluated separately,   i.e.   by assuming 
conditionally uncoupled  cases   of a0#0 , 
ß-O and of a0 = 0 ,^„#0  . 

The simplified  case  of a0^0,/30»0 
is  presented  below.      In  this  case:      the 
flight  trajectory   is  necessarily  con- 
fined  to  the  vertical  plane  Oxhih   respec- 
tive  to a  flat EARTH ;   the  vehicle  pos- 
sesses  a geometrical   plane   of  synmetry 
0KbZb   .   coincident with the 0xh zh and  the 
0**zw    planes;   the  velocity  roll ^angle 
is   zero, M 

=
 
0
 5   and SA

s SR=0 ;   i.e. Q * 0  and 
D(/0)=O. 

For  the  equilibrium  steady  flight 
condition  in  the  vertical   plane,   includ- 
ing  all  other  restraints   specified^abo/e, 
the  instantaneous   resultant  lift, L , and 
drag, D(a),   aerodynamic  force components 
become functions   of a conditionally de- 
fined representative  aerodynamic angle- 
of-attack of the  overall  vehicle con- 
figuration 

a- OQ (1.6-21) 

where a0    is  called 
zero-lift  angle-of 
the  reference  body 
fically chosen  such 
geometric  angle-of- 
numerically equal   t 
angle-of-attack, a0 
ing  of  the  referenc 
dependant upon   the 
lustrated  in  Figs. 

the  representative 
attack.     Only when 
axis,0xb   ,   is  speci- 
thatao = 0 ,  does   the 

attack, a ,   become 
o   the  aerodynamic 

A convenient fix- 
e body axis,0xb , is 
body geometry as il- 
1.13 and  I.Ik. 

For  simple  and   isolated  body ge- 
ometries  taken   individually,   the speci- 
fic   zero-lift condition for each  is 
acquired when  the  respective  aerodynamic 
angle-of-attack,   (a,,)!  ,  which  is  defined 
with respect  to  the   first  aerodyne.nic 
axis   (or  the  zero-lift  line)   is  equal to 
zero, 

(aa)i = (a),-(ao)| = 0 

where  (a0 )j   ,   (usually numerically nega- 
tive)   is  sometimes  called  the zero-lift 
angle,  contained  between  the chosen ge- 
ometric  reference   l.'ne,0xb    ,   (i.e.   be- 
tween the  reference wing or airfoil 
chord, 5   or Co i   or  the  body t ,   etc.) and 
the first aerodynamic  axes   (see Fig. 
1.13),     Historicaly,   both   the  zero-lift 
angle,   (a0 )|   ,   and   the  geometric  angle- 
of-attack,   (a )j   ,   are  a  consequence  of 
analytical  expressions   adopted  for  the 
airfoil geometry  definitions,  which are 
either  functionally   or numerically 

g^jUjanso»««»—■- 
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FIRST   AERODYNAMIC  AXIS 
OR   ZERO-LIFT   LINE 

AEROFOIL REFERENCE  CHORD 

CL" 

CL / 

V / a 
—LZ 1 » 
/C   a0^ 2 • 

.1 ?2 ^ 

FIG. 1.13     The conventional  angle-of-attack 

definitions for two-dimensional aerofoils ,/9 =0. 

referred  to  a geometrically  convenient, 
but  aerodynamically  arbitrary,  config- 
urational  reference  chord, c ,(2,105 
Axisymmetric  bodies  of  revolution and 
symmetric   two-dimensional   (with respect 
to 0xb   or c )   airfoils   have  the  singular 
aerodynamic   properties 

(ao)| = 0 (ao)| = (a)i (1.6-22) 

For all other simple and isolated body 
geometries which do not possess a ge- 
ometric axis of symmetry, such as general* 
three-dimensional aerodynamic shapes, 
two-dimensional cambered airfoils, three- 
dimensional airfoil shapes composed of 
cambered two-dimensional airfoils (i.e. 
for body geometries having aerodynamic 
and/or geometric spanwise twist, etc.), 
the general condition is tha1. a0^0. 
Evidently this holds for three-dimension- 
al airfoils having a geometric twist, 
even in case of a spanwise distribution 
of symmetric sectional airfoils. 

For compound vehicle configurations, 
a common 0xb reference line is defined 
which may or may not be coincident with 
the aerodynamic or geometric angle-of- 
attack reference line of any one of the 
individual components,  A representative 
geometric angle-of-attack, a , for the 
total vehicle configuration is thus re- 
ferred to such an arbitrarily chosen, 
common 0xb axis.  The conditional defi- 
nitions of the representative geometric 
angle-of-attack, a , and the zero-lift 
angle, a0 , of such compound configura- 
tions depend in each case on both the 
choice of the common geometric reference, 
0xb , and the related aerodynamic charac- 
teristics of various individual parts. 
The problem of finding the representa- 
tive values of a and a0 is thus neces- 
sarilytreated specifically for every 
given overall design concept of a vehicle. 
As an example, in Fig. 1.15 a tentative 
formulation of the geometric angles-of- 
attack (a)| , and the zero-lift angles- 
of-attack (a0 )| , for the individual con- 
stituent parts of a vehicle geometry is 
illustrated. Analytical expressions for 
the overall representative angle-of- 
attack and the representative zero-lift 
angle of the specified compound vehicle 
configuration are of the type illustrated 
by Eqs. (1.6-56) and (1.6-57), respec- 
tively. 

GLOSSARY for Fig. I.Ik 

Angular convention in aerodynamic 
analysis. All aerodynamic and geometric 
angles sensed clockwise from the (-VA) 
direction toward the respective refer- 
ence lines are positive.  The zero-lift 
angles-of-attack are measured from the 
first aerodynamic axis to the reference 
lines, positive clockwise (i.e. they are 
negative in the illustrative example). 
The wing and the horizontal tail built- 
in angles, iw and iT , are positive when 
measured clockwise from the common re- 
ference line, t , to cw and c^ respec- 
tively (i.e. iw is positive and iT is 
negative in the illustration).  The ele- 
vator deflection angle, 8E , is positive 
clockwise (i.e. downward) from the hori- 
zontal tail mean chord, c-r , in accordance 
with the general rule, valid for all 
control surfaces:  a positive angular 
control deflection results in a negative 
moment increment about the vehicle CG. 

Reference lines. 0xb is an arbi- 
trary, body-fixed common reference line. 
For convenience it is usually chosen 
through the vehicle CG.  In the illus- 
tration it is assumed that 0xb is col- 
linear with the body t• cw and tj  are 
the mean geometric (or mean aerodynamic) 
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WING  REFERENCE 
ZERO   LIFT LINE 

POSITIVE  SENSE   FOR  ANGLES, 
AS    ILLUSTRATED 

LTC08«T 1VA 

LT»in<T \\ VA 

FIG. 1.14  A schematic illustration of the representative geometric angle'of-attack definitions for a compound 
vehicle configuration, consisting of a body with a nose-cone (or ogive), a wing,and a horizontal and vertical tail ar- 
ranged in a classical manner.    No propulsion or base pressure effects included.   The equivalent to a zero «idt slip 
condition assumed ,0 = 0. 

chords of the wing and the horizontal 
tail, respectively. 

The first aerodynamic axis (or the 
zero-lift line) of the wing (or of the 
horizontal tail) exists when cambered 
airfoils are used.  It is assumed that 
the horizontal tail is composed of sym- 
metric airfoils with no geometric twist 
spanwise. 

Angular values. «T=[*o+^eT''^aw).awl 
is the Linear functional form of the 
downwash angle (negativ2) due to the 
wing, evaluated at the horizontal tail. 
No other interference effects (fuselage, 
power unit, etc.) on the downwash are 
considered. 

aw is the wing geometric angle-of- 
attack, assuming no upwash due to fore- 
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body presence,   blanking of the wing cen- 
tral portion due  to the body and no pow- 
er plant effects   (jets  or propellers). 
A tentative combined wing plus central 
body plus  power plant value  of   awb  and 
aowb   can be defined and a correspondingly 
corrected form of  the Ci,wt-awb(awb-a0wb) 
functional  law correctly Introduced. 

Local force and mmr.cnt reduction 
points'!    CPNos£ is  the center-of-pressure 
for a conical  (or ogive) nose section, 
Representing the action point for the 
LN1VA and 6N1VA  forces.    When the  influ- 
ence of the front part of the body^ 
(fuselage)   is  introduced,  the CPN, L"N and 
CN numerically change to their combined 
forebody  (nose plus  front-part  of body 
proper)   values. AC,,   and ACT are  the wing 
and the horizontal  tail aerodynamic cen- 
ters  respectively,   as defined in  the 
aerodynamic  theory.    CGiO  is the common 
force and moment  reduction point for the 
overall vehicle configuration. 

Aerodynamic  forces.    C , ß, LN , DN , 
Lw, Ow ILT   IDT    are  the total,   the nose 
cone,  the wing and  the horizontal  tail 
individual  lift and drag force compo- 
nents,  normal and  parallel to the  local 
relative flow velocity vectors  respec- 
tively,   i.e.   in accordance with the  in- 
troduced assumptions  that:    L, LN   and LW 

are normal  to (-VA ); D , DN   and Dw   are 
coparallel to (-7* );    Dr   is normal to 
7T ;  and BT   is parallel  to 7T . 

No pitching moments are indicated 
except  for Cm,    which  implies  a cambered 
wing. 

The expression  for lift force  is 

L=LN+ !-„+ LTcos<T - 0Ttin<T 

dtr (1.6-23) 

then for small values of aw and «T : 

•TS'0+aCa' 

co$«T«l, sIn<T««T, DT«LT, DT«T«0 
-»-»-- (1.6-2U) 
L«LN + LW + LT (1.6-25) 
- ^ 
L=Lka«(LN + Lw + LT)t0 (1.6-26) 

(1.6-27) 

CL-^Sr.f =CLN-^SN+CLw-Ä^Sw ci.6-28) 
,2 

* cL, ^f sT 
e e c 

••.Ct^C^-gJL. + C^-^ + C^-gi IJT (L.6.29) 

where: 

«T is the angle of downwash at 
the horizontal tail. 

SN,Sw,STare individual reference areas 
of the nope cone, the wing and 
the horizontal tail, respec- 
tively. 

Srtf is any common representative 
reference area of the total 
vehicle configuration. 

qA ,qw lqT are the common free stream at 
infinity, and the corrected 
wing and horizontal tail dy- 
namic pressures, respectively. 

The specific qw and qT values comprise 
the upwash, the downwash and the power 
unit interference effects on the wing 
and the horizontal tail dynamic pressures 
values "in situ" (i.e. in the assembly). 
For subsonic speeds(l-8)v^/vA~0( I ) and 
VT/VA~0(0.9-1.1 ).  In this illustrative 
case it will be assumed that qA«qw , 
while the factor qT/qA = 77T is retained. 
Further, it is customary that: 

Sw is taken as the wing planform 
area, i.e. the projected area 
in the Oxbyb plane of either 
the total or the exposed wing 
area, depending on the choice 
of the method of aerodynamic 
analysis. 

Srtf is taken as the cone base 
area, 

SN is taken as the horizontal 
tail platform area, i.e. its 
projected area (total or ex- 
posed) in the Oxbyb plane. 

Sj   is usually taken either equal 
to Sw (aircraft) or equal to 
the maximum cross-sectional 
area of the vehicle body (mis- 
siles). More generally, it 
can be any convenient common 
reference area for the com- 
pound missile configuration. 

Within the concepts of the perfect 
inviscid fluid flow theory, the indivi- 
dual lift coefficients of the constitu- 
ent parts can be conditionally expressed 
in terms of the respective Individual 
aerodynamic angles-of-attack, (aa); , and 
the individual lift curve slopes, 
(Of) 3 (Q.a)i '-(.dd/da),  . 

Thus for the given illustrative ex- 
ample, assuming that the nose cone is 
substantially the lift producing repre- 
sentative part of the missile forebody: 

aoN = aN-a0N 

CLN
!:aNaoN=0NaN=clN0i    a0Nm0l    «Na0 

(1.6-30) 

(1.6-31) 
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aoW=aw-aow (1.6-32) 

a«.      (1.6-33) 
aaT = aT-a0T5   aoTrO. «T = «o+J^-0W 

öa*      (L.6-3U) 

T daTdiE        (1.6-35) 

aT =(aw-<T + IT
-

 'w 

acLl 
CLT = aT(aT + ^8E)!   »T^-^ (1,6-36) 

(1.6-37) 
da. 

CLT=OT(aw-<T + 'T-iw)*0!^ »E      (1.6-38) 

CLT = aT(aw-€o- ^TT «W + 'T- 'w' 

CL =ajav,i\-j-±- )- aT(«0-iT + iw) 

dar  - (1.6-40) 
+ aT as. Si 

CLT = aT(a + iw)(l- -r-1- )-aT(<o-!T + lw) 

(1.6-41) 

daw 
) 

+ 0TäFE
8E 

w
      (1.6-42) 

o =iClJL = iCjj!L   .aN = a>   aoN = o,  «N=0 
CON "a 

(1.6-43) 
actyu  acL* 

OW = -T—,I=   >  "     ; aow= const- , iw= const., 
a Qyy da 

€W = 0 (1.6-44) 

oT = 
acLl 

T' aar 
; QOT-O ,  iT

sconst. , iw=const, , 

a«T 
•Tr<0+ä^aw 

(1.6-45) 

and oE =-ji^1 =—-tT.    ?L i?  ^he elevator lift 

.effectivono- :I;errer   to Sj and qj , where 
daj/dSt   is  r . eltvator angle effective- 
ness,   i,e,   'h? rpte  r>£  (lange  of  aj due 
to Sg ,     Alsi 

%'aN-OoN ■«N" «;   aoN50,<N!0       (1,6-46) 

%'«"w" aow
,a + 1w-aow; «w'-o (1,6-47) 

aoT ■ aT " aoT ' 
aT ' (OW-'W+'T"«!); aoT!0 

(1.6-48) 

,: a0 • aT» (O^-«0--T—
L Ov»~'w +'T'' «oR*eon•,on, 

(1.6-49) 

where «o is the downwash angle at the 
horizontal tail due to zero geometric 
angle-of-attack of the wingtaw=0.  Also 

iw and ij are the geometric "built-in" 
incidence angles of the wing and the 
horizontal tail respectively, relative 
to the adopted common reference line, 
Oxb, conditionally positive measured 
clockwise from the Oxt axis.  For the 
sake of generalization in the above ex- 
pressions, both iw and IT appear as al- 
gebraic terms, i.e. they are algebra- 
ically added to the respective aw and 
aj geometric angle-of-attack values. 
As a result, in this specific case, the 
iw angle of geometric incidence is posi- 
tive and the iT angle of geometric inci- 
dence is negative, i.e. their respective 
positive and negative numerical values 
should be substituted in the algebraic 
equations above. 

Note that the nose section lift 
coefficient is explicitly: 

'l-N" ±/*tfSN (1.6-50) 

(1.6-51) 

where,   according  to  Fig,   1,15 

LN = LN(+LN2 

LN = LNTJa = (LN| + LN2)Tra 

LN= ZbCosaN - XbsinaN 

Note also that,   in general, o« ,a« 
and   ciow are the average values for the 
three-dimensional effects,  the fuselage- 
wing interference effects,  the upwash, 
the partial "shading" of the central 
portion of the wing planform by the 
fuselage,   the aerodynamic and geometric 
spanwise wing airfoil  twisting,   the 
power plant (pull propeller) effects, 
etc.     The same implicitly holds  for the 
respective horizontal  tail average values 
of oT ,  oT   and dor ,   in addition to the 
explicit corrections  due to <T , qT , etc. 
as sketched  in Fig.   1.14. 

Explicitly,   the   total lift coeffi- 
cient for  the compound vehicle config- 
uration is   then obtained conditionally 
by the aerodynamic  definition analogy 

Ci.= o(a-ao) (1.6-52) 

or in  terms  of  the  componental parts; 
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CL5 "NO 5^- + ow'a + 'w- aow> sjtf 

+[oT°(|4oi)-aT(•o-iT+i*^■, 

^8E   EJ Srt, ^ (1.6-53) 
+ 0- 

CL=awiaL[(|M-|iL + l) + ^il^T(l-|iL)l Srtf [ aw sw ow   sw  /T      daw J 

] 

(1.6-54) 

FIG. 1.15   Adopted convention for the nose con« lift coefficient,LN, in terms of normal and axial force 
component« ,(-2bN),(-XbN) irespectively. 

By a direct comparison of the aero- 
dynamic expression for the defined total 
lift coefficient, Eq. (1.6-52), and the 
derived total lift coefficient expres- 
sion, Eq. (1,6-53), it is evident that 
the total lift curve slope,a , the rep- 
resentative geometric angle-of-attack, 
a, and the representative zero-lift 
angle, a© , for the compound configura- 
tion are 

Srtf L ow sw    0w Sw    oow -I 5r»f L aw 

a = aw-iv» = aN=clT + *T~iT 

s 

5) 

(1.6-56) 

, *«T » >I 

a0= 
(2II|N. + 1)+£L|LT7T(1.|IL) 
ow Sw    owsw"  <Jaw  (1.6-57) 

Where, provided dtj/da*   is constant, the 
total lift curve slope, a , is constant. 

For the vertical plane, steady-state 
equilibrium flight regime, at a fixed 
instant of time, the representative zero- 
lift angle-of-attack becomes a function 
of the equilibrium elevator deflection 
angle, 8E , provided daj/dh^,   is a con- 
stant.  The corresponding numerical val- 
ues of 8E and a are obtained from a si- 
multaneous solution of the respective 
force and moment equations. (11,17) 

The above expressions for the rep- 
resentative lift curve slope,a , the 
representative geometric angle-of-attack, 
a, and the representative zero-lift 
angle, a© , of the compound vehicle con- 
figuration are conditional, i.e. for the 
special case illustrated in Fig. 1.14, 
and with the assumptions stated therein. 
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In  each  other case,   similar repre- 
sentative  aerodynamic  expressions  for o, 
a and   a0   can  then be defined  accordingly. 

1,6,3     REPRESENTATIVE  SIDE-SLIP ANGLE 
DEFINITIONS FOR COMPOUND VEHICLE 
GEOMETRIES ASSUMING   a =0 

For each specific  compound configur- 
ation an explicit expression  for the 
representative side-slip angle, ß ,   is de- 
termined.   Then  the  total  side-slip  force, 
0,   is  aerodynamically defined  through a 
procedure  similaj* to that  outlined  for 
the  lift  force, L ,   the main difference 
between  the  two being  the fact  that  the 
aircraft  and  the missile configurations 
generally are not geometrically symmetric 
with respect  to the Oxbyi,     plane.     In  the 
case  of cruciform configurations,   the 
double  symmetry respective  to both  the 
Oxbzb    and  the  0xb yb   planes   is  specifical- 
ly satisfied,   and  the Q force  evaluation 
follows   identically the analytical  pat- 
tern  of  the  L  force.     The side-slip 
angle,/8 ,   then acquires   its  specific 
aerodynamic  and zero-side-force defini- 
tions : 

ß0 = ß-ß0  ,    or    ß = ß0 + ß0 (1,6-58) 

where  the  interpretations  for  ß0  and ßa 
are equivalent  to the  already-specified 
definitions  for a0 and  OQ,     For body 
geometries  possessing only  one  (Oxbzb ) 
plane  of  symmetry,   the side-slip angle, 
j3,  has   in  the first approximation  only a 
conditional  geometrical meaning,   i.e. 

ß=ßc ,    00 = 0 (1,6-59) 
provided  the reference  0xb   axis has   the 
quality  of  the body center line,   and the 
vertical  fin airfoil  is  symmetrical, 
which  is  commonly  the case. 

1,6,4     GENERAL DEFINITIONS   Or   AERODYNA- 
MIC   FORCE COMPONENTS   IN  TERMS   OF 
THE  REPRESENTATIVE ANGLE-OF-ATTACK 
a,   AND  THE  REPRESENTATIVE  SIDE- 
SLIP  ANGLE,/3 

Once  the representative  angle-of- 
attack, a ,   and the representative side- 
slip angle,ß ,  are defined for a given 
vehicle configuration under specified 
steady equilibrium flight conditions 
(i.e. for a given set of VA and /)A   values), 
the  total  aerodynamic  lift coefficient, 
GL,  and  the  total  side-force  coefficent, 
CQ ,   are  obtainable from the fundamental 
perfect-fluid potential theory defini- 
tions 

ac. 
CL-^J.(a-ao) 

CQ=-3^(/9-/3O) 

(1.6-60) 

(1.6-61) 

The  inherent underlying assumption 
of  the potential  flow theory excludes 
any  frictional  or viscous effects;   coti- 
sequently,   these effects  are not  in- 
cluded  in  the expressions  (1.6-60)  and 
(1.6-61),     This  approximation is  condi- 
tionally correct for all practical  pur- 
poses,   provided  the configurations  are 
aerodynamically slender and  the repre- 
sentative  angles  a and ß are small. 

Except   in  the case of simple New- 
tonian  impact  theory analysis,   there are 
no correspondingly simple expressions 
for the  drag  force components,   D(a)  and 
D((8),   since  the drag phenomena  include 

(directly or  indirectly)  strong 
frictional  effects.     Thus,  evaluation 
of the drag  force component-   is gener- 
ally a  far more  tedious  and  involved 
procedure.     Procedures  for the evalua- 
tion  of drag  force components will  be 
elaborated  later in sufficient detail 
for engineering purposes.    Here,   fol- 
lowing  the classical vectorial aero- 
dynamic  force definitions  from Section 
1.3 and the  adopted vectorial  interpre- 
tation as   illustrated  in Fig.   1,12, 
analytical examples of general expres- 
sions  for the aerodynamic  lift, L ,   the 
aerodynamic  drag, D ,  and the aerodyna- 
mic  side-force, a ,  are developed. 

The total aerodynamic resistance 
force, R ,  which opposes  the  vehicle mo- 
tion  through an ambient atmosphere,   has 
been conveniently defined in terms   of 
the classical concept of the normal and 
the  tangential  stress distributions 
taken  around  the  vehicle contour 

R=/[(P-Pjn + Tt] dS 
(1.6-62) 

where  the numerical values  of p ,  p» , and 
T are evaluated  locally  (note  that Ap= 
p-p,,,       ),     The J.ocal normal, n ,   and  the 
local  tangent, T ,  unit vectors at the 
small wetted  surface element, dS ,   are 
taken respectively as normal to and 
collinear with  the local  zero-streamline. 
The local unit vectors   f   and n   obviously 
should not be confused with the princi- 
pal  trihedral  reference frame   Otnb    in 
Section 1.4. 

A subsequent resolution of the re- 
sultant aerodynamic resistance  force, 
R.   into the  lift, L ,  drag, D ,   and  side- j  , — , 0, _ ,  . 

force, Q ,   components  on the 0z0 f 0x0 
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and OyQ   axes respectively,   leads  to the 
corresponding expressions 

L - LVho/(ApnU0 + fM?0)dS (1.6-63) 

6«oVV(ApÄ-T0+TtT0)ds       (l # e.e^) 

8«OVTQ jtafATo+rt-to >«     a # 6.65) 

The above expressions are represen- 
tative for general three-dimensional flow 
patterns. The unit vector dot products 
involve the cosines of the^locally sub- 
tended angles between the T , n , f ,7 f 
and t vectors respectively.  Since the 
local T and n unit vectors follow the 
zero-streamline of a three-dimensional 
flow pattern the explicit forms of the 
general vectorial expressions (1.6-63) 
to (1.6-65) are individually defined for 
any given body geometry and flow regime. 
If the combined aerodynamic effects of 
the angle-of-attack, a , and the side- 
slip angle,/9 , are treated as-a linear 
sum of their partial aerodynamic contri- 
butions, then, from the adopted vectorial 
force conventions in the Fig. 1.12, it 
follows conditionally that 

R=R(a)+Ä(i8) , a*0, ß*0 

R(a)=L + 0(a) •, ^9 = 0, a*0 

R(/9)=0+D(/3) ; a = 0, 0*0 

.•.fi=t+ß(a)+B{jS) + 5=t+ß + 3  ,, c    ^ 
(. 1. 0-00/ 

with  (-VA  )  being  the  representative rela- 
tive  flight velocity.     Following  the 
fundamental aerodynamic  force definitions 
in Section 1.3,   the non-dimensional aero- 
dynamic expressions  for R, L , D   and Q 
can  then be formulated as  shown  in the 
following paragraphs. 

force 
Resultant aerodynamic  resistance 

^Rrsyd^yiCp^n+C^lldS = QA/(CpO + CftWS 
»••I 

»[qAACpnr + Cit-rjds]" 

RsCRqAS„f=qA/"(Cpff-r + CfTr)dS 
'«•• 

örtf •'e    p 

(1.6-67) 

(1.6-68) 

(1.6-69) 

p    "A        I* 
c - P~P* - A P       r - Tm 

•   "Pi"  qi    "   qi    '   H    QA 

C, »-at fi   qi • qA-   2* <ii = -ÄL^L. 

where Cp and Cf are the local pressure 
and local skin friction coefficients of 
the resultant flow pattern due to both 
the angle-of-attack, a ^ and the side- 
slip angle, j9 . Also, n and T are the 
local normal and the local tangent unit 
vectors at any surface point of the body 
contour; T being totally tangent to the 
resultant streamline (positive in the 
sense of the local stream velocity, V| ) 
and n being locally normal to the sur- 
face element dS (positive inward). 

Furthermore, by a formal vector 
resolution: 

R = R(a)+R()8) = R(o)fa +R{ß)rß 

HHfc'lHI* (L-6-70) 

R(a) = R(a)ra = [qAy(Cpn-?a + Cf f-rJ^dSJ r« 
^ (1.6-71) 

R{a) = CR(a)qASr,t= ^J{CpnTa +CfTra)dS 
S*•, (1.6-72) 

•■•CR(a)=lbj[(CP",ra+Cfr?a)dS      (1.6-73) »r.f  'S »•I 

Riß) = R[ß)rß = [qA/(Cpn ^ + Cfr^)ds]^ 
S ' '     (1.6-74) 

R(/8)=CR(/9)qASr,f = qA j(Cpn ^g + Cfrr^)dS 
S** (1.6-75) 

•■•C^)= S^  /(Cpn ^+Cfr^)dS (,.6.76) 

The above  formal vectorial  resolu- 
tions   imply  tb?  following restrictive 
aerodynamic  a.d geometric  conditions: 

The  resultant three-dimensional 
fluid  flow     ield around  the vehicle   is 
presumed  t" correspond to a  total  angle 
of incidence, a+/J , measured between  the 
reference  body axis,Oxb,   and  the  total 
air stream velocity vector.     In  the 
more general flight dynamics cases   the 
instantaneous  total air stream velocity 
is a vectorial sum of the air stream 
velocity  tangent to the flight path, 
V^O'-VA   ,   the atmospheric wind or turbu- 
lence  velocity, Vw ,   and the resultant 
translatory disturbance velocity, VD , 
presuming a no-spin flight condition. 
For the more-limited aspects  of  the 
present aerodynamic force analysis,  un- 
der steady equilibrium flow conditions, 
it  is assumed that Vw

sV0 = 0 . 
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Fig. |.|6    Total angle of incidence, a+)9, mea- 
sured between the 0xw and the Oxb axes, in a plane nor- 

mal to the (8+)S) vector.   Note: a+/§#£+a. 

The resultant aerodynamic resistance 
force,R ,  and the corresponding local 
pressure and  local  skin friction coeffi- 
cients  (Cp, Cf ) are due  to the total  in- 
cidence angle, a+ß .    A direct analyti- 
cal  investigation of the complex flow 
pattern around compound  vehicle config- 
urations is unattainable.     Thus the local 
Cp  and Cf   values  in the formal  vectorial 
expressions   (1.6-67)   to  (1.6-76)  can be 
adequately extablished by experiment 
only.    In order to allow for a theoreti- 
cal  evaluation procedure,   the complex 
flow pattern is conditionally resolved 
into vectorially additive componental 
flows,  assuming the conditions  ofß-O, 
a^C,   and ^0 ,a =0 respectively.     Then, 
according to Figs.   1.12  and 1.15, 

R(a) = CR(o)qASr,f=qAy [cp(a)n-^ + Cf(a)^]dS 

*** (1.6-77) 

^|cp(a,n.ra+Cf(a,t,ra>S    ^^ 

R(/3) = CR(/3)qASr,f= qAy [cp()9)n-J + Cf08)^]dS 
Sw* (1.6-79) 

C^)SsirX [V0»"VC'(*)Vfc]dS 
Stftt 

(1.6-80) 

where   Cp(a),   Cf(a)f  and   Cp(y8),   Cf()3) are 
the normal pressure and the tangential 
shear  stress coefficients  evaluated lo- 
cally under the partial flow conditions 
of a^O, ß-0 and a=0, ^Wrespectively. 
It  is   important to realize  that each of 
the  two partial flow patterns   is  still 
three-dimensional.     The local unit vec- 
tor, ff ,   is normal  to the local surface 
element,  dS,  of the body contour (posi- 
tive   inward) while the local unit vec- 
tors  ra   and Tß   are tangential to the 
local  surface element,  dS,   and directed 
along  the respective componental zoro- 
streamlines for the a*0, ß=0 and a=0 , 
ßtO inviscid flow patterns. 

When comparing the corresponding 
conditional pairs  of equations  (1.6-72) 
and  (1,6-77) for  R(a),  and  (1.6-75) and 
(1.6-79) for Riß),  it should be noted 
that  they are equal only if locally,  for 
any surface element, dS , 

Cpn= [Cp(a)+Cp(^)]n (1.6-81) 

Cfr=Cf(a)ra + Cf(/9)^     (1.6-82) 

and for the total compound configuration 

^Cpn'.dS^jfCpCa^dS  (1#6.83) 
»«rtt '«Mt 

fcpnrßdS*fcp{ß)nrßdS    (1.6-8U) 

fcfrrodS = X Cf(a)^'ra «'S    (1.6-85) 
5«nf 'Swjt 

XCfr,idS'XCf(^)55dS    (1-6-86) 
where  the conditions  (1.6-83)  to (1.6-86) 
are possible due to the double  integra- 
tion procedures performed  in different 
respective planes. 

In order to satisfy the conditions 
of Eqs.   (1.6-81) and (1.6-82),   the com- 
ponental values  of   Cp(a),    Cf (o)  and 
Cp (/3),    Cj(j9),  although evaluated under 
the partial restraints  of a^O, # = 0 and 
a=0, ß*0 respectively,   should  incorpor- 

i 
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ate the partial corrections for resultant 
induced effects and the resultant inter- 
ference effects between different parts 
of a compound vehicle configuration. The 
task is usually beyond the theoretical 
possibilities.  Instead, in a first ap- 
proximation the uncoupled analyses of 
the partial flow cases for a^O,/3=0 and 
a=0,/3^0 are ccaducted, the respective 
partially evaluated interference effects 
introduced separately, if available and 
the R(a) and the Riß)  components added 
vectorially. 

Lift force 

Using the formal vectorial resolu- 
tion in Fig. 1.12 and Eqs. (1.6-67) and 
(1,6-71), the lift force and related co- 
efficient can be formulated as follows: 

L »LK;=(fik;)k:= [qA>Acpfr-k;+cfrko)ds]-k: 
w•, (1,6-87) 

L= LkJ =[R(a) kj ]kj 

«K/[cP(a)"'k°+cf(a)'«k«]ds}k« 
(1.6-88) 

L=CL(a)qASr,f 

.-. CL«y— J [Cp(a)n-k0 + Cf(a)t'k;]dS 
S«'«« (1.6-89) 

Side  force 

Again  employing  the  vectorial reso- 
lution in Fig.   1.12  and using Eqs. 
(1.6-71)  and  (1.6-74) 

(1.6-90) 
OsCQqASrtf 

/. C0 = -s-^- / [cp(/9)nTo+Cf(i8)T^ro]<JS 
Sw•, (1,6-91) 

Drag force 

The drag force and related coeffi- 
cient are foiTiulated in a manner com- 
pletely analogous to Lhat in which the 
lift expressions are formulated as: 

D = D(a) + D(/9) (1,6-92) 

D(a) = D(a)ro= [R(a)i;]ro 

={W[va)"r«+cf(a'r«ro]ds}r« 

Dia/=CD(a)qASrif (1.6-94) 

''• C0(a) =T!^-I[CP(ö)"T'' + Cf(a,r«To]dS 

»wtt (1.6-95) 

5(^)=D()3)ra=[fi(/3)r0]ra 
s{qAjcp(/8)H+cf(/8)yT0]ds}Ta 

(1,6-96) Swtf 

D{)9) = CD(/3)qASr.( 

•'• CD^ '= sir / [CP^ ^ +Cf^ ,l9ro]dS 

^ (1.6-97) 

Co» CoCa) + CcOS) =-J-j-J{[Cp(a)+Cp(/3)] n-ra 

+ [cf{o)T*+cf(/3)Tji;}ds 
(1.6-98) 

1,6.5  PHYSICAL CONSIDERATIONS AND 
SPECIAL CASES 

For a given body geometry and for 
a specified instantaneously steady or 
quasi-steady flight occurrence, the 
aerodynamic force coefficients are ex- 
plicit functions of the representative 
angle-of-attack, a , and the representa- 
tive side-slip angle,y3 .  Thus, keeping 
constant all the dynamical and physical 
variables governing a specific flight 
occurrence, the aerodynamic force co- 
efficients Q. , CQ , Co (a), Co (/3) are ob- 
tained by a double integration of the 
local normal and the local tangential 
stress coefficients Cp (a), Cp (/3), Cf (a), 
C( iß)  around the body contour as indi- 
cated in Eqs. (1.6-89), (1.6-91), 
(1.6-95) and (1.6 97).  In performing 
the formal mathematical operations, the 

following physically important condi- 
tions and restrictions should be recog- 
nized: 

(i) When the geometric representa- 
tive angles a and ß  are used, the inte- 
grated Cp(a) and Cp(/3) values are gen- 
erally not zero f or a =0 and/3=0 respec- 
tively. However, according to the 
inviscid, perfect fluid theory, the in- 
tegrated dot products 

L Cp(a)n-ko<lS Sw«t 
and 

3«tt (1.6-93) i Cp(/8)nj0dS 
Swit 

(1.6-99) 

(1.6-100) 
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benome zero for zero values of the re- 
spective aerodynamic angles,a0

s0 and 
At the same time /3o=0 

and 
i Cp(a)n-roelS 
Swtt 

/. 

(1.6-101) 

Cp(i8)n-rodS 
Swit 

still have,   in  general,   finite  values 
which depend upon  the  real  three-dimen- 
sional  flow pattern,   body geometry and 
relative attitude with  respect  to  the 
fluid flow,   including:     effects  of  the 
forebody and the  base  slopes,   the outside 
flow streamline  distortions due  to boun- 
dary layer thickness  changing  the effec- 
tive body shape,   the  boundary  layer-shock 
wave  inteferences  and  the entropic  losses 
through strong detached bow shocks. 

(ii)     The  integrated frictional  con- 
tributions 

/cf(a)rai(o<lS , 
Swtt 

/cf(a)rfl£dS . 

/cf(a)TaradS , 

jfcf(/3)rA CdS 
>w«t 

/cf(/3 )£,£ dS 

Sw(t 

are always  present 

Swtf 

fcf{ß)Tßt0 ds 
(1.6-102) 

(iii)   Following  the  customary aero- 
dynamic  representation  for the  total 
drag and drag coefficients  in the case 
of three-dimensional  flows 

CD(a)=CD (a) + CD|(a) 

CD(^) = Co0{/8) + CD|(/3) 
(1.6-103) 

where    CD0 (a)  and CD0 (/S)  are  the zero- 
lift,  and  the' zero side-force drag co- 
efficients,  while Coi   (a)  and CDJ   (p)  are 
the drag coefficient increments due to 
non-zero values   of  the  lift and the side- 
force,   it follows  from the above  that 

CDe(a)= y!~/[Cp(a)ni; +Cf(o)raT0]dS 
Sw«t 

when a0=a-a0
s0    (1.6-104) 

C0o(/3 )= sTT"/ [Cp(/9)nT0 + Cf08)^To]d8 
>wtl 

when ßa = ß-ß0'0    (u6_105) 

The above expressions are very gen- 
eral and involved for actual computations. 
Useful engineering simplifications are, 

therefore, introduced, taking into ac- 
count the order of magnitude of the 
respective integrals und the overall 
limitations in accuracy with which the 
pressure and the frictional effects can 
be evaluated theoretically and/or mea- 
sured experimentally.  Thus, for aero- 
dynamically slender body shapes it is 
usually acceptable for practical pur- 
poses to neglect frictional force con- 
tributions to the lift.L , and the side- 
force,!) . The approximation reflects 
the experimentally well substantiated 
Prandtl's postulate, of the invibcid 
perfect fluid theory, that the lift and 
the side-force are functions of the 
pressure distribution components in the 
respective directions normal to the uni- 
form free stream flow at infinity, while 
the skin-friction contributions are, 
substantially, creating only a drag in- 
crement.  Furthermore, in view of the 
considerable uncertainty with which the 
frictional contribution to the drag 
force,D, can be either theoretically 
predicted or experimentally measured,it 
proves acceptable to consider the local 
Cf(a) and the Cf iß)  coefficients prac- 
tically independent of the respective 
a and ß  values, provided these angles 
are relatively small, i.e. the local 
Cf (a)raTa  and the local Cf (/3)Tf -T, 
components are usually estimated under 
aa = a-a0 and/9as/J-/90sO conditions and 
the estimates subsequently considered 
constants for small aa/0 and ßo&O 
values. With these conditional approx- 
imations, restrictively valid for aero- 
dynamically slender configurations at 
small angles respective to V^ , presum- 
ing steady flow conditions without se- 
paration, the general expressions 
(1.6-89), (1.6-91), (1.6-95), (1.6-97) 
attain the respectively simpler forms: 

0,=- I 
3r.f 

/[Cp(«)]a"VS 
>w«l 

cörs^i[cp(^y,Tods 

'*#♦ *■ 

CD(a)='g1-ypp(a)nta + Cf(a)Ta-T0] dS 

(1.6-106) 

(1.6-107) 

(1.6-108) 
>«>•« 

:.CDia) = CDo(a) + C0i(a) 

t^—/[ACpCajlnTodS 

»wtt 

+ [cf(a,]I-J}ds 
agio (1.6-109) 
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c0{/9)« -s-1-/ [Cp(j9)ST, + Cf(/9)LT01<»S 

Cl.6-110) 
.•.CpJ/SI-C^)*^) 

Srtf 

Sw(t /9a«0 

I ■i^/JjM'j '>H>r. 
dS + [Cf ^1 Sr«} 

Po'O 

CDrC0(a) + CD(/3)=C0o+C0| 

Sw« »a'O Po'O 

+ ([cf(a)]aU+[cf(^U)}dS 

(1.6-L11) 

(1.6-112) 

'A.' 
(1.6-113) 

where the Cp(a) and Cp(/J) are necessarily 
defined for the respective partial three- 
dimensional flow patterns corresponding 
to the a09tO,/30 = 0 and a0=0,/909tO uncoup- 
led conditions. 

Consider the special case of a flight 
trajectory confined to the vertical plane 
Oxh zh , respective to the flat earth lo- 
cal horizon axes, as illustrated in de- 
tail in Subspction 1.6.2, i.e. assuming 
at a given instant of time an equilibrium 
quasi-steady flight condition for a ve- 
hicle possessing a geometrical plane of 
symmetry Oxbzb coincident with the Oxhzh 
and the Oxwzw planes so that 

ß*ß*0 
8A=8R20 

M50, ^ = 0 (1.6-114) 

the  aerodynamic  side-slip force,t)  ,  and 
the  aerodynamic drag component, D (/3), 
become  zero.     Then,   the  corresponding 
expressions of the lift, L ,   and the drag, 
D(a),   force components   take  the classical 
simple coefficient  forms 

C^-sJ—/"cJn-'k dS=o(a-ac) = oa0 (1.6-115) 

Ctr^-yiCpn'T,, + CfH0 )dS 
S#tt 

(1.6-116) 

.CD= C0o+ Co,»-^ ({[(Cpl^n-T, 
>wtl 

+ (Cf,ap?oT«]+K)afl"
T«]}dS 

where: 

(1.6-117) 

(1)  The local pressure coefficient 
on any surface element,  dS, 

(1.6-118) 
is evaluated for three-dimensional flow 
conditions. 

(2)     The local skin friction coef- 
ficient  on any surface element,   dS,   is 

Cf = (Cf), .„  ;   T.ta 'Og'O (1.6-119) 

CJj     The representative geometric 
angle-of-attack,  the representative 
zero-lift angle-of-attack, o0   ,  and the 
respective  total  lift curve  slope, a , 
of a compound vehicle configuration are 
given by Eqs.   (1.6-56),   (1.6-57)  and 
(1.6-55)  respectively,  as determined 
from the overall vehicle geometry and 
the  instantaneous  equilibrium flight 
conditions. C^-D 

The  local Cp   and  Cf   values  are 
evaluated  for three-dimensional flow 
conditions,  and double  integrated for 
each i-th part (in situ)  of a compound 
vehicle configuration.     The  individual 
results of  the integrations  are then 
summed: 

>rtf 'e 
wtf (1.6-120) 

*--     ao»o OglO 

(1.6-121) 

TS',w,i (1.6-122) 

where,   for each i-th part  in situ,   at 
any surface element,   dS, , 

Cfi=[cfJ(|«o[cfl]afljjo 

Wao.oS,'(a'.aol.öi> 

[ACp.]  =12(0,, a|C1 9,) 

«0 
(1.6-123) 
(1.6-124) 

(1.6-125) 
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with 0| being the local incidence angle 
of the surface element dSj with respect 
to the common reference line 0xb of the 
compound vehicle configuration, while 
the individual geometric angle-of-attack, 
Oj , and the individual zero-lift angle- 

of-attack, aoi » of the i-th part are ex- 
pressed in terms of the representative 
aerodynamic angle a0= o- ao definition 
for the overall vehicle configuration 
(see Eqs. (1.6-46), (1.6-47), (1.6-48), 
(1.6-56) and (1.6-57) of the illustra- 
tive example of Subsection 1.6.2). 
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1.7     FLIGHT DYNAMICS  AND FLUID MECHANICS  REALMS 

Atmospheric flight dynamics involve, 
in general,   flight regimes varying from 
low subsonic  to high hypersonic  speeds 
and flight altitudes  ranging from sea- 
level to the extremely rarefied outer 
limits  of the atmosphere.    Consequently, 
at any given instant  of time on a 
specified flight trajectory,  the aero- 
dynamic force coefficients may become 
functions of a rather complex and inter- 
coupled array  of  varying aerothermody- 
namic,  chemical and electromagnetic 
properties of  the air-body interacting 
system,  even when quasi-equilibrium 
flight conditions and a Standard Atmos- 
phere are assumed.     The functional de- 
pendence of  the aerodynamic force coef- 
ficients 

CL=CL{a0) 8E , p,^,V,/t,k,y,T,rtc) 

C0=C0(aa , SE , p,p,V,/x,k,y ,7,610 (1,7,1) 

takes a corresponding specific form for 
a given vehicle at any instant of time 
during a flight performance. 

In order to establish a more general- 
ized functional relationship between 
the aerodynamic forces and the signifi- 
cant physical parameters governing the 
fluid-body interacting mechanism, the 
non-dimensional similarity parameters 
(natural variables) are introduced in 
place of the dimensional substantial 
physical variables.  A reduced number 
of the nondimensional variables is 
obtained in place of the larger number 
of individual physical parameters.  The 
nondimensional relationships are then 
valid for families of dynamically and 
geometrically similar fluid-body bounded 
systems. 

In order to perform the task, a 
proper understanding of the role of 
substantial physical variables and of 
their conditional grouping into respec- 
tive nondimensional ratios under widely 
differing fluid flow and speed regimes 
is necessitated. A unified analytical 
approach to the problem in its most 
general form, comprising simultaneous 
and extremely complex aerothermal inter- 
plays of all the influential physical 
variables, is both theoretically and 
practically unwieldy.  Instead, a par- 
tial grouping of possible real flow 
aspects according to their relative 
significance is restrictively performed 
for conditionally simplified fluid-body 

systems. Several analytical methods'"-' 
are available which lead to suitable 
non-dimensionalization of the governing 
flow equations and to a meaningful form- 
ulation of the resulting non-dimension- 
al similarity parameters. When the 
non-dimensionalization procedures are 
applied, corresponding sets of signifi- 
cant non-dimensional natural variables 
are obtained in terms of which the 
respective similarity generalizations 
are easily performed.  Results and 
solutions of such relatively simplified 
investigations are then partially and 
restrictively applicable to specific 
flight speed and flow regimes. 

In the application of aerodynamic 
force analysis very convenient and use- 
ful groupings of different fluid flow 
patterns are obtained on the basis of 
two significant physical criteria: 
the degree of ambient atmospheric rare- 
faction and the degree of fluid com- 
pression when in motion relative to a 
given body geometry.  The corresponding 
non-dimensional natural variables, 
serving as the generalized similarity 
criteria for various fluid-body systems, 
are the free stream Knudsen Number, KnA, 
and the free stream Mach Number,MA , 
respectively. 

The rarefaction criteria, Kn. is 
used for distinguishing between four 
intrinsically different fluid flow 
types from an internal kinetics point 
of view:  the continuum, the slip, the 
transitional and the free molecular 
flow regimes.  The second criterion. 
MA , serves as a measure of the rela- 
tive significance of the compressibil- 
ity and the associated thermal effects, 
leading to a useful formulation of 
five characteristic flight speed re- 
gimes:  The incompressible subsonic, 
the compressible subsonic, the tran- 
sonic, the supersonic and the hyper- 
sonic speed domains.  As stated already, 
in both cases the criteria are used in 
conjunction with correspondingly sim- 
plified fluid-body analytical models, 
including the viscous flow effects 
which are represented by the respec- 
tive free stream Reynolds Number value, 
RtA.  The generally transient and 

nonequilibrium effects of thermal, 
radiative, and chemical nature are 
then treated separately when necessary 
as corrective factors of the aerody- 
namic force estimates. 
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L.7.1  KNUDSEN NUMBER CRITERIA AND FLUID FLOW REGIMES 

A systematized investigation of the 
rarefaction effects on the grounds of 
the kinetic theory of isothermal equi- 
librium steady gas flows and a tenta- 
tive formulation of the four major flow 
regimes (continuum, slip, transitional, 
free molecular) is defined in the clas- 
sical works on the subject by Knudsen(26) 
Maxwell^-27)  Kennard^28), Loeb^2^) 
Tsien(30,31;> Chapman and Cowling(j2)f 
Shaaf(33). Shaaf and Chambre(3^), 
Roberts^S)^ Donaldson(36) > Siegel(37) 
and others.  The governing natural vari- 
able is the Knudsen Number, 

Kn = -^ 
(1.7-2; 

where X is the mean free molecular path 
in a gaseous medium, andLis the body 
characteristic length.  The Knudsen 
Number criterion leads to two character- 
istic fow patterns of an isothermal 
steady gas flow in equilibrium at near 
ordinary temperatures: 

(Kn.<< 0 defines the classical contin- 
uum flow regime.  Ambient (atmospheric) 
gas conditions are near standard, and 
the relative influence of the Knudsen 
Number as a natural variable may be 
neglected. 

(KnL~l) defines the domain where the 
rarefied gas flow effects become impor- 
tant. When the mean free molecular 
path, X , is comparable to the charac- 
teristic body length, L , the statis- 
tically averaged effects of the fluid 
discrete molecular structure cannot be 
acceptably approximated by the contin- 
uum medium concepts.  The term "charac- 
teristic length", L , may apply to any 
representative external body dimension 
(diameter of an internal flow duct, 
boundary layer thickness, shock wave 
thickness, etc.) depending upon the 
type of problem and the aim of the in- 
vestigation conducted.  It is pointed 
out that the qualification of "rarefied 
gas effects" is not exclusively related 
to low gas densities only, but rather 
to any gas flow condition characterized 
by very sharp pressure, velocity or 
temperature gradients in a distance of 
a few mean free molecular paths, regard- 
less of the absolute gas density values. 

The "rarefied gas" flow domain (Knf I) , 
is further subdivided into three flow 
regimes, based on rareCactional levels 
involved: 

1. Slip flow regime--characterized 
by slightly rarefied gas conditions, 

2. Transitional flow regime--char- 
acterized by moderately rarefied gas 
condition, 

3. Free molecular flow regime-- 
characterized by a highly rarefied gas 
condition. 

Boundaries between the characteris- 
tic regimes are conditionally defined 
by assuming nearly isothermal condi- 
tions and a fixed specific heats ratio, 
y ,  in a  steady, viscous, compressible, 

non-conducting gas flow around insu- 
lated bodies.  The significant natural 
variables under such restrictive con- 
ditions are the Maun Number, the Rey- 
nolds Number, and the Knudsen Number. 
When referred to  the "free stream at 
infinity" or the ambient Standard At- 
mosphere conditions, they become trie 
main representative similarity param- 
eters for a given instant of time on 
a given flight trajectory: 

^.M^.-Mf), (1.7-3) 

Using  as  the  characteristic meas- 
ure either the  overall  body length,L , 
or the boundary layer thickness, 8   , 
the three  similarity  parameters  can be 
conditionally  interrelated on  the 
grounds  of the equilibrium kinetic  the- 
ory  of gases: 

™L: — -pK2WD   \r)   L\/'\Z)   ReL 

or,  alternatively: 

,,      * ..   *    -     £    V - -M- KnL-L'"'är-TvTo     **i 

rj-H-i^-ißi-A7* Kn 

V -,    _ VL 
where a 

\i/2 '(wnfdSr) ,1/2 

(1.7-U) 

(1.7-5) 

(1.7-6) 

according  to Chapman's  law.     Therefore, 

where   a is  the  speed  of sound, 
\l/2   / \l/2 

\   Pf      \       ' (1.7-7) 

1.7-2 



. , 

C Is the mean speed of the molecular 
random motion, 

■■■ 

■{HI 
1/2 

(1.7-8) 

V is the reference ordered flow speed, 
T Is the absolute temperature of gas 
stream, 

R is the gas constant, 
vifi/p  is the kinematic coefficient of 

viscosity, 
y«epA»i8 the specific heat ratio, 
8 is the boundary layer thickness. 

When a laminar boundary layer on a flat, 
insulated plate is assumed, it becomes 
approximately 

L S5" <RV«   a 7.9) 
The laminar boundary assumption is 

justifiable as a representative cri- 
teria,  since under atmospheric flight 
conditions  significant rarefaction 
effects  for actual vehicle geometries 
are encountered only at considerable 
altitudes, where the boundary layer  (if 
existing)   is predominantly of a modi- 
fied laminar type. 

Depending on the numerical values 
of the three interrelated natural  vari- 
ables, M    , Rt and Kn ,  the respective 
boundaries between the four essentially 
different  flow regimes are tentatively 
specified as follows:     (see Figs.   1.17 
to 1.20) 

(1)    Continuum flow regime prevails 
for relatively high Reynolds Number and 
relatively low Mach Number values,   their 
ratio resulting in a negligibly small 
Knudsen Number: 

KnL=f 

ReL»l ,    0<M< 15 

"Tär^1 

(1.7-10) 

In the continuum flow regime the clas- 
sical aerodynamic theories for incom- 
pressible  subsonic,  compressible sub- 
sonic,  transonic,  supersonic and hyper- 
sonic flow speeds are used.    In absence 
of adequate data they can be,  in a 
first approximation,   tentatively extra- 
polated to the slip and even to the 
transitional flow regimes. 

The continuum flow regime is en- 
countered during most of the time his- 
tory of atmospheric flights;  notable 

exceptions  are the satellite orbit,   the 
skip-and-dive and the initial phase of 
re-entry trajectories. 

(2)    Slip flow regime boundaries 
have been approximately set at (34) 

i(r2< liy,~Kvi<,<r 

RtL> I M > l 

(1.7-11) 
The Knudsen Number is still relatively 
small,   but not negligible,  indicating 
an onset of gas rarefaction.     The ef- 
fects are primarily confined to changed 
conditions  inside  the thickening vis- 
cous laminar boundary layer along the 
exposed body  surfaces, and to the rela- 
tive weakening of the shock wave pro- 
files.     The outer,   inviscid stream 
patterns remain practically unchanged, 
(see Fig.   1.19).     This is due to the 
fact that the mean free molecular path, 

X   ,  becomes comparable to the charac- 
teristic  viscous  flow thickness,   8    , 
(although X is  still,  by order of mag- 
nitude,   smaller than L  ),  and the 
emerging discerningly discrete molecu- 
lar structure brings about changes  in 
the formulation of  the internal  (body 
surface) boundary conditions.    As a 
result,   the relatively rarefied molecu- 
Tar gas layer immediately adjacent to 
the immersed solid surface can no 
longer be assumed to be "at rest."    The 
no-slip continuum flow assumption is no 
more valid,   since the next-to-the-sur- 
face gas layer acquires  a finite tan- 
gential velocity.     This fact explains 
the corresponding term,   "slip flow." 
Moreover,   the velocity discontinuity at 
the body surface  is accompanied by a 
corresponding  "temperature jump" con- 
dition. 

Generally,   the slip flow regime 
criteria implies  that either the Rey- 
nolds Number should be rather small or 
that the Mach Number should be very 
large.     Their permissible variations 
within the slip flow regime must satis- 
fy the indicated inequality limits  of 
Eqs.   (1.7-11).     From the criteria it  is 
evident that the slip flow rarefied gas 
effects occur in connection with either 
strong viscous  or pronounced compres- 
sibility phenomena.    Under actual high 
altitude,  high speed atmospheric flight 
conditions,   the "slip flow" rarelied 
gas regime  is  created predominantly due 
to strong compressibility effects,  pro- 
vided the Mach Number is still not ex- 
cessively great while the corresponding 
Reynolds Number is great enough,   so 
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that the  two combined still ensure 
existence of a laminar boundary  layer 
concept.     This restriction is  important, 
since at hypersonic speeds,  coupled with 
extreme rarefactions  (very low ReL),   the 
very concept of a boundary layer  in the 
classical sense used for formulation of 
the above criteria loses  its meaning. 
It should be noted that the laminar 
boundary  layer assumption used  in  form- 
ing  the  proportionality  in Eq.   (1.7-11) 
is not restrictive for atmospheric 
flight conditions,  since with the  speci- 
fied Reynolds  and Mach Number values  the 
flow  laminarity  on actual  body geometries 
is  assured (when  the condition, ReL< I06 

is taken to approximate the upper limit 
of  a  laminar boundary layer existence 
at large,), see  illustrative Fig.   1,20, 

(3)     Transitional flow regime,   also 
called  "mixed flow regime",   is defined 
for flows  in which the Knudsen Number 
variation is between 

•^-fc^'o VT 

K-f-ft^3 

lower boundary 

(1.7-12) 

upper boundary 

It is characterized by a mean free 
molecular path of the same order of 
magnitude as the characteristic body 
length itsel',  As a consequence, the 
irolecule-su- face collisions and the 
molecule-molecule free stream col- 
lisions in the immediate vicinity of 
the immersed body are of the same impor- 
tance, which renders the analysis of the 
transitional flow phenomena extremely 
complex.  Existing theoretical solutions 
are so highly limited and the related 
empirical evidence so scarce that no 
reliable aerodynamic, analysis is as yet 
available. Consequently, the aerody- 
namic force data related to either slip 
flow or to free molecular flow regimes 
are usually extrapolated to cover the 
transitional flow regime as well. 

(4)  Free molecular flow regime 
A further increase in rarefaction_ 

makes the mean free molecular path, X , 
greater than a characteristic body 
dimension, L .  The discrete molecu- 
lar gas structure then becomes the 
governing factor, affecting the flow 
pattern formation around an immersed 
body in several ways, the two most 
important being: 

(i) the classical concepts of a 
boundary layer and a shock wave are 
completely invalidated, 

(ii)  the individual molecules of 

such a highly rarefied gas impinge 
freely and without interference on the 
solid boundary, and after being re- 
emitted from the body surface travel 
several mean free molecular paths be- 
fore becoming involved in an inter- 
molecular collision at distances rela- 
tively far away from the immersed body. 
Obviously, the flow boundary conditions 
at the body surface are thus radically 
different from those of the classical 
continuum and the slip flow regime. 
The very mechanism of the molecular 
collisions with the body surface is 
changed to a far greater extent than 
in the previous cases of "slip" and 
"transitional" flows. 

The lower boundary of the free molec- 
ular flow region cannot be determined 
on the basis of Kr^due to the absence of 
a boundary layer notion in its clas- 
sical form.  Instead, it is necessary 
that the Knudsen Number be interpreted 
in terms of X and L . Then the onset 
of a free molecular flow regime can be 
tentatively defined by the condition 

K"Ls?-~liL >3 , ReL~ 0(1) 

(1.7-13) 
Obviously, this implies primarily hy- 
personic flight Mach Numbers and high 
flight altitudes, although any other 
lower Mach Number - Reynolds Number 
combination satisfying the above in- 
equality is not ruled out, p ovided 
ReL is kept below one in order to  en- 
sure a proper relatively high rare- 
faction existance. 

In Fig. (1.19), the boundaries of 
the continuum, slip, transitional and 
free molecular flow regimes as func- 
tions of altitude and flight velocity, 
are illustrated with the vehicle 
characteristic length, L , taken as a 
parameter.  The boundaries have been 
computed using data from Figs. (1.17) 
and (1.18) assuming a steady isother- 
mal flow condition over an insulated 
flat plate at zero-angle-of-attack. 

Under extremely rarefied atmospheric 
flight conditions the aerodynamic 
forces may bee me negligibly small 
compared with gravitational and iner- 
tial forces.  Nevertheless, their com- 
putation in the free molecular flow 
regime becomes of relative importance 
in cases where they are applied over 
long periods of time, producing signi- 
ficant cumulative effects on the orbi- 
tal and the skip and glide trajectory 
decay rates. 
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The high altitude,   high speed flight 
regimes are characterized by extreme 
skin  temperatures which eventually pro- 
mote dissociation,   ionization,   chemical 
and electromagnetic reactions.     Never- 
theless,   for practical aerodynamic 
force analysis purposes  it  is deemed 
convenient to analyze the rarefied gas 
effects by assuming nearly  isothermal 
flow conditions at first,   and  then to 

add correctively  the high  temperature 
effects  and  the dissociation,   ioniza- 
tion,  chemical,  ablative and other as- 
pects  in as much as they may signifi- 
cantly affect the aerodynamic  force es- 
timates.     Figs.   1.21 to 1.28 a few 
illustrative samples of missile trajec- 
tories with indicated boundaries  of 
different flow regimes are given as 
overplotted from Fig.   1.19. 

FIG. 1.17  The regimes of gos dynamics. (Ref. 34) 
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FIG. 1.18   Variation of the mean free molecular path with altitude in the 
NACA Standard Atmosphere. ( )47, Ref. 34) 
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FIG. 1.20 Flow regimes in terms of ambient Mach Number (M) and 
Reynolds Number (ReL) values.   X is the distance from wing leading edge.(Ref. 37) 
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GLOSSARY   -   FIGURES  1.21  -   1.28 

Notation 

C0-total drag force coefficient, 
dimensionless. 

S-reference area, ft.2 
M-vehicle gross mass, slugs. 
H-flight altitude, 103 ft. 

Tew -maximum permissible equili- 
brium skin temperature for a 
presumed high grade steel ma- 
terial, 0K; plotted for sus- 
tained flight conditions as 
a function of speed and alti- 
tude. 

V-flight speed, 103 ft./sec. 
I RBM,-Intermediate Range Ballistic 

Missile. 
ICBM-Intercontinental Ballistic 

Missile. 
w -vehicle grosF weight, Ibf. 
CF -centrifugal force, Ibf. 
L-aerodynamic lift force, Ibf. 

Description 

Illustrative flight envelopes for a 
few missile categories are tentatively 
presented.  Fig. 1.21, 1.24 and 1.26 
are for ballistic vehicles for which no 
aerodynamic lift is required.  Fig. 1.22 
is for satellites and glide missiles. 
Fig. 1.23 and 1.27 are for skip and 
glide vehicles.  Fig. 1.25 and 1.28 are 
for sustained flight and anti-missile 
missiles.  Other related general flight 
data are tabulated in Table 1.7-1. 

The space between the limit of aero- 
dynamic lift and the allowable equili- 
brium surface temperature represents 
the "corridor" in which cortinuous pro- 
longed flight is possible.  The "allow- 
able" skin temperature is defined in 
terms of inherent structural material 
properties without artificial heat- 
relieving devices (ablation, heat sink, 
etc.) 

The illustrative ballistic missile 
curves in Fig. 1.21 are representative 
for presumably high drag-mass ratios 
(CDS/M«4) with a corresponding low re- 

entry angle, and for low drag-mass 
ratios {CDS/M«.05) with a corresponding 
higher re-entry angle, respective to 
both categories illustrated in Fig. 
1.21 

The segments of the actual flight 
envelopes lying below the curves of the 
presumed maximum permissible equilib- 
rium skin-temperature,Tew , curves indi- 
cate the necessity for an eventual 
introduction of artificial cooling tech- 
niques, taking into account the actual 
time-intervals during which the vehicle 
is exposed to the excessive heating 
rates.  In this respect the relative 
advantage of high drag-mass ratio con- 
figurations at lower altitudes (H< 
100,000 ft.) and at flight speeds less than 
10,000 ft./sec. is evident. In general, 
a re-entering missile is likely to 
penetrate the- imposed permissible equi- 
librium skin-temperature limit. 

Vehicles involved in long range and 
orbital re-entry flight regimes, such 
as in Fig. 1.23,. generally require aer- 
odynamic lift for sustained flight con- 
ditions. 

No lift is necessary for the spiral- 
ling-in part of a glide-vehicle tra- 
jectory during the re-entry phase and 
for the ballistic part of the skip- 
vehicle trajectory. 

The air-breathing power plant mis- 
siles and the high-maneuverability 
anti-aircraft (or anti-missile) mis- 
siles in Fig. 1.25 require a sustaining 
lift force, the air-breathing missile 
to a greater extent due to its more 
prolonged sustained flight regime 
durations. 

The actual skin-temperature condi- 
tions appear to be temporarily more 
severe for the anti-aircraft missiles, 
due to relatively higher flight speeds. 

Both missile categories in Fig. 
1.25 are operational at relatively 
lower altitudes (H< 150,000). 
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FIG. I 21   Flight   regimes    for   ballistic    vehicles. No  aerodynamic 
lift   is   required. (Ref. 38) 
Space   between   the   limit  of   aerodynamic   lift   and  the   allowable 
equilibrium     surface   temperature   represents    the    "corridor"   in which 
continuoup    prolonged    flight   is   possible. 
'Allowable   skin   temperature    defined  in   terms   of   inherent    structural 
material   properties    without   artificial   heat-relieving    devices   (ablation, 
heat  sink ,etc.} 
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FIG. 1.22    Flight  rtgimtt  for  gild« miMll«.(R«f.38r 
Space   between  the limit of   aerodynamie  lift  and   allowoM«   equi- 
librium   surface   temperature   represent«   the   "corridor11 In which 
continuous   prolonged flight possible. 
"Allowable" skin  temperature   defined  in terms   of inherent  structural 
material  properties, without  urtificial heat-relieving  devices (ablation, 
heat sink, etc.) 

L.7-L2 



ALTITUDF., 
THOUSAND'i OF 

FT 

$F ("H VELOC 

FIG. 1.23  Flight   regimes   for   skip   and   glide   vehicles. (Ref.38) 
Space   between   the  limit  of   aerodynamic   lift   and   the   allowable 
equilibrium    surface    temperature    represents   the    "corridor"    in 
which   the    continuous    prolonged   flight  is  possible. 
"Allowable"   skin   temperature   defined   in   terms   of   inherent   structural 
material   properties   without   heat-relieving    devices (ablation, 
heat  sink , etc.) 
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FIG 124 Flight regime»   for bollistic   vehicle*.(Ref. 36) 
Space   between the  limit of aerodynamic  lift and allowable equilibrium 
surface temperature  represents   the "corridor" in which continuous 
grolonged^ flight   is   possible, 
'Allowable''  skin  temperature   defined in terms   of   inherent 

material   properties    without    artificial 
heat sink,etc.) 
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FIG. 1.25   Flight   regimes   for   sustained   flight   and   anti- 
missile   missiles. (Ref. 38) 
Space between   the   limit   of aerodynamic   lift   andjhe   allowable 
equilibrium   surface   temperature   represents   the   "corridor" in 
which   the    continuous    prolonged    flight  is  possible. 
"Allowable"  skin   temperature    defined   in   terms   of   inherent 
structural    material   properties   without   artificial   heat — 
relieving     devices (oMotion , heat   sink, etc.) 
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1.7.2  FLIGHT SPEED REGIMES FOR CONTINUUM FLOW 

The second practically useful sub- 
division of possible flow patterns In 
terms of the relative intensity of com- 
pressibility effects entails two basic 
premises: 

(1) It is strictly meaningful for 
the continuum flow regime only, i.e., 
for flow patterns characterized by 

continuum flow states can be conven- 
iently subdivided into five major speed 
regimes using the Mach Number as a pri- 
mary reference. Furthermore, the sub- 
division can be performed according to 
either flight dynamics or aerodynamic 
considerations. Thus: 

(i) When the value of the ambient 
flight Mach Number 

Kn, 
R«. 
« I RsL »I 0 < M < 0(15) «.■mA 

(1.7-1U) 
In the rarefied gas flow domains, the 

inter-relationship between physical flow 
parameters and the associated fluid-body 
interaction mechanism are being essen- 
tially changed, rendering the classical 
flow compressibility formulations 
through the Mach Number concept the more 
inapt the higher degree of rarefaction 
is realized. Thus, although the Mach 
Number definition is nominally retained, 
the shock wave pattern and the boundary 
layer structure become increasingly dif- 
fuse from slip to transitional flow re- 
gimes , finally disappearing completely 
at the free molecular flow conditions. 
This, coupled with the changes in solid 
boundary conditions and the very nature 
of momentum, mass and energy transport 
mechanisms makes the flight speed re- 
gimes distinction based on the Mach 
Number compressibility criteria pro- 
gressively invalid with the onset of 
rarefied flow conditions. 

However, despite the above argumen- 
tation, the aerodynamic force analysis 
of the continuum flow regime is tenta- 
tively extended, with slight modifi- 
cations, to the slip flow an^ sometimes 
even to the transitional flow regimes, 
primarily due to lack of respective 
theoretical and/or experimental data. 
Therefore, the restriction (1.7-14) 
necessarily becomes conditional. 

(2) The theoretically extremely use- 
ful Prandtl's postulate is maintained: 
the overall flow field is conceived to 
consist of a relatively thin, pronounced- 
ly viscous flow region over exposed sur- 
faces (boundary layer) and of an outer 
inviscid streamlined flow pattern, the 
two being treated separately by respec- 
tive theoretical methods of analysis. 

Then, depending upon the degree of 
compressibility and its impact upon the 
internal aerothermodynamic flow mecha- 
nism, both the viscous and the inviscid 

(1.7-15) 

is used as a criterion,   five character- 
istic  "flight speed regimes" are de- 
fined: 

(1) incompressible subsonic flight 
regime, 0<MA<.4 

(2) compressible subsonic flight 
regime, .4<MA<.8 

(3) transonic flight regime,.8<MA<i.2 
(4) supersonic flight regime,1.2<MA<5 
(5) hypersonic flight regime, 

5<MA<0(I5) 
when extending thus formulated bound- 

aries to more general (and in flight 
more common) cases of curvilinear (ma- 
neuver) and unsteady (accelerated) at- 
mospheric flight regimes, two main al- 
ternatives are possible: 

Either the established steady, recti- 
iinear flight speed criteria are applied 
assuming "hat they are conditionally 
valid instantaneously at the corres- 
ponding points on the trajectory for a 
vehicle in an accelerated, curvilinear 
flight condition. The trajectory is 
locally approximated by its tangent (or 
its chord).  The curvilinear flow, 
apparent mass and other unsteady, time 
dependent, aerodynamic and inertial ef- 
fects due to acceleration are neglected. 
This treatment is conditionally called 
"quasi-steady." 

Or, the assumed steady, rectilinear 
criteria are corrected and re-evaluated 
at each point on the general curvilinear 
flight trajectory, by accounting for the 
specific curved flow geometry, the ac- 
celeration effects, the time-lag effects 
upon the aerodynamic pressure distri- 
bution and heat transfer rates under the 
generally non-equilibrium aerothermal 
conditions, etc.. Such a corrective 
analysis is clearly of an unsteady tran- 
sient type and therefore usually lengthy, 
involved, and pronouncedly lacking in 
reliable theoretical and/or experimental 
evidence needed for general practical 
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purposes. 

It is evident that, in general, tne 
cited flight speed boundaries in terms 
of the flight Mach Number values, MA , 
body geometry'and its attitude are 
necessarily of an indicative order-of- 
magnitude nature.  In cases of compound 
vehicle geometries, the actual numerical 
values of the boundaries between dif- 
ferent flight (and flow) speed regimes 
should be evaluated for every individ- 
ual componental body shape in situ, i.e. 
including interference effects when pos- 
sible. Then, the most critical MA 
values for lower and upper boundaries 
are taken when establishing the extent 
of each flight speed regime. 

(ii) A similar subdivision can be 
effected on theoretical grounds.  The 
somewhat changed boundaries, reflecting 
both the differing analytical form of 
thf governing equations of motion and 
the degree of approximation with which 
the underlying physical flow aspects are 
mathematically handled within specified 
fluid-body systems.  The corresponding 
flow states are then tentatively called 
"flow speed regimes", and the valid 

criterion for subdivision becomes the 
local Mach Number value at any critical 
point on a given body configuration: 

(1) steady incompressible flow speed 
regime, 0<M<.4 

(2) steady cumpressible subsonic 
flow speed regime, .4<M<MCR:| 

(3) (unsteady) transonic flow re- 
gime, M:MCR = | 

(4) supersonic flow regime,(MCR:0<M<5 
(5) steady hypersonic flow regime, 

M>5 
Near the critical value of local Mach 

Number, MCR= I , the theoretical sub- 
division is rather fictitious from an 
experimental point of view.  The tran- 
sonic flow regime, characterized by the 
onset of an unstable shock wave pattern, 
is intrintiically of an unsteady, tran- 
sient nature for a span  of Mach Num- 
ber values greater than one. A steady 
supersonic flow speed regime actually 
sets in only after both the bow and the 
trailing shock wave patterns are firmly 
established.  The extension of the tran- 
sonic flow realm beyond the MCR:| value 
depends on the body geometry and its 
attitude with respect to the assumed 
uniform stream conditions at infinity. 
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1.7.3  CONVENTIONAL FUNCTIONAL REPRESENTATIONS 
OF AERODYNAMIC FORCE COEFFICIENTS 

In terms of properly defined natural    normal pressure distribution is inde- 
variables for a given vehicle geometry,     pendent of the Reynolds Number, and 
flight speed and flow regime, the lift     that the tangential shear stress dis- 
and the drag force given in Eq. (1.7-1)    tribution on the wetted surfaces is 
take the convenient dimensionless func-    practically independent of the pre- 
tional form sumed small variations in angle-of- 
 L     L attack.  Then, within the overall re- 

L * (A V8/2»S 
S j|/2ln v M * * strictions and the approximations 

^A'A'^rtf  *' "PAXA"A stated in Section 1.6, the fundamental 
lift and drag coefficients, Eqs. (1.6 - 

8 CL(oB,»e,x
>
fM,Rt,Kn,Pr,St....) j^O) to C1.6 - 125), for a given ve- 

hicle configuration, flight speed and 
flow regime are treated conventionally 

_   ß   ß  in the explicit parametric forms: 

= C0(a018E,y,M,Re,Kn.Pr,St...,) 0 a 

(1,7"i   ) [Cp|]a = Cp(Öi,ao1,al,M,Kniy)Pr1St )aas0 

where  the number  of  involved  similarity q" 
parameters depends  on  the  nature of the Uc0 1 = Cp( 0, , a0,, a, .M. Kn.y.Pr.St )„ 
actual  physical  occurrence.     The nondi- L    njoa   

r • «a 
mensionalizing factor r     -. 

C,=[C,J =C((9,,M.Kn,R.,)'.Pr,Sl ) 

(1.7-17) 
and 

renders the numerical value of CL and CD     r _    I f r, .- .- .-.c _r ,„ s u „.^v 
implicitly dependent on the dynamic        Vs^^jfJ0^»1»"'    '^   E 

pressure variation with flight altitude ' l'wtt'i (1.7-20) 
and the choice of the common reference 
area of a compound vehicle configuration.    Jf, /• .... 

As pointed out in Sections 1.7.1 and *,f ' 
1.7.2, for flight dynamics and general      &f       fA  .  Tk dS -0 
aerodynamics computational and compara-     j^j   itwii A^o'l Roadi -.      (,1.7-21) 
tive purposes, it is customary to ex- ^»«t'l 
press the lift and the drag coefficients „ 
conditionally as explicit functions of      CD= CD0+Co--^ .1 /  [(cJ n.-To^Cr) t-'J^ 
the aerodynamic a igle-ot.-attack, aa , 0   S'**™^    )   ' «o'-O   ' "o'0  J 

the elevator deflection angle, SE , the "•'' 
Knudsen Number, the Mach Number, and 
the Reynolds Number onlv. . I $ f   /.„ \ -^Jp +§7,ffr,{    ^Cpil^n.ModS, (1.7-22) 

All  other influential natural vari- *•' 
ables,   reflecting  rarefaction  and ther- and        *  .r- i~    &     u   D     J   \ 
mal effects,  are  then contained im- D     u    »•   t.     ,      i 
plicitly  in the different  forms  of  the CQ^ CD(SE,M .Re,, «n i 
related  functional  laws  of  the  involved ,,       (1.7-23) 
local  skin friction coef f icients , Cf   , Co, = Ct)(aaiSEiM1 Kn) 
and  the  local pressure  coefficients, 
Cp  ,   as  applicable  to a  given  flight where  (except for CDI   subscript    "i" 
speed  and flow type  regime. denotes   the  "i"-th     individual part  of 

a compound configuration, öi   is   the  lo- 
CL= CLCQ,, ,8E, M, R«, Kn) cal  incidence angle  of  the  surface 

element dSi   respective  to a common 
CL, =Co(a0 ,SE , M, Re.Kn) reference  lineOxb    of  the  compound ve- 

(1.7-18) hide configuration,  while  the   indivi- 
dual  zero-lift angle-of-attack, a0|   , 

Furthermore,   it  is  formally  assumed and  the  individual geometric  angle- 
that,   as  long as   there   is  no  pronounced of-attack, a,    ,   of  the "i"-th     config- 
flow  separation,   the  variation  of the urational  part are expressed  in  terms 
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of the representative aerodynamic angle- 
of-attack, a0« a-a0 , for the overall ve- 
hicle configuration.  (See Eqs. (1.6 - 
46) to (1.6 - 57), Section 1.6.2). 

For a given set of Reynolds and Mach 
Numbers, the basic parametric relation- 
ships in Eqs. (1.7 - 20) and (1.7 - 22) 
are graphically illustrated in Fig. 1,29. 
The illustration is restrictively repre- 
sentative for subsonic and supersonic 

speed regimes within the continuum flow 
concepts.  The lift force coefficient 
is presumed independent of Reynolds Num- 
ber for relatively small angles-of- 
attack and follows approximately a 
straight line law in terms of the re- 
presentative angle-of-attack nearly to 
the stall point, S , where the pro- 
nounced flow separation and the Rey- 
nolds Number effects become all impor- 
tant, usually reducing abruptly the 
lift coefficient values. 

FIG. 1,29   Illustrative plots of drag force coefficient, CQ, and lift force coefficient, Cj,, versus 
representative angle of attack,a,at subsonic or supersonic speeds in the continuum flow regime for 
vehicles possessing a vertical plane of geometric symmetry.    ( S = stall point , Emoi = maximum 
aerodynamic efficiency point) 

The total drag coefficient dependence 
on the representative angle-of-attack, 
a , is generally of a pseudoparobolic 
type, the zero-lift drag coefficient 
value corresponding to the a0= 0 condi- 
tion being automatically the minimum 
drag coefficient value if the vehicle 
geometry has a vertical plane of sym- 
metry.  At hypersonic speeds the 
CL: CiJa-) law becomes non-linear even 
for small angles-of-attack. 

GENERALIZED DRAG POLAR CONCEPT 

The total drag force coefficient, CD , 
is subdivided into two parts, Eq. 
(1.7-22): .'he zero  lift (or the zero 

aerodynamic angle-of-attack) drag coef- 
ficient, Co0 , and the "lift induced" 
drag coefficient, CDJ •  This subdi- 
vision leads to the generalized drag 
polar concept, which has advantages for 
some flight dynamics and fluid mechan- 
ics purposes and it is obtained by in- 
troducing the formalistic relationships: 

coi = -r—tf      (Acp, )a 0n| • T0 ds, = 

*[tl.       /ACp,) fy^dS,]' (s^7 i:| (S«t), 
("1.7-24) 
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r 3 «(M.Rt ,body g«om«lry) 

>sii(M,Rt) 

Co"cO#* c0ir '-Do ♦ * C^ s C0(8E , CL, W ,Rt) 

(1.7-25) 

The parameters ic(M,Re) and »(M.Re) are 
cslled the Induced drag factor and the 
drag polar exponent respectively. For 
a gLven body geometry they are generally 
functions of both Mach and Reynolds Num- 
bers.  In that way both parameters 
account for the flow separation phenom- 
ena and the boundary layer displacement 
effects upon the. inviscid outer flow 
normal pressure distribution, i.e. upon 
the lift coefficient and the induced 
drag inter-relationship given in Eq. 
(1.7-2U). As already stated, for small 
angles-of-attack and for given explicit 
values of lift coefficients, it is some- 
times permissible to assume (in a first 
approximation) that the respective in- 
duced drag coefficients, Coi , are inde- 
pendent of Reynolds Number over the en- 
tire domain of flight speeds, i.e. 
CL = CL(ao.8E,M), <f=»f(M) , x = x(M) 
The approximation is conditionally jus- 
tifiable provided the rear flow separa- 
tion is negligible, as in the case of 
some not-too-thin aerodynamically smooth 
configurations, (sharp trailing edges, 
pointed or properly boattailed bodies) 
when the boundary layer displacement 
thicknesses are small in comparison to 
actual relative thicknesses of the solid 
body crossections. Moreover, for low 
(incompressible) subsonic and higher 
hypersonic speeds, M>I5 , both the in- 
duced drag coefficient and the zero-lift 
drag coefficient dependence on Mach Num- 
ber is negligible (Newtonian Impact 
Theory). 

In addition to the Mach Number and 
the Reynolds Number dependence, the in- 
duced drag factor, >f , is a strong func- 
tion of the overall vehicle configura- 
tion, the geometry of lifting surfaces 
(wings primarily) being the most influ- 
ential factor.  The drag polar exponent. 
t  , is primarily influenced by the speed 
regime (for a given value of CL). 

For symmetric, relatively thin winged 
and aerodynamically smooth vehicle con- 
figurations at relatively small angles- 
of-attack, the following «• and x values 
may be considered representative in a 
first approximation: 

Incompressible subsonic speed regime, 

0<M<.4:   c^Co^.R.) 

VCD(CL) 
» = 2 «a con«1 

.". C0»CD* »rC^CpCBg.CL.R«)    (1.7-27) 

i.e. the drag polar takes a parabolic 
form, where K is merely a constant char- 
acteristic for a given vehicle config- 
uration. 
Compressible subsonic flight speed 
regime, . 4 < MA< MCR 

Co0
sCo(8E,Re,M) 

<VC0(CL,M) 

~ .8 

x = 2 If» K(M) 

.", CO'CDO-KCCL'CDISE.CL.M.R,) (1.7-28) 

Transonic  flight speed regime,~. 8<MA<'M.2 

COoSCD(8E•Re'M, 

C0j«C0(CL,M,Rt) 

x=2      K = ir(M,Re) 

.'. VCp* KC^Cpßg.C^M.Re)      (1.7-29) 

Note  that  the parabolic  approximation 
for  the inherently   unsteady  transonic 
flow conditions represents an engi- 
neering convenience only,   the relative 
validity  of the approximation remaining 
questionable. 
Supersonic flight speed regime,~I2<MA<5 

C0o=CD(8E,R«)M) 

C0|=C0(CL,M) 

x-2 *=*(M) 

.■.C0=C09*KCf=C0l*ftCLMW (1.7-30) 

Hijfo hypersonic flight speed regime,MA»I 

C0bsCOt8E • Re) 

CQ = CQ(CI_) 

= 3/ K : const 

.•.C0 = CD(,+ *CCL
V2

 = C0(8E .CL. Re)     (1.7-31) 
i.e.   the drag polar follows  a 3/2 ex- 
ponent  law  (Newtonian Impact  theory 
approximation). 
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AERODYNAMIC EFFICIENCY 

The aerodynamic efficiency, E   ,  or 
the lift-to-drag ratio is another use- 
ful criterion  in flight dynamics com- 
putation«.     On  the  basis  of the drag 
polar definition: 

^   CL CL 

o   <VCD(   cDo*^cf 
(1.7-32) 

For a definite  vehicle configuration 
and a given elevator deflection angle, 
8 E    ,  and given Mach and Reynolds Num- 
bers,   its maximum value,   E ma%   ,   is 
graphicelly determined by the tangent 
from the  origin  to  the  polar curve 
CD= Co (8 E'c L • M •"«),   as shown in 
Fig,   1.30      Algebraically,   the necessary 
condition  of maxima 

(&)     3 o VdCL/JE   MR, ,COn»f 

< = >f{M,Re) = conff 

x = K(M,Re)=con$f (1.7-33) 

leads  to the  lift coefficient value 

re     I17» 
(«4 ■ y&r] 

(1.7-34) 

and consequently  to 

-mox MttPttt 'Do 

(1.7-35) 

from which the  corresponding ratio  of 
induced-to-zero  lift drag ratio  is  ob- 
tained as 

CDo 

(1.7-36) 

Referring to  the representative   x 
values,  Eqs.   (1.7-27)   to  (1.7-30),   it 
follows  that for the subsonic, 
transonic and supersonic  speed regimes 
(x = 2)  the maximum aerodynamic effi- 
ciency is obtained when 

CDISCOO='CCL 

(CL)E=[o(a-a0)]E = [-^]l/2 

^rtx1- '■mot       J 

& (1.7-37) 

while at high hypersonic  speeds with 

2/3 (-WiJi^r-J 
(1.7-38) 

The term "induced drag" coefficient 
originated in  the  classical incom- 
pressible subsonic  theory of perfect, 
inviscid gas flows  around three dimen- 
sional aerofoil shapes,   I.e.   it was 
originally associated with the vortex 
isystem shedding from the  trailing edge 
and the tips  of lifting surfaces. 
Here,  the term is conditionally retained 
and extended to all speed regimes,  but 
its meaning is respectively changed: 
the "induced drag" coefficient comprises 
any kind of drag coefficient increment 
due to lifting conditions (a0#o)t not 
only the  "vortex drag" contribution. 

DRAG COEFFICIENT DEPENDENCE ON MACH 
NÜMßEI 

In aerodynamic practice  it is also 
customary to express   the explicit de- 
pendence of the drag coefficient on 
Mach Number,   treating the  other pri- 
mary variables , (a0 , 8E • Rt> H)as condi- 
tional parametric constants.     Then, 
retaining the drag polar concept,  the 
resulting parametric  families of curves 
C
D 

:: cDo'*'cDir CpW   serve as  a very con- 
venient basic reference for aerodynamic 
drag force data in flight dynamics,  per- 
formance and stability and control com- 
putations.    For a given vehicle con- 
figuration,  possessing at  least one 
(vertical)  plane of geometric symmetry 
and within the general approximations 
and limitations specified  in Sections 
1.6 and 1.7,  the explicit parametric 
dependence Co= CD(M) is  thus condition- 
ally established as  follows: 

(1)    For a given set of SEandMA 
values and a fixed flight altitude, H , 
the zero-lift drag force coefficient 
value(a,=0; is computed first in terms 
of   the reference Reynolds  Numbers  of 
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(1.7-39) 

the  individual  (i)   parts  of a given  com- 
pound vehicle  conf ife,uration: 

MAl8E,H= contt 

VC'>.(R,'-l)* 
In order to facilitate numerical 

evaluations of the corresponding refer- 
ence Mft-MH and (ReLi)A = (ReLi)H  values 
at a given flight altitude, H , i.e. for 
a given ambient flight speed, \/A , and 
the characteristic body length U of the 
"i"-1h  part, the related data (

R,
/L)H 

:: 

f(MA.H) in Figs. 1.31 and 1.32 and in 
Table 1.7-2 are presented for conven- 
ience.  There, the Standard ARDC 1958 
Atmosphere is assumed, and the compu- 
tations are performed using the rela- 
tionships: 

in- (w. 
v(H) 

/VM (H) 

VA = aAMA 

a(H) (1.7-40) 

0A^A   - 0A 
MA   ""A 

K(H) = 
(1.7-41) 

8E: constant 
i M =constant 

Re = constant 
S^constant 
M -constant 
Re-con..tanf 

FIG. 1.30    Illustrative    plots  of the drag 
polar, cD

sCD(CL), and  aerodynamic  efficiency, 
E*E(a) ,ESE(C1.) , at  subsonic   or supersonic 
speeds   in the continuum   flow regime  for sym- 
metric   vehicle   configurations. (Ss stall point) 

Sg2 constant 
M «constant 
Re = constont 

-mo« 
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FIG, 1.31    Plot 
from   0   to   3 5,000 

Of   REYNOLDS NUMBER vs. MACH NUMBER 
feet. 

for   altitude* 
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FIG. I. 

from    40,000 
32   Plot    of    REYNOLDS NUMBER   vt. MACH NUMBER for  oltitudei 

to   80,000    f«et. 
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TABLE 1.7-2 '-2 MACH NUMBER.   M 
lALTITUa 

IN  FEET 
o.5 1.0 1.5 2.0 2.5 3.0 |    3.5 l*.o 1*,5 5.0 

1    o 1    & 710 1065 11*20 1775 2130 21*85 281*0 3195 3550 1 

i   5fooo 309 618 927 1236 151*5 1851* 2163 21*72 2781 3090 

10,000 268 535 802 1070 1338 1605 1872 211*0 21*08 2675  i 

15,000 230 161 69r 922 1152 1383 1611* 181*1* 2071* 2305 

20,000 197.6 395.2 593 790 988 1186 1383 1581 1778 1976 

25,000 168.5 337 505.5 671* 81*2.5 1011 1180 131*8 1516 1685   | 

30,000 D»2.5 285 127.5 570 712.5 855 997,5 111*0 1282 11*25 

35.000 120 210 360 1*80 600 720 81*0 960 1080 1200 

ii0,ooq 95.5 191 286.5 382 1*77.5 573 668.5 761* 859.5 955 

l45,ood 75.5 151 226.5 302 377.5 1*53 528,5 601* 679.5 755  I 

5o,ooo| 59.5 119 178.5 238 297.5 357 1*16.5 1*76 535.5 595  j 

55,ood U6.7 93.h U*0.1 186,8 233.5 260.2 326.9 373.6 1*20,3 U67  i 

60,00o| 36,75 73.50 110.25 11*7 183.75 220.5 257,25 291* 330,75 367.5 

65,O0(J 29.8 59.6 89.1* 119.2 11*9 178.8 208,6 238,1* 268.2 298   | 

70,ooq 22.8 lx$.6 68.14 91.2 111* 136.8 159,6 182.1* 205.1* 228 ! 

75,ood 18.5 37 55.5 71* 92.5 111 129,5 11*8 166.5 185   1 

8o,ood lh.15 28.3 1*2.15 56.6 70.75 8U.9 99,05 113.2 127.35 11*1.5 

REY^ I0LDS NUMBEf 
R« 

ID"4 

SEE   FIGS 1.31 AND 1.32 

I 

In order to estimate the average 
zero-lift drag coefficient for each 
individual "i"-fh part, the related lo- 
cal values of Mach and Reynolds Numbers 
corresponding to the indicated refer- 
ence ambient values in Eq. (1.7-40) 
must be found, and the integration indi- 
cated by Eq. (1,7-22) performed.  The 
bilateral relationship between the lo- 
cal and the ambient Reynolds Number 
values is ob. .ned by use of the corres- 
ponding theoretical relationships per- 
taining to the particular body geometry, 
flight speed and flow type regime.  The 
proper local Reynolds and Mach Number 
values determine the laminar and/or the 
turbulent boundary layer extents across 
the individual body part, the intensity 
of aerothermal effects, the boundary 

layer-inviscid outer flow interaction 
pattern, the degree cf flow separation 
at the body base or at the wing trailing 
edge, etc. 

(2)    Holding 8, M and H constant, 
the variation in the representative 
aerodynamic angle-of-attack is  intro- 
duced.     The induced drag coefficient 
CDI    functional dependence is computed 

CDi=CD,[aoJ 

flo* O   ,   8ElMA, H = const. 

(1.7-42) 

In cases where  the Reynolds  Number 
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effects  upon  the  induced drag coeffi- 
cient   (i.e.   the normal  piessure  distri- 
bution)   are not considered negligible, 
the  same general approach as   outlined 
above  forCoo   niay  be used  to establish 
the respective functional dependence 

CD, 
SM ̂ »VA 

(R. .1 = MA 

Oa #0 

»E iM^.H sconst 

(1.7-43) 

where a0 serves as the primary variable 
parameter in presenting the results. 

(3)  The total drag coefficient con- 
ditionally becomes then explicitly de- 
pendent on the aerodynamic angle-of- 
attack, a,, , only: 

co--cWCW 
MA 'NI^E = comf 

or,   alternatively,  an explicit  function 
of  the  corresponding  lift coefficient, 

CDlCWC0 ♦'fCL"sCD(CL) 

CL=aaa 

x,if = const 

MA,H,8E = const 

(1.7-45) 

The  respective  illustrative plot  is 
given  in  Fig.   1.33,    Evidently  the Qo 
variation  influences  the  induced  drag 
term only. 

(5)    A repetition of all  the  steps 
(1)   to  (U),  with  the additional re- 
moval  of  the  restriction S^const., 
yields   the  double-parametric  families 
of curves 

[Co]aoiC[cDo+(cDi)aJ8E=[cD(MA)]aoi8E 

H = consl 

(1.7-47) 

with 8Einfluencing both the  zero-lift 
and the  induced drag coefficient  values. 

It  should  be noted that the a „ and 8 E 
variations  are unrelated  in general. 
But,  when  specific flight dynamics 
applications  are  performed,   the  re- 
quired  instantaneous equilibrium aQand 
the  trim JE values are functionally  in- 
terrelated  for any given flight alti- 
tude  and  a  specified flight  trajectory 
through  the  respective sets  of  simul- 
taneous  dynamical equations  of  the  ve- 
hicle motion.     For instance,   for a no- 
spin vehicle  possessing a vertical 
plane of symmetry in a steady rectili- 
near horizontal  flight condition,  wings 
level,   and  zero slideslip (jS = 0),the re- 
spective  system of dynamical equilib- 
rium equations  of motion in  the wind- 
axes  coordinate OxwYwZw  reference 
frame  is   Cl7); 

Ixw=o 
Izw=o 
ZMvy=0 

The  respective graphs  are given  in  Figs, 
1.29  and  1.30. 

Tcos« —0=0 

W + Tsin« -L =0 

M(T) + M(a0) + M(8E) = 0 
8E=0 

(1.7-48) 

(4)  The above procedure is then 
repeated for a series of Mach Number 
values, still keeping SE^const. and 
H = const, conditions. As a result, a 
family of parametric curves 

k]a--CD04
C0,] =[C0<MA)1 

H,8E = const 

(1.7-46) 

with a a as the variable parameter is ob- 
tained. 

where M(T)is the thrust force pitching 
moment, 
M(aQ)g^0is the aerodynamic force 

pitching moment for zero ele- 
vator deflection 

M(SE)   is the elevator balancing 
moment 

<      is the thrust force angle, 
positive or negative, contained 
between the thrust line and 
the 0xw axis. 

The corresponding nondimensional 
form of the system of Eqs. (1.7-U8) 
yields 
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Co = COo + CO. = 
Tcot« Tco« « 

(PAVA2/2)S,.»      (l/2)ftAyAMA2S,.f 

CL'^LL     ♦ C.   8r »[o(o-oj^     + L   L  LJ8-.o      L8  E    L •Jft-.o 

+ C   8  -   ^J»1"* W+ T «in « 
^   E ' (flAVA2/2)Sr.t   " (l/2)pAyAMA2Srt» 

CrngSc5 M(T) M(T) 

(Wf/Z)S,„       (l/2)pAÄMA2Sr.f 

H = contt  ,  CG = const , MA= const 

(1.7-49) 

where  (see Section  1.6.2) 
CD = CDo+KCL = CD(CL) = CD(a0, 8E) 

(1.7-50) 

Eq(1.6-55) 

Oa«a-ao (1.7-51) 

a'a. 
Eq.(1.6-56) 

ao 
/-°W-% , A, 0T Sf      /     ^«T\ 

\owSw 
+li+aw ^T^Vda^j (1.7-52) 

c     /dCLT  djr^ r,     oT
ST  Sw       daT 

8   day    öSE'SREP SW SREF    a8E 

(1.7-53) 

:const. 

M&) a«'8'-0 s o (h-hn) = const 

(1.7-54) 

(h-hn) = const, is the static longitud- 
inal stability margin, stick- 
fixed(l-7)t 

(Cmo)g   0= const, is  the  zero-lift 
'       pitching moment coefficient 

for the SE=o   condition(17) 

S^)'-"v"^t.=""" (1.7-55) 

STLT =  const,   is  the  volumetric  tail 
H    s*Lrti     coefficient^-7) 

Lr.f 

W 

is  the reference  length, 
usually_mean geometric wing 
chord, C ,   or  the maximum 
body diameter,  Dmax 

is the vehicle gross weight, 
assumed constant 

Srtf = Sw   or   Sr,f Z2jm 

Thus,   for a fixed value  of Mach Num- 
ber, MA (or ambient flight speed, VQ  , 
at a given flight altitude, H ,   once  the 
basic  aerodynamic and configurational 
data are known,  a simultaneous solution 
of  the  system of Eqs   (1.7-U9)  yields 
the  required  thrust force,   the equil- 
ibrium aerodynamic angle-of-attac, a0 , 
and  the  elevator trim angle, 8E ,     As 
a result,  at any fixed altitude,    H = 
const. ,   a  single      family  of  the drag 
coefficient curves results: 

fco]oo.»E
r[COo+(CDl

,a,]8E
5[cDlMA)] 

aq = f({MA) = aE0 

t     *    *        Eirrni 

(1.7-56) 

Evidently any change in the flight 
dynamics conditions  (Eqs.   (1.7-U8)   or 
flight altitude will result  in differ- 
ent sets of a0 andSg values.     Therefore, 
for general  aerodynamic  analysis  pur- 
poses,   the generally unrelated arbi- 
trary double parametric  sets  of curves, 

k]a   =[C0.*(C0I)   ] ;[C0K)] 
o •  8E«const 

8E=const SE = const 

(1.7-57) 

and 

[Co],E=[c0o+(C0|)ascontf]RS[c0(MÄ)] 

aaceontt 

8r    L   u0   , •'i/aa=constJ8E   fc "v "'-'S. 

a« »const 

(1.7-58) 

for H= const., are required. 

(6)  Finally, the altitude variation 
effects are introduced and steps (1) to 
(5) are repeated. It is important to 
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realize that altitude variations affect 
not only  the specific coupled values of 
the  equilibrium e.ngle-of-attack, ao E0   , 
and  the elevator trim angle,  ^ETR||y,   , 
for some explicitly prescribed dynamical 
flight condition and a chosen flight 
Mach Number,  but that altitude variations 
may considerably affect the zero-lift 
drag coefficient  (and  in a  lesser degree 
the induced drag coefficient)  value per 
se,   even if a specific  flow type regime 
(for instance continuum)  is maintained. 
The  theoretical "constancy"  of Coo for 
a given Mach Number (or eventually Mach 
Number range,  as  in low subsonic  speed 
domain)  and its independence of  the 
"free  strear." dynamic  pressure ^A

V
A 

: 

^PA'A 
M

A
2

       .   influence,   is  strictly 
conditional:     (1)  it presupposes a con- 
stant  boundary  layer pattern  (laminar 
and/or  tirbulent),  unaffected by   the 
Reynolds Number variations   (due  to den- 
sity  and  viscosity changes  with altitude) 
and,   (2)   it presupposes  a negligible 
change of the estimated skin-friction 
drag coefficient in terms  of the said 
Reynolds Number variations with altitude. 
The  latter assumption  is usually  argued 
on  the  basis  that,  under actual  atmos- 
pheric  flight conditions,   the relatively 
high Reynolds Numbers   involved (and other 
unsteady  atmospheric  effects)cause  the 
boundary  layers  to be predominantly of 
a  turbulent type,  and thus   the skin 
friction coefficient values   to be nearly 
invariant with altitude for  all  practi- 
cal  purposes.     (See illustrative  Fig. 
1.35).     The argument  is definitely con- 
ditional  and  should be applied with 
caution.     As  indicated  in  Fig.   1.35, with 
altitude  increase  and  the  respective 
density  drop    a considerable effect of 
the  Reynolds Number variations  upon both 
the  boundary  layer  type and  the  skin- 
friction coefficient  value may  be en- 

countered for a given  flight Mach Num- 
ber or a given ambient flight  speed. 
In general,  for any constant flight Mach 
Number,   the altitude increase  progres- 
sively decreases  the corresponding Rey- 
nolds  Number values  (see Figs.   1.31 and 
1.37)  and consequently promotes  a pos- 
sible spread and gradual prevailance of 
the  laminar boundary  layer,  which con- 
siderably affects the overall skin- 
friction coefficient values. 

As  an illustration,   in Fig.   1.34 an 
estimate of the zero lift coefficient 
dependence on altitude is presented for 
a hypothetical supersonic  aircraft with 
H    as a parameter,  assuming 8E 

=
 
0
   •  Ob- 

viously,   even if  the CDI dependence on 
Reynolds  Number  is neglected,   the  total 
drag  coefficient, Co ,   is  affected by Coo 
variations with altitude,   requiring  in 
general  a triple parametric  set  of  in- 
dependent aerodynamic drag coefficient 
data given by 

[CD]8 
=[CD0*(CDI)O,] =[CD(MA)]C 

8p.H • cenit 8EiH>centl     8eiHx const 

(1.7-59) 
[cD]     =[cD/(c0i)a0.eon,tWco(MA)]8 

I8E 
a „ i Hs conit 

E  L   -       " J»E 
H'const      Oo'Hscontt 

(1.7-60) 
[Co]H=[(Co,)H*Col]=[cD(MA)]H 

aa.gEscentt a0,8EJcon»t oa,8E = cotnt 

(1.7-61) 

where ci0 , 8E and H are successively 
treated as primary parameters.  The 
number of independent graphs in each 
parametric case is equal to the number 
of the (8E.H) , (a0,Hl and ( S E , a0) arbi- 
trary sets of constant values respec- 
tively. 
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FIG.   1.33      Total   drag coefficient   versus mach number   for  a 
hypothetical    vehicle   steady rectilinear   flow  regime,   seo   level 
conditions  (reference   area  SWEXp=     6.75  sq. ft.) 
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Fig. 1.33 continued a0 = 2* a0=4' 00 = 6*        i 

! M K C0o 
CL„ ^ *l Co, Co CD. CD CD, CD   \ 

.2 .1U5 .0219 .080 .0064 .00093 .0037 ,0256 ,0149 .0368 .0335 .0554 

i   ■'* .1U5 .0219 .080 .0064 .00093 .0037 .0256 ,0149 ,0368 .0335 .05541 

.9 .223 .0380 .085 .0072 .00160 . 0064 ,0444 ,0256 .0636 .0576 .09561 

1.0 .2U2 .0507 .106 .0113 .002 74 .0110 ,0617 .0440 .09^7 .0985 .14921 

1.2 .262 .0470 .093 .0086 .00225 .0090 ,0560 .0360 .0830 .0810 .1280| 

1.5 .332 .0380 .072 ,0052 .00173 ,0069 ,0449 .0277 ,0657 .0624 .1004| 

|2.0 .UU2 .0300 .056 .0031 .00137 .0055 ,0355 .0220 ,0520 .0493 .0793] 

2.5 .546 .0268 .045 .0020 .00109 .0044 .0312 ,0174 ,0442 .0393 .065l| 

3.0 .650 .0243 .038 .00145 .00095 .0038 .0281 .0152 ,0395 .0342 .0585| 

H'Oft.        CD|= KCL=*CL   O25"!«5 

8E'0 

CL =   C L fM .  Ofl) 

K-- K{ MA) 

REFERENCE    LINE 
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BASIC DATA FIG. 1.33 

Wing 

Circular arc airfoil, 4% thick 

Exposed wing planform area, SWEXp = 6.75 sq. ft 

Exposed wing span, bwEXp -     4.5 fl. 

Exposed wing root chord, (CWEXp)r = 2.625 ft. 

Exposed wing tip chord, (CWEXp)f = .375 ft. 

Taper ratio, ( CWExp ) t/ ( CWEXp )r = .1425 

Exposed wing mean geometric chord, CWEXp = I S ft. 

Exposed wing aspect ratio, AR WEXP 
DWEXP 

Leading edge sweepback angle, A = 45° 

Built-in incidence angle, iw = 0° 

Dihedral angle   Vm    -    0° 

'WEXP 
3 0 

Fuselage 

Length,  LF = 17.37 ft 

Diameter,  D = Dmo« = • 833 ft. 

Fineness ratio, 1
-/Q = 20.84 

Vertical Fin 

Circular arc airfoil, 5% thick 

Total area,  Svt = 1.74  sq. ft. 

Mean geometric chord,   Cvt  r 1.025 ft. 

Height from fuselage, (^  = 1.70 ft. 

Aspect ratio,  ARvt = 1.66 

Taper ratio,  (C¥t)t/Cvl = 0.094 

Leading edge sweepback angle,  AVTLE = 45' 
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L.7.i+ AERODYNAMIC FORCE TERMINOLOGY AND 
GENERALIZED DECOMPOSITION SCHEME 

The fundamental definition of aero- 
dynamic force coefficients allows for 
several decomposition schemes applicable 
to the total drag coefficient^2^-25) for 
compound vehicle configurations.  Any of 
the different schemes may be best suited 
for a particular set of conditions, such 
as body geometry, flight speed and flow 
regime, type of related analytical and/ 
or experimental aerodynamic evidence, de- 
gree of required accuracy of drag force 
estimates, aim of the overall aerody- 
namic force analysis, etc.  For the 
present restrictive aerodynamics and 
flight dynamics applications as speci- 
fied in Sections 1.6 and 1.7, the fol- 
lowing aerodynamic force breakdown 
scheme, which can later be easily ap- 
plied to varioub numerical evaluation 
procedures, is adopted: 

(1)  The Prandtl's postulate from 
classical fluid mechanics permitting a 
separation of the inviscid (normal pres- 
sure) and the viscous (frictional) flow 
phenomena is formally retained for all 
gas flow regimes.  This allows for an 
independent application of the corres- 
ponding theoretical analyses of the per- 
fect fluid flows and the boundary layers 
respectively.  In terms of the classical 
lift and the drag force definitions, it 
leads to the approximate expressions 

L= (/)AVi/2)Sr„CL= qAI IjACp,), 
(SH.t)i 

K0<JS 

(1.7-62) 

o + D = (/>AVA/2)S„fCD =<\kt I  [iCDiL  ,0rnT5 
m«'(S»,el/i 

+ (CMa0=oVTa]dSi + qA£(ACpi)aq'!vt0dSi=Do+Di 

(1.7-63) 

which are valid for slender symmetrical 
body shapes and restricted flight con- 
ditions in the reference      vertical 
plane. Section 1.6. 

The lift and the drag forces are pre- 
sumed to act at a particular point 
called the Center of Pressure of a given 
body configuration.  Its location is 
commonly represented as an explicit func- 
tion of the body geometry, body attitude 
relative to the free stream direction 
(angle-of-attack) , and the Mach and Rey- 
nolds Numbers. 

A subsequent reduction of the lift 
and the drag forces to the configura- 

tional center of gravity, C, G,, re- 
sults in a pitching moment about the 

axis.  The total pitching moment 
of simple, aerodynamically slender body 
configurations and airfoil shapes is 
composed of two terms:  one is due to 
the aerodynamic force reduction, and 
the other is due to an aerodynamic force 
couple which is, within some limits, 
invariant of changes in angle-of-attack. 
The invariant part of the overall 
pitching moment around the configura- 
tional C. G. is called the zero-lift 
pitching moment, (see Eq. (1.7-49)). 

(2)  The drag polar concept is re- 
tained for all speed regimes conven- 
iently allowing for separate zero lift 
drag force and induced drag force 
analyses: 

Ds<JAs„f{cDo + cDI)B 

n 

A in 

+ Kq. 

,/    [(CP1)aq.oRrMCfl)a0J^]dS' + 

[I/VPI) a n^odSi 
0 VSr,f) 

(1.7-64) 

(3) In accordance with Section 
1.7.3, the explicit primary dependence 
of the force coefficients upon the 
Knudsen, Mach and Reynolds Numbers, the 
aerodynamic angle-of-attack, and the 
elevator deflection angle for a given 
body geometry is formally maintained 
for all gas flow and flight speed re- 
gimes.  Effects of other influential 
physical parameters are then implicitly 
contained in the correspondingly cor- 
rected values of the pressure, Cpi , 
and skin friction coefficients, Cfj , 
for each individual body part, as the 
actual physical case may require, 

(4) Application of the generalized 
Eqs. (1.7-62), (1.7-63) and (1.7-64) to 
compound vehicle configurations is then 
performed by the following procedure: 

(i)  The individual lift and drag 
force coefficient values for each 
"i-th" simple component of the body 
geometry are estimated separately us- 
ing the corresponding theoretical and/ 
or experimental aerodynmaic data, 
whichever are more readily available. 

(ii) Such isolated partial values 
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are conditionally summed, as indicated 
by Eqs. (1.7-62), (1.7-63), and (1.7-64), 
after first being reduced to the common 
representative flight Mach and Reynolds 
Numbers.  The procedure is exemplified 
in Section 1.6. 

(iii)  The assembly of individual 
constituent parts into the resulting 
compound vehicle configuration introduces 
interference effects which may prove 
important for specific flow and flight 
regimes.  Subsequently the interference 
effects due to both the changed fluid 
flow interaction patterns between var- 
ious body geometries "in situ", the 
bilateral interaction between viscous 
boundary layers, shock waves, base area 
flow separation on one side, and the 
outer inviscid flow streamlined con- 
ditions on the other, are introduced as 
corrective terms in Eqs. (1.7-62), 
(1.7-63) and (1.7-64),  It is stressed 
that the availability of theoretical and/ 
or experimental data for evaluation of 
the generally complex interference ef- 
fects in various fluid flow and flight 
speed regimes is usually very limited and 
the corrective procedure very involved, 

(5)  For purposes of drag force anal- 
yses, a compound vehicle configuration 
may then, in general, be treated as an 
assembly of the following individual 
simple geometries or main individual 
parts: 

(i) Body - The body section is gen- 
erally of an arbitrary shape.  For clas- 
sical missile configurations, however, 
it can be subdivided into:  the "fore- 
body", comprising the section from the 
nose tip to the wing junction (or the 
fin junction on wingless missiles); the 
"midbody" consisting of the central part 
subtended by the wing i*oot chord (for 
winged missiles); and the "afterbody", 
comprising the rest of the body behind 
the wing (with or without exclusion of 
the section subtended by the horizontal 
and vertical fins.) 

For bodies of revolution, the fore- 
body usually consists of a nose section 
and a subsequent cylindrical part.  Sim- 
pler nose section forms are conically, 
ogivally, hemispherically or ellipsoid- 
ally shaped.  The tip of the nose can 
be sharp, spiked or partially blunted. 
The midbouy section is sometimes spe- 
cially formed to fit transonic or super- 
sonic area rules.  The afterbody sec- 
tion is, in many cases, aerodynamically 
boattailed to alleviate the unavoidable 
flow separation phenomena and the strong 
shock wave-boundary layer-wake flow 

interactions at the blunt base region. 

The enumerated simplifying body sub- 
divisions are necessarily limited, but 
convenient for theoretical aerodynamic 
force estimates.  More general or ir- 
regular body shapes require experimental 
or semi-empirical aerodynamic data. 

(ii) Wings - The wings arc of dis- 
tinct pianform shapes, aspect ratios 
and airfoil cross-sections.  The rela- 
tive position of the wings with respect 
to the body center line is characterized 
by the wing incidence angle, i „ , and 
its vertical location (low, midäle, 
or high), 

When the midbody section is treated 
as a separate unit, the exposed wing 
planform becomes the representative 
reference area for the wing aerodynamic 
force estimates. 

(iii) Fins - The fins or horizontal 
and vertical tail surfaces follow spec- 
ifications similar to wings. 

(iv) Air inlet (scoops) area(s), - 
The eir inlet area effects are con- 
sidered in the external aerodynamic 
force concept if airbreathing power 
units are installed. 

(v) Elevators (or elevens) - The 
elevators are treated as pitch con- 
trols. 

All other possible constituent parts 
which may be found in manned vehicles, 
such as canopies, cabins, landing gears, 
turrets, slots, flaps, antennas, etc., 
are not explicitly considered in the 
present missile restricted drag force 
analysis.  Their contribution should 
be evaluated as shown in the litera- 
ture(23,40). 

Applying propositions (1) to (5) 
listed above, the adopted drag force 
breakdown is schematically presented 
in Tables (1.7-3) to (1.7-5),  The 
evaluation procedure is then outlined 
by the following main steps: 

The total drag force of a given 
compound vehicle configuration is de- 
composed into its main constituent 
parts,  (See the illustrative Figs, 
(1,36) and (1,37)): 

D = DB+DW+DF + DA1+DEL (1<7_65) 

where  the  subscript B  denotes body, W 
refers   to wings,F to fins, Al to air 
inlets   or scoops,   and EL to elevators 
or elevons. 
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For noii-dimensionallzation of the 
arag force expressions,  the following 
common representative quantities are 
chosen: 

Reference area:       S^—"'0*  or S
"»'

S
WEXP 

Reference length:       Dmo» > Lmn«' or ^WEXP 
A.V.2 

Reference dynamic pressure:      ''A'
-

?   
= 

■i^^-=cDB+cDw+cDF+c0Ai+cDEL 

(1.7-66) 

With a Standard Atmosphere adopted, 
the four characteristic fluid flow re- 
gimes, i.e. continuum, slip, transitional 
and free molecular are determined to a 
first approximation with the body length 
L as a common criterion, using the re- 
lated data from Figs. (1.31) and (1.32). 
In more detailed numerical computations, 
the individual reference lengths for 
each constituent part can be used in 
order to establish the correspondingly 
more accurate individual boundaries of 
the characteristic fluid flow regimes. 

Similarly, the subdivision into five 
characteristic flight regimes, which is 
strictly valid in thz  continuum flow 
domain, is introduced in terms of the 
representative ambient flight Mach Num- 
ber, MA :  incompressible subsonic, high 
subsonic, transonic, supersonic and 
hypersonic speed domains respectively, 
(see Eqs. (1.7-15)).  The subdivision 
is tentatively extended to the slip and 
eventually to the transitional flow re- 
gimes when necessary due to lack of 
data. 

From a general configurational layout 
in the vehicle vertical plane of sym- 
metry (see illustrative Fig. (1.1U)) the 
local values of individual aerodynamic, 
a0  , and zero-lift, ot o i , angles of 
attack for each vehicle part are de- 
fined in terms of the representative 
angles-of-attack, a a , and a o » of the 
overall configuration (see exemplary 
Eqs. (1.6-1*6)   to (1.6-49)).  In the 
rocess, the elevator deflection angle, 
F ,.is  treated separately.  Then, for 

each of the possible and dynamically 
unrelated combinations of a„ and SE the 
corresponding sets of drag polar expres- 
sions are obtained as 

[cD(MA)]aOi8E=[c0,+(CD.)afl]8E 

H5conit 

(1.7-67) 

where MAis considered the primary vari- 
able, while ao andSe   serve as inde- 
pendent variable parameters,  and the 
flight altitude  is kept constant.    A 
subsequent variation in H will then re- 
sult in two more similar parametric 
expressions  as given by Eqs.   (1.7-58) 
to  (1.7-60)  in Section  1.7-3. 

Explicitly, [cD(MA)]aai8E = 

= [cOoB + CDow+CDoF + CocA| + COoEL]aol0i8E + 

+ [coiB +CDIW+ C0(F + C0iA,+CDlEL]O(i(8E 

[C-.]Vo,V   a'7 68) 

etc, 

WO.JE=sir[4,Ä)CBPB"BrodSJao.8E 

etc. (1.7-70) 

Alternatively, [^^A'lao.SE1 

[CD0B + C0,W +CDOF + CD«A| + CDogj^, 0i ^ 

(1.7-71) 

where, in general, as specified in 
Sections 1.6 and 1.7: 

*■ *(MA,ReA) 
x s x(MA,ReA) 

CCL)a.,8E = (CL,g o+(AcL)8.o   (1<7_72) 

8i.o S«EF L UJ{S 

fo(a-oo)l 
1 -"JfO 

(ACpi) n, k0()S I 
0E>O 

(1.7-73) 
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CL-0) £jC*i\w-i_iX r ±   ui\rt\j ,   UQ    , v TUT 

,                                         T 
ft.        TOTAL ZERO-LIFT PRESSURE   DRAG, IB. SKIN-FRICTION, '                                       —i C0o ,   pure viscous     ] 

j            ZcDOp    FOR   CL=0  ,   all normal  pres- drag,   direct  tangential  shear 

sure effects  in  the 0Xo   direction. stress  effects  o$ viscosity  on         j 

r^- wetted  surfaces,  without  flow            1 

separation in  the 0Xo direction.        i 

Laminar and/or turbulent  boundary 

layers. 

i 
L        INV1SCID   FLUID  THEORY  ZERO-LIFT 

PRESSURE  DRAG,    CQO       .   exclusive 

of  base drag  but  including  leading i FLOW 
INTERFERENCE 

|          edge bluntness  effects.     No  flow 

I           separation. i 
i 

Kll     0Xa    COMPONENT OF  THE   FREE   STREAM- An VISCOUS  ZERO-LIFT PRESSURE   DRAG       j 

NORMAL PRESSURE  DISTRIBUTION  FOR CORRECTION CQO y  
F0R    CL : 0   ,   witl - 

CL=0 ,   sometimes  called  "fore- out  foredrag.     Indirect effects  of 

drag." viscosity,  altering the perfect 

fluid normal pressure  force dis- 

tribution on a given body geome-     j 

try.                                                                   j 

f 
kl2  DRAG DUE  TO ENTROPY  LOSS   THROUGH A21 VISCOUS  FORM DRAG,      CDo          ,   FOR     | 

1         SHOCK WAVES  FOR  CL=0 ,   usually CL=0 ,  due  to effectively  in-       j 

1        negligible for weak,   attached. creased body profile,   caused  by 

1         jblique  shocks. 
1   

boundary  layer  thickening. 

I 
^3     BASE  PRESSURE  DRAG,   Coob      FOR   CL = o| A22 VISCOUS  PRESSURE  DRAG,   CDOp$,   FOR    j 

j        on bluntended bodies  or due  to CL = 0    ,  due  to flow separation at 

wake  in general rear portion of  streamlined  bodies] 

excluding base  proper  or wake. 

TABLE   1.7-3     ZERO-LIFT DRAG  FORCE  BREAK-DOWN-PHYSICAL 
INTERPRETATION,   CONTINUUM  FLOW REGIME 
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WWWWWMHMMiawM« 

I A.     INDUCED TOTAL PRESSURE  DRAG  INCREMENT, 
ZCoip  FOR   CL#0,   ALL NORMAL PRESSURE 

EFFECTS  IN  THE     0       DIRECTION. 

k INVISC1D FLUID IHEORY  INDUCED 

PRESSURE  DRAG  INCREMENT,     Co, 

|A2     VISCOUS  PRESSURE DRAG CORRECTIVE     j 

INCREMENT,   C0ipv        FOR     CL?t 0              | 

exclusive of  base drag,  no flow 

separation ■ 

Indirect effects of viscosity, 

j         altering the perfect fluid nor-       i 

mal  pressure  force distribution       [ 

on a given body geometry.                     > 

« / 

Au 0y. COMPONENT OF TOE   FREE-STREAM X o 

NORMAL  PRESSURE  DISTRIBUTION  IN- 

CREMENT  FOR   CL#0. 

A2!   VISCOUS  FORM DRAG  INCREMENT,              1 

Cni          ,   FOR    Ci ^ 0   .   due  to            j 
'Pvl« 

effectively  increased  body  pro-       i 

file,   caused by boundary  layer         | 

thickening,  ususally negligible      1 

in   CDi     case.                                             1 

t t 
A12 DRAG DUE  TO ENTROPY  LOSS  THROUGH 

SHOCK ^AVES  FOR   CL^0,   usually 

negligible for weak,   attached, 

oblique  shocks. 

A22  VISCOUS PRESSURE DRAG INCREMENT      | 

C0i  %    FOR CL?tO,   due  to  flow 

separation at rear portion  of          j 

streamlined bodies  excluding base 

proper or wake,                                          j 

t 
A3 BASE PRESSURE  DRAG INCREMENT  1 

CD .     FORCL*OON  BLUNTENDED  BODIES 
'b 

OR DUE  TO WAKE  IN GENERAL 

TABLE   l.7-k     INDUCED DRAG  FORCE   BREAK-DOWN-PHYSICAL  INTERPRETATION 
CONTINUUM  FLOW REGIME 

1.7-43 

»   i 



. 

1 

e ^^ 
ui a K 
KO • 

^ , 
VIZ 
UJhJ 0£ — 
So 

Will 1 +P i 
UJ 
»- 

bj 

t 
<o / ^g A A 
CD (j O o 

o «« o O 

i < < 
Ü O 

h-Q Ü   +1  +i 

U 
K     ä 
3   o 
V)  o 
OTO 
U 
K ._- UJ . 
o-1 K 

2 
OTUJ 
3 S 

O 
U. > ä » b. 

O tu 
o a 

a. 
o 
O 

> a 
o 
Q 

> 
o 

>2 Ü Ü Ü O 

< (9 
9*<*oa3 

8doao 

+i    s o 

+1 

3 o 

(0 

" 
+1     n 

»5 U.    o 

Q.2 

t-  a 

m 
o   +1    « 

a  U 

UJÜ     +l UJ o   < 

Ü      w     8     ffl 

Q.     «».      a. 

ay 

sr 
a 
o 
a 

1 
a 

a. 5     O 
go    % 

4 
a 
o 
O 

-J 
UJ 

o. 

5 a 
< 
+i 

u 
< 
+1 

S   2? 
2   Si 
o    o Ü 
W   < < 

k- o     o      o 

Ü   <3    <     <3 

o CJ 

i fl*oo0 

U u 
5ü u. - u. 
z u- 

(0 o 

PS 

z 
> 
o 

Ü 

»- 
to 

e 
a 
u 

o 
c 

o 

Uu 
«•> 
o 
Q 

Ü 

O K 
1- O 

a- 
< 

if 
Ul 

o z 

UJ 

1 (0 

(0 
»- 
UJ 
_l 

a: 
o of O 

z 
to 
z z 

UJ 
_i 
UJ 

3 «Od < i u. 

2 A 008         31SSIIN 
^* 

c 
> 
5 

II 

C • 
= f 

1.7-44 

i 



I 

(ACjao.o^C^it -.-±-[lf (ACp^Pi kodSil 
8E Sf.f  

Li^(S<(i,)( J aoiQ 
«E 

(1.7-74) 
with  the approximation   that 

da.   Sr   Sm 

» d8E    Sw  sf,f 

As stated earlier, the above expres- 
tions (1.7-67) to (1.7-74) include as 
corrective terms the important inter- 
ference effects between individual parts 
in situ and between the associated in- 
viscid and viscous flow patterns.  In 
order to introduce them explicitly, both 
the zero-lift and the induced drag force 
components for each individual part of 
a compound vehicle configuration are 
further decomposed into four main phy- 
sical constituents: 

COop or CDip , r 
(or wave) drag as 
spective inviscid 
aerodynamically s 
elusive of the ba 
ified be'.ow). In 
leading edge blun 
volved they are i 
separate correcti 

epresents the pressure 
obtained from the re- 
flow theories for 

haped geometries, ex- 
se drag effects (spec- 
asmuch as nose tip or 
ttiess effects are in- 
ncluded as additional 
ve factors. 

Coopv or COipv , which is called viscous 
form drag and represents normal pressure 
changes of the external inviscid flow 
field due to the viscous boundary layer 
displacement thickness.  It reflects the 
apparent distortion of body geometry, 
which is most prominent at its rear 
portions, accompanied by a partial flow 
separation (and a subsequent formation 
of a wake), even when the end point or 
the trailing edge is manufactured to be 
sharp.  The wake effects are excluded. 

CDob or CDib , represents the base drag 
due to pressures acting in the dead air 
region at the rear of bodies, where pres- 
sures result both because of actual body 
base bluntness and the inevitable ef- 
fective base thickening caused by the 
boundary layer and the rear shock- 
expansion wave presence, and the boat- 
tail, fins, and jet interference effects. 

COof , comprises the skin friction drag 
due to viscous shear stresses within the 
associated laminar or turbulent boundary 
layers.  It includes surface roughness 
and thermal effects. 

Each of these four zero-lift drag 
components is evaluated ro the main 

configurational parts of a design ve- 
hicle, the individual parts being taken 
as isolated geometric forms.  The re- 
sults are then corrected for interfer- 
ence effects which arise when the mis- 
sile parts are grouped together.  Such 
a breakdown permits a quick correction 
and only a partial re-evaluation of the 
initial drag data as the geometry and 
location of various missile parts are 
being changed during various design 
development phases. 

The self-explanatory graphical scheme 
of the drag force breakdown from the 
physical point of view is presented in 
Tables (1.7-3) and (1.7-4) for the 
zero-lift drag force and the induced 
drag force coefficients respectively. 
Evidently, when exceptionally conven- 
ient the total drag coefficient can be 
tentatively treated as a whole along 
the same lines without an explicit 
subdivision into COo and CDi components, 
i.e. without introducing the drag 
polar concept. 

Analytically, omitting for conven- 
ience subscripts aa and SE and intro- 
ducing the convention that small letter 
subscripts refer to physical conditions, 
that capital letter subscripts refer to 
geometry, and that subscripts in brack- 
ets refer to interference effects: 

CD = (CDof + Coop + CDopy +  CDob) 

+ (COip + COipv + COib) (1.7-75) 

where: 

CDof = C0otB + COofw + CDotF + CDofpARTS 

COOP = COOPQ  +  COOPyy +   COoPp   +   COopA, +   COOPg^ 

+ C0opPARTS 

CDopv = COopvj, + CDopvw + CDopVp + C0opVpARTS 

CDob = COobgA + CDobWTE + CDobpApTS 

and 
(1.7-76) 

CDip = CDipB+ CDipw+ CDipF+COipA|+CDipEL+ CDippARTS 

CDipv = CDipvB+ CDIpvw+ CDip»F+ COip¥EL+ COipvpARTS 

CDib = COibBA + CDibpARTS (1.7-77) 

In  Eqs.   (1.7-76); 

(i)     In  the  skin-friction drag 
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coefficient expression, COof 

(1) CDotB i? tbe Laminar and/or tur- 
bulent boundary skin friction drag coef- 
ficient of the body in the presence of 
wings and fins, without flow separation: 

CDofB = CDofTo,c, „„„„ 
body ar«o, 
•<elu»iv« of 
ttoit 

ACOo,Ar€o (tgmtntt 
occupied by wing 
and fin junction« 

(1.7-78) 

In view of the inherent inaccuracy of 
CDof  estimates, the last term in the 
expression (1.7-78) is neglected.  Re- 
ferring to the illustrative Figs. 
(1.36 and 1.37), more explicitly: 

T-=T(R,(M,Kn.y,St.Pr...)~—)<r2 

Re.= -^- . *!' *(Re,M,Kn,y,Sl,Pr...) 
*   Kj-MRe.M, Kn.y.St.Pr...) 

(1.7-84) 

(2) CDofw is the laminar and/or tur- 
bulent boundary layer skin friction drag 
coefficient of the wetted exposed wing 
surfaces 

C0ofw z COof^F)(p--r— /(Cf, 
s,.f./(Sw| 

(SwtOwEXP 

,       WEXP'ao=0,WEXPiadSwEXP: 

(Sw»t)wEXP 

= Cf WEXP' Srof (1.7-85) 

CDofB= C0ofNoM ,wtlon+ CDofCYLBody + Boot To| 

CDofB= CDofN+ CDofCYL+BT 

(1.7-79) 

where astimeates of CDofCYL^B-r   values 
entail cons-ideration of the prior his- 
toi'y and state of the boundary layer 
development on the nose section. 

CDO^S-T—   /(CfN)a s0 tNiadSN=CfN—  

(1.7-80) 

I      r .... 
CDofCYL+ BT = -—- / »CfrvL+BT)^^ 'CYL+BT  lo^ScYL+aT1 

S'«'    (Sw,t)cYL4-BT 0 

= Cf 

>m»VC(L4-BJ 

(Sw»f)CYL+BT 
CYL+BT 

Srtf 

vhere 
(1.7-81) 

ä=(Cf)0flJo~/(Cf)aoSO
J;TadS 

9wti 

(1.7-82) 

is in general the average skin friction 
coefficient, while locally a', any point 
(x,y,z)  defined by a dS isurface element. 

CtMCO^o^-^-j^.o 

(3)   CDofp     is   the   laminar and/or  tur- 
bulent  boundary  layer skin friction 
drag coefficient of   the wetted  exposed 
fin surfaces 

CDo<F= CDofFEXp = 

= Cf 

/(CfM 

{Sw,t) 

(Swtt)FEXP 

Srtf /L0'Ff xp)aas0 tFEXP'la d SFEXP z 

{Sw»t)rexp 

FEXP Sr.f 

(1.7-86) 

(1.7-83) 

(4)    C0ofpARTs      is   t:^e  laminar and/or 
turbulent boundary  layer skin friction 
drag coefficient  on   the wetted  sur- 
faces  of  secondary  vehicle parts  such 
as canopies,   nacelles,  exterior engine 
cowlings,   turrets,   etc. 

(ii)    In the zero-lift inviscid 
pre ;sure drag coefficient expression. 
CDCP      I 

(1)   CDOPB     is  the  overall body in- 
viscid  flow  zero-lift  pressure drag 
coefficient,  excluding  the blunt base 
pressure effects  for   a0=o   condition. 
The midbody section,   contained by the 
wing root chord,  as  well  as  the aft- 
body section contained by fins   junction 
are included  in the  overall  body geom- 
etry,  and  the interference pressure 
corrections  due  to presence of wings, 
fins,  air  inlets  and  other external 
geometries  are  then  additionally  intro- 
duced.     Explicitly: 

CDopB = CDops„nd,r   + ACDopNoM,|p  +• CDopM(dboljy ■»- 
Forobody bluntnou 

♦■ CDopAftbody ± ACDopwlfl,       ±ACDopAirlnlt„   + 
Inttrfortnc* lnt*rf«r«nc« 

iCoopp^xs   + J:coopBo<rt Toll 

Intortorone« /j   7-87) 
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overall zero-lift drag contribution is 
commonly estimated globally. 

(iv) In the zero-lift Sase drag 
coefficient expression, COob : 

(1) CoobBA   is the zero-lift base 
pressure drag coefficient, with or with- 
out boattailing and jet effects, in pre- 
sence of fins, taken over the effective 
base or wake area: 

"Deb BA Body bat« without UODBody bot« du« 
boottolUng  «ff«et« 

DobBody bot« «... -   ACDob 

to boattailing 

to j«t «fftct« 
Body bot«  du« to 
tint  lnl«rf«r«nc« 

±AC Dob, 
Body bat« du« to for«body 
and wlngt int«rf«r«nc« (1.7-105) 

.-. C = C ± C.. ±  AC 
D *BA'    0obBA(B) "     0obBA(BT) 

"^"BACFor«) Do,>BA(F) 

DobBA(J) 

(1.7-106) 

(2) Cooby,TE and   CDobrTE    are the 
wings  and fins  trailing edge  zero lift 
b&sc  pressure drag  coefficients,  due 
to  the  trailing edge  bluntness  and 
wake  flow effects  for condition. 

(3) COobpARTS      i-s  t^6 hase pressure 
orag coefficient for  blunt base secon- 
dary vehicle parts  such as  canopies, 
nacelles,  turrets,   landing gears,  etc. 

Physical  and  geometrical  interpre- 
tations  of  individual  terms  in the  xift 
induced drag coefficient expressions 
(1,7-77)  are  conducted  in  a  similar 
way.     Alternatively,   the  overall  induced 
drag  term can be,   in  a  first approxima- 
tion,   treated by way  of  tlv»  total lift 
coefficient expression  (1.7-64)   or 
(1.7-71). 

A summary  scheme  for  the above  in- 
numerated zero-lift  drag  force coeffi- 
cient breakdown is  presented  in Table 
(1,7-5), 

When using  the  scheme,   several impor- 
tant aspects  should  be realized:     The 

breakdown  is  of a quite  generalized  in- 
dicative nature.     Depending upon  the 
overall required accuracy of  the drag 
force analysis and the available theore- 
tical and/or experimental data sources, 
various recombinations,  approximations 
and neglections can be introduced.    Al- 
so,  for different flight speeds  and 
flow type regimes,  the conditional exis- 
tence and the relative importance of 
different drag force coefficient  terms 
additionally requires respective modi- 
fications  and rearrangements  of  the  in- 
volved expressions.     These  points will 
be elaborated in detail  later, when the 
explicit methods  of drag  force  evalua- 
tions  are  presented.     In any case,   the 
final drag force coefficient estimates 
in  terms  of  the adopted  primary  param- 
eters   (Mach Number,  Reynolds  Number, 
Knudsen Number, a0,8E     and  flight alti- 
tude)   should be critically compared 
with the related wind-tunnel  or free 
flight  evidence,  whenever possible.     In 
doing so,   the fundamental underlying 
limitations  of  the  indicated drag force 
analysis  should be remembered  at  all 
times: 

(1) Only steady,   or quasi-steady 
flight regimes without  appre- 
ciable accelerations  are con- 
sidered,  under no-spin,   no 
sideslip and wings-level con- 
ditions, 

(2) All missile parts  are  treated 
as absolutely rigid,   the con- 
figuration having  a vertical 
plane of symmetry. 

(3) The Standard Atmosphere is  re- 
garded as void  of  turbulence 
or gusts;   or otherwise,   the 
fIUJ.    flow is  supposedly  steady 
and uniform at  infinity, 

(U)     Entropie energy  losses   through 
oblique,  presumably weak, 
shocks  are neglected for  the 
aerodynamically  relatively 
high fineness ratio configura- 
tions, 

(5)     There  is  no pronounced  actual 
flow separation,  except even- 
tually at aft body  portions 
(small angles of attack.) 
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1.8     DRAG   FORCE  COEFFICIENT DEPENDENCE  ON 
MACH  NUMBER   -   GENERAL   TRENDS 

From the point  of  view  of  atmospheric 
flight dynamics,   the continuum flow 
regime  is  of predominant  importance and 
is defined  by  the   inequality: 

8 8 Kl 
1A  

1/2 
A 

(1.8-1) 

where 

Kl »i 0 < MA< 0(15) 

Within the continuum flow regime 
there are five characteristic flight 
speeds which in terms of the zero-lift 
drag coefficient, CD0 , and the ambient 
flight Mach Number MA  , are illustrated 
in Fig. (1,38).  The functional deper- 
dence of the drag coefficient, Co  > 
with Mach Number MA : 

CDt 
DC(MA)] a0=o 

%F>H = cons». 

(1.8-2) 
serves   the puipuae  of distinguishing 
between the different  speed regimes  in 
terms  of  the characteristic  or critical 
Mach Numbers.     Aerodynamic  angle-of- 
attack effects will,   in general,  cause 
a  shift of  the  indicated  boundaries. 

Six critical free  stieam (ambient 
flight) Mach Number  values  characterize 
the changing  trend  of  the  zero-lift 
drag force coefficient  in  the five 
basic speed regimes: 

(Mftlj    ~  o(.4)        representing  the 
upper  limit of applicability for ideal- 
ized  incompressible  subsonic  flow 
theory. 

(MA)C 0 (8) called  the Critical 
Mach Number,  indicating  the onset of 
sonic  flow at some point  on the vehi- 
cle. 

(MA) 0(.8)        called  the Drag Diver- 
gence Mach Number,  characterizing a 
noticeable and rather abrupt rise in 
the drag force  coefficient value. 

(MA)f O(I.C)      corresponding  to the 
peak or maximum value  of  the drag 
force  coefficient. 

(MA)S     ~   0(1-2)        indicating establish- 
ment  of  a completely supersonic  flow 
pattern  over the whole  of  the  craft 
configuration  (not  valid  for  blunt 
bodies) . 

(
M

A)U     ~   0(5) characterizing  the 
onser  of hypersonic  flow conditions. 

The  indicated Mach Number values 
are of  an order of magnitude nature 
only.     They depend strongly on  the 
actual  compound  vehicle  geometry,  the 
angle  of attack,  the control  surface 
deflections,  and the flight altitude. 
They are subsequently used as  criteria 
for setting boundaries  between dif- 
ferent  flight speed regimes  and the 
associated theoretical  fluid flow ana- 
lyses . 
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FIG.   1.38     Critical free stream Mach Numbers   and boundaries between continuum 
flow   speed regimes,  zero lift drag   coefficient , Co0(M) 
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1.8.1     INCOMPRESSIBLE  SUBSONIC  FLIGHT SPEED REGIME,  MA<.4 

At incompressible subsonic flight 
speeds,   the aerodynamic force and mo- 
ment coefficients are invariants with 
Mach Number.     The  steady relative  air- 
flow is considered to be adiabatic, 
thermally and calorically perfect and 
incompressible.     Actual small temper- 
ature variations and the associated 
thermal transport processes are neg- 
lected both in the viscous boundary 
layer and in the outer inviscid and 

theoretically irrotational flow field. 

(i)  Error due  to incompressibility 
assumption       ~ 

The assumption of  incompressible 
flow up to MA<   4    introduces an error 
of less than k% in the theoretical es- 
timates of pressure coefficients^40^, 
see Fig.   (1.39). 

1.25 

1.20 

I.IS 

^COItlP 

«»In 

1.10 

1.05 

1.00 

/ 

y 
/ 

/ 

^ 

^ 

0              0 1             0. 2         ö. ä         ö. 4           o 5             0. 6             0 7            0. 8             0.9 
MA 

FIG.   1.39    Illustration   of the compressible   dynamic   pressure  to incompressible 
dynamic   pressure  ratio    as  a   function of  Mach Number   in  a   standard 
atmosphere.   Ref. 40. 

For steady isentropic perfect fluid 
flows, the pressure ratio along a 
streamline in terms of the stagnation 
point and the free stream at infinity 
conditions is given by^0^ 

*t-W-r<r- 
VT" (1.8-3) 

and, expanding in power series (for 

MA<I), the stagnation point pressure 
for compressible subsonic flows be- 
comes : 

v pA+f 'xl+k VA2[iMMTM*4+-•] 
(1.8-U) 

or,  for incompressible  fluid flows, 
MA~0    = 

PS  =PA+i^VA8 

(1.8-5) 
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Then, using the pressure coefficient 
definition, and denoting the ambient 
free stream, the local compressible, 
the local incompressible, and the stag- 
nation point conditions by subscripts 
(A), (comp), (inc) and (s) respectively: 

c  rl^-.-l- LL.n   (1 8-6) 

.'.Cp  = -3^. (1.8-7) 

(P8-PA),„eS^AVA8l''AB'».nc      (1-8-8) 

(1.8-9) 

one gots: 

"•.-''.'... 
'Inc 

(1.8-10) 

Kl  ■ L    S •' comp 

'"s'^k   cpmp       j comp 

^A     "    "     "inc 

(1.8-11) 

and 

'P» 

CP. 

comp 
inc *    *       c* Qinc 

(1.8-12) 

I 
The  ratio  is  plotted  in  Fig.   (1.39) 

n a Standard  International Atmosphere 
^0).     Since  the average  aerodynamic 

pressure  force  (and moment)  coeffi- 
cients CL andC0p are directly propor- 
tional  to  the respectively  integrated 
values  of  the  local pressure coef- 
ficients, Cp ,   it  is evident  that  the 
incompressibility approximation  shall 
result  in a respectively negligible 
error for  the MA<.4 condition. 

(ii)     Drag  force terminology  at 
subsonic  speeds. 

Foundations  of  the aerodynamics 
theory and  the wind tunnel experiments 
were developed at subsonic speeds. 
Consequently most of the  basic  aero- 
dynamic   terminology was  formulated at 
relatively  low  speeds,  where air  com- 
pressibility and  thermodynamic  consid- 

erations played but a negligible role. 
This necessitates a corresponding par- 
tial reinterpretation of various com- 
ponental terms in the proposed general 
drag force breakdown scheme in Section 
1.7.4. 

(1)    Zero-lift drag coefficient.CDQ  . 

For aerodynamically streamlined con- 
figurations  at  low  subsonic  speeds  the 
frictional drag  component,Cop,   ,   is  of 
primary  importance  and numerically 
greater  than  the pressure drag com- 
ponent C Do«    under  a0=0 conditions   (see 
Fig. (1,40)).   As  a matter of fact,   the 
inviscid  incompressible perfect  fluid 
flow  theory  past aerodynamically shaped 
bodies  predicts  for aa=0 a zero invis- 
cid flow  pressure drag term  (D'Alambert 
paradox).     Actual existence  of the 
pressure drag  component then  is  due  to 
boundary  layer  presence,  altering  the 
ideal inviscid  flow  pattern and  causing 
subsequent partial  flow separation at 
the body  base,   even  in case  of  ideally 
sharp trailing edges   (wings)  and  slen- 
der pointed  bodies.     The resulting 
pressure drag  component is  classically 
called form drag at  subsonic  speeds, 
the  term being used  both for ao =0 and 
do ^O conditions.     In  the adopted 
general drag  force  breakdown  scheme, 
the  subsonic   "form drag" thus  repre- 
sents  the  viscous  pressure drag CDopy 
or  CD|pv , while CD0     is automatically 
zero  (see Table  1,7-3),  The  viscous 
drag  term should not  be confused with 
the  base  pressure  term, CDob     or CDib     , 
which is  due  to actual bluntness  of 
the  body  base,   if  any.    Note  also that 
Coip   #0 for  three dimensional body 
geometries. 

Since most  actual  subsonic drag 
force data     for finite aspect ratio 
wings  are available  either from wind 
tunnel  tests   or are correctively  com- 
puted from a  rather extensive collec- 
tion of  two-dimensional airfoil data^^) 
both for a0=0   and Op ^0 conditions,   the 
form drag and  the  skin friction drag 
are  sometimes   found  lumped  together. 
In  the  case  of   two-dimensional airfoils 
they are  then classically referred  to 
as  profile drag.     Under lifting con- 
ditions, QQ 9*0 ,   the  profile drag does 
not  include   the  induced drag  term, 
CDI   which  is  computed separately  as  a 
three dimensional  flow characteristic 
in  terms  of   the lifting surface geom- 
etry, Mach Number  and aerodynamic  angle- 
of-attack. 

Both  the   skin friction drag  Coof 
and  the  form drag   CDO. coeffi- 0 " form 
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cients are evidently strong functions 
of all the influential viscous flow 
parameters:  Reynolds Number, boundary 
layer type (laminar and/or turbulent), 
surface roughness, airfoil shape, etc, 
the skin friction being by far the pre- 
dominent factor.  The relative impor- 
tance of the form drag (or the viscous 
pressure drag) contribution depends 
evidently on the body thickness ratio, 
t , as illustrated in Fig. 1.40: 

• = (-^) or .B-(^)    (1.8.13) 

for typical two dimensional subsonic 
airfoils and bodies of revolution 
respectively, where: 

♦mg»   is the maximum airfoil thick- 
ness 

C    is the airfoil chord 
Dma«   is the maximum body diameter 
L    is the overall body length 

Correct skin friction drag coeffi- 
cient estimates, Coof » are thus of 
primary importance in the subsonic flow 
regime.  The pressure field and inter- 
ference effects have no appreciable 
influence on skin friction, and in the 
absence of excessive flow-separations 
(below lift-stall conditions), rela- 
tively reliable estimates of the fric- 
tional effects for adiabatic incompres- 
sible viscous flow conditions over 
streamlined body shapes are obtainable 
from both theoretical and semiempirical 
data, provided the surface roughness 
effects and the relative extent of the 
laminar and the turbulent boundary layer 
portions are properly determined in terms 
of the surface finish conditions and the 
transitional critical Reynolds Number, 
respectively. 

In view of the qualitative consider- 
ations stated above, the interpretation 
of the zero-lift drag force coefficient 
at Low subsonic speeds results in a 
simplified decomposition scheme com- 
pared to its more general form, (see 
Section (1. 7.4)) : 

CDQ = (CDot
+C0otorJ*CDo ♦C0o ♦CDo ♦ AC0o 

EL      rAI INT 

(1.8-14) 
and 

CDo,orm= (C*PV)B+(S.v W (CD0PV)F.«, 

(1.8-15) 

whe   *  the rest of the terms   in £q. 
(1,8-14)   are as  specified  in  Section 

1.7.4.     The  flow and the  geometry   inter- 
ference  effects   of an assembly  of   var- 
ious   simple  body  geometries  is  intro- 
duced as  ACDo |NT     when related or 
similar experimental data  are  available, 

In application to missiles,   the   in- 
compressible  low  speed zero-lift drag 
coefficient data  are of relatively 
limited  importance during  the  launch 
and  the beginning  of  the  boost phases. 
For landing craft categories  they   play 
a considerably more important role  in 
many  performance  phases.     Combined 
with  the  induced drag coefficient  com- 
ponent,   the  total zero-lift drag  coef- 
ficient values  affect take-off and 
landing characteristics  of most air- 
craft,   as well  as  the ceiling,   the 
stall  and  some  of climb,   descent  and 
level flight  performance  cases. 

For all  vehicle categories  esti- 
mates  of  the  zero-lift drag forces 
are  a valuable  basic reference for 
comparisons  of  the respective high 
speed computations. 

Co, (2)  Induced drag coefficient 
basic concept. 

The induced drag at subsonic speeds 
is primarily associated with the vor- 
tices shedded from the trailing edge 
and the tips of a lifting surface for 
the a0#0 condition. The phenomenon 
is strictly of a three dimensional 
nature, producing an additional (in- 
duced) pressure drag component which 
is sometimes called the vortex drag 
or the drag due to lift.  Any changes 
in the skin friction drag CQ*.   and the 
form drag CDoform   force under lifting 
conditions, aa ?to » may ke considered 
negligible, provided no significant 
spread of the flow separation takes 
place, i,e, provided the aerodynamic 
angle-of-attack values are kept below 
the stall condition, aa<acr 

Fuselage contributions to the in- 
duced drag term are negligible at low 
subsonic speeds.  Theoretically, 
pointed slender symmetric bodies of 
revolution at an angle of attack in an 
inviscid incompressible steady stream 
acquire a pressure distribution which 
results in a pure couple (pitching 
moment) i.e. no resultant lifting 
force is created, ^^^ 

The lifting surface trailing edge 
vortex sheet constitutes an integral 
part of the vortex line concept by 
which the actual wing (or fin) struc- 
ture is theoretically represented. 

1.8-5 
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The  lifting line  vortex  strength dis- 
tribution possesses  the  same  spanwise 
circulation variation as  the actual 
wing^)^   i.e.  it  is  in accordance with 
the actual wing geometry  and  its  aero- 
dynamic characteristics,   such as plan- 
form shape,  aspect ratio,   taper ratio, 
airfoil  spanwise distribution,  geome- 
trical and aerodynamic  twist,   etc. 
The shedded vortex sheet pattern de- 
flects  the air stream downward,  creating 
a  "downwash" velocity component and a 
corresponding "induced angle" of stream 
deflection.     The warping  and downward 
deflection of the trailing vortex sheet, 
including tip vortices,   varies  longi- 
tudinally,  reflecting the  actual geome- 
trical and aerodynamical wing character- 
istics.     In order to enable a unified 
analytical expression of  the lift in- 
duced effects foz- different wing con- 
figurations,   it  is customary  to define 
first  the  induced angle, a-,    ,   and  the 
induced drag coefficient, CDI ,   for an 
idealized elliptical circulation dis- 
tribution along the span of a hypothe- 
tical wing whose aerodynamical and 
geometrical properties  are given  by 
the condition that the local (subscript 
" i ") product {o0afc)|      has also an 
elliptical spanwise variation, where: 

(a,). 

(aa)j 

(Oo), + ai 

K), 

(Oi 

is the local effective 
angle-of-attack, 
varying spanwise, 
(a,)|=ae(y) 

is the local aerodynamic angle- 
of-attack varying spanwise, 
(Oa)|So0 (y) 

is the local induced angle-of- 
attack, implicitly negative, and 
constant along the span. 

is the local two-dimensional 
lift curve slope of an aerofoil, 
varying spanwise, (a0)|=o0{y) 

is the local geometrical chord, 
varying spanwise, (C)| =C(y) 

Such a hypothetical wing has a mini- 
mum of induced effects; their spanwise 
integrated values give the representa- 
tive or average wing characteristics 
(subscript w)^); 

(a|)w = -5^-=conit olong the span 

(Co,L = -(CL.a|Js 
»AR„ 

(1.8-16) 

(1.8-17) 

C«-.s«.«o »a»<a*-0oJ 

»ARM 

a«wsK."aJs{ai.-aoJ 

(1.8-18) 

(1.8-19) 

(1.8-20) 

where 

Go  is the average two-dimensional 
lirt curve slope of the aerofoil at 
the mean aerodynamic chord when an 
aerodynamic spanwise twist exists, 
(Oo)| =Oo<y> 

atw is the average effective angle- 
of-attack of the aerofoil at the mean 
aerodynamic chord in the case of a 
spanwise aerodynamic and geometric 
twist, (a,), =a,(y) =a0 (y)+ag(y)+ai 

aow is the average aerodynamic angle- 
of attack of the aerofoil at the mean 
aerodynamic chord in the case of a 
spanwise aerodynamic twist, 
(a,,), =a0 (y) = a'y) -a0 (y). 

aiu is the downwash or the induced 
angle, constant along the span for an 
elliptical spanwise circulation dis- 
tribution and an elliptical spanwise 
variation of the local products(a0aaC). 

a* is the wing representative geome- 
trical angle-of-attack, (see Section 
1.6 for definition). 

aow is the wing zero-lift representa- 
tive angle of attack, (see Section 1.6 
for definition). 

General Remarks: 

In the expression (1.8-20) the 
representative angles atw»a)w»aw and 
a,,* are defined on different premises, 
and therefore are not directly related, 
i.e. : 

****** 

(1.8-21) 

The necessary condition that the 
local products (aoa«C)| have an ellip- 
tical spanwise variation, for the 
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idealized elliptical  circulation dis- 
tribution along  the   span  of a hypo- 
thetical wing,   is  a  generalized re- 
quirement,   allowing  for spanwise vari- 
ation of  the airfoil  characteristics, 
Oo(y). a«(y)>  C(y)        .     As  a  consequence, 
the wing planform is  not necessarily 
elliptical  in shape.     Only  in the spe- 
cial case  of  o0=  const   and o#«   const.   , 
along  the  span,   does   the necessary ellip- 
tical   C(y)   spanwise   variation result  in 
an elliptical wing  planform. 

The  theoretical   lifting  line or 
vortex line  of elliptically  varying 
circulation  is  assumed  to pass  through 
the  local quarter-chord  points  along 
the wing span. 

The mean aerodynamic  chord, C, in- 
troduced as  an equivalent  aerodynamic 
substitute  for  the  actual wing,   is 
assumed to be projected  onto the wing 
center line  of  symmetry.     All. repre- 
sentative angles, a0w , Q,W , aj   , aw , 
a0     ,  are  then defined  respective  to 
this mean  aerodynamic  chord. 

The  induced angle-of-attack, aiw    , 
is  constant along  the  span  for the 
presumed elliptical   conditions.     Its 
value,  given by Eq,   (1.8-16),   is at 
the quarter-chord  (lifting   line)  po- 
sition. 

freestream flow at  infinity   (i.e.   co- 
parallel  to V«). 

(3) Induced drag coefficient - CD, - 
arbitrary wing planforms and compound 
vehicle configurations. 

The   induced drag coefficient  for 
wings  of arbitrary planform is  obtained 
by  introducing a corrective  coefficient, 
«r   ,   into  the basic expression     (1.8-17), 
for  idealized elliptical  conditions(3): 

= *€, 

(1.8-23) 

where the numerical value of the cor- 
rective coefficient («r <<l) depends on 
the wing geometrical and aerodynamic 
characteristics in general, as exempli- 
fied later in Part 2. 

Expression (1.8-23) is sometimes 
written in the alternative form 

"■eARw 

(1.0-24) 

where 

For the three dimensional flow con- 
ditions around finite aspect ratio 
wings the resultant pressure force vec- 
tor is tilted backward due to the in- 
duced angle-of-attack, resulting in the 
induced drag term (1.8-17), (see Fig. 
(1.41)). According to the adopted lift 
and drag force definitions: 

L» »L» -Di, 

L^CL 
««V, 

• 2 

Di =C 01. 
p^vi.  cLw ^ </>  « s,= 

»AR- 2 

(1.8-22) 

where 

L« is normal to the undeflected direc- 
tion of free stream flow at infinity, 
(i.e. normal toV«). 

LRWis normal to the deflected flow di- 
rection (i.e. normal to\*o+w). 

Oi,, is in the undeflected direction of 

e = -j^-jj. is called Oswald's efficiency 
factor, 

eARw represents the effective aspect 
ratio of a hypothetical equivalent win^, 
having an elliptical lift distribution 
which, when integrated, results in the 
same total lift coefficient as of the 
actual wing. 

Wher. Eq. (1,8-24) is extended to 
compound vehicle configurations the 
meaning of Oswald's efficiency factor 
is modified to account for nonellipticy 
of actual planforms and of actual span- 
wise pressure distributions on all 
lifting surfaces (wings and fins), as 
well as for the actual increase in the 
skin-friction and the viscous pressure 
drag coefficients under lifting condi- 
tions (aa^0) for all vehicle parts. 
Correct determination of the numerical 
value of the factor e for wings and/or 
compound vehicle configurations can be 
attained only from either free flight 
tests or from properly reduced wind- 
tunnel data.  Then expressed ap: 

cL
2 

Co: CDO+ vtM 

(1.8-25) 
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e = l        .   dCp       l 
/(•irARw      dCt2     irARw 

(1.8-26) where 

CL is  the   total  lift  coefficient for 
the whole vehicle. 

Approximate  preliminary design esti- 
mates  of e  are given   later  in Part 2. 

w       w 
ai^torr'-—~— (Implicitly  N«gotivt) 

•CO »00 

n  r(yo = 0) /—-T—j 

*"Xd 

FIG. 1.41      Illustrative   sketch of the   induced drag origin  in the vertical  plane, 
OXaZai  of   symmetry, subsonic three   dimensional incompressible   flow  conditions 
(finite  aspect ratio  wings). 
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1.8,2  SUBSONIC COMPRESSIBLE FLOW SPEED REGIME, 
.4< MA < (MA)C = 0(8) 

From Fi^, (1.39) the compressibility 
of air begins to affect the local pres- 
sure coefficient values noticeably when 
the free stream Mach Number is in ex- 
cess of ~.'*. When the compressibility 
effects are taken into account, drag 
and lift coefficients change respective 
to their incompressible flow values. 
To a first approximation, the dauert's 
compressibility factor^^) for subsonic 
flow conditions 

«MM,Re) « 
^'cowp^« 

(1.8-30) 
where the Oswald's factor, ecomp , is 
only a weak function of compreRsibility 
up to the critical Mach Number value 
(MA)C , which represents the upper li- 
mit of the subsonic flow domain. A 
typical qualitative trend of ehe depen- 
dence. 

f 

i 

■A M. 
(1.8-27) 

can be used as a correction for the 
compressible Ct and Co; values, while the 
zero-lift drag coefficient. Coo . is 
correspondingly changed through the in- 
creased values of Reynolds Number and 
the flow compressibility effects in- 
side the boundary layers, i.e. primar- 
ily due to the altered ekin friction 
coefficient functional dependence 
C|(M,Re) , which continues to be of a 
predominant importance under the non- 
lifting (oo^O) conditions for Coo 
estimates.  Thus, retaining the basic 
definitions from the incompressible 
flow domain, the slightly changed val- 
ues of aerodynamic force coefficients 
due to air flow compressibility at sub- 
sonic speeds are indicated implicitly 
by 

CD(M,Re) = CDo(M,Re)*«'M,Re)CL2(M) 

(1.8-28) 

Ct   =CilM)' kcemp   L 
CL Int. 

*/*-*} 

(1.8-29) 

eeomp=e(M.R•, 

(1.8-31) 
is illustrated in Fig. (1.46) for a 
wide range of Mach Number values(1+2). 
The plotted functional dependence 
elM.Re) , indicates the same trend as 
obtained for the related induced drag 
factor, K (M,Re) , as independently com- 
puted in the illustrative example of 
Section 1.7.3, (see Fig. 1.33). Actual 
numerical estimates of the Oswald's fac- 
tor in terms of the overall geometrical 
and aerodynamical characteristics for 
different compound vehicle configura- 
tions are deferred until Part II. 

The subsonic compressible flow is 
theoretically treated as a calorically 
and thermally perfect fluid flow, wit' 
the Mach and the Reynolds Numbers bein. 
the predominant natural variables. 
Thermal effects are still of a secondary 
importance, appearing mainly in the 
slightly modified viscous compressible 
boundary layer analyses.  The upper 
limit of the subsonic compressible flow 
regime is reached when the highest lo- 
cal Mach Number at any point on a com- 
pound vehicle geometry becomes equal to 
one, indicating the onset of transonic 
flow conditions.  The corresponding 
free stream or ambient flight Mach Num- 
ber value is called the critical Mach 
Number, (MA)C . 

-y 
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1.8.3     TRANSONIC   FLIGHT SPEED REGIME 
(MA)C ~ 0(8) <MA <(MA)| ~ 0(1.2) 

The transonic flow conditions are 
characterized  by a considerable increase 
in the pressure drag  term,  both for the 
lifting and  the zero-lift conditions. 
The pressure drag rise is associated 
with the local shock waves and is  there- 
fore alternatively called the wave drag 
component.     A  subsequent spread  of   the 
local supersonic flow regions  over  the 
vehicle surfaces occurs as flight Mach 
Number increases.     Between the subsonic 
and supersonic  flow regions,  a system 
of intrinsically unstable shock wave 
patterns  is  established.     Their subse- 
quent spread results  in markedly un- 
steady mixed flow conditions. 

When the first local sonic condition 
is reached,   a Mach wave of infinitesimal 
strength is  established.     Only after the 
corresponding  free stream critical Mach 
Number (MA)C is  exceeded by a finite 
margin does  the accompanying increase 
in shock wave strength become apprici- 
able enough to cause a noticeable pres- 
sure drag rise.     The corresponding free 
stream Mach Number is  called  the drag 
divergence Mach Number, (MA )(>    ,   indi- 
cating an abrupt and markedly steep 
increase in the drag coefficient,   see 
Fig.   (1.38).     A manifold drag coeffi- 
cient rise  is  finally achieved at a 
peak value;   the corresponding free 
stream Mach Number is  consequently  de- 
noted as  (MA )p   .     The mixed subsonic  - 
supersonic  flow conditions still con- 
tinue tc exist  over some parts  of the 
vehicle configuration until finally a 
completely supersonic  flow is reached 
over all surfaces and a  steady  shock- 
expansion wave pattern is established. 
The respective  free  stream Mach Number 
is denoted as (MA ), 

A reliable estimate of the unsteady 
transonic  flow boundaries,(MA)C and 
(MA)S   ,   is  theoretically a quite diffi- 
cult task,   as  are the evaluations of 
the zero-lift and the  induced drag coef- 
ficient increments under the unstable 
trans-nie flow conditions,  in particular, 
their peak values.     Therefore,  for com- 
parative and corrective purposes, 
either reliable wind  tunnel and free 
flight test data or ample experience 
with geometrically and aerodynamically 
similar vehicle configurations  is 
needed.     The pronounced transonic un- 
steady flow characteristics are further 
aggravated by a very strong viscous- 
inviscid flow interaction and by signi- 
ficant interference effects between 

various individual  parts  of a compound 
vehicle geometry.     Since  the mutually 
interfering shock wave and the boundary 
layer structures are highly sensitive 
to both local Mach Number and Reynolds 
Number values,   extensive corrections 
for the "scale effects" and the  "wall 
and sting interference effects" are 
required when wind  tunnel data are 
used.    It is therefore always recom- 
mendable to resort,  whenever possible, 
to the actual free  flight measurements, 
or to apply a reasonable  judgement from 
experimental evidence for similar con- 
figurations.    As an example,  compara- 
tive data of the CD« » CDI   and CLO

S
 o 

variations with Mach Number at tran- 
sonic flight speeds  for three high 
speed aircraft configurations are illvt 
trated in Ref.   43. 

As stated,   the main characteristic 
of the  transonic speed domain is a 
substantial  rise in the pressure ''or 
wave) drag component.    The skin- 
friction drag looses  its  dominant role 
in the overall drag  force estimates, 
even under nonliftlng (o0=0) conditions. 
This  trend is further intensified as 
the Mach Number increases  toward the 
supersonic and  the  hypersonic flow 
domains. 

For classical winged configurations, 
the local sonic speed, M = l   ,   is ordi- 
narily first reached at some chord-wise 
position on the wing surface.    This is 
due to the existence of comparatively 
greater local velocity perturbations on 
airfoils as compared to those on other 
body shapes(^^  for the same reference 
flight Mach Number, MA,  values.    Con- 
sequently,   in order to postpone the 
onset of the drag divergence,  it is 
desirable to design wings  aerodynam 
ically for the maximum possible (MA)C 
value.     For an  isolated wing at a given 
engle-of-attack,  the local critical 
Mach Number is  in general  iffected by 
the airfoil sectional properties and 
their spanwise distribution (geometri- 
cal and aerodynamic   .wist),   the wing 
planform,  the wing  taper ratio,  the 
wing aspect ratio and the leading edge 
sweep back angle, AWLE  .     The sweep- 
beck angle effect is especially very 
pronounced.    In particular,  for a two- 
dimensicnal wing,   the critical Mach 
Number, (MA)C   »   theoretically increases 
proportionally  to  the factor l/cos AWLE 
since the chordwise velocity distur- 
bances are essentially affected by the 
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free  stream velocity  component normal 
to  the  leading edge  only,   provided  the 
spanwise  stream effects  on  the boundary 
layer thickening and   the subsequent 
viscous pressure drag disturbances are 
neglected, C^)    Unfortunately,   the 
three dimensional wing-tip effects,   the 
generally  strong boundary  layer-ir.viscid 
flow  interaction effects  and  the central 
body  (or fuselage)   interference effects 
considerably  offset  the  favorable  theo- 
retical  influence of  sweep-back.     The 
relative  influences  of  the  sweep-back 
angle, AWLE    ,   the  representative air- 
foil  thickness  ratio,  ,v»=(~'¥ut)w       and 
the aspect ratio, ARW ,   of  a  typical 
isolated wing  on  the  critical Mach Num- 
ber value,(MA)C  ,   are   illustrated(17) 
in  Fig.   (1.42).       Influence  of  the same 
Vking characteristic  on  the  peak zero- 
lift drag coefficient  increment are 
similarly  illustrated   in  Fig.   (1.43). 
The existence  of  a  real  peak drag 
coefficient  value  is   in  accord with 
linearized  theoretical  considerations 
for two-dimensional  eirfoils^-^,  where- 
by  the compressibility corrective fac- 
tors before  and after  the  sonic  speed 
is  reached  locally  are 

/ 

and 
I- M, yü. 

(1.8-32) 

respectively,   indicating  the existence 
of  a real  flow maximum value  ol   CD(M) 
near the condition  of   M«.«!.     Two impor- 
tant aspects  of a general  significance 
for design purposes  may be drawn from 
the considerations  of  the (CQ )   value: 

(1)    It  is  desirable  to keep the 
peak drag force coefficient as  low as 
possible  if  a  vehicle  is  intended for 
operations  at  low supersonic  flight 
speeds.     This  is  achieved  by first se- 
lecting such geometrical and aerodynam- 
ical shapes  for each part  of a vehicle 
configuration which minimize the 
strengths  of  associated  shock waves, 
and then by  investigating  the intricate 
interaction pattern  of  the  shock wave 
system for  the  vehicle assembly as  a 
whole.     The  latter  is  of  a crucial  im- 
portance,   since the  complex interference 
effects at  transonic  speeds  are espec- 
ially pronounced.     A preliminary design 
approach to  the problem of  a prospec- 
tive minimization  of  the  peak drag  is 
most easily  achieved by use  of the  semi- 
empirical Whitcomb's  area rule^^   , 
based on an experimental conclusion 
that the pressure  and  the  velocity dis- 

turbances  at great distances   from a 
given wing-body  assembly  are   primarily 
influenced by  the  assembly's   longitud- 
inal  cross-sectional area distribution, 
while  the particularity  of the wing- 
body relative arrangement  is  practical- 
ly unimportant.     A consequential de- 
duction  is  that for each wing-body com- 
bination  there exists  an equivalent 
body  of revolution having the  same 
cress-sectional area distribution and 
a  correspondingly equivalent disturbed 
flow  pattern,   i.e.   the  same  overall 
wave drag characteristics.     A  subsequent 
smoothing  off  of  such an  equivalent 
body  cross-sectional area distribution 
in  the  longitudinal direction  results 
in a respective  improvement  of  its 
wave drag characteristics.     Then,  if 
the  actual wing-body combination is  to 
fit  the  new,   improved equivalency re- 
quirement  of  the improved  idealized 
body  of  revolution,   the  actual  fuse- 
lage  shape has  to become  indented to 
accomodate the addition  of  the wing 
cross-sections  at  their  joint.     Al- 
though devised for pure wing-body 
assemblies,  the method  can be  extended 
to  incorporate  other parts  of  a vehicle 
configuration,   in as much as   it  proves 
practical from structural,  payload ca- 
pacity and other general considerations. 
It  is  to be remembered  that  the area 
rule  criteria  is  of a semi-empirical 
nature,   and that many other  real flow 
aspects may additionally affect  the 
total drag coefficient  value,   such as 
boattailing,   base  area  pressure,  etc. 
Effectiveness  of the area rule for 
wing-body combinations   is at   its best 
for wing planforms  satisfying  the con- 
dition: 

AM»«)' < I 

(l.S-33) 
where 

ARw^ (¥). 
(1.8-34) 

(2)     Thechange  in the corrective 
compressibility factor,   expression 
(1.8-32),   in  passing from the  Moo < I 
to M«o>l   condition  is  in accord with 
the respective subsonic  and  supersonic 
linearized theories,  assuming  in both 
cases  a thermally and calorically per- 
fect,   inviscid,   isentropic  and irro- 
tational fluid flow/3)     The  resulting 
differences  in the  linearized dif- 
ferential equations governing  the sub- 
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sonic and supersonic steady fluid flows 
entail a corresponding change of form 
of the compressibility factor, Eq. 
(1.8-32).  Their applicability is re- 
strictive to slender, aerodynamically 
smooth shapes and to small angle-of- 
attack values, as specified by the so 
called small pertubation theory require- 
ments.  Neither the steady subsonic nor 
the steady supersonic theory analyses 
are strictly applicable to the inher- 
ently unsteady transonic flow domain. 
Therefore, when due to lack of reliable 
data the corrective compressibility fac- 
tors, (1.8-32), are applied to the tran- 
sonic speed regime, due reservations re- 
garding their validity should be exer- 
cised. 

For the same practical ends, the 
transonic speed regime is sometimes 
split into two domains:  the low tran- 
sonic speed regime, (MA)C <MA<(MA)p 
and the high transonic speed regime, 
(MA)p <MA <(MA)8     (see Fig. (1.38)). 
In the first, most of the attention is 
concentrated on the drag divergence pro- 

blem; in the second on the peak drag 
value and the ultimate acquisition of 
completely steady supersonic flow con- 
ditions.  A helpful physical interpre- 
tation of the fonnation and the subse- 
quent unsteady shift of the local wave 
patterns throughout the transonic speed 
domain can be found in Ref. k  and 43, 
accompanied by explanations of the rela- 
tive importance and the impact exerted 
by the various transonic flow phases 
respective to practical design consider- 
ations. 

The viscous flow phenomenology in 
the transonic speed regime is even more 
difficult and involved for an adequate 
physical formulation and a theoretical. 
analysis.  But, in view of a decreasing 
importance of the skin-friction drag 
respective to the pressure and the 
viscous pressure drag contributions, it 
is customary in applications to treat 
the transonic boundary layers en the 
basis of the steady compressible flow 
premises.  The approach is one of ex- 
pediency and necessity, and is treated 
as such with all due reservations. 
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1.8,4 SUPERSONIC FLIGHT SPEED REGIME 
(MA)8~0(I.2)<MA <(MA)H ~ 0(5) 

The steady supersonic flow conditions 
over the entire vehicle configuration 
are set on when the latest critical lo- 
cal Mach Number (M = l) at any point on the 
vehicle configuration is realized.  The 
corresponding free stream Mach Number is 
denoted as {MA)S . The criteria applies 
to aerodynamically smooth and slender 
body shapes in an inviscid outer stream, 
excluding the partial flow separation 
phenomena, the viscous subsonic sub- 
layers within the boundary layers pro- 
per and the near stagnation point re- 
gions behind detached shock waves due 
to local body bluntness effects.  Steady 
supersonic flow conditions are thus 
assumed to be characterized by body 
attached shock-expansion systems as ob- 
tained from idealized flow conditions 
and as eventually closely approximated 
by the real oblique shock patterns for 
relatively small angles-of-attack. 

Under the fully developed steady 
supersonic flow conditions, the zero- 
lift pressure (or wave) drag term 
steadily gains in importance over the 
skin-friction drag term as the flight 
Mach Number is increased.  For an iso- 
lated two-dimensional aerofoil the zero- 
lift inviscid pressure-to-viscous skin 
friction drag coefficient ratio in- 
creases proportionally to  the square of 
the aerofoil thickness ratio, (see 
illustrative Fig. (1.4U)),  This is due 
to the fact that the pressure drag in- 
creases as the square of airfoil thick- 
ness ratio, t , while the skin-friction 
drag is practically independent of it 
for thin airfoils.  The viscous pres- 
sure drag and the base pressure drag 
(due to inevitable trailing-edge blunt- 
ness) as well as the leading-edge blunt- 
ness contributions are not represented 
in the example. 

For isolated slender, pointed bodies 
of revolution, the inviscid pressure 
drag to viscous flow skin friction drag 
coefficient rate is illustrated for 
zero-lift conditions in Fig. (1.U5) in 
terms of a varible fineness ratio 

F.+. 
O^a 

(1.8-35) 

keepine-the maximum cross-sectional 
area MPyii constant. Under these 
conditions, and excluding all other 
real flow contributions as  in the  case 

of wings,   the   inviscid flow  pressure 
(or wave) drag coefficient contribution 
is  inversely  proportional  to the  square 
of the fineness  ratio, F   , while  the 
skin friction drag increases  in a 
direct  (nonlinear)  proportion to F  . 
As a result,   for a given cross-sectional 
area  of  a pointed body of revolution 
there  is  an  optimum fineness  ratio for 
which the  total Coo  value acquires  a 
minimum,  which  in  the  illustrative ex- 
ample  is  for a F   value between 14   and 
15     .     If  the maximum cross-sectional 
area  is  varied while the volume  of a 
body  of revolution is being kept con- 
stant  (as  sometimes  required by  pay- 
load  considerations),   the above  trends 
in the zero-lift  inviscid flow pres- 
sure  drag and   the  skin friction drag 
coefficient variations with fineness 
ratio acquire, the  functional  forms  of 
(—I—)T3and F's    respectively,  while 

the  optimum of  the  total zero-lift 
drag  coefficient  is  reached for  F^ZS . 
A survey  of optimization techniques 
for slender body  shapes respective  to 
different restraint criteria at  super- 
sonic  speeds may be found in Ref.   6 
and elsewhere.     It  is  stressed  that 
the  theoretical  optimization considera- 
tions  are necessarily performed under 
idealized inviscid flow conditions. 
The actual total zero-lift drag coef- 
ficient  values   shall  incorporate  the 
viscous  pressure drag and the  base 
drag  terms,   as  well  as  other contri- 
butions,   (see  general Eq.   (1.7-76), 
Section 1.7.4.) 

At steady  supersonic  flow conditions 
the  induced drag  term, CQI  ,   shall be 
influenced not  only by wing (and fin) 
lift characteristics,  but to a con- 
siderable extent  by  the lift generated 
by  the  pointed body  itself,  which may 
constitute a  considerable fraction  of 
the  total  lift  coefficient of  a com- 
pound vehicle  configuration.     Thus, 
the  induced drag  at  supersonic  speeds 
is  primarily  due  to: 

(1) the  pressure  (or wave)  drag 
component of  the  lifting surfaces, 
which is not  zero,   even under  ideal- 
ized,   two-dimensional inviscid flow 
conditions as  compared to the subsonic 
case, 

(2) the  vortex drag proper,   as- 
sociated with  the system of  shedded 
vortices  from the wing trailing edge 
and  the wing  tips.     At subsonic  speeds. 
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it   is   the   sole  source   contributing   to 
the  wind   induced drag   term, 

(3)     the  pressure drag  component 
in  the  free  stream direction due   to 
the  resultant  supersonic  pressure  dis- 
tribution  over the pointed  slender 
bodies   of  revolution at small  angles- 
of-attack. 

According  to linearized  supersonic 
flow  theories,   both the  inviscid  pres- 
sure  drag  and   the  vortex drag  compo- 
nents  are  still  proportional  to  the 
total CL ,and a  parabolic  law for  the 
drag  polar,   Eq.   (1.8-25),   can  be  as- 
sumed  still valid  in a  first approxi- 
mation,   provided  the body  contribution 
to  the   total  lift coefficient  is  pro- 
perly  accounted  for.     This   treatment 
is  obviously  idealized,   and  the  correc- 

tions  due   to   the   viscous  pressure  drag, 
the  base  drag  and  the   interference 
effects under  lifting conditions , (o0 #0), 
shall  be  added  by  a correspondingly 
altered  value  of  the Oswald's  factor, • , 
or  the   induced drag  corrective   factor 
K  .     Since   the  procedure  is  rather 
involved and  uncertain,  it  seems more 
advisable   to  compute  the  induced drag 
directly  term by  term,  as   indicated   in 
the  explicit  breakdown scheme  in lable 
(1.7-5),   (Section  (1,7.4)).     When  the 
e  or <   value   is  thus  obtained,   a formal 
drag  polar expression  of CD;    in  terms 
of  the  total   lift coefficient  is easily 
defined  for  various  sets  of Mach Num- 
ber,   angle-of-attack,  control deflection 
angle and  flight altitude  values,   (see 
Eq.   (1.7-45)).     Illustrative examples 
of  the general  trends  of  the  e(M)   and 
K   (M)   functional dependence are given 
in  Figs.   (1.46)  and  (1.47). 
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FIG.   1.46      Illustrative graph of Oswald's  factor dependence on Mach Number for a 
lifting vehicles.  Ref. 42. 
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FIG.   1.47      The  induced   drag factor, »c, variation   with  Mach Number  for   the 
illustrative    example  in Fig.  1.33. 
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1.8.5     HYPERSONIC   FLIGHT SPEED  REGIME 
MA > (MA)H ~ 0(5) 

With a progressive  increase of flight 
Mach Number the  bow shock wave  at  the 
leading edge  of wings   or at  the front 
tip  point  of  slender  bodies  becomes 
more  oblique,  with a  tendency  to close 
upon  the wing  or  the  body  contour.    As 
a  result,   there  is  an  ever  increasing 
interaction between the growing vis- 
cous  hypersonic  boundary  layer and  the 
diminishing corridor of  inviscid 
flow behind  the shock.     Furthermore, 
with  the  increase  of  flight Mach Num- 
ber,   the progressively higher  temper- 
ature regions  behind  the  shock and in 
the hypersonic viscous  boundary layer 
itself successively excite   the  inert 
(vibration,  dissociation,   ionization) 
molecular degrees  of  freedom of var- 
ious  air components.     Thus  it may be 
necessary  to analyze  the  real gas 
effects  of a mixture  of different com- 
ponents under general  non-equilibrium 
conditions.     This   task  is  extremely 
complex,  especially so when  intro- 
ducing chemical reactions   on  the  body 
surface and different  heat  sink,  abla- 
tive  or coolant-injecting  protective 
measures. 

For practical  and  limited  purposes of 
the  aerodynamic  force  analysis,  exten- 
sive  simplifications and  quasi-equilib- 
rium  thermal  and  compositional condi- 
tions  of the  real gas  are  usually as- 
sumed,   i.e.   the  severe  and  complex heat 
transfer phenomena  both  in  the  inviscid 
and   iti  the viscous  flow regions are 
treated very  approximately  and  only in 
as  much as  they may have  bearings  on 
the  skin friction  and  the  normal  pres- 
sure coefficients.     The  situation is 
obviously of a quite different  order of 
magnitude when  the  thermal  and  the 
structural problems  are posed. 

On  the basis  of  permissible  theoret- 
ical  and physical  approximations,   the 
aerodynamic force  analysis   in  the hy- 
personic flow domain  is  performed along 
the following  lines: 

The  lower  limit  of  thn  hypersonic 
flight speed regtme  is  loosely set to 
be   of  the order of MA~5 for  slender con- 
figurations  on  the  grounds   that up to 
that  Mach Number  the air can  be  still 
approximately  treated as  a  thermally 
and  calorically  ideal gas.     The  temper- 
atures  realized behind  shocks  and with- 
in   the boundary  layers  do not affect 
appreciably the  thermodynamic  and  the 
structural properties  of air,   so that 

slightly modified  classical  supersonic 
flow  theories and  their  shock-expansion 
relationships yield acceptable  aerody- 
namic  force  predictions  for most  con- 
figurations . 

Since  the relative  importance  of 
high  temperatures  on the changes   of 
internal  gas  properties  and  the  overall 
hypersonic  air flow characteristics  are 
strongly affected not only  by  the free 
stream Mach Number criteria,   but  also 
by  the  body  shape,   the  angle  of  attack 
and  the ambient atmospheric  conditions, 
several helpful subdivisions  are made. 
Accordingly,   a rather sharp distinction 
is made  between the  slender,   sharp 
edged  or pointed configurations  and  the 
blunted  body shapes.     The former   are 
presumed  to have attached,   relative 
weaker  bow wave patterns,  while  the 
latter are characterized  by prc.iounced- 
ly  strong,   detached  bow  shocks.     The 
main difference between  the  two  is  in 
the  intensity of entropy  losses  and 
the associated changes  in  pressures, 
temperatures,  densities  and  flow  speeds 
across  the  shocks,   resulting  in essen- 
tially different sets  of  airflow  char- 
acteristics  and the respective methods 
of  approximated analyses. 

Thus,   the  inviscid  flnu  theories 
for  sharp  or pointed slender configu- 
rations  at  relatively small  angles-of- 
attack are  theoretically  Created,   in 
a  first  approximation  by an  order-of- 
magnitude modification  of  the  super- 
sonic  flow equations  and  the  shock- 
expansion  relationships  assuming  that 
the  air  is  still a  perfect gas,   taking 
into account  that  the small  velocity 
perturbations near  the  body and  the 
speed  of   sound are  of  the same order of 
magnitude.     The latter fact represents 
the main difference between  the  super- 
sonic  and  the hypersonic   inviscid  flow 
analyses  under the  idealized  perfect 
gas  conditions  and  renders  the modified 
hypersonic  flow equations nonlinear. (^5) 
Neglecting  across  the shock entropy 
losses,   their solutions,   as  obtained 
by several  approximate  two-dimensional 
and   three-dimensional  theoriesCö), 
are  found  to be in a reasonably good 
agreement with corresponding  experi- 
mental data up to free stream Mach 
Numbers  of  the  order of  15.     The up- 
per limit  reflects  an empirical  indi- 
cation  of  a  subsequent  onset  of  the 
real  gas  effects  of such an  intensity 
that  the  assumed idealized gas 
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approximations do not yield numerically 
acceptable results in predicting the 
normal pressure coefficients. 

The blunt body configurations re- 
quire quite a different type of analy- 
sis,^"'' The relatively strong, de- 
tached bow shock waves involve appre- 
ciable entropy losses and subsequently 
pronounced jumps in gas parameters. 
Regions of subsonic, transonic and 
supersonic flow conditions are en- 
countered after the detached shock waves 
near the forward stagnation point.  The 
interference effects between inviscid 
and the viscous flow patterns, coupled 
with the real gas effects, are appre- 
ciably enhanced as the free stream (am- 
bient flight) Mach Number increases. 
The analytical treatments of such mixed, 
real gas flow conditions are involved, 
even in the case of ample simplifications 
customary in the prediction of aerody- 
namic forces.  In this context, it is 
of importance to realize, that the body 
bluntening is introduced as a necessary 
compromise between the contradictory 
aerodynamic and the heat transfer de- 
sign requirements, i.e. for the purpose 
of deliberately creating a detached 
shock wave pattern of a sufficient 
strength, so that appreciable entropic 
losses are realized across the strong, 
detached shock wave, and an energy 
dissipative buffer zone established 
between the shock and the body itself. 
Structurally, allowance must be made 
for a realization of the necessary mass 
accumulation at the blunted nose-sec- 
tion which serves as a heat sink and 
prevents its eventual melting. 

As the free stream Mach Number ap- 
proaches infinity, it can be argued 
that the bow shock approaches the body 
contour itself^°).  In such a limiting 
case, the simple Newtonian impact 
theory and its eventual modifications 
incorporating centrifugal force effects 
become applicable for normal pressure 
coefficient predictions.  These methods 
of analysis are relatively simple and 
they are not restricted either by body 
shape or by angle-of-attack, i.e. they 
are applicable both to slender and 
blunt geometries.  They do not allow 
for any flow interference effects 
among different components of a com- 
pound vehicle configurations, heat 
transfer, and skin friction phenomena. 
Relative validity of the Newtonian im- 
pact theory and of its derivatives is 
restricted to extreme Mach Numbers. 
Practically, it is conditionally used 
for overall aerodynamic force predic- 
tions above the Mach Number of 15 for 

arbicrary and compouiid body configura- 
tions . 

Treatment of the boundary layer 
flows at hypersonic speeds up to the 
Mach Number of 20 is performed along 
the same methodological lines as at 
supersonic speeds, with due care given 
to the intensified momentum and energy 
transport mechanisms at elevated tem- 
peratures, assuming steady, equilib- 
rium conditions.  The approximate 
extrapolated analyses; are restrictive 
to the skin friction coefficient esti- 
mates, and may not be adequate for heat 
transfer and structural design purposes. 

Extreme atmospheric flight alti- 
tudes affect considerably the validity 
of the continuum flow concept. When 
the free molecular flow conditions arc 
realized, the normal pressure and the 
skin friction coefficients are easiest 
computed on the premises of the equilib- 
rium kinetic theory of gases, as men- 
tioned earlier.  Since, in reality, 
the extreme hypersonic flight speeds 
are encountered predominantly during 
tue atmospheric-reentry of ballistic 
missiles, hypersonic gliders and space 
capsules, both the free molecule flow 
and the hypersonic continuum flow con- 
ditions may appear in various phases of 
the reentering vehicle trajectory.  As 
already stated, the associated very 
severe problem of heat transfer rates 
necessitates use of blunt noses and 
blunt leading edges of finite radii, 
which in general alleviate the peak 
heating rates through the accompanying 
realization of a forebody high pres- 
sure drag component.  The overall aero- 
dynamic drag force break down scheme 
remains as given in Section 1.7.4, with 
the overall pressure or wave drag com- 
ponent being predominant.  As an illus- 
tration, the zero-lift coefficient de- 
pendence on Mach Number for a typical 
long range missile, a typical high drag 
reentry capsule and a hypersonic glider 
are given in Fig. (1.48),  In the case 
of the glider, the pronounced sweep 
back of a delta wing configuration is 
considered effective in improving the 
necessary aerodynamic efficiency which 
is otherwise offset by the unavoidable 
leading edge bluntness. 

The induced drag for winged hyper- 
velocity configurations at small angles 
of attack and relatively high Mach 
Numbers tends toward the limiting 
valued) 
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if the simple Newtonian impact theory 
is used in a first approximation. A 
more accurate induced drag expression 
is obtained by taking ■fnto account 
all the individual dr.ig force com- 
ponents of the actual vehicle configu- 
rations as specified in Section 1.7.4 
for lifting conditions. 

FIG.    1.48     Aerodynamic    chorocttrittici    of   a   typical    high-drag     reentry 
copsult.a  tang-range missile, and a hypersonic   glider.    Ref.  II. 
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PART II - AERODYNAMIC DRAG FORCE ANALYSIS 

2.1 Plan and Summary of Part II. 

The primary aim of the Part II is to 
provide the essential methods and data 
for the aerodynamic drag fores estimates 
in aerodynamic design and flight dynamics 
applications within the general limita- 
tions specified in the Sections 1.2 and 
1.7.  In presenting the different evalu- 
ation procedures, the emphasis is laid 
on the zero-lift aerodynamic drag force 
predictions.  Following the specific 
aerodynamic force definitions and the de- 
composition scheme in PART I, the same 
methods can be easily adjusted for the 
induced drag computations, using the 
corresponding pressure distribution data 
under the lifting conditions.  The elab- 
orated methods of the drag force esti- 
mates are conceived in a self explana- 
tory,- stepwise computational form, 
clearly indicated in the respective com- 
putational tables, allowing for easy 
extensions and modifications when dif- 
ferent aerodynamic data and different 
vehicle configurations are eventually 
considered. 

The compiled aerodynamic data are 
mostly limited to simple missile con- 
figurations.  They are presented in 
form of graphs, intended for an easy, 
direct computational use. Additional 
design references containing other 
or similar data, are indicated in most 
cases. 

The whole treatment of the drag force 
analysis is based on the drag force de- 
composition scheme from Section 1.7.4, 
and on the general assumptions and limi- 
tations specified in the Section 1.2. 
The selection of individual drag force 
data is in all cases supported by the 
respective theoretical and engineering 
considerations.  Since the related sup- 
porting theoretical and/or experimental 
evidence is in some instances quite 
lengthy and involved, the following 
general guidelines can be used in ob- 
taining more quickly the particularly 
desired resulting information : 

There are seven Sections in the Part 
II.  Excluding the introductory Section 
2.1, each of the six remaining deals 
with a basic component of the aerodynamic 
drag force decomposition scheme. Each 
of the six Sections 2.2 to 2.7 is sub- 
divided into several sub-sections, de- 
noted by three digits, such as 2.2.1, 
2.2.2, etc.  The subsections are further 

decomposed into paragraphs, designated 
by small Roman numerals (i), (iiT, 
(iii), (iv), etc., which, in their turn, 
are eventually further subdivided into 
enumerating units, such as (1), (2), 
(3), etc. 

The pages, tables and equations in 
each of the six Sections are numbered 
individually, bearing in the first two 
digits the particular Section designa- 
tion.  For instance, in the Section 
2.3:  page 2.3-15, Fig (2.3-5), Table 
(2,3-7), Eq (2.3-235), etc. 

At the beginning of each of the six 
Sections, the particular Table of Con- 
tents, the list of figures, the list of 
tables and the list of symbols are 
provided.  The corresponding list of 
references is supplied at the end of 
each Section, the reference numbering 
bearing the same convention as for the 
figures or tables, i.e. for instance, 
Ref (2.3-35) refers to the Section 2.3. 
In the main text of each Section, the 
meanings of all new symbols are clearly 
specified when they appear at first; the 
summary list of symbols at the beginning 
of each Section thus serving as an 
additional aid.  It should be noted that 
due to the considerable extent and 
variety of the presented material, there 
appears sometime a lack of uniformity 
in the notation from one Section to 
another, i.e. the same letter-symbols 
or subscripts may undergo a change in 
meaning in different Sections. 

In order to distinguish between the 
supporting theoretical and/or experi- 
mental evidence and the actual compu- 
tational methods and data, most of 
the "working" Figures and Tables are 
compiled at the end of the particular 
Section, while the illustrative Figures 
and Tables, related directly to the 
analytical and theoretical developments, 
are found in the text itself.  For a 
general reference, the distinction be- 
tween the theoretical and/or experi- 
mental background material, and the com- 
piled aerodynamic design data proper, 
can be obtained by following this plan 
through the Sections: 

In Section 2.2 the theoretical and 
the physical fundamentals of fluid dy- 
namics are briefly stated in a summary 
form, serving as a general reference 
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background for later specific  theoreti- 
cal  and experimental data,   see  the sub- 
sections  2,2,1  through 2,2.5.     The ma- 
terial has not  a direct  bearing  on  the 
later proposed methods  of  engineering 
applications,   but  is  rather meant  as a 
guiding  framework of  the  aerodynamic 
force  analysis   in general.     As  such, 
the material can be dispensed  of    when 
so  desired.     In  the  subsections   2.2.6 
and  2.2.7,   the Standard Atmosphere data 
and  the main air properties  under atmos- 
pheric   flight  conditions  are  briefly 
stated,   as they may  be needed for  the 
aerodynamic force predictions  at  a 
specified atmospheric  flight  regime. 

Section 2.3 comprises  the  skin-fric- 
tion  drag force analysis  for the  conti- 
nuum  flow regimes and the  quasi-steady 
flight  conditions.     The subsections 
2.3.1  and 2.3.2  are devoted  to  the 
laminar boundary  layer fundamentals, 
while  the subsection 2.3.3   refers  to the 
turbulent boundary  layers   in  the  same 
way.     The subsections  2.3.^  and 2.3,5 
deal  with  the  three-dimensional  and the 
pressure gradient effects,   and with the 
surface  roughness effects  respectively. 
All  four subsections  are  of  the  support- 
ing  theoretical and/or experimental 
evidence  type.     The  actually  important 
data  for direct computational  purposes 
are  contained  in the  subsections  2.3.6 
through 2.3.13.     The methods  of  analy- 
sis  and  the stepwise  tabular instruc- 
tions  for the  skin-friction drag  coef- 
ficient  estimates under varying atmos- 
pheric  flight  conditions  and with a 
varying degree  of desired  accuracy are 
there  elaborated. 

An  extension  of  the  skin-friction drag 
coefficient analysis  to the  accelerated 
flight  regimes  on a prescribed  atmos- 
pheric  flight  trajectory  is  presented  in 
the  next Section 2.4,   including  the rare- 
fied  gas effects.     The  subsections 2.4.1 
and  2,U,2 deal with  the general  aero- 
thermal  flow aspects  in  the  free mole- 
cule  flow regime,  while  the  subsections 
2.4,3  and 2.4,4  are  related  to the total 
drag  force  (skin-friction  and pressure 
drag)   estimates  for simple   body geome- 
tries   in the free molecule  flow regime. 

Similar  theoretical  fundamentals   and 
their respective comparison with  the 
continuum flow aspects  are given   in  the 
subsections  2,4.5 and 2,4,6 for  the  slip 
flow regime.     Finally,   the actual  drag 
force computational methods  for  the 
transient  accelerated  flight conditions 
on a prescribed atmospheric  trajectory 
are worked  out  in the concluding  sub- 
section  2,4.7  for the continuum,   the 
slip,   the  transitional  and the  free 
molecule  flow regimes. 

The  combined  inviscid  and  the  vis- 
cous  pressure drag analysis  for the 
zero-lift conditions  are  contained  in 
the Section 2,5,     There,   for general 
theoretical  and  the  supporting experi- 
mental evidence are  briefly summarized 
in the  subsections  2,5,1  and 2.5.2, 
while  in  the subsections  2,5.3  through 
2,5,5  the  actual computational data 
and the computational procedures  are 
worked  out  in  the generally adopted 
self explanatory tabular form. 

The  Section 2,6  is designated  for 
the base  drag analysis,     A brief  sur- 
vey of  the  related reference works  and 
a summary comparative analysis  of  the 
most  important  influential parameters 
are given  in  the subsections 2,6,1, 
2,6,2  and  2,6.3.     The proposed methods 
for the  base drag coefficient  estimates 
and the  related graphical data  are  pre- 
sented  in  the concluding  subsections 
2.6.4 and  2.6.5. 

Finally,   in the  closing Section  2.7 
the summary  tabular form for the  total 
zero-lift  drag force coefficient esti- 
mates  for a compound vehicle configura- 
tion is  given  in terms  of  the main 
data and  the partial computations  as 
performed  in the preceding Sections 
2.3  through 2.6. 

As  already stated,  the specifically 
illustrated computational meti ods   for 
the zero-lift conditions  can be easily 
further adjusted or modified  in  order 
to incorporate different  and eventually 
more extensive sets  of aerodynamic 
data  than  those presented here,   in- 
cluding  the  induced drag estimates. 
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2.2  GOVERNING EQUATIONS OF FLUID DYNAMICS, 
PHYSICAL VARIABLES AND LAWS 

The aerodynamic force data presented 
in the succeeding sections are condi- 
tionally valid within respectively spec- 
ified and mathematically and physically 
restrained and/or approximated models of 
the actual fluid-body interacting and 
bounded systems.  The data are given 
without explicit derivations and/or elab- 
orations of the involved theoretical pro- 
cedures and methods of solutions, i.e., 
the data are given in their final non- 
dimensional aerodynamic force coeffi- 
cient forms, ready for .engineering aero- 
dynamic design applications. But, in 
each case the underlying basic Assump- 
tions, limitations and approximations 
are briefly specified, including quota- 
tions of the related reference works 

from which the data are taken, so that 
a comprehensive judgment of their re- 
strictive validity and applicability to 
a considered set of real physical flight 
dynamics and fluid flow conditions may 
be critically effected, when necessary. 

In order to enable a general discrim- 
inating placement of any such specific 
theoretical or semiempirical solution 
within the overall context of the fluid 
flow phenomenology, the few most funda- 
mertal and necessary concepts and defi- 
nitions pertaining to the bounded fluid- 
body systems in relative motion are 
summarized in this section.  In doing 
so, no pretension for completeness of 
the given definitions is envoked. 

2.2.1 CARTESIAN SCALAR FORM OF IHE GOVERNING 
EQUATIONS FOR CONTINUUM FLUID FLOWS 

(1) Description of the Fluid Dynamics 
Model  

Fluid is assumed to be homogeneous, 
continuous, viscous, compressible and 
heat conducting.  It is in a generally 
unsteady motion relative to an immersed 
rigid body at rest to which a reference 
Cartesian orthogonal coordinate system 
is fixed.  The fluid-body system is pre- 
sumed insulated and bounded by the ex- 
posed body surface (inner boundary) and 
the fluid conditions at a great distance 
from it (outer boundary "at infinity"). 
When unsteady flow cases are considered, 
the limitations in validity of the prin- 
ciple of reciprocity of relative motions 
for fluid-body systems should be ob- 
served, see Part I. 

Investigations of such physically 
bounded (closed) systems are performed 
by application of the fundamental prin- 
ciples of mass, momentum and energy con- 
servation.  The three postulates are 
mutually completely Independent and 
should be applied simultaneously within 
the Newtonian mass-space-time concept. 
Their respective analytic forms are 
named the equation of continuity, the 
momentum equation(s) and the energy 
equation. 

The usual differential forms of the 
continuity, momentum and energy equa- 
tions can be derived: 

(1) Indirectly, considering an inter- 
nally discrete molecular structure of 
the fluid matter. The three conserva- 
tion principles are applied to the dis- 
crete molecular fluid structure using, 
for instance, the equilibrium statisti- 
cal mechanics analysis (i.e. the classi- 
cal kinetic theory method).  The results 
thus obtained are then suitably trans- 
formed into the conventional "bulk mat- 
ter" or "continuum" differential equa- 
tions forms by some proper mean aver- 
aging procedure(8,10). 

(2) Directly, treating the flowing 
fluid as macroscopically homogeneous 
and continuous. 

By this method^- to 7) the mass, mo- 
mentum and energy conservation princi- 
ples are applied to some conveniently 
small fluid "control volume" of an ar- 
bitrary shape, which is then subse- 
quently reduced to "a mathematical 
point" in a space fixed continuous and 
homogeneous "fluid field", character- 
ized by presumably known time-spatial 
distributions of the involved physical 
properties. The term "fluid particle" 
denotes an arbitrarily shaped repre- 
sentative "control volume" of rela- 
tively infinitesimal dimensions, i.e. 
in the limes the "fluid particle" re- 
duces to the concept cf a mathematical 
(dimensionleus) point (x,y,z,t)  , al- 
though still possessing respectively 
properly defined physical properties 
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of masfl density, 
temperature, etc. 
comprises a funct 
sentation of any 
quantity in terms 
and the absolute 
dinates.  Evident 
ence coordinate s 
fixed, the fluid 
tion respective t 

pressure, velocity. 
The field concept 

ional continuous repre- 
physical variable or 
of the absolute space 

time independent coor- 
ly, the spatial refer- 
ystem is inertial and 
being in relative mo- 
o it. 

A scalar field relates co a space- 
time distribution function of a scalar 
physical variable, such as the absolute 
temperature, T0 , the mass density, p    , 
etc.  It is characterized at each space- 
time point U,y,z,f ), by a single func- 
tional number. 

A vector field is 
functional distribut 
physical quantity, s 
velocity of fluid mo 
at each space-time p 
a particular functio 
rection and sense 
tesian orthogonal re 
vector field is cond 
into three component 
a correct vectorial 
three axes direction 
vectorial quantity 

the space-time 
ion of a vectorial 
uch as^the relative 
tion, V , having 
oint ( x,y, z, t), 
nal magnitude, di- 
In the adopted Car- 
ference frame a 
itionally resolved 
al scalar fields by 
resolution into the 
s of the involved 

In order to acquire the differential 
form of the mass, momentum and energy 
conservation principles within the 
fluid field concept, the differentiation 
is necessarily performed "by following 
a fluid particle motion through the 
fluid field", since a correct applica- 
tion of the conse.rvational principles 
and the involved space-time changes 
of physical quantities require that the 
identity of a fluid particle (or of an 
infinitesimal control volume) be pre- 
served as it moved through the pre- 
scribed fluid field.  As a consequence, 
a special scalar differentiation opera- 
tion, D/Dt, is performed on any scalar 
field variable, AU,y,z,t)  , such that: 

A * A(x,y,r,t) 

J?+U^+V37+"JI T7 

..M= ^+u|A + vaA + wM 
Dt        tft 0i fly 3z 

(2.2-1) 
_,    In case  of  a  vector field  variable, 
A(x,y,z,f)      ,   the  above  operation is  per- 
formed  on   its   scalar  components  in  the 
given  three  axes  directions: 

A= iAx+)Ay+kAz 

DAx _ dA*        (>A«       dA, dAx 

Dt " b\  *    3K +Vdy  +w JT 

Dt       dt dx dy dz 

9** - ^Az .i.   JAidAi  ^     dAz 
Dt       dt dx dy dz 

(2,2-2) 

Performance of the scalar operation, 
■jj^ , results in the so-called "sub- 
stantial derivative" of the respective 
particle physical quantity in the fluid 
field.  Then the partial time rate of 
change, d/dt, is the local derivative 
for unsteady fluid flows, while the 
partial spatial rates of changes, d/dx, 
d/dy , d/d? ,  are called convective de- 
rivatives riue to the particle motion 
through the field both for steady and 
unsteady fluid flows. 

The relative acnuracy of the scalar 
operator iVDtis of thp. order of the 
first (linear) term in the Taylor's ex- 
pansion series taken around any fixed 
local point (x.y.z) in a fluid field. 
Its counterpart in the vector notation 
is 

Dt  dt (2.2-3) 

A condensed formalistic survey of 
various analytical forms of the basic 
equations in fluid dynamics can be 
found in Ref. 11.  Their rigourous 
derivations should be sought elsewhere 
(1,2,3,4,5,6,10,12),  With a slight 
modification, the Cartesian scalar 
forms of the governing equations (or 
equations of change) are presented 
here for a quick reference convenience. 
The modification comprises treatment 
of the 9ontinuity equation both ex- 
plicitly ir terms OL the possible con- 
stituent different species of air (i.e. 
treating air as a physically and chemi- 
cally active gaseous mixture) , and in 
its more usual global form, treating 
air conditionally as a single uniform 
diatomic gas having an average .specific 
heats ratio value oty-\.A    at near- 
standard conditions.  It is noted that 
most aerodynamic force problems can be 
adequately formulated by writing 
either explicitly the compound species 
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form of the continuity equation, or 
by using implicitly its global form with 
the different species effects stated 
separately and properly accounted for 
by mean averaging procedures.  The momen- 
tum and the energy equations require the 
global forms only. 

NOTE:  All equations of change are 
given "per unit volume".  A subsequent 
division by the mass density, p   ,   shall 
bring them into "per unit mass" form. 
All physical quancities are expressed 
in the [(MLT)" K] system of dimensions, 
where M stands for mass, L for length, 
T for time, and •K for absolute degrees 
Kelvin. Dimensions of all physical 
quantities are given in brackets I 1 in- 
dicating their definition. When not 
used as a symbol for time dimension [T] , 
T°   stands in equations for absolute 
temperature, while time is denoted by t . 

(ii) Continuitry Equation 

The continuity equation represents 
an analytical expression of the princi- 
ple of conservation of mass for bounded 
fluid-body systems in relative motion. 

(1) The explicit form of the conti- 
nuity equation in terms of the consti- 
tuent gaseous species, assuming that 
their reaction rates are known through- 
out the fluid field: 

Note that; 

U| s U| ♦ u 
Vj « V( ♦ v I « 1.2.3...h 

(2.2-5) 

where 

are rne 
Ui« UiU.y.i.tn locity 
Vi= ViU.y.i,t)^ "i-th" 
Wi=WiU,y.l,t)J  0<,0y , 

are the diffusion ve- 
locity components of the 

species in the 
, and Oi directions 

respectively, [LT"
1
] 

= u(x.y,z,m 
«vU.y.i.t) V 
•wU.y.x.t) J 

are the average macro- 
scopic stream velocity 
components in the Ox , 
Oy , and Oz directions 
respectively, [LT"'] 

(2) The global differential form of 
the continuity equation. Alternate 
forms: 

(2.2-6) 

dt   P\d*    iy   dtl     i»       di      d*   0 

(2.2-7 

DS^TSTSTZ)'
0

    (2.2-8 

where 

dnj    (?(n|U|) ,   dOvvj)  _ dlnjWj) 
d* ay dz 

SU»; 

(2.2-4) 

where 

ni= niU.y.i.O   - is the nondimensional 
moiai fraction of the "i-th" gaseous com- 
ponent 

i  - is the number of gaseous species, 
such as N2, Oz.H^O.NO.H. A.OT«, etc. 

cii|S WjU.y.z.t) - is the reaction rate of 
the "i-th" gaseous component, i.e., the 
rate at which formation or depletion of 
the "i-th" reactant is taking place lo- 
cally at a given instant of time in a 
reacting gaseous medium,  [T"1] 

;uiU.y,z,tn 
= viUiy^i») r 
:wiU,y,i,t)-' 

ui = uiU.y,z,t) 
V| ! 

are  the local average 
velocity  components  of 
the  "i-th" species in 
the Ox , Oy , Oz  ,  direc- 
tions  respectively, 

[LT']       . 

sity,   [ML"*] . 
is  the global mass den- 

Mi    -  is  the molecular mass   (weight)  of 
"i-th"  component,    [ML

_3
J     . 

Note  that  the global  forms   (2.2-6) 
to  (2.2-8)  are obtained  from  the sys- 
tem of   K    equations  of  species   (2.2-5) 
by multiplying the  latter by  Mj   ,  and 
then summing them up,  while: 

ZmMiUisO 

ZmMiViS o 
i 

IftlMjWi« 0 

0 

k 
«slniMr (2.2-9) r   T 

(iii)  Momentum Equations   in  the Classic 
Navier-Stokes  Form 
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The Navier-Stokes differential equa- 
tions of motion represent one conven- 
tional analytical form of the principle 
of conservation of momentum as applied 
to the fluid field concept.  The three 
scalar components are: 

y)- 

a2y      d^       _£u_\ 
di*' ä^ + dxdy/ 

dt \ didt     dy2   " dz«      didt I + 

+ 2/a^au + ^4 du + a^ au \    an/aw   4u\ 
Vaxa«   ay a»   az az /    ay\dx   ay/~ 

djifdu^ a»»\   2_a^/a^   a^   a«»\ 
' ai \ai" a« /" 3 a« \ ä7 + ä7 + aT / * 

(2,2-10) 
(dv dv dv dv \ r 
7-+U-—+v —tw-r-     = A>Fy+(JxBz-J2 BO- 
at     ax    ay     a« / 

ay     \d2ay 

TMay \ax   ay   a^ / 

+ 2f ^f ll + ^ ^v + ^ ll\ + a^/a* _ iv.N 
\ax a»   ay ay   a^ a:/   a^ ^a?    az/ ~ 

-*t(<LL  ia.^ _ 2.aM/'au_, av . aw\ 
ax \ax   ay/    3 ay \dt    ay   az/ ' 

(2.2-11) 

^(|-: + ül7^aT+wf7)^^J^-^'- 
dp    / afu a2* afw ^ ai» \ . 

~ az "^dxdz" ä^~ ay2 + dydz / 

3  az\ ax   ay   az / 

+ 2( & <** + dz d* ^ dj± d*\ ^ dt f du     d* \ 
\axax   jy ay   az az/    axVaz'ax/- 

_a^/aw  av\    la^/a^   av    aw^\ 
ay\ay' az /" 3 azVax +ay 4az / 

(2.2-12) 

In terms of the "substantial deriva- 
tive" notation, the left hand sides of 
the equations (2.2-iO) to (2.2-11) can 
be alternatively written as: 

pVH,     ^D»,  ^Dw 
Ot   rDt    Dt 

Notation: 

^ * /» ( x , y, z, t) - is the field fluid mass 
density, [ML"3J 

usuCx.y.z.t)"! 
v= vCx.y.z.t) \ 
w= w(xlylzlt)J 

-  are  the field  relative 
velocity components  of 
the  ordered  or  "bulk 
matter" fluid motion  in 
the Ox , 0 y,   and Cz 
axes  directions  respec- 
tively,   [LT

-1
] 

Fx, Fy, and Fz       -  are generalized exter- 
nal  force  field  components  (per unit 
mass)   of  the conservative body  "forces", 
i.e.   forces  proportional  to mass  frnd 
possessing a  potential,   such as  gravity 
force,   [(MLT"2)(M"1)]     .     In vector no- 
tation: 

F=TFX + JFy  +  KFz  * "7^ 

„ ^a   -?a    -^a 
ox       Oy        dz (2.2-13) 

Ps P(«iy,i,t) -  is  the resultant  (Dalton's 
Law)   local  static  (or normal)   pressure 
of  the  air mixture (per unit  area), 

[(MLT-2){L-*i]. 

jx.Jy,   andJ:   -  are the  electric  current 
components  in  an electrically  charged 
field, 

-» .» .> 
J   (x.y.l.t)!  i Jx(x,y,z,t) ♦    iJy(x,y,z,t)   + 

+ k Jz(x,y,z, f) (2.2-14) 

Bx.By.and Bz- are the magnetic field in- 
tensity components, 

•*       -* -J, 

B(x,y,z,t) = iBx(x,y,z,t) + iBy(x,y,z,t) ■» 

+ kBzU.y.z,!) (2.2-15) 

Note that the scalar componental ex- 
pressions (JyBz - JzBy) etc. have neces- 
sarily dimension [(MLT"2)(L"3)]  , and 
that they are obtained from the associ- 
ated vectorial force field concept: 

JxB s 

_„ _» **     1 
1 J k 

Jx Jy Jz 
Bx By Bz 

i (JyBz- JzBy) + 

+ j (JxBz - JzBx) •» k(JxBy-JyBx) 

(2.2-16) 

/i = /x (x, y, z, t) - is the local field value 
of the coefficient of visiosity, called 
"the first coefficient" of viscosity, 
[ML-'T-

1
] 
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X = X (x.y.z, t ) - is the local field value 
of "the second coefficient" of viscosity. 
It can be thought of as a delation(du/(3x + 
dv/dy + dw/di)  proportionality factor re- 
lated to the effects of compressibility 
on the shear in a fluid. With an aver- 
age static pressure defined as(7,14) 

P =  Pfl 
/ ^n-t- T22»r33\ 

the relationship between X and ^ , 

5 (2.2-17) 

can be established using the equilib- 
rium kinetic theory analysis, where 

['rii'J  - is the resultant stress tensor 
of the second order, 

M = 
'12 '13 

'21 T22 T23 

T3I  T32 T33 
(2.2-18) 

It possesses the quality of symmetry. 
i.e. : 

and thus, 

[**]  = 

'12 

rki 

'13 

'13 

'22 T23 

'23  *33 (2.2-19) 

where T II T22 and T  are the "direct' 
and the or "normal" stresses (i = k) 

T\2  =  r2l   •  TI3 : T3I '  Ti 
the "shear" or "tangential 

32 are 
stresses. 

Convention for stress signs:  tensile 
stresses are considered positive, com- 
pressive stresses negative. 

(iv) Energy Equation 

Energy equation represents the total 
energy balance or energy conservation 
in an infinitesimally small "control 
volume" at any point in the fluid field. 
Several commonly used general forms of 
the energy equation appear, depending 
on the way in which the fluid thermo- 
dynamic characteristics are treated. 
Thus r 

(1) Energy Equation in Terms of the 
Specific Internal Enerfiy)E 

s P 

where 

to+±ikin   ±i dr\+±t dry. 

iDi       Dt P]       Dt        VaK        dy       di ' 

(2.2-20) 

0s0(«,y, i,t) - is the total internal 
heat generation (per unit volume) re- 
ceived locally by an identified fluid 
particle, such as that due to Joule 
heating effects, chemical reactions, 
etc., not including the viscous dissi- 
pation work, which is represented by 
the mechanical dissipative function ^ , 
and not including the Ohmic heating In 
a conducting fluid,f(MLT ^HLHL"3)!: 
:[{ML2r2)(L-3rj. J 

Qm Qyi Ix - are the local components 
of the heat flux vector, q, for a fluid 
particle, such that 

qU.y.i.t) = Tij.U.y.i.O + tq^K.y.z.n+kqjU y 11) 

(2.2-21) 
where, by definition, 

q.» kg [{MLT-2)(L-2)(T-,j] 

(2.2-22) 

and 

2.2-23) 

[(M^T^Xl-^d-')] 
T"= T*(x,y,x,t)- is the local absolute 
temperature, ["R] . 

k = k ( x, y,z, t )  - is the local (bulk 
matter) field value of the coefficient 
of thermal conductivity for a given 
fluid .[(MlZT^HL-'Hr'H'R-1)] . 

''r«. QryiPn    " are the local radiation 
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heat flux vector components,[(ML2T^KL"^^)] 

Or U.y,«,») »*qn(«,y.«.t)♦Tq^K.y.i.« ♦"hqrtCÄ.y.z.t) 

(2,2-2^) 

c'ECK.y.i.t)   _ is the totai  specific 
(per unit mass) internal energy of a 
fluid particle as it moves through the 
fluid field [(ML2 T-ZHM-1)] 

a  - is the local ohmic heating densi- 
ty (per unit volume) time rate of a 
fluid particle,[(ML2 T-ZHL-'HT-')]. 

<r z  aU.y.z.t)- is the electric conduc- 
tivity coefficient of a conducting 
fluid. 

^/^ U.y.z, t ) - is the viscous dissipa- 
tion function, always positive and un- 
affected in form by field variations of 
the first,M , and second, ^ , coefficients 
of viscosity.  Dimensionally, it is ex- 
pressed in Eq. (2.2-20) in the form of 
a heat density time rate (per unit vol- 
ume per unit time) ^(ML2!"2)^'3^'1)] . 

Most common alternate forms of the 
dissipation function, with X=(-2/3)/A , 
are: 

(2.2-26) 

(2) Energy Equation in Terms of the 
Specific Entnalpy, H.  "" 

W«   dy   di   I     <r       *     (2.2-29) 

where 

H = H(x,v,z,t) - is the specific enthalpy 
(per unit mass) or the total heat con- 
tent of a fluid particle as it moves 
through the fluid field.  By definition, 

H = E*£ ^pT^ML^XM-')]  (2.2-30) 

where Cp   -  is  the field  value of 
the specific heat  (per unit mass)  at 
constant pressure,   and 

Cp = yCv [(ML2T-2)(M-,)CK)] (2-2-31) 

(3) Energy Equation in Terms of the 
Specific Entropy, S.  ~ 

where 

S= S(x,y1z,t)- is the specific entropy 
(per unit mass) of a fluid particle 
as it moves through the fluid field. 
By definition: 

S=j[r       [(MLaT-*J(M-l)CK-«)] 

(2.2-33) 
Since the dissipation function, ^, 

represents the rate of dissipative 
work done by viscous stresses, and 
since it is always positive, it in- 
creases the internal heat content in 
a viscous fluid.  Consequently, the 
dissipation function, <f>   , is related 
to the entropy, H, increase in the 
fluid: 

pg£5-P7.\?+|9+V.q-7Tr+4%* 

p£ + p*-v=,^ Dt Dt (2.2-34) 

(2.2-28) 
^.fs.v.J -"      i2 

(2.2-35) 
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where  in the  shorthand  vcctorial  nota- 
tion: 

0x     oy      oz (2.2-36) 

while V'q  andV^^are  given by Eqs. 
(2.2-23   )  and  (2.2-25)   respectively. 

(v) Discussion of the General Forms of 
the Governing Fluid Flow Equations 
(Equations   of  GhangeT 

The  resulting simultaneous  system of 
five governing differential equations of 
motion  (one continuity equation,   three 
componental momentum equations  and one 
energy equation)  are  above expressed per 
unit volume.     The equations are valid 
locally at a given  instant of time  in 
the respectively fixed  fluid field, 
all the constituent  physical variables 
in the equations  being  necessarily 
functionally  treated  as  given space- 
time field properties. 

When a physical quantity in the 
equations  is defined per unit mass,   the 
term "specific"  is used.     Likewise,  when 
a physical quantity  is  defined per unit 
volume,   the  term  "density"  is used. 
Dimensions for each physical quantity  are 
indicated in  brackets,[    j  ,  as  specified 
earlier. 

The necessary and  sufficient number 
of primary dependent  substantial  physi- 
cal variables  is  five,   all  other physi- 
cal variables  requiring  the corres- 
ponding sets  of auxiliary    functional 
expressions,  which  shall  define  them 
additionally  in  the  adopted space-time 
fluid  field  terms  locally at any point. 
Alternatively,   by  introduction of  some 
assumptions  and/or approximations,   the 
rest of  physical  variables  and param- 
eters  over the five primary ones  can 
be conditionally  treated either as  con- 
stants  throughout  the  investigated fluid 
field,   or eventually directly related by 
known and explicitly defined physical 
laws and  internal  flow conditions  to 
some of  the  basic  five  independent phy- 
sical  variables.     Thus,   customarily and 
in accordance with  the essential mean- 
ings  of  the mass,  momentum and energy 
conservational principles when applied 
to the  fluid  field concept,   the primary 
dependent substantial  physical variables 
in the  five governing equations  of mo- 
tion are the  (Cartesian)  velocity com- 
ponents, u , v  ,w  ,   the mass  density, p    , 
and the  absolute  temperature, T" : 

u =uU,y,x,l) 
v = vU.y.z.t) 
<* - wU.y.z.t) 
^=/><«,y.z,«) 
r^x.y.z.t) (2,2-37) 

Ihe rest of physical 
variables, such as the static pressure, 
P , the coefficient of viscosity, >i , 

the coefficient of heat conductivity, 
k , and the specific heats, Cp and 
Cv ) are usually expressed by auxi- 
liary, explicitly known physical rela- 
tionships: 

psp^.R.T*) 

k =•>. (11 
CvSCyfrl 
CpSXCy.ttC. (2.2-38) 

which are valid throughout the given 
fluid field in terms of/»(x.y, z,t )   , 
TMx.y.z.t)  and the gas constant R . 
Other physical parameters and/or more 
complex fluid field space-time charac- 
teristics may require correspondingly 
different and more involved functional 
relationships respectively. 

In as much as the present aerodynamic 
force analysis is concerned, the ther- 
mal effects shall be in most cases of 
a secondary importance.  Consequently» 
the functional dependence of the 
M^iCv, y, etc. variables on the abso- 
lute temperature, T0 , shall take cor- 
respondingly simplified and idealized 
forms which are elaborated later.  Con- 
trary to it, the static pressure, p , 
impact on the aerodynamic force results 
is of a primary significance for a 
given fluid-body system, although it is 
not represented in an explicit p(x,y,2,t) 
fluid field functional form, but rather 
as an implicit function of mass density, 

p  , by use of the auxiliary theriuo- 
dynamic equation of state, F ( p,^» , R, T^O. 
The convention is one of convenience in 
theoretical works, since the functional 
relationship p = p^.R,!") can be in most 
cases of practical interest mathemati- 
cally further simplified either by 
specifying specially idealized isentro- 
pic flow conditions, psconsf. ^y , or by 
using the concept of speed of sound. 

Except in a few very idealized and 
simplified flow cases, the system of 
the five governing equations requires 
a simultaneous solution within a pre- 
scribed set of boundary conditions at 

2,2-7 



■**m*ul*vl,-/K: 

■ 

the body surface and "at infinity." 
Within the continuum flow concepts, the 
boundary conditions at the body surface 
are diametrically opposed for two fund- 
amentally idealized flow cases (Prandtl's 
postulate): 

(1) For a calorically and thermally 
perfect and inviscid fluid flow, a "per- 
fect slip" condition is assumed on the 
body contour, which is there treated as 
a zero-reference streamline, i.e. the 
local tangential velocity component is 
completely preserved, while the local 
normal velocity component is zero. 

(2) For a viscous fluid flow confined 
within the thin boundary layer concept, 
the "no slip" condition is assumed at 
the wetted body surfaces, i.e. the local 
tangential velocity component is also 
zero. 

The boundary condition "at infinity" 
for steady continuum fluid flow fields 
is usually taken to be represented by 
a steady, uniform velocity distribution. 

The integration procedure of the five 
differential equations of change should 
be validly performed throughout the 
bounded fluid-body system in terms of 
the independent field variables(x,y,z,t) 
and u.v.v»,^)   and T* as primary depen- 
dent variables.  The results of the 
solutions are then finally represented 
in form of the aerodynamic pressure and 
skin friction force distribution around 
the given body contour. 

Unfortunately, the system of the 
simultaneous governing differential equa- 
tions of motion in its general form can- 
not be mathematically solved by rigour- 
ous analytical methods.  (Machine compu- 
tations are considered as variants of 
the approximate numerical analysis me- 
thods; the relative degree of accuracy 
remaining an option).  Therefore, the 
general forma of the governing equations, 
the auxiliary relationships and the 
boundary conditions are by necessity 
usually simplified and modified in such 
a way that a reasonably approximated 
analytical procedure may be applied and 
the required solutions obtained within 
a specified degree of accuracy.  The 
approximated theoretical modifying pro- 
cedures are numerous, each eventually 
and conditionally acceptable for the 
respectively simplified and idealized 
fluid flow physical models. As already 
outlined in Part I, a classification 
of the multitude of the existing approx- 
imate theoretical and/or experimental 
procedures can be conveniently grouped 
according to a few most important physi- 

cal characteristics of the fluid-body 
bounded systems, such as: 

- Body sliape and thickness distri- 
bution:  aerodynamically smooth (pointed) 
or blunted, slender or thick configura- 
tions. 

- Body attitude relative to the 
fluid flow direction "at infinity": 
the aerodynamic angle-of-attack, a , 
and the side-slip angle, P, criterion. 

- Fluid flow time pattern:  un- 
steady, time dependent fluid flow field 
conditions, (x.y.z.t) , or steady fluid 
flow field conditions (x,y, z ) . 

- Fluid flow space pattern:  stream- 
lined (laminated) or turbulent fluid 
flow characteristics.  The distinction 
is applicable tj both inviscid and vis- 
cous flow regions.  The simple invis- 
cid fluid flow analyses of engineering 
importance are mostly restricted to 
streamlined flows.  The viscous (boun- 
ary layer) flow patterns of both lam- 
inar and turbulent types are inevitably 
investigated, the latter requiring a 
more complex analysis, which usually 
involves some time-and-space mean 
averaging procedures.  Another flow 
pattern criterion is the flow separation 
phenomena. Except for the blunted base 
regions, the simplified theoretical 
analyses are customarily conducted un- 
der "no separation" assumption by im- 
posing restraints respective to the 
body thickness distribution, its over- 
all shape and its attitude relative to 
a given set of fluid flow parameters 
at large. 

- Flow field dimensionality:  one- 
dimensional, two-dimensional and three 
dimensional spatial variations of the 
involved physical parameters and the 
rigid body configurations. 

- Intrinsic structural, physical 
and chemical properties of air as a 
flight medium, i.e. variations of its 
composition, its thermal, chemical and 
electromagnetic state and variations of 
its compressibility, viscosity and heat 
conductivity characteristics with flight 
altitude and flight speed. The cri- 
teria lead (1) to the conditional sub- 
division into continuum, slip, transi- 
tional and free molecular airflow re- 
gimes, which are basically affected by 
flight altitude, and (2) to the low, 
incompressible subsonic, compressible 
subsonic, transonic, supersonic and 
hypersonic speed regime subdivision in 
terms of the compressibility and thermal 
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effects   intensity,   see Part I. 

The relatively  low viscosity of air 
flows  around immersed bodies  leads  to 
another extremely  convenient  subdivision 
of the overall fluid flow field (1)  in- 
to a predominantly inviscid and stream- 
lined fluid flow pattern,  spread across 
most of  the field,  and  (2)  into a rela- 
tively  thin,  predominantly viscous 
boundary  layer,   confined next  to the ex- 
posed  body surfaces  (Prandtl's  postu- 
late).     The respectively differing ana- 
lytical methods  represent a major cri- 
teria  in modifying and simplifying the 
general governing equations  of motion. 

The  temperature distribution and  the 
associated hect  transport mechanism 
through a given  fluid flow field are 
usually  treated  as  secondary  effects  in 
the aerodynamic  force analyses,   i.e.   they 
are  introduced   only in as much as  they 
may appreciably  affect the final aero- 
dynamic force 4ata.    The situation is 
one  of necessity,   since any extensive  in- 
volvement of thermal effects complicates 
considerably  the  already mathematically 
complex task of  acquiring practically 
expedient aerodynamic solutions.     Thus, 
although the high-temperature effects 
become   increasingly prominent  at hyper- 
sonic  speeds,  most of  the slender body 
small perturbation inviecid  flow 
theories^,10)do no^ treat the  thermal 
effects  explicitly to any great extent, 
and yet  the aerodynamic  force results 
thus  obtained  are  fairly acceptable 
(within the imposed restrictions)  for 
aerodynamic design purposes.     Contrary 
to it,   the  blunt  body problem at high 
speeds  and the   boundary  layer frictional 
effects  in general,  are strongly af- 
fected by the  aerothermodynamic mecha- 
nism at  large,   and the  temperature and 
heat  transport  effects upon  the overall 
fluid flow conditions must be correc- 
tively  taken into account to a greater 
extent. 

Explicitly  simplified physical and 
analytical fluid flow models  in terms 
of  the introduced assumptions  and 
approximations  are individually speci- 
fied when the  res,-   ;tive aerodynamic 
force data are given in  Ifiter sections. 
Some  simplifications  of  the  equations  of 
change due to a  few most common approx- 
imating assumptions are presented below 
in a general form. 

(vi)      Simplified  Forms  of the Governing 
Equations   of Motion 

(1)   For steady  fluid flow  fields,   all 
derivatives respective to time are iden- 

tically zero,d/di =0   .   i-e-  all physical 
variables  are functions of spatial  field 
coordinates {t,y,z)     only.     The substan- 
tial derivative  then degenerates  to: 

01   0K   0y   0* (2.2-39) 
(2) For electrically non-conducting 

gaseous mixtures the electro-magnetic 
force and energy terms are identically 
zero. 

(3) The "body force" term which is 
mainly due to gravity field is neglected 
whenever the fluid particle paths do 
not involve appreciable differences 
in gravity potential values. 

(.k)  For steady, non-conducting, low 
subsonic speed flows M,< .4 at near- 
standard conditions, the compressi- 
bility effects are negligible. Spa- 
tial cemperature variations are rela- 
tively insignificant, so that the 
coefficient of viscosity, p    , and the 
coefficient of thermal conductivity,k , 
are nearly constant throughout the 
fluid field. Thermal radiation effects, 
which are normally associated with high 
temperatures, are also negligible. 
With these assumptions, including (2) 
and (3), the governing equations of mo- 
tion acquire their simplified incom- 
pressible subsonic flow forms: 

Continuity Equation: 

P z const. 

dy 
du 

01 (2.2-40) 

Navier-Stokes Equations: 

Dt ax       \dx2   ay2    6izJ 

.|E+J^+<>i   aM 
of     Vax2   ay2  a»2/ 

.a_P+Waiw  a_i: + a^ 
az     \d*z ay2   az2/ 

'Dt 

Dw 

Dt 

Energy Equation: 

(2.2-41) 

49 + kf4?JVa!T-+4M+^ ZPDE 
at     \ax2   ay2    az2/ ot 

(2.2-42) 
where in the explicit expressions(2.2-2© 
-(2.2-28) for the dissipation function, 
^) , all terms comprising the second 

coefficient (compressibility effects) 
of viscosity, X  , should be dropped. 
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(5) For thermally perfect gases, 
obeying the ideal form of the equation 
of state 

P = ^ Rr (2.2-U3) 

the  substantial,  derivative  terms  of  in- 
ternal specific  energy, DE/Dt    , and  of 
specific  enthalpy,DH/Dt ,   in  the equa- 
tions   (2,2-20)   and  (2.2-29),   can  be  sub- 
stituted  byCv    or/df and Cp   017dt respec- 
tively,   i.e.: 0E 

D7-CVDT 

Dt        p  Dt 

Cp=yCv (2.2-UU) 

The removal  of  the  specific heats, 
Cp     ,   and Cv    .   from the derivative 
operation  is  permissible regardless of 
whether they are  functions  of  tempera- 
ture  or not,   i.e.   regardless  of whether 
or not  the gas   is  calorically perfect. 

When  the  isentropic   (adiabatic  re- 
versible)  conditions are  introduced 
through a proper definition  of  the  stag- 
nation  temperature conceptd^)   (as  in 
case  of  idealized  inviscid  perfect gas 
flows): 

DS . 
Df = <M o 

(2.2-45) 

(6) The majority of steady aerody- 
namic force analyses are conducted by 
separate and unrelated investigations 
of the idealized perfect gas inviscid 
and viscous flow patterns respectively 
(Prandtl's postulate).  The corres- 
pondingly simplified forms of the 
Eulerian and the Boundary Layer (lami- 
nar and turbulent) governing equations 
of motion are given later in sections 
dealing explicitly with the pressure 
and the skin-friction force analyses. 
Their common underlying general form 
of the equations of motion is given 
here, sometimes referred to as the com- 
pact Navier-Stokes equations.  They are 
considered to be representative equa- 
tions of change in a steady, electri- 
cally non-conducting and chemically non- 
reacting compressible fluid flow field, 
gravity forces neglected.  The fluid is 
treated as thermally perfect, (p=/>RT*) , 
its pressure temperature and density 
variations remaining near-standard con- 
ditions, i.e.,below their critical val- 
ues for which the inert degrees of mo- 
lecular freedom (vibration, dissocia- 
tion, ionization) are aroused.  The 
assumptions relating stresses and 
strains due to fluid viscosity and com- 

pressibility are presumed valid within 
the second order approximations of the 
Maxwell's molecular velocity distribu- 
tion function(7,13)#  jhe heat trans- 
port mechanism within the fluid field 
is assumed to be predominantly by con- 
duction.  The adiabatic irreversible 
conditions are imposed, and the internal 
energy (per unit mass) is presumed to 
be defined by 

■/: 
CvdT0 

(2,2-46) 

Furthermore, the fluid density, p    , 
definition retains a valid physical 
meaning at all points of the fluid 
field, i.e,, the local static pressure, 
p , is nowhere so small and the local 

absolute temperature, T* , is nowhere 
so high as to render the analytical 
density definition; 

dM 
dV 

= mN 

physically meaningless, i,e., the 
necessary condition that the number of 
molecules, N , contained in an infi- 
nitesimally small particle volume, dV , 
must be always very great from the 
statistical averaging procedure point 
of view(7) is satisfied throughout the 
fluid field.  The latter restraint ex- 
cludes rarefied gas flow domains (tran- 
sitional and free molecular flow re- 
gimes):  the presumed second-order ap- 
proximations of the Maxwell's velocity 
distribution function for continuum 
flow conditions are then inadequate, 
i.e., higher order terms for the vis- 
cous and the heat conducting transport 
processes are required, which is 
achieved by introducing a third order 
correction for the stress tensor and 
the heat flux vector definitions (called 
Burnett Equations)^). 

With the cited restrictions, the 
common compact Navier-Stokes forms of 
the governing equations for continuum 
fluid flows are: 

(!-) Equations of Change 

Continuity equation: 

dP,    fy> .    fy>        dp^(d\id\i    d\i\ 

(2.2-47) 
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Momentum equations: 

^u-5;+ vv *wpF*- * "^r -3?- 

(2.2-48) 

'f^ + v-^+w^-VpFy- 4*--Mf ^-■^-,- \   ax        ay       dt ) P *     dv    ^Vardy     dz2 

_ dv , o u \ .  4    a / au . ay. ow\. 
a? +dxdyj    T'* ay ^ dx + dy +ä7/+ 

z\,dx   dx + ay a y + äf äTJ + ^T^-SF-?? j" 

1T\-K   -57;-  T57^+-57+-5rj 
(2.2-49) 

a^i     a^w 
a?" 

Juiw+wiÄ+waWl       iL -JA- F\,  ax     ay     ä77^2    az    ^^xdz 
_a!wafv\4   j_(du . dv . awV 

ay2    ayazj    3^ az Vax + 17 "äTJ 

^ax   ax + ay  ay+7r az j+'ä7Värdrj 
/aw   av_\_   2 a/i/au .av   aw\ 
\di~ di )       *  dz \dx + d?    dz ) av 

(2.2-50) 

Energy equation; 

i(^)+4r(^>4r(^)l + 
2 I?du    av\2,/av   aw\2 /aw   duVl 
3^dr-ä7J^ä7-ä7J + ^ä7-d7-j j 

M 

(2,2-51) 
(2) Auxiliary Equation 

Perfect gas equation of state: 

p = pRT»  • (2.2-52) 

or,  more generally for variable  entropy 
cases: 

F(p,p,R,r) = 0 

/1 =/i(x,y,z) 

^•«(x.y.z) 

Cv"Cv(K,y,z) : 

or    M ^M (T») 

or     k =  k (T") 

:. - Rr Cp/y or   Cv = C¥(T
0) 

Cp= Cp(T0) 

(2.2-53) 

(3)     Primary Variables 

u-uU^.z) 

v»v{x^,z) 

*=*(x,y,z.) 

/»=p(«.y,z) 

TtTTx,y,z ) 
(2.2-54) 

As already stated, a solution to the 
system of equations of change, together 
with the auxiliary relationships 
and within prescribed boundary condi- 
tions, is unobtainable in a mathemati ■ 
cally rigorous closed form, I.e., their 
further simplification is required, 
customarily achieved through applica- 
tion of the Prandtl's postulate and by 
introduction of other physical and 
analytical assumptions and approxima- 
tions. 

In most cases of aerodynamic force 
and moment investigations, such re- 
spectively simplified governing equa- 
tions of motion are analytically trans- 
formed to yield a solution in terms 
of the local pressure coefficient, Cp , 
and the local skin-friction coefficient, 
Cf  , at any given point(x,y,z) iu the 
steady fluid field, see Part I.  A 
subsequent averaging summation of the 
local values across the exposed body 
surfaces gives then the total pressure 
and the total skin friction aerodynamic 
force components. As a further step, 
the solutions are usually sought in a 
non-dimensionalized similarity form, 
valid for families of body shapes, 
body attitudes and fluid flow condi- 
tions, provided that they satisfy iden- 
tity of the respectively necessary 
and sufficient number of fixed similar- 
ity parameters or so called natural 
variables.  The achieved "generaliza- 
tion" of such nondimensional similar- 
ity solutions is evidently of tremen- 
dous practical advantage.  The basic 
underlying principles are summarized 
in the next Section, 2.2.2. 
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2.2,2     FUNDAMENTAL PHYSICAL UNITS  AND  VARIABLES 

(i)   Physical Variables 

A physical variable Is any physical 
concept to which a definite numerical 
value   (or number) can be assigned,   i.e.. 
It represents a measurable physical 
quantity which Is observed and specified 
as a  pertinent quantitative component of 
a physical occurrence.    All  physical 
variables can oe grouped Into two cate- 
gories,  depending on  the type of compar- 
ative external standards  (units) used 
for their numerical formulation: 

(1) Substantial physical variables are 
expressed in terms of a chosen set  of 
the  corresponding standard units   (or 
unit measures), which must necessarily 
be  of   the same kind as  the  respective 
physical variable itself.     The specific 
choice  of  such a  system of unit measures 
is  a matter of convention.     Consequently, 
the  substantial physical variables are 
represented by a dimensional  number. 
Examples of substantial  physical  vari- 
ables  are mass,   length,  time,   velocity, 
area,   etc.    Substantial physical vari- 
ables  are therefore dimensional by defi- 
nition. 

(2) Natural physical  variables do not 
require  for their definition  any  spe- 
cific  external measuring standards. 
They  derive their meaning from a proper 
understanding of the  intrinsic nature 
of a physical phenomena and from a sub- 
sequent establishment of a corresponding 
Internal relationship between meaningful 
groups  of compatible substantial vari- 
ables which are governing the  investi- 
gated  nature of  the physical  occurrence. 
In  order  to define a natural  physical 
variable the underlying substantial phy- 
sical  variable should be recognized first, 
a.nd  then,  by the correct application of 
physical  laws and principles  that are 
pertinent to the investigated physical 
phenomena,   the meaningful ratios  of the 
dlmensionally compatible substantial 
variables  (or of their combinations) 
should  be formed.    Such a dlmenslonless 
ratio  is a pure number defining the 
particular natural physical variable. 
Examples  of natural  physical  variables 
are Mach Number,  M  ;  Reynolds Number, 
Re       ;   body fineness ratio,(L/D) ; 
specific heat ratio,  7  ;  etc. 

Both the basic substantial and  the 
respectively derived natural physical 
variables can then be used for a valid 
description and an analytical formula- 

tion of  the  Involved physical concepts 
and laws  as  they are applicable  to a 
given physical occurrence.     But  the 
roles  of the substantial and the natu- 
ral physical variables in such analytic 
descriptions of the investigated physi- 
cal phenomena are different.     The  sub- 
stantial variables describe  the funda- 
mental measurable aspects  of  a  physical 
state within  the investigated physical 
system;   they  constitute and reflect a 
dimensional physical understanding of 
the internal  structure and the dynamic 
mechanism of a physical occurrence. 

The natural variables  are  formed 
only when such valid internal relation- 
ships between the substantial deriva- 
tives  are  already understood and  func- 
tionally formulated.    Since the natural 
variables  represent non-dimensional 
ratios  of compatible substantial physi- 
cal variables,  the following advanta- 
geous consequences  appear: 

(1) The analytical laws describing a 
physical  occurrence are expressed  In 
terms of a relatively reduced number 
of variables when the natural non- 
dimensional  parameters  are Introduced. 

(2) A convenient generalization of  the 
non-dimenslonalized analytical descrip- 
tions  pertaining to physical systems 
which quantitatively possess  the  same 
natural  variables and are governed by 
the same physical laws becomes possible. 
Such physical  systems  are  said  to  be 
"similar",  and the pertinent natural 
variables  become the necessary and 
sufficient similarity condltions- 

(3) The effec 
number of non 
variables and 
make it easie 
comparative s 
tions both wi 
sical system 
dynamically s 

tive reduction in the 
-dimensional  influential 
their similarity role 

r and simpler  to conduct 
tudies  of varying condi- 
thin one particular phy- 
and for a family of  aero- 
imilar systems  in general, 

(11)   Physical Meaning  of  Substantial 
Units 

A unit  is a conventionally selected 
magnitude  of a substantial physical 
variable,   in  terms  of which all  other 
possible magnitudes  of that  physical 
variable can be specified numerically. 
The measuring concept requires   that 
an unrestricted duplication, or subdi- 
vision quality of the chosen unit can 
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be  effected,  so that  any  other physical 
magnitude  of the  same  kind may  be ex- 
pressed numerically with a  theoretically 
unlimited accuracy.     This condition is 
automatically satisfied by  such physical 
variables which in  themselves  can be 
quantitatively changed  to any desirable 
extent  by adding  or  subtracting  their 
smaller amounts.     Physical  variables of 
this  type are called  "extensive vari- 
ables",   and their corresponding unit 
measures  "extensive  units." Examples are 
mass,   length,   time,   etc.     For  instance: 
a  length of five feet  is readily con- 
ceived as a fivefold reduplication of 
a length of one foot. 

flut,   there are  possible  conceptual 
definitions of some  substantial physical 
variables which cannot be meaningfully 
interpreted in this  additive manner. 
For example,   if  the  "unit density" is 
defined by a specified volume  of water 
at some reference  ambient condition, 
then simple addition  of  such five units 
does not yield a fivefold density of a 
bulk of water five  times greater by 
volume,   although the unit can be used 
as a relative comparative measure of 
similarly defined densities  of other 
substances.     Such substantial physical 
variables, which do not possess  natural- 
ly  the  simple additive qualities  in 
forming greater or lesser amounts,  are 
called  "intensive  variables,"    The lack 
of a meaningful additive property pre- 
vents  their use  in valid analytical ex- 
pressions  of physical  laws.     Consequent- 
ly,   any physical  variable  and  its unit 
mutt be,  by necessity,  either directly 
or indirectly defined  in  terms  of a com- 
patible extensive physical  variable of 
the  same kind,   or eventually  in  terms  of 
other extensive variables,   so  that which 
possesses  the necessary property of an 
unlimited reduplication is  satisfied. 
For instance,   such a physical  intensive 
variable as "density" should be defined 
in terms of the actually involved mass 
(extensive variable)  of the respective 
matter per unit volume,   and  the  corres- 
ponding unit of density specified as a 
unit mass of the  same matter per unit 
volume.     Then,   five density units repre- 
sent  by simple additive process  five- 
fold mass per unit volume,   or a fivefold 
density of the measured substance under 
differing ambient conditions. 

The valid physical measuring con- 
cepts  as defined above,   imply  two basic 
ideas:     the unrestricted simple redupli- 
cation possibility,   and the continuum 
horaogeniety quality  of  a physical event. 
Consequently,  whenever these  classical 
Measuring concepts  are conditionally 

extended  to  such physical variables 
which describe conceptually discrete 
systems  or  indivisible entities   (as 
is  frequently done),   it should  be 
kept  in mind that such an extended 
measuring notion is a mathematically 
convenient artiface,   strictly  limited 
in meaning  by use of  adequate  statisti- 
cal averaging procedures,  i.e., only 
after the continuum or bulk-matter pro- 
perties are ascertained. 

(iii)     Physical Meaning of Natural 
Units 

In  accordance with the fundamental 
concept of a natural variable,   the 
corresponding natural unit is defined 
independently of any arbitrary   ixternal 
measuring standard,   i.e., it reflects 
the intrinsic internal quality  of a 
physical  system or occurrence.     A 
natural unit is,  by  virtue  of  the under- 
lying ratio concept,   quantitatively 
equal to the mathematical concept of 
unity.     For example,   a unit Mach Num- 
ber is  simply equal  to the pure number 
of one. 

Valid descriptive interpretations of 
a natural unit may be effected in 
different ways without changing  its 
real meaning and definition.     Thus, 
since Mach Number is defined as  a 
ratio of some actual speed and the re- 
spective ambient speed of sound,   the 
unit Mach Number may be interpreted 
as  that speed of a body which is equal 
to the speed of sound, with the speed 
of sound taken as a measuring  standard. 

(iv)   Basic Substantial Units 

By a valid application of  the funda- 
mental physical laws and concepts,   all 
substantial physical units can be suit- 
ably expressed in terms of a fewer num- 
ber of conveniently chosen basic units. 
Both  the number and  the kind of  basic 
units  are conventional, depending on 
the choice of physical notions which 
are regarded as fundamental.     Once a 
system of basic units  is accepted,   all 
the other physical units can be derived 
in terms  of the few  fundamental  ones by 
applying individually valid physical 
laws and mathematical concepts,  pro- 
vided the condition of extensive qual- 
ity of such a derived unit is main- 
tained in  the process. 

(v)  Mathematical Interpretation  of 
Physical  Variables and Units-" 

The concept of units is  introduced 
as a  logical necessity,  allowing for 

!      ' 
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a numerical representation of any phy- 
sical magnitude as a simple reduplica- 
tion (or subdivision) of the chosen unit 
measure.  The additive quality of meas- 
uring processes in terms of numbers 
allows for a mathematical treatment of 
physical variables and events:  the 
recognized physical laws and relation- 
ships governing an investigated physi- 
cal occurrence are symbolically repre- 
sented as conditionally meaningful 
mathematical equalities.  The transition 
from physical reality to mathematical 
abstractiois by means of units and 
■measuring processes can in general pro- 
ceed along several alternative routes, 
since formulation of meaningful links 
between the physical ideas and the mathe- 
matical symbolism depends on the chosen 
conventions for mathematical interpre- 
tations of physical units.  Once such 
a conventionally accepted translation 
of physical recordings into the ideal- 
ized language of mathematical symbols 
is performed, the powerfu?. speculative 
potentialities of she mathematical anal- 
ytic processes can be used, leading to 
many conclusions, deductions and generali- 
zations that otherwise would hardly be 
conceived by pure physical methods and 
their random observational comparisons. 

From the point of view of uniformity 
of the resulting dimensional mathemati- 
cal equations (regardless of the chosen 
system of units), an acceptable (al- 
though by no means the only logical al- 
ternative) mathematical interpretation 
of a physical unit can be formulated as 
follows: 

Any physically defined unit is re- 
garded as an integral part of the 
adopted mathematical description of the 
respective physical variable.  In other 
words, an equivalent mathematical quan- 
titative definition of a substantial 
physical variable is represented as 
the product of a number times the re- 
spective unit measure.  The quantitative 
value of a substantial physical variable 
is thus a dimensional number.  When so 
mathematically interpreted, the magni- 
tude of the measured physical variable 
is invariant with change in the choice 
of the corresponding physical system 
of units.  For example, the equality 

chosen physical unit.  In both "foot" 
and "meter" systems of units, the 
measured length, L , remains mathema- 
tically the same variable by its abso- 
lute physical magnitude.  A change from 
feet to meters changes both the "meas- 
uring" number und  the basic unit, but 
the product of the respective meas- 
uring number and the respective "unit" 
remains invariant in the transformation. 
In both cases the respective physical 
units are equivalent to the mathemati- 
cal concept of a "unit entity," al- 
though the two physical units are un- 
equal by magnitude, namely foot and 
meter respectively.  So interpreted, 
the concept of the mathematical "uait 
entity" becomes strictly conditional. 

(vi) Dimensions 

Any set of basic units (ror in- 
stance: cm, gr, sec) in a chosen sys- 
tem of basic extensive variables (for 
instance:  length, mass, time) must 
satisfy the conditions of consistency, 
i.e.,it should allow for definition 
of any other derived unit using the 
same valid standard expression by which 
the related derived physical variable 
is formulated.  Example: 

•1 The standard physical definition 
of the uniform speed concept, V , (de- 
rived variable) is defined in terms 
of that distance, L , (basic variable) 
which is covered in the time interval, 
T , (basic variable) during which the 
uniform motion is observed. The re- 
salting expression is a physical equa- 
tion 

'^ (2.2-56) 

Therefore,   the choice  of  any valia 
set  of units  for measuring  the magni- 
tude  of  the uniform speed,   V  ,  must 
be made  consistent with above standard 
definition of  the uniform speed.   If the 
(cm sec)   kinematic  system of basic units 
is  chosen,   the derived unit  of speed 
should  be  "cm per sec",so  that  the phy- 
sical conceptual definition  (2.2-56) 
is  valid  for  the  set of chosen units 
also,   i.e., 

cm per sec = cm 
sec (2.2-57) 

L^K, ft= K2meters 
(2.2-55) 

holds  only under  the  above  stated  "in- 
variant" mathematical  representation of 
the measured  physical  variable,   i,e., 
when  its absolute magnitude  is  defined 
as  a  conditional  number  times  the 

A change from one  set  of  basic 
consistent units,   (cm sec),   to another 
set  of  basic consistent units,   (ft sec) 
should  then change  only  the measured 
magnitude  of  the observed uniform speed, 
while  both sets  of  the derived  (speed) 
and  the  basic   (length,   time)  units are 

2.2-14 



consisttnt with  the  standard definition 
cf the  derived physical  variable  (speed) 
itself: 

«»•tec «f st««: 

ft per tec - 

em per tec = 

ft 
tec 

cm 
sec 

V = K(|^SK 
ft 

z tec 

(2.2-58) 

Conclusion:  A valid physical equa- 
tion should be invariant with respect 
to any set of chosen consistent physi- 
cal units (basic and derived). 

Consequence:  A quite general (i.e., 
unspecified by unit magnitudes) consis- 
tent system of basic and derived meas- 
ures may be introduced:  it is called 
he dimensional system or the dimension 

of a given physical variable (basic or 
derived) in particular.  For example, 
apy valid physical concept that can be 
measured in terms of some arbitrary unit 
of length is said to have the dimension 
of length, [L] , 

Dimensions are never associated with 
any specific set of numbers and are ex- 
pressed in terms of generalized letters, 
conventionally put into square brackets 
for distinction.  A chosen set of basic 
units corresponds to a respective system 
of basic dimensions.  Dimensions of de- 
rived physical variables are formed by 
a consistent combination of the involved 
basic dimensions, i.e.,by following the 
respective standard definition of the 
derived physical variable in question. 
For example, the dimension of velocity, 
V , is defined as length, L , divided 
by time, T : 

1 J  [T] (2.2-59) 

Basic dimensions and units are rela- 
ted to the concepts which define the 
basic physical variables and specify the 
basic governing laws for the investi- 
gated type of physical occurrence.' With- 
in the Newtonian absolute space and aü- 
solute time continuum environmental con- 
cepts, the defining equation of dynamics 
of motion is the Newton's second law. 
Consequently, the time, length and force 
(or mass), are usually chosen to repre- 
sent the fundamental physical variables 
and dimensions.  In accord with this 
choice, a multitude of specific systems 

of units may be defined; the foot-pound 
force-second, the centimeter-gram mass- 
second and the meter-ne.wton-second sys- 
tems are presently mostly in use. The 
length, the time and the mass represent 
three extensive physical variables. 

For treatment of thermodynamic phe- 
nomena, the concept of temperature is 
introduced es the rourth fundamental 
variable.  fhe temperature is actually 
an intensive physical variable, which 
can '^e indirectly defined through the 
extensive concepts of entropy and heat. 
Under suitable restrictions, the abso- 
lute temperature may be expressed as 
equal to the heat transfer per unit of 
entropy increase 

T = 
80 
3S (2.2-60) 

whern symbol S denotes an infinitesimal 
increment.  But, since the entropy de- 
finition is historically derl.ed from 
temperature, and not vice versa, in 
stead of employing the above correct 
definition the unit temperature has 
been quite arbitrarily formulated as a 
linear scaled difference between two 
physical conditions of a chosen sub- 
stance, which makes it then explicitly 
an intensive physical variable. 

The ambiguous situation with respect 
to the temperature definition can be 
summarized as follows: 

(1) The second law of thermodynamics 
relates the fundamental concepts of en- 
tropy, heat and temperature, Eq. 
(2,2-60).  It can be used to define 
correctly the concept of absolute tem- 
perature, T", in terms of heat, 
Q  , and entropy, S , which are valid 
extensive physical variables. 

(2) Alternatively 
brium kinetic theory 
lute temperature is 
ure of the total mol 
level, expressed in 
ing molecular degree 
tion, i.e., in terms 
energy associated wi 
freedom per molecule 

in the equili- 
of gases the ebso- 

regarded as a meas- 
ecular energetic 
terms of the exist- 
s of freedom of mo- 
of the internal 
th each degree of 

T = 
lei 

(i/ttR,, (2.2-61) 

where ei is the average internal 
energy of a single "i-th" degree of 
freedom per molecule under equilibrium 
conditions, and R,,, is the gas constant 
per molecule. 
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Ttve first law of thermodynamics re- 
lates heat to work,  and may serve as 
the principal analytic expression for 
relating other derived thermodynamic 
units,  once the temperature is chosen 
as the fourth basic variable (i.e., in 
addition to mass,  length and time) of 
the  thermodynamic systems. 

(3) In practice,  a quite arbitrary 
(and hardly physically  justifiable) 
historic definition of temperature and 
its unit has been customarily adopted 
in terms of two differently  (Celsius, 
Fahrenheit, Reomur) scaled and dif- 
ferently specified reference physical 
conditions of water.     Thus defined,the 
concept of temperature is  then artifi- 
cially expressed in terms  of elongation 
properties of arbitrary materials  (ther- 
mometers), which are calibrated relative 
to two distinct thermal conditions 
(solidification and evaporization points) 
of water.    The arbitrary temperature 
definition is unrelated either to the 
internal energy contents  from kinetic 
theory of gtses,   or to the classical 
thermodynamic postulates and laws. 

Similar to the case  of  temperature, 
the accepted units of heat for measur- 
ing the heat as a particular form of 
energy suffer from historic anachronisms. 
Furthermore,  there are several heat units 
in existence nowadays,   even within one 
system of fundamental units.    Moreover, 
if a fundamental system of units is 
changed,   the definition of unit of heat 
is also changed as a consequence. 

When the first thermodynamic  law 
for closed cyclic processes  is analyti- 
cally expressed in its  simplest restric- 
tive form for insentropic inviscid con- 
ditions 

^dO « ^ dW 
(2.2-62) 

the unit of heat,  Q ,   becomes properly 
identical to the extensive unit of work, 
w    ,   (i.e., energy)  in any specified basic 
system of units.     For instance,   (ft - 
Ibf)   in the  (ft - slug  -  sec)  system; 
(ergs)  in the metric  (cgs)  system of 
basic units,  etc. 

If  the old calorimetric  (water) defi- 
nition of heat content is chosen in- 
stead,   (i.e., when the heat content is 
defined without resorting  to the direct 
relation of heat to work),   the corres- 
ponding heat units are BTU and Calorie 
in the British and metric systems of 
fundamental units respectively.    As a 

consequence,   in expressing analytical- 
ly  the first law of  the^^dynamics, 
the Joule's  constant 

J = 778 

4.186 

fMbf 
Btu 
JoulM 

Co'ori« (2.2-63) 

must be  introduced in Eq.   (2.2-62   ), 
which then  takes the form 

llf 4Q s  j dW 
(2.2-64) 

There are no unique standards  in 
defining the heat transfer units, 
neither within a chosen fundamental 
system of units, nor in any particular 
country.     In each individual case,  a 
careful examination of the adopted 
conventions must be performed. 

(vii)     Main Systems  of Units 

The most commonly used systems  of 
units in physics and engineering are 
divided into two primary groups 
according to the adopted fundamental 
system«  of dimensions or measures: 

(1)     The [MLT] absolute physical 
systems  of measures,  based on the 
frimary dynamic quantities,   is mass, 

M]  ,   length, [ L ]   ,  and time, [T]  . 
The corresponding basic units  in the 
[MLT]  system are usually metric.     In 
accordance with the Eleventh General 
Conference on Weights and Measures(15) 
of  October,   1960,  the primary metric 
standaros are defined,  and the corres- 
ponding English and American units  are 
unilaterally related  to their metric 
counterparts as  follows: 

Unit of length is I meter = 
1650763.73 wave lengths  of Krypton 86 
orange-red radiation in vacuum.     Then, 
I  yard  =   .9lkk meters,   I  ft  =  1/3 yard. 

Unit of mass is  I kgm,   identical to 
the prototype mass  of  the  primary stan- 
dard in Paris, called "the interna- 
tional  prototype kilogram-mass."    Then, 
I  Ibm =   .45359237  kgm. 

Unit  of time is  1 ephemeris  second. 
It is an arbitrarily defined time 
interval, made invariant by definition 
and not by its physical nature:     1 
ephemeris  second  = 1/(31556925.9747) 
part of  the tropical year for 1900, 
January 0d 12'1 ephemei*is  time, when 
the  tropical year was  365d 05h U8m 

45.6661=. 
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Table  (2.2-1) 

j                 MLT Absolute  System 
1           FUNDAMENTAL:     Kgm  - m -  sec 

FLT Gravitational  System 
PRIMARY:     Ibf   -  ft   -   sec 

CO 
c 

o o 
•rH-H 

CO   10 
(0   C 

CD   0) 

1     £ 
i    ••-> 

Q 

ENGLISH  or 
USA METRIC 

ENGLISH  or 
USA METRIC                        j 

Ibm 
ft 
sec 

(Derived) 

kgm 
m 

sec 
(Fundament.) 

grm 
cm 
sec 

(Physics) 

Ibf 
ft 
sec 

(Primary) 

kgf 
m 

sec 
(Derived) 

grf              I 
cm 
sec              1 

(Derived)      \ 

1          *" 
to 

to S 

POUND-MASS 

Ibm 

(Basic) 

KILOGRAM- 
MASS 

kgm 

(Fundament.) 

GRAM-MASS 

grm 

(Physics) 

SLUG* 

slug 

(Derived) 

NO UNIT** NO UNIT**    j 

1       *• 
0) 

o 
PL, 

P0UNDAL 

(Derived) 

NEWTON 

n 

(Derived) 

DYNE 

d 

(Derived) 

POUND-FORCE 

Ibf 

(Basic) 

KILOGRAM- 
FORCE 

kgf 

(Derived) 

GRAM-FORCE    | 

grf             j 

(Derived) 

bO 
C J 
4) 

H1 

FOOT 

ft 

(Basic) 

METER 

m 

(Fundament.) 

CENTIMETER 1 

cm           | 

(Physics) 

FOOT 

ft 

(Basic) 

MEIER 

m 

(Fundament.) 

CENTIMETER   | 

cm            j 

(Physics)   j 

H      | 

EPHEMERIS   SECOND                                                                            | 
sec 

(Fundamental) 

*    The gravitational unit mass  in the 
basic  (Ibf  -  ft  -  sec)   system at sea- 
level standard conditions  is 

I Ibf 
I slug = 

I (ft/sec2 ) 
32.174049 Ibm 

Its  value decreases with altitude, H   , 
sincei 

9H S Js_ 
H      (Ro + H)2 

(2.2-65) 
where Ro is the mean radius of a spheri- 
cal earth at 45° north latitude. 

** There ajre no named mass units in 
the derived (kgf - m - sec) and (grf - 
cm - sec) metric systems.  At sea-level 
conditions, a weight of 1 kgf has a mass 
of 1 kgm, which is the fundamental unit 
of mass in the absolute (kgm - m - sec) 
system of units.  It is invariant with 
altitude, since the inertial and the 
gravitational mass are then equivalent. 
A conditional unit mass, similarly de- 
fined as slug, in the (kgf - m - sec) 

and the (grf - m - sec) derived systems 
would be the sea-level numerical equi- 
valents of slug: 

and 
9.80665 kgm 
980.665 grm 

which are undergoing the same variation 
with altitude as in the case of slug. 

The thermodynamic concept of absolute 
temperature, T0,used whenever internal 
energetic levels in a flowing fluid are 
important, is the fourth basic unit. 

As already stated, the absolute tem- 
perature is measured on a thermodynamic 
scale from the absolute zero condition. 
As an intensive variable the absolute 
temperature is then conditionally ex- 
pressed either in the centigrade degrees 
absolute, which are named "degrees Kel- 
vin," or in the Fahrenheit degrees ab- 
solute, which are named "degrees Ran- 
kine ": 

•K = »0+ 273.16'. 
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•R = •F+ 459 69» 

•R » ■ (T) •" 
•c 
5 

.   'F-ZZ* 
9 

•K- •273 
5 

Ii •R- 491.69* 

In the fundamental [ MLT ] system of 
measures, the unit of force is 1 new- 
ton.  It is a derived quantity: 

I n = .10197612 kgf 

1 kgf = 1 kgm x 9.80665 m/sec2, 

where the conventional standard gravity 

gs = 9.80665 m/sec2 = 32.17U049 ft 
sec? 

closely  corresponds  to its actually mea- 
sured value at 45° north latitude,  sea- 
level  conditions 

(2)   The TFLT] gravitational  systems 
of measures.   based  on  the primary dy- 
namic quantities  of force,[F],   length, 
[  Lj ,   and time,[T].     The corres- 
ponding basic  units  in  the [FLT] sys- 
tem are usually English.     They are de- 
rived  by  internationally adopted  stan- 
dards  as  follows; 

Unit  of force  is  one  pound-force: 
1  Ibf  =   .45359237  kgf 
1  kgf  =  1  kgm x   9.80665 m/sec2 

Unit  of  length  is  one yard: 
1 yd  =   .9lkk  meters 

Unit  of  time  is  one ephemeris  second. 

In  the gravitational [ FLTJ system 
of measures   the unit  of mass  is  one 
slug.     It is  a derived quantity: 
1  slug  = 32.174049  ft/sec2 x 1  Ibm 
1  Ibm =   .45359237  kgm. 

Conversion  constants  between  the 
[ MLT ] and the [ FLT] basic units  and 
their respective multiples  are: 

Length 

m = I02 cm = lO3  mm = ID6   ^ = I09   m^i = I012^ 

=  lO10 A    (Angstroms) 

=  39.37008  in 

=  3.280840  ft 

=  1.093613  yd 
1 yd  =  3  ft  =  36  in  =   .9144 m 
1  ft  =   .3048 m 

1 in = 2.54 cm 

Mass 

1 kgm = 2.20462262 Ibm 

1 Ibm = .45359237 kgm 

1 slug = 32.174049 Ibm 

Force 

1 kgf =  9.80665 newtons 

=  2.20462262   Ibf 

=  70.931635  poundals 

1 n =   .10197612  kfg 

=   .22480894  Ibf 

= 7.2330139 poundals 

1  Ibf =   .45359237  kgf 

=  32,174049  poundals 

= 4.4482217  newtons 

1 poundal =   .0310809497  Ibf 

=   .014098082   kgf 

=   .13825495  newtons 

The two fundamental  dynamic  systems 
of units,   together with  some others 
still in use,  are comparatively pre- 
sented for convenience  in Table  (2.2-1). 

(viii)    Description  of Methods  for 
Defining Natural  Variables 

The fundamental  physical  laws and 
definitions can  be expressed as valid 
physical dimensional equations,  pro- 
vided the dimensional  consistency  of 
each term in the  equations  is satis- 
fied.     Since  the  dimensions  of all 
algebraic  terms   in a  valid physical 
equation must necessarily be the same, 
it  is  also always  possible,  as a con- 
sequence,   to convert a physical equa- 
tion into a mathematically non-dimen- 
sional form by a  proper  introduction 
of  the natural nondimensional vari- 
ables  instead  of  the corresponding 
primary  substantial physical variables. 
For instance,   the  familiar dimensional 
form of Newton's  second  law, 

F   -   ma 

(2.2-66) 
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can be alternatively written as an equiv- 
alent nondimensional expression 

F 
m a = I (2.2-67) 

stating that the natural variable F/mo 
is equal to unity. 

There are, in general, two ways to 
ascertain a proper physically meaningful 
form and a minimum number of natural 
variables that fully describe a given 
physical occurrence: 

(1) Dimensional Analysis Methods 

By a direct use of dimensional analy- 
sis methods, it is possible to discern the 
constituent natural variables within a 
physical system without investigating 
the actual governing differential equa- 
tions.  The most obvious advantage of 
the dimensional analysis methods lies 
in the fact that an exact mathematical 
derivation of the physical functional 
relationships between the involved phy- 
sical variables is rendered unnecessary 
for a proper formulation of th«i key 
natural variables which determine both 
the general behavior of the physical 
system and the similarity requirements. 
In the application of the dimensional 
analysis methods, however, it is impera- 
tive that all pertinent physical sub- 
stantial variables and dimensions be 
recognized initially.  For this to be 
possible, one must possess some under- 
standing of, and an insight into, the in- 
ternal mechanism of the physical process, 
i.e., one must realize the possible law- 
ful interrelationships between all sub- 
stantial variables determining the physi- 
cal pa em of the investigated occur- 
rence. Use of the dimensional analysis 
method may lead to formulation of the 
consistent natural variables, and thus 
set the stage for a subsequent defini- 
tion of the similarity requirements, 
but it neither discloses the explicit 
analytic form of functional relation- 
ships between the natural variables, 
nor yields numerical solutions of prob- 
lems. 

In applications, the following two 
basic dimensional analysis approaches 
are characteristic (each of them is, in 
its turn, prone to many minor variants): 

(a) The Step-by-Step Elimination 
Method(J-6) 

This method involves an organized 
stepwise elimination of fundamental di- 
mensions from a correctly recognized 

implicit functiona 
tween the substant 
ables that define 
physical system. 
to a direct defini 
nataral variables, 
amental dimensions 
poses should corre 
nature of the inve 

1 relationship be- 
ial physical vari- 
tne investigated 
The process leads 
tion of the governing 

Choice of the fund- 
for elimination pur- 

spond to the physical 
stigated system. 

(b) The Buckingham tr Theorem 

The Buckingham ir  Theorem states 
that the number of natural variables 
(i.e., the number of independent non- 
dimensional groups of substantial phy- 
sical variables) which can be meaning- 
fully formed within a physical system 
is equal to the difference between the 
number of assumed (or recognized) 
characteristic substantial variables 
and the number of independent basic 
dimensions involved.  In simple words, 
this theorem tells how many nondimen- 
sional numbers to expect, provided a 
correct number of the physical sub- 
stantial variables has first been 
determined.  Once such knowledge is 
secured, the technique of applying the 
Buckingham TT Theorem metnoü in determ- 
ining the natural variables (similarity 
parameters) is routine.  For reference, 
any textbook on the subject will do. 

(c) General Limitations of the Di- 
mensional Analysis Methods 

Both the step-by-step method and 
the Buckingham TT Theorem require a 
preliminary intuitive insight into, 
or factual knowledge of,all the impor- 
tant substantial physical variables 
which constitute the investigated phy- 
sical occurrence.  If a physical occur- 
rence is not well understood, and if 
the wrong type or an insufficient num- 
ber of substantial physical variables 
is presumed, an erroneous or insuffi- 
cient number of dimensionless natural 
parameters is obtained.  The dimen- 
sional analysis technique does not 
yield an automatic clarification in 
the matter of a proper choice of the 
minimum but sufficient number of sub- 
stantial physical variables. 

Furthermore, the Buckingham TT 
Theorem is founded on the supposition 
that a correct minimum number of inde- 
pendent basic dimensions [L , M,T, T"] 
pertinent to the investigated physical 
occurrence, is known "a priori." The 
theorem does not give itself any assur- 
ance that the presumed number of. inde- 
pendent basic dimensions is in .actu- 
ality, the minimum number.  In .irnny 
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cases It is easy to secure that know- 
ledge in advance,  but in some more com- 
plex physical events the existing evi- 
dence has  shown that,  due to an initial 
error in assuming more independent di- 
mensions  than really necessary,   the num- 
ber of natural variables derived by  the 
Buckingham  n Theorem turned out to be 
less than actually in existence,  al- 
though formally correctly found by the 
theorem's  technique.     In such cases,   the 
adopted minimum number of independent 
basic dimensions did not prove to be  the 
actual minimum,  and the theorem itself 
yielded no provisions for correcting  the 
situation.     In such cases the step-by- 
step method will secure means of dis- 
covering  the actual minimum number of 
the really  independent basic dimensions 
(independent variables). 

(2)  Direct Non-dimensionalization of 
the Governing Equations    "" 

On many occasions, the necessary  intui- 
tive insight,   or the corresponding ex- 
perimental evidence, may prove insuffi- 
cient to guarantee a fully comprehensive 
treatment of a physical occurrence  "a 
priori," and a subsequent coherent appli- 
cation of the dimensional analysis meth- 
ods.    Under such inadequate circumstances, 
the natural  variables can be fully de- 
fined only by methods involving a direct 
study of the explicit physical equa- 
tions and the boundary conditions govern- 
ing the physical system under considera- 
tion.     The equations are usually in the 
form of a system of simultaneous differ- 
ential equations, which must be first 
derived by application of the corres- 
ponding physical laws as applicable 
to the particular physical closed sys- 
tem.     For the limited purpose of de- 
fining the natural variables,  a know- 
ledge of how to solve the usually in- 
volved differential equations is not 
required. 

There are several common techniques 
of handling the governing differential 
equations for the purpose of ascertaining 
the necessary and sufficient number of 
natural variables  (i.e., similarity param- 
eters),  such as the scale factoring  tech- 
nique, nondimensionalization by use of 
characteristic parameters,  etc.     The 
method is considerably used in the 
existing  technical literature, which 
should serve rs a general reference in 
the matter.     A special illustrative and 
purposeful example of nondimensionaliza- 
tion of the Navier-Stokes equations 
(compact form)   is presented in Section 
2.2.3. 

(ix)    Similitude  Concepts 

(1) Conditions for Similitude 

A physically defined similitude 
concept is analogous to its more fa- 
miliar geometric  interpretation:     simi- 
larity conditions are satisfied if the 
same shapes  or proportions are main- 
tained in two individual physical  occur- 
rences.     Since  the natural variables, 
by virtue  of  their very definitions,  de- 
scribe shapes  or proportions,   a simi- 
larity between two physical events  is 
satisfied if the involved natural vari- 
ables are fixed and of the same kind 
respectively.     This  requirement  is  both 
necessary and  sufficient. 

From an analytical point of view, 
two specific fluid flow occurrences 
around immersed bodies are similar only 
if they  are represented by identical 
forms of the dimensional governing 
equations,   auxiliary    relationships, 
and boundary conditions,   i.e., only if 
all  the determining physical substantial 
variables  of the fluid-body system and 
the boundary conditions for the two 
physical flow occurrences are so inter- 
related that  the resulting identical 
differential equations yield the  same 
types of particular solutions for the 
involved dependent variables (for in- 
stance velocity  field components)   in 
terms of the respective independent 
variables  (space point coordinates for 
steady flow conditions  or space point 
coordinates and time for unsteady con- 
ditions) . 

A broader, and  at  the same  time 
simpler, similarity criteria is  reached 
by introduction of the natural nondi- 
mensional variables instead of the 
substantial physical variables.    Using 
either the direct analytical methods 
of non-dimensionalization of the 
governing flow equations and boundary 
conditions,  or  the dimensional analysis 
methods,   it can be shown that the re- 
spective fixed  identity of the repre- 
sentative natural  variables for  the  two 
fluid-body  systems  represents  the 
necessary and  sufficient requirement 
for their physical similarity,   i.e., the 
natural variables are the necessary and 
sufficient similarity parameters.     The 
criteria of the respective identity of 
the representative natural variables 
can be then extended to conditions when 
the natural variables are not fixed 
(i.e., not related to a particular solu- 
tion of the problem),  but are allowed 
to vary while remaining correlatively 
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identical,   and  thus depict validly   the 
similar physical behaviors  of  the  com- 
parative  fluid-body physical  systems  in 
all their successively compatible changes. 
It means  that if the equality of  the re- 
spective  representative natural  variables 
is continuously preserved,  the two sys- 
tems  are undergoing similar states. 
Furthermore,  within a single fluid-body 
system,   two different physical  states, 
as defined  by two different  sets  of 
substantial dimensional physical  vari- 
ables,   are  similar by pattern and  type 
if  the  representative natural dimen- 
sionless   variables are  kept fixed.     Evi- 
dently  the same conditionality holds  for 
two fluid-body systems,   provided  the re- 
spective  pairs  of natural variables  are 
kept equal and fixed,  and provided  the 
geometric  similarity or-affinity  con- 
ditions  are  preserved. 

(2)   Distinction Between Identity and 
Similarity '~ 

The dimensional substantial  physical 
variables  of a fluid-body system are 
also called characteristic parameters 
of the system.    By equalizing and fixing 
all  the  respective dimensionnl  charac- 
teristic  parameters,   two fluid-body  sys- 
tems are made absolutely identical. 

The conditions for absolute identity 
of  two fluid-body systems  are not  to be 
confused with the necessary and  suffi- 
cient  conditions  for their similarity. 
The similarity requirements  are not  so 
restrictive as  the requirements  for 
identity,   although in both cases  the 
same characteristic parameters  are  in- 
volved.     Two flows can be made  similar 
by application of a constant  scale  fac- 
tor to every dimensional characteristic 
parameter,   i.e., the  substantial  physical 
variables  are not necessarily kept  in- 
dividually  identical.     The nuance   is 
analogous   to  the more familiar notion 
of the difference between two geome- 
trically  identical and similar figures, 
here applied on physical flow systems. 
Two similar physical systems will  be 
represented  by  the same  type  of dif- 
ferential  equations  and boundary condi- 
tions,   and  shall have the same  type  of 
particular solutions,  only numerically 
shifted  by  the  introduced scale  factors: 
for two similar physical  systems   the 
internal  structural relationships, 
underlying natural laws and deductions, 
shall be conditionally identical by 
type,  and  only different by absolute 
magnitude;   they are not absolutely 
identical. 

It  should be noted that similarity 

between two  physical  systems  does  not 
necessarily imply existence of the same 
overall geometry.     Although usually  pre- 
supposed,  the geometric similitude  is 
not an inclusive requirement for physi- 
cal similarity at large.    For instance, 
some two-dimensional steady flows about 
elliptic cylinders with longitudinal 
axes  perpendicular  to the uniform free 
stream direction,   can be conditionally 
matched with corresponding two-dimen- 
sional flows about circular cylinders 
by applying additionally different scale 
factors  to the  independent spatial  vari-» 
ables   (coordinates  x,y  ),  and  to  the 
corresponding velocity components (u, v ) . 
Such types of similar flows are some- 
times called  "distorted similar flows," 
the name pointing out that the scaling 
process has  been extended not only  to 
the characteristic physical flow parame- 
ters ,  but to the flow field independent 
variables  also  including body contours. 

Thus an apparently unrelated variety 
of fluid flows  can conveniently be 
grouped into a few representative types. 
Such a conditional categorization allows 
for relatively simplified and general- 
ized analytical and physical investiga- 
tions of a considerably reduced number 
of affine fluid flows.    The grouping 
can be conveniently performed according 
to the relative  importance of those 
basic physical variables which appea:- 
essential  in expressing the respective 
internal mechanisms of various flow 
patterns  such as,   for instance,   flow 
speed regimes   (low subsonic,  compres- 
sible subsonic,   transonic,  supersonic, 
hypersonic,   see Part I). 

The  important role that natural  vari- 
ables  play  in establishing similarity 
concepts can be summarized as follows: 

(1) The natural variables indicate 
similarity conditions for a number of 
individual physical systems,   i.e.»they 
lead to generalized conclusions and 
enable investigations of otherwise  ex- 
perimentally unattainable full scale 
events  by use  of properly scaled model 
systems. 

(2) They enable formulation and pre- 
diction of functional laws for similar 
physical systems  by use of  a reduced 
number of nondimensional variables, 
fully substituting a greater number of 
characteristic  substantial physical 
variables. 

(3) They permit a convenient clas- 
sification of various physical phenom- 
ena according  to significance end  im- 
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portance of the pertinent natural num- 
bers.  For this limited purpose, only 
the natural numberr which are predominant 
for the internal mechanism of the in- 
vestigated physical occurrence are con- 
sidered, i.e.« excluding from such an 
analysis various efficiency factors, 
natural constants,etc., which might be 
otherwise also treated (by virtue of 
their nondimensionality) as natural num- 
bers at large. 

Explicit forms of the similarity 
laws for subsonic, transonic supersonic 
and hypersonic continuum flow speed 
regimes are stated in the respective 
sections later, while a limited inter- 
pretation for subsonic and supersonic 
speed regimes is illustrated in Sec- 
tion 2.2.3 in a broad, non-specific 
way. 
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2.2.3     NON-DIMENSIONALIZATION  OF  THE   COMPACT  FORM 
OF  THE  NAVIER-STOKES  EQUATIONS  AND ANALYTI- 
CAL   DEFINITIONS  OF  THE   CONTINUUM   FLOW 

NATURAL  VARIABLES 

In engineering applications,the non- 
dimensional aerodynamic  force coeffi- 
cients  are customarily expressed  as  ex- 
plicit  functions  of  influential natural 
variables   or similarity  parameters.     A 
meaningful formulation  of each non- 
dimensional parameter,   or  natural  vari- 
able,   reflects  some essential  aerother- 
modynamic characteristic  of  the  inves- 
tigated  fluid flow  type,   such as  com- 
parative  significance  of  effects  of 
viscosity,   compressibility,   thermal 
conductivity,  etc.     Each non-dimensional 
natural  parameter can  be  treated  as  a 
partial quantitative  indicator  of  the 
relative  importance  of a  particular  set 
of  aerothe.rmodynamic  fluid  flow  sub- 
stantial variables.     The necessary num- 
ber  of  the representative  nondimensional 
natural  variables  depends  upon  the over- 
all  complexity of  the  investigated fluid 
flow  type and upon the underlying assum- 
ptions  and approximations  used  in for- 
mulation of the correspondingly  repre- 
sentative fluid flow analytical model. 
The  proposition  is  readily   illustrated 
by  a direct nondimensionalization of 
the  governing equations  and  the  boundary 
conditions  for a  simple  two-dimensional, 
steady,   subsonic  compressible  and vis- 
cous  continuum fluid flow model around 
an  infinite insulated cylinder having 
its   longitudinal axis  perpendicular to 
the  direction of uniform steady  free 
stream at  infinity.     It  is   assumed that 
air   is  a dry,  chemically  and electri- 
cally neutral mixture  of a  predominantly 
diatomic nature.     The  examplary  simpli- 
fied  case  serves well  the  purpose  of 
illustrating the analytical  definitions 
of   the most  important natural  variables 
which are representative  for  the  adopted 
continuum flow models  described  by the 
compact  form of  the Navier-Stokes  equa- 
tions  of change  (2.2-47)   to  (2.2-51). 
The  energy equation  (2.2-51)   is   for 
adiabatic  flow field conditions;   it  is 
rewritten  in its  enthalpy  form,   the 
body  forces  are neglected,   and  the 
coefficients  of air viscosity,  p  ,  and 
heat conductivity, k ,   are  assumed 
nearly constant  throughout  the field, 
which  simplifies  considerably  the mo- 
mentum equations   (2.2-48)   to  (2.2-50) 
and  the dissipation function,  4>  .     Due 
to  the  imposed approximations,   the 
validity of  the  illustrative  analysis 
is  restricted to subsonic  and even- 
tually  to low supersonic  speed regimes. 

Main  restrictive assumptions  are: 

(1) the  air composition  is  near- 
standard     and may be  treated as  a homo- 
geneous   continuum,   viscous   and   com- 
pressible  medium,   chemically and  elec- 
tromagnetically neutral, 

(2) the   flow  is  steady,   stable,   and 
adiabatically  irreversible, 

(3) the steady flow conditions are 
not dependent on the way (history) in 
which  they  have been established, 

(4) the  viscous no-slip condition 
is  satisfied  at the body  boundary, 

(5) the  flow conditions  at  infinity 
are unaffected  by the  body  presence  and 
are  steady  and uniform, 

(6) the  body  surface  is  aerodynami- 
cally  smooth   (no roughness  effects)   and 
insulated, 

(7) the  initial  (at  infinity)   flow 
conditions  are not far  from standard, 
i.e., no high temperature or rarefied 
effects  are  present initially. 

The  dimensional form of  the  govern- 
ing equations  (per unit volume)   for the 
illustrative case  is: 

Continuity: 

ox oy 

Momentum: 

(2.2-68) 

du du 
ox 0 y 

aip-p») 
ax 

pup-   +^viv 
ox dy 

,a2v 

^W   ay»'   3   ax(ä7 + d7i   ' 

aip-pj 

ax ^d* ' dy 

(2.2-69) 

a2y 

ay 
I 

Energy: (2.2-70) 

an       dH     dp i dp   jdzv &r\ 

(2.2-71) 
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where; 

♦ «M [ftUtf] * H% **]' 
(2.2-72) 

Note that both fi and k   are assumed nearly 
constant, and that the sign convention 
is here defined for heat flux gain per 
unit control volume (since the tempera- 
ture gradient is negative) : 

(2,2-73) 
(1)  Boundary Conditions 

At   oo   :      u  *   Va, P   = Pm      p = p« 

v = 0,   T*= Tl       [ = i. 
At  the cylinder surface . 

„2   *.   y2SD2/4:       uso,v«0,    JIT'0 

i.e., the local normal derivative of 
( T*) is zero for the assumed insu- 
lated cylinder surface < 

Dimensions of all physical variables 
in the governing equations (2.2-68) to 
(2.2-71)  are given in Section 2.2.2. 

(ii)  Primary Variables 

In the equations of change,(2.2-68)  to 
(2.2-71),(x) and (y ) are  the  independent 
variables  of the flow field,   i.e., the 
spatial coordinates  of any  local point, 
( x)   in direction  of the  local steady 
uniform free stream,  and (y) perpendicu- 
lar to it,  following  the usual right 
hand convention of a  space  fixed orthogo- 
nal Cartesian coordinate  system.     The 
four substantial  field variables 

u   « u(x , y) , 

v • »(«, y), 

P  • P (K , y), 

r» "Hx , y) , 

are then taken as primary dependent 
variables in terms of which the solu- 
tions or the system of the four simul- 
taneous differential equations should 
be defined, the particular integrals 
satisfying the cited boundary conditions, 
provided the remaining six physical vari- 
ables (^ ,p,H, k ,y ,^) are specified through 
a sufficient number of physically mean- 
ingful parametric relationships in terms 

of the primary variables, or eventually 
treated as constant. 

(iii) Auxiliary Relationships 

The dissipation function, <£ , depends 
on viscosity, compressibility and ve- 
locity gradients within the flow field, 
i.e., depends in general on the present 
types of the energy dissipating forms 
of the internal flow mechanism, such 
as the ordered momentum dissipation on 
a molecular level (energy absorption 
through the viscous distortion and ro- 
tation of a fluid particle), the work 
consumed in producing volumetric 
changes of a fluid particle due to its 
elasticity (or compressibility), etc. 
With the presumed constant values for 
the first, p.    , and the second [X =- 
-(2/3)/i]  coefficients of viscosity, the 
dissipative function takes the simpli- 
fied form (2.2-72). 

in a more general case, a proper- 
functional representation of the five 
physical parameters, (/),H,k,y,^) in 
terms of the adopted primary physical 
variables, (u.v.p.D , involves a re- 
spectively valid application of the gas- 
dynamic and thermodynamic concepts to 
the specific fluid flow case under in- 
vestigation.  In this respect, the fol- 
lowing main notions may be considered: 

For a given gas composi 
pressure, p , density, p 
temperature, T*, are the 
independent thermodynamic 
If and when the gas is in 
stable thermodynamic equi 
implicit functional relat 
tween the variables is es 
which can be analytically 
in a generalized form 

tion, the 
, and absolute 
characteristic 
variables. 
a state of 

librium, an 
ion«hip be- 
tablished, 
represented 

F{f>,p,R,Tl = 0    (2.2-74) 

where R(gas "constant") is a specific 
structural characteristic of the gas, 
and the function F remains to be de- 
fined in terms of the overall state of 
gas. 

Assuming a chemically and electro- 
magnetically neutral gas at near- 
standard conditions, a special ideali- 
zed form of the equation of state and 
the so called calorie equation are used 
in a first approximation. 

Cp » Cv + R, 

p = ^»RT* 

(2.2-75) 

(2.2-76) 
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and tha gas is then labeled as thermally 
perfect, where Cp and Cv represent spe- 
cific heats at constant pressure and 
constant volume respectively. 

For non-flowing (no bulk matter ordered 
motion) thermodynamic processes (which 
are conceived as an infinite sequence of 
infinitely small and continuous changes 
of the presumed equilibrium states, 
realized infinitely slowly) of adiabatic 
type (i.e., closed, insulated systems), 
the caloric equation (2.2-75) can be, 
for perfect gases, combined with the 
equation of state (2.2-75) in a general 
expression: 

Cv 
= 1+ R dph 

^»y-rr- r -rm 

(2.2-77) 

(2.2-78) 

where subscript s stands for the con- 
stant entropy restraint.  If, further- 
more, the specific heats ratio, y   , is 
assumed constant, the gas is called 
calorically perfect, and the expression 
(2.2-79) reduces to the constant entropy 
adiabatic law: 

const (2.2-79) 

A valid application of the above 
classical thermodynamic notions to 
flowing gases required further re- 
straints: 

The approximated idealized relation- 
ship (2,2-75) and (2,2-76) can be con- 
ditionally applied to processes in 
flowing gases, assuming that at any 
instant of time, each of the infinite 
number of gas flow states throughout 
a fluid field is in a thermodynamic 
equilibrium and that difference between 
any two flow states are infinitesimally 
small and continuous analytically. 

The constant entropy (isentropic) forms 
for thermally perfect gases (2.2-77) 
and (2,2-78), as well as the isentropic 
form (2,2-79) for thermally and calori- 
cally perfect gases, require that the 
flowing gas be inviscid, (/x = 0 ), thermal- 
ly non-conducting, ( k = 0 ) , in addition 
to all other thermodynamic restraints. 

In conclusion, compressible flows of 
thermally perfect gases, having no vis- 
cosity, {fx= 0 )  , and no heat-conductivity, 
( k = 0 ) , can satisfy the isentropic 
conditions, and a direct pressure-densi- 
ty relationship may be expressed by 
Eqs  (2,2-77) and (2,2-78),  If, in 
addition to it, the flowing gas is con- 

sidered to be also calorically perfect, 
(y = const) , the pressure-density rela- 
tionship, p-plp)  , assumes the simple 
isentropic form (2.2-79), 

Since for comprersible viscous flows 
the entropy is not constant, a simple 
isentropic assumption of,/> =/ol P ) , is 
not applicable.  Instead, the variable 
density, p   , should be expressed as a 
function of both the local static 
pressure, p , and the local absolute 
temperature, T" , according to the 
general form of the equation of state 
for thermally perfect gases, Eq  (2.2- 
74), with the pressure, p , and the 
temperature, T , taken as independent 
thermodynamic variables (i.e., as pri- 
mary dependent variables in the govern- 
ing equations (2,2-68) to (2.2-71)). 
The pressure-density relationship is 
then conveniently expressed in a more 
general form: 

do ,dp   df 
s8— -«y. .  (2.2-80) 

where the coefficients  S  and  <   are 
defined as(l-6) : 

^-8^£- t*X (2.2-81) 
p '    p       r 

8s7(ä^)r
sp8' (2.2-82) 

'      P UTV ' (2.2 83) 

dp 
dH = CpdT+ (l-«)-f- 

p     (2.2-84) 

1-»    JL2JL 
y ' 5    Cp PJ' (2.2-85) 

with S   ,   « and y   having comparable 
meanings: 

8   -  represents  product  of  the coeffi- 
cient of  air compressibility  at 
constant  temperature,   8, =   (l//j) 
idP fdp)r , and the  static  (abso- 
lute)  pressure,   p   . 

e   -  represents  product  of  the coeffi- 
cient of  thermal expansion at con- 
stant pressure, f, = {-\/p) { dp / dJ)p , 
and  the absolute  temperature,  T* . 

The above relationships  allow for 
either  p  or p to be  treated  as  one of 
the primary dependent  variables. 

It  should  be noted  that Eqs     (2.2-80) 

I 
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and   (2.2-85)   indicate   that   the specific 
heats  ratio, y   ,   and   the  specific heat 
coefficient at constant pressure,   Cp    , 
are  not constants   in  general,  and do  not 
necessarily follow the same  functions 1 
law  in terms  of p , ^  .T* and  internal vis- 
cous,  8   , and elastic,  «   ,   (or compres- 
sible)  characteristics  of  air for the 
assumed  variable  entropy  flow cases. 

Note  that  by virtue  of the auxiliary 
expression  (2.2-80)   to  (2.2-81),  the 
three  physically   important  variable pa- 
rameters ^   ,  H   ,   and Y  are  considered 
functions  of   the   primary dependent vari- 
ables   p    and  T*,   and  the three new ther- 
modynamic coefficients, 8   .   <   .  and Cp   , 
which  are  in  this  analysis   assumed to 
be  and  are often  evaluated  at some 
"reference state,"    The  reference level 
may   be,   in general,  different  from any 
particular local   free  stream condition, 
i.e., it  can  be referred  to  some repre- 
sentative average  gas  condition, which 
yields  a workable   justification for an 
assumed constancy  of   8 ,  <   and  Cp. 
The  same  trend of  argumentation may  be 
applicable  to the  coefficients K   and 
p   ,   if conditionally   treated as con- 
stants. 

(iv)  Nondimensionalization  Procedure 

For  the present  purpose,   assuming 
that  the governing  physical  relation- 
ships   (2.2-68)  to  (2,2-72)   and the 
auxilliary  parametric  expressions 
(2.2-81)  to   (2.2-85)   are  sufficient  to 
specify all   the  variable physical quan- 
tities  as direct  and   indirect  functions 
of  the  space  independent variables   x 
and   y   ,   the  required  nondimensionaliza- 
tion  can  be  performed  as  follows: 

(1) Reference units   are  chosen  to be 
Poo ' voo - D and Cp«». where D stands 
for diameter of the cylinder, and the 
subscript oo refers to the undisturbed 
free  stream conditions. 

(2) Reference  levels  for   the  substan- 
tial  variables p   , 1'  ,   and H   are chosen 
as poo   ,   T^o ,   and Hco respectively.     Non- 
dimensionalization  of   the  governing dif- 
ferential equations,   the  auxiliary    re- 
lationships,   and  the   respective boundary 
conditions  is  then obtained  on  the  basis 
of   (1)  and  (2)  by  specification  of  the 
respective nondimensional  variables 

P-Poo / .   U 
—x- •    U   = — < 

,1       ,   y      /     P-P< 
0     '      D     K      *  V' 

P       ,    v      ,v      T-Jm     H,_ H-H« 

P* v. V^/Cp »0» 

(2.2-86) 

with   k   t p   ,  8   ,   and  *   taken at  some 
conditionally fixed  representative 
values. 

The  nondimensional  governing  equa- 
tions  are; 

d* 

d* dy'       a*     P.v.D 

d*Ad*   df' \ 

(2.2-87) 

(2.2-88) 

2, ,*< 
"dv'    //(}v'     ap'      h    rav'   , av' ^ 

-L 1_ /in' + IM "1 
3dy'W   dy'\ (2.2-89) 

dx'  p   ay'    v  a«'   'a?7     /»„CPOOVD 

/aV . iiS ♦     t    \( au'\2+ ^      d^ P^P  K 77^(2.2-90) 
timilor   terms 1 

The nondimensional boundary condi- 
tions are: 

At 00 : u'«!, p'--\,  p' = 0, V^O.T^O.H'-O, 

At  the circular cylinder surface, 

x'2+y'2Si{u'S0,v'rO,(^) = O, 

/ dV * 
where \ dn I    is  the  local  normal 

derivative of    (T")     for  the assumed 
insulated skin. 

The  nondimensional  auxiliary 
parametric  equations: 

f-rr) +  «imilor terms 
Vfly ' 

(2.2-91) 

if = s   dP dr 

"oo Yoo 
T'VC.  TVZ     ' 

'p~ 

dp' 
CD \ I    p' 

JL-s- «2^._El 

(2,2-92) 

(2.2-93) 

(2.2-94) 
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Note that  ?n  the   dimensional  form of 
the governing equations  of motion  the 
reference datum for measuring  the  local 
pressure,p  ,   is  unspecified.     The choice 
of such a pressure datum has  no influ- 
ence on  the  flow pattern and  the dif- 
ferential  form  of equations  of change. 
But if  left  so  undetermined,   it would 
rai&e  the number of   requirements  for 
similarity   through  the  boundary condi- 
tion specifications.     Commonly« th e 
local  static  pressure, p ,   is measured 
with respect  to  the  reference constant 
pressure at  infinity,  Poo   ,  which  then 
represents  a relative  zero datum level. 
Such  a practice  is   in  accord with the 
accepted definition  of  the pressure 
coefficient 

Cp^ 
P-P« 

^/»ooV- 
(2   2-95) 

to  (2.2-94)  yields   the following simi- 
larity  parameters   ( i .e., natural  vari- 
ables): 

CP-r. 
^VcoD ^ooCpooVooD 'ooV*    ' voo 

Cp 
8 >   y ond   t 

(2,2-97) 
Some  of these eight natural variables 

may be mutually  interrelated  through 
the  following additional  considerations: 

The  first natural  variable expresses 
the  familiar Reynolds  Number criteria, 

* 

and does not affect  the form of the 
general equations, (2.2-68)  to (2.2-71), 
since  the derivatives  of a fixed datum. 
Poo ,  with  respect  to(x) and(y)  are 

automatically  zero: 

(KP-P«)  .       OP 
dx                  dx 

.2.2-96) 
d(p-Poo)  _     dp 

dy              dy 

As  a consequence,   the characteristic 
substantial  variable  becomes (p-poo), 
rather than  an \inspecif ied value   p . 
Furthermore,   the choice  of the  steady 
p,,,    reference  value  for  static pres- 
sures  coincides with   the  similarly 
steady (^»V'«^ )  reference value for 
dynamic  pressures,  which  satisfies  the 
requirement  that  the  datum static  pres- 
sure and the  datum dynamic pressure 
references  must  be  the same and identi- 
cally  scaled  to  conform with  the defi- 
nition for  a dimensionless  pressure 
coefficient  as  a  single  similarity 
parameter;   otherwise, two separate  simi- 
larity  parameters  for static  and dy- 
namic pressures would  be introduced 
respectively. 

Re OD    00 
:     R«! 

(2.2-98) 

the  subscript D  referring  the Reynolds 
Number to the characteristic  length 
(i.e., diameter)   of  the body. 

The  second natural  variable is called 
the Peclet Number,   representing one  of 
the conditions  of similarity  for heat 
transfer phenomena.     Since  in a com- 
pressible flow, the dynamic  and the  ther- 
mal similitudes  are  interconnected 
through the  internal molecular inter- 
action mechanism,   the Peclet Number can 
be  tentatively expressed  in  terms  of 
the  Reynolds Number  and another heat 
transport natural  variable,  called  the 
Prandtl Number  (within the continuum 
flow concept  )   as  follows: 

P  = 
c 

'i.CpooVooD 

where 

Pf = 

Cp«'1 

k 
-  =   Re • p 

(2,2-99) 

Poo » 
K (2.2-100) 

is   the Prandtl  Number. 

A similar consideration holds  for 
the reference absolute  temperature 
datum. 

With the  assumed  independent and 
constant representative values  of   k, 

h ,   t   , y   and fj.   ,   corresponding  to 
some characteristic  reference state  of 
the gaseous  internal  molecular and 
thermal  transport mechanism,   the  system 
of nondimensionalized  equations  (2.2-87) 

The  third natural  variable, 

P. 

P V 
(2.2-101) 

can  be conveniently expressed in terms 
of  the Mach Number, Moo,  and  the  spe- 
cific heats  ratio,    Too,  by   introducing 
the  conventional  definition of  the 
speed of  sound  (i.e., speed  of proga- 
gation of  small  disturbances)  under 
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steady  isentropic conditions at infinity; 

(2.2-102) 

.••   ^.-r.^'-r.Mlc 

The fourth natural variable 

2,2-103) 

(2.2-10'+) 

P VO    /SLCBVD 

C. T; 

'LV2 CD 

(2.2-1D9) 

. _JL , 8 ond « 

or, alternatively, by identity of the 
reduced set of six natural variables: 

can be tentatively related (and thus 
eliminated as independent) to the sixth 
natural variable, 8 , the seventh 
natural variable, € , the Mach Number, 
M«, , and the specific heats ratio, Yoo   t 
by evaluating the equation ^^-'HO at 
infinity conditions, and by combining 
the result with the equation (2.2-103): 

-L- 8- -i 
ü'8- C Pu M) 

Cpao"!» 
Mgo 

(2.2-105) 

(2.2-106) 

The  fifth natural variable 

(2.2-107) 

can also  be eliminated  through   7,8, 
and   -   from the equation  (2.2-94): 

'P» H-i) (2.2-108) 

(v) Flow Similarity Requirements for 
"Geometrically Similar Bodies at 
Subsonic Speeds. 

On grounds of the above analysis, 
the following similarity conclusions 
may be drawn: 

(1) For adiabatic, compressible, 
viscous, steady, continuum flows around 
insulated bodies, with the assumption 
of a presumed reference constancy of 
the coefficients Y  , n   . •« , 8 , c , 
(suitably defined), the similarity re- 
quirements are, in general, expressed 
by identity of the eight natural vari- 
ables: 

Rt     , Pr (or   Pc ),  M ,  y, 8 and € , 

(2.2-110) 

provided the  relationships  (2.2-99)  to 
(2.2-108)  are  used. 

When two geometrically similar 
(scaled)   systems are compared,   the natu- 
ral flow variables v   , 8   and  e   ,   (which 
may  be  considered for each flow  case  as 
conditional,   but individually evaluated 
constants)  must  be nevertheless, in both 
cases the same functions  ( f|  ,   fg»   f3» 
14 )  of  tne respective p' ,   p',  and T 
nondimenslonal  variables: 

■f = 8"«^^7k' = f'(','rV, 

8   =   -Er f jf = fzfp'.TV) 

« =  tL Ail * i to' i*'«'» 

/>' = f4 (p; *) 

p' 
A'o.V 

T* = Hi-) 

(2,2-111) 

(2.2-112) 

(2.2-113) 

(2.2-114) 

(2.2-115) 

(2.2-116) 

The identity of the rest of simi- 
larity parameters ( M , Re , Pr ) is 
readily secured by their respective 
nondimenslonal definitions (2.2-98) to 
(2.2-103), provided/* and K are treated 
as absolute and identical constants for 
the two similar flow cases.  But, if 
the viscosity, /i , and the heat con- 
ductivity, K , are considered to be 
relative constants only, i.e., fixed 
differently at some "representative 
values" for the two comparative flows, 
further restraint on p  and k are needed 
in order to achieve similitude.  Thus, 
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if /x and k were functions of the abso- 
lute temperature, T* , only (which is a 
good working assumption in many cases), 
i.e. if: 

(2.2-117) 

(2.2-118) 

as thermally perfect and inviscid, 
conforming to the isentropic flow 
conditions C/tsk^O, S = const ), the 
Reynolds Number, Re , and the Prandtl 
Number, Pr , criteria are automatically 
eliminated, and the similarity require- 
ments are reduced to only two natural 
variables, 

M  ond Y (2.2-121) 

the necessary similarity requirement 
would be that fj and f6 are the same 
functions of T" . 

(2) If for the same general flow 
conditions as cited under (1), the gas 
is treated as thermally perfect, the 
parameters 8 and < are both equal to 
unity, and only three natural variables 
are left 

Re M and Y 
(2.2-119) 

since for thermally  (but not necessar- 
ily  calorically)  perfect gases 

P  = r 
Poo 

( ,-■> 

p = /)RT 

»{P,/>) =  "Mr) . 

(2.2-120) 

according to the thermally perfect gas 
equation of state. Here, the required 
fixed identity of the similarity param- 
eter, y    , means that it must be the 
same function of the nondimensional 
variables, p' ^and ^/ for two similar 
flow occurrences, as stated by expres- 
sions (2.2-111) to (2.2-116). 

When the gas is assumed to be both 
thermally and calorically perfect, 
y - const. 

(3) Furthermore, if the gas is treated 

the specific heats ratio, y   , becoming 
a constant when a calorically perfect 
gas assumption is additionally intro- 
duced . 

(U) A viscous incompressible flow 
with a constant viscosity, p. -  const. , 
and including the rest of basic and 
thermodynamic simplifying assumptions, 
is characterized by a single natural 
variable, the Reynolds Number,  Re 

As a general note, it is pointed out 
that the relatively simplified simi- 
larity considerations stated in the 
above example are restrictive to com- 
pressible subsonic speeds, a zero angle- 
of-attack condition for u family of 
geometrically similar bodies (cylinders, 
differently scaled).  In more general 
cases, the local similitude require- 
ments may include the angle-of-attack, 
a a , and a more general body thickness 

distribution law in the flow direction 
as additional similarity conditions, 
as well as a necessity for an affine 
spatial coordinate system transfor- 
mation (supersonic and hypersonic 
speeds), i.e., a broadening the con- 
cept of geometrical similitude. Al- 
so whenever a shock-wave pattern is 
present, the necessary compatibility 
of across-the-shock relationships 
between the corresponding physical 
variables (p,/) , T, V, S) must be matched 
and added to the boundary conditions 
for two similar systems. 
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2.2,U  PHYSICAL INTERPRETATIONS OF NATURAL VARIABLES 

In accord with the formal definitions 
of natural variables the main phenomeno- 
logical features of the most charac- 
teristic natural variables for continuum 
flow regimes are summarized next.  For 
an easy interpretation, the natural vari- 
ables pertaining to classical fluid me- 
chanics are treated separately from those 
related to the heat transport process. 
It is noted that the subdivision is 
artificial, since the mass, momentum 
and energy (heat) processes are neces- 
sarily interconnected and simultaneous 
in a flow occurrence.  The transport 
processes are formally characterized by 
thß auxiliary relationships (2.2-80) 
to (2.2-85), strongly influencing the 
actual interdependence of the governing 
equations (2.2-68) and (2.2-72) and the 
form of field solutions of their pri- 
mary dependent variables ( p.T'u, v ). 

(i)  Natural Variable of Classical 
Fluid Mechanics 

(1) Reynolds Number, Re 

Undpr the restrictions and assumptions 
specified in the previous sections, Rey- 
nolds Number appeared as the only simi- 
larity criteria for streamlined, incom- 
pressible, viscous fluid flows, provided 
the reference datum for static pressure 
is chosen to be its free stream value, 

P«. • 

The familiar alternative forms of the 
Reynolds Number expressions are: 

VL GL 
(2.2-122) 

where 

p    =  fluid density, FML"3] 

V = characterist c flow velocityJLT-1 

L = characteristic length of the 
system,[L] 

M = first coefficient of viscosity, 
[ML"1!-1] 

P    = kinematic coefficient of vis- 
cosity , [L2T ■'] 

G = mass velocity, 6 =/)V . or momen- 
tum of density, [ML2!"1] 

Choice of the characteristic length, 
L  , is a matter of convention and con- 
venience.  It is not necessarily asso- 
ciated with the solid body itself, since 
in a fluid-body system in a steady re- 
lative motion, the ensuing viscous 
effects characterize the frictional 
interaction phenomena within the system, 
and thus the datum characteristic length 
can be as WPII related to the asso- 
ciated fluid flow pattern itself, if 
convenient.  For instance, the charac- 
teristic length may be related to the 
boundary layer thickness, S , as it is 
done in handling of the Knudsen Number 
criteria for fixing boundaries between 
slip and transitional flow regimes, see 
Part I. 

Physically, Reynolds Number can be 
interpreted as an independent nondi- 
mensional parameter (natural variable) 
which expresses the ratio of the iner- 
tia to the frictional forces in vis- 
cous fluid flows.  This can be analyti- 
cally demonstrated by a direct dimen- 
sional comparison of the related terms 
in the governing momentum  .■lalions 
for visions fIows(l-6)> ana ^oti.inally 
illustrated by: 

Re, PVL V 
V 

L 
L 

/»V2 

L 
MV 
L 

(2.2-123) 

where 

(pV^/L 

(MV)/L^ 

is proportional to the time 
rate of change of iiomentum, 
i.e., to the associated iner- 
tial force per unit volume. 

is proportional to the vis- 
cous or frictional force per 
unit volume. 

The above definition of Reynolds 
Number in terms of the first coeffi- 
cient of viscosity, p  , is strictly 
valid for incompressible fluids flow- 
ing in an orderly laminated or layered 
pattern. When allowance for compres- 
sibility effects in viscous fluids is 
made, a second coefficient of vis- 
cosity, X , appears due to both den- 
sity change arid thejfcate of density  ' 
change in the^ f low cfirectiond-^), 
Introducing a conditional assumption 
that the normal (static) pressure is 
a function of density only 

2.2-30 



/»= P (x.y.z, t) 

(2.2-124) 

and assuming that the  total rate  of 
density change  in  the flow direction 

Df       dt d x        dy        d i 

(2.2-125) 
has  but negligible  influence on  the 
static pressure  acting upon a fluid 
particle as  it moves  through  the flow 
field 

l> - P (x.y.z.f) 

u = u (x.y, z, t) 

v = v ( x.y.z, t) 

w =  wl x,y, z , t) 

(2.2-126) 

the second coefficient of viscosity,   X 
becomes restrictively related  to  the 
first coefficient  of  viscosity, /*.   , 

x..|M (2.2-127) 

The error involved  in using  the simple 
relationship  (2.2-127)   becomes appre- 
ciable only if the total (substantial) 
density derivative  (2,2-126)   becomes 
large,  as  inside a  shock wave itself. 
For the rest of compressible fluid 
flow field  the  theoretical approximation 
(2.2-127)   is  in' gooii agreement with 
corresponding experimental evidence 
for dry air. 

Thus,   on  the basis  of the conditionally 
acceptable expression  (2.2-127),   the 
classical incompressible flow Reynolds 
Number definition  (2.2-122)   is  tenta- 
tively extended to serve as a partial 
viscosity criteria for compressible 
laminated continuum fluid flows In 
general.     Furthermore,   it is  further 
conditioi ally extended  to the slip 
flow regime also, where a modified 
laminar boundary  layer under the  slip 
conditions at the solid surface is 
defined^9),   in the  free molecular flow 
regime, due to the prevailing aspects 
of a discrete molecular structure,   the 

classical  physical  interpretation  of 
the Reynolds  Number  looses  its meaning, 
i.e.,the concept can be conditionally 
retained as a formalistic mathematical 
convenience only,   in a similar manner 
as  the  rest of  the  continuum (bulk) 
matter definitions,   such as the speed 
of sound,   the Mach Number,  etc. 

Within the cited restrictive condi- 
tions,  an increase  in  the Reynolds  Num- 
ber value can be interpreted as an in- 
dication  that the inertial forces are 
.becoming  relatively more  important, 
and vice  versa,   a decrease  in Reynolds 
Number value signifies an increasing 
dominance of viscous  forces.     This 
conclusion should  be  nevertheless^ in- 
terpreted cautiously:     the Reynolds 
Number criteria may be applied only if 
the viscous flow pattern does not 
change;  unfortunately,   a change in Rey- 
nolds Number usually  invokes a change 
in flow pattern also,  as it is affected 
by variations  of the flow speed regime, 

V   ,  the flow density p   ,  and the tem- 
perature, T" . 

Another conditionally valid use of 
the Reynolds Number criteria can be 
formulated as follows:     if at some 
particular Reynolds Number value the 
inertia forces become predominant with- 
in a specified flow system,  their pre- 
dominance shall be maintained for all 
higher Reynolds Numbers  also,  and vice 
versa,  if the viscous forces become of 
an overwhelming importance at some 
Reynolds Number value,   they shall re- 
tain the primary influence at all 
lower Reynolds Numbers also.    Between 
the two limiting cases  there is ob- 
viously a Reynolds Number range in 
which both the inertia and the viscous 
forces may be of the same order of 
magnitude and importance. 

By application of the Prandtl's pos- 
tulate to the continuum incompressible 
or compressible flow regimes,  all the 
viscous effects  in a gaseous flow over 
exposed solid surfaces are confined to 
the relatively thin boundary layer next 
to the solid surface itself.    The recog- 
nized two distinct types  of boundary 
layers that can occur,   i.e., the laminar 
and  the turbulent,  are conditionally 
discriminated by the so called critical 
value of the Reynolds  Number, Recr     , 
which, for all practical purposes, may 
be supposed to be 0£ the order of 10°. 
Note that the classical Reynolds Number 
definition (2.2-122),   although strictly 
valid for laminated viscous flows,   is 
extended to the turbulent boundary 
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layers with an implication that all the 
constituent physical variables (p./x.V ) 
should be defined as mean averages in 
space and time.  In more detailed tur- 
bulent boundary layers analyses, the 
overal?. viscous effects are considered 
due to both the molecular and the eddy- 
ing diffusive mechanisms(18), so that 
the above Reynolds Number definition 
does not represent a complete criterion 
in comparing the relative Importance of 
the viscous and the inertlal forces 
respectively. 

The four substantial physical vari- 
ables ( p.u.V.L ), which enter into the 
Reynolds Number definition, can be re- 
ferred to different spatial conditions 
in a given flow field. In terms of such 
reference choices, the following ex- 
plicitly inferred Reynolds Number speci- 
fications are commonly encountered: 

(1) The local Reynolds Number, re- 
ferred to a specified point on the body 
contour, which is located S ft from the 
tip point in the direction of the zero- 
streamline: 

M-o= N.! s^.v, 
(2.2-128) 

and serves in a first approximation, 
as a practical criterion when evaluating 
the relative extents of the laminar and 
of the turbulent boundary layer flows 
over the contour of the "i-th': body 
part. 

Rt. 
^ A 

(2.2-131) 

With the reatrictive approximations, 
the Reynolds Number can be used as a 
partial similarity criterion,   implying 
that for two  similar viscous flow sys- 
tems the ratios of inertia to viscous 
forces should be the same for any pair 
of comparative local points,  i.e., at 
the matching points having their coor- 
dinates  (x, y.z   ) matched in the scale 
ratio 

*2 y_i_ 11 
»-2 Li La 

the corresponding numerical values  of 
the  local Reynolds  Numbers 

'•i 

r     , SV,  P, rB   I     >ii_ £« 

(2.2-129) 

rR i ,rsv^1. rR.i     !L£L^=rR.i 
V-L^^ 

IN* L M* J  r,«J»'».vA/»AM, r^j-vk^M. 
(2.2-130) 

where subscripts I , w , A refer to the 
local free stream (outside the relative- 
ly thin boundary layer), local wall and 
ambient atmospheric conditions (at in- 
finity) respectively, with "n" taken nor- 
mal to the local S direction of the zero 
stream line (body contour).  The theore- 
tical local condition, (subscript I ) 
is fulfilled for all practical purposes 
at the outer edge of the boundary layer 
with n=8», where 8, is the local boundary 
layer thickness. 

(2) The average Reynolds Number for 
any given "i-th" part of a body assem- 
bly. Re.  , is referred to the overall 
length, L| , of the investigated con- 
tour in the direction of the zero stream 
line.  It is usually expressed in terms 
of the ambient atmospheric conditions 

(2.2-132) 

must be  such  that   Rep Re2 locally, 
where subscripts  1  and  2  refer to the 
two comparative viscous  fluid-body 
systems. 

(2)   Froude Number. Fr 

The Froude Number concept is re- 
stricted to gravitation effects within 
fluid-body systems: 

Fr = 
(Lg) 1/2 (2.2-133) 

Square of the Froude Number can be 
interpreted as a ratio of the inertia 
to gravity forces, acting on a fluid 
element of unit volumedo): 

Lg    p 

el 
L 

PV 

where 
(2.2-134) 

pV /L _  is  proportional  to inertia force 
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^g - 

per unit volume, 

is proportional to gravity force 
per unit volume. 

Froude Number appears as an important 
natural number in incompressible flows 
with free surfaces (gravity waves). 

In compressible flows the Fronde Num- 
ber can additionally appear whenever 
a free convection (which is maintained 
by gravity) is present. 

For fluid-body systems, the Froude 
Number can be in some cases conveniently 
used to express the gravitational effects 
acting upon the body itself, and thus 
become usefully associated with the 
equivalent equilibriums lift coefficient, 
for instance in dynamic stability inves- 
tigations(19). 

(3) Weber Number, We 

The Weber Number is another natural 
variable that becomes significant when 
the fluid free surface tension effects 
(surface-tension waves) are investi- 
gated; it represents a ratio of the in- 
ertia! to the surface-tension forces, 
expressed in terms of the respective 
pressure differences as follows:^^) 

The inertial pressure difference in 
the x-direction of a free-surface two- 
dimensional fluid in motion, acting on 
the corresponding unit areas a distance 
A X apart, is: 

Ap 
du du 

intrtiol i'ul7+'vS7,AX~'v2 

(2.2-135) 
The surface-tension pressure difference 

across a curved surface is equal to the 
ratio of the surface tension, a   , and 
tha radius of the surface curvature,R : 

^P.-rf«e. r f ~f-   (2,2-136) 
ttntlon 

The Weber Number is then defined as: 

W    -  tl}   -  t V2L ~   ^Pintrtiol 

tin «Ton 

(2.2-137) 
(4) Mach Number,M 

The Mach Number represents a determi- 

ning natural variable and a partial 
similarity parameter for investigations 
of compressibility effects at large. 
It becomes the only similarity parame- 
ter for  inviscid,   isentropic,  compres- 
sible,  perfect gas  flows at near ordi- 
nary temperatures,   i.e., provided the 
gas  is assumed to be ideal  (/xrk =0   ), 
and both  thermally and calorically per- 
fect, while the body surface is  insu- 
lated.    Under the restrictive condi- 
tions,  the allowance for compressibility 
is physically represented by variable 
density,  which is  then a function of 
pressure only.     The  pressure-density 
functional relationship is under the 
circumstances validly expressed by the 
adiabatic exponential  law at constant 
entropy: 

p = p(p),   r- 
p       p 

(2.2-138) 
which, for near standard conditions and 
with  y r const,reduces  the equation of 
state for thermally perfect gases 

p = pRT' (2.2-139) 

to the simple isentropic form 

p =/> -conjt. (2.2-1U0) 

This,  combined with the illustrated 
nondimensionalization of governing 
equations  and with a reference choice 
of Poo and Poo as datum values,  renders 
the compressibility similarity require- 
ment to 

Pee 
PeoVm 

/„fCOn.t.    ,   (2_2_ll+1) 

which, by introduction of the speed of 
sound as representing the characteristic 
speed of propagation of small distur- 
bances. 

('-£)'" (2.2-1U2) 

reduces the compressibility criteria to 
the familiar practical definition of 
the Mach Number 
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(2,2-143) 

In general, a partial similarity of 
two comparative compressible flows 
around geometrically similar or affine 
bodies requires that the respective 
local Mach Number values at any two 
corresponding (dimensionless) points 
( x.'y'z' ) in the two flow fields be the 
same.  The requirement is both necessary 
and sufficient for thermally and calori- 
cally perfect gases, and necessary only 
for thermally perfect gases, since then 
y; y(T^ becomes the second compressibility 
parameter of importance. 

It is noted that in a highly rarefied 
free molecular flow regime,the classi- 
cal definition of speed of sound, con- 
ceived as the characteristic speed of 
propagation of small disturbances 
through an elastic medium, looses its 
true physical meaning and consequently 
the Mach Number definition as well. 
Nevertheless , the concepts are retained 
formally, with the speed of sound being 
conveniently related mathematically to 
the mean or to the most probable molecu- 
lar speed by statistical probability 
methods of the classical equilibrium 
kinetic theory of gases. ^) 

(5) Specific Heats Ratio, Y 

It is the second compressibility 
parameter, which, together with Mach 
Number, forms the necessary and suffi- 
cient similarity criteria for calori- 
cally imperfect gases near standard 
conditions, all other restrictions 
remaining as stated in the paragraph 
(4). 

The specific heats ratio, y , depends, 
in general, on the thermal and struc- 
tural characteristics of a gas, (its 
internal molecular and atomic composi- 
tion), i.e., on the number and type of 
excited internal degrees of freedom 
(active and inert), on the relative 
equilibrium of dissociated, ionized 
and chemically reacting components, 
on the partial pressures and densities, 
etc.  Such a broad functional depen- 
dence of y is analytically too complex 
and well beyond the existing theoretical 
possibilities^7^, requiring a consider- 
able semi-empirical supporting evidence 
and data.  Excluding both the very high 
and the very low thermal states (i.e., 
assuming a prevailance of active trans- 
latory and rotational degrees of molecu- 

lar freedom only at near standard pres- 
sures and densities), the specific 
heat ratio, y   , can be conveniently de- 
fined in terms of the ordinary physical 
bulk matter properties as 

y1 y (P./> ,T*R)   (2.2-144) 

for a given gas composition.  When, 
as implied, the substantial physical 
variables, p , ^ , T* , are kept near 
standard conditions, the specific heats 
ratio, y , for many real gases proves 
to be only a weak function of pressure 
and density variations, i.e.,in a first 
approximation: 

y(T*) (2.2-145) 

If, in addition, the temperature 
variations are further so restricted 
that the expression (2.2-145) degen- 
erates to a weak functional depen- 
dence, the specific heat ratio is taken 
to be constant for all practical pur- 
poses, and gas is considered calorically 
perfect: 

const. (2.2-146) 

(ii) Heat Transfer Natural Variables 
for Flowing Gases 

Although the heat (energy) transfer 
phenomena in flowing gases are only 
for convenience considered separately, 
actually, they are closely interrelated 
to the mass and momentum transport 
processes.  Formulation of the trans- 
port processes is expressed by the 
governing equations of change and the 
auxiliary  relationships (2.2-68) to 
(2.2-85), which, in general, would 
take into account the actual composi- 
tion and contributions of various 
species in a reacting mixture of gases 
within specified boundaries of a closed 
system. 

(1) Atmospheric Gaseous Model 

A closed gas dynamics system com- 
prises a specified working medium (gas^ 
flowing relative to a stationary im- 
mersed body, and separated from exter- 
nal environments by a defined outer en- 
closure (any closed mathematical or 
real surface), and by the body contour 

2.2-34 ^-s 



itself   (inner boundary). 

In the extremes, the 
treated either as ideal 
insulators, or as permi 
mass transmission into 
closed system. Flowing 
in ideally insulated cl 
called adiabatic in gen 
necessary conditions fo 
of entropy (see previou 
satisfied, the respecti 
cess  becomes  isentropic 

boundaries  may  be 
mass and heat 

tting heat and 
or out  of  the 
processes  with- 

osed  systems are 
eral.     If   the 
r  the  constancy 
s  section)   are 
ve  flowing  pro- 

Relative to the  structural  state  of 
gaseous medium,three distinct  types 
of  fluid-body closed  systems  are  of a 
primary concern for practical  aerody- 
namic   purposes: 

/    (a)  Medium is treated as  a homo- 
geneous,   individual  gas, 

(b) Medium is  treated as  a homogeneous 
mixture of gases , 

(c) Medium is treated as a heterogen- 
eous compostion of gaseous phases 
of  various  species. 

For flight dynamics  force  evaluation 
purposes,the following simplified  at- 
mospheric  aerothermal models  are 
commonly  considered: 

At  subsonic,   transonic  and moderate 
supersonic steady flight  speed regimes 
in a Standard Atmosphere up  to  100,000 
feet,   the ambient air  is  treated  as  a 
dry,   predominantly diatomic,   thermally 
and calorically perfect gas,   possessing 
only  active degrees  of molecular  free- 
dom  (three translations  and  two  rota- 
tions  of a dumbell molecular model)   in 
equilibrium,  so  that  the  classical  ther- 
modynamic  relationships  as  formulated 
for a continuous, macroscopically homo- 
geneous ,   non-reacting, near-perfect 
gaseous medium,  are  tentatively  appli- 
cable.     The thermal equilibrium con- 
cept  implies that a  closed  system 
reaches  a  state of equilibrium spon- 
taneously,   if sufficient  time  is 
allowed  during which no mass  or energy 
is  transmitted  to  (or from)   the  sys- 
tem.     Applied to flowing  processes,  the 
concept  implies  a continuous  succession 
of an  infinite number  of  steady  states, 
achieved  by infinitesimal and continuous 
changes  in pressures,   densities  and 
temperatures,   so  that at each  point  in 
a fluid  flow field a  thermal equilibrium 
is  realized at any  instant  of time. 
This  implication is practically  ap- 
proached under  steady  prolonged  flight 
conditions. 

For higher flight altitude  (H> 
100,000  )   and/or hypersonic  flight 
speeds,  M> 5  ,  especially  for blunt 
body  and  stagnation point  regions, 
the  above  simplified and   idealized 
assumptions  may prove  in many cases 
inadequate.     The so called real gas 
effects  should  be then correctively 
introduced,   in  as much as   they  may 
have  substantial bearings  upon  the 
restrictive  aerodynamic  force data. 

An  increase  in  temperature  levels 
activates  successively  the  inert 
degrees  of molecular freedom  (vibra- 
tion,  dissociation and ionization), 
each of which has  its  own characteristic 
relaxation  time required  to reach  its 
respective  equilibrium state. 

Different  atmospheric  gas components 
have different critical  temperature 
levels  for  a measurable  activation  of 
their successive inert degrees  of 
freedom:     for a given pressure,   density 
and  temperature,  air becomes  a mixture 
of distinct gaseous  phases  in various 
states of molecular,   atomic and  ion 
excitation  levels.     The  involved  re- 
laxation  time  intervals  are again 
individual  functions  of (p,/},!")   for 
each gaseous  component. 

At highly rarefied  (free molecular) 
flow conditions,  the continuum flow 
supposition  is  necessarily substituted 
by  the  statistical  probability con- 
cepts  of  the  (equilibrium)   kinetic 
theory  of  gases.(7) 

(2)   Descriptive Analytical Methods 

As  mathematically explicitly  formu- 
lated  in  Section 2.2.2,   a meaningful 
representation of various  fluid  flow- 
immersed  body  closed systems  can be 
undertaken by  three distinct analytic 
methods,   depending upon the way  in 
which a model  of the physical  system 
ic  best conceived:     microscopic, 
molecular  or macroscopic. 

The fluid-body system analysis  on 
a microscopic  scale  leads  to  the  fa- 
miliar  set of  five scalar differential 
equations  of change,  representing  the 
mass,  momentum and energy conservation 
principles.     Consideration of a dis- 
crete molecular system results  in   the 
respective  analytic  expressions  of  the 
equilibrium kinetic  theory  of gases. 
Macroscopic model studies yield  a 
finite,   overall mass,  momentum and 
energy  balance  in a  system,  without 
reference  to  the way  in which the 
finite  changes are realized.     All  the 
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three approaches are commonly   in use, 
the relative preference depending on 
the  intrinsic nature of a particular 
airflow model,  the required degree of 
accuracy and the type of final data. 

When either microscopic  or molecular 
models arc used,  the resulting  analytic 
expressions for the three conserva- 
tion  principles may be eventually brought 
to the same differential equations form, 
although the initial  conceptional and 
analytical approaches are  intrinsically 
different.    In both cases  the  internal 
mechanism of  the mass,  momentum and 
energy  transport processes  inside a 
closed physical  system can be most con- 
veniently expressed by use  of   the so 
called transport coefficients, which are 
briefly termed in  the following   text. 

In case of rarefied gas  flows,   the 
discrete molecular concept allows even- 
tually a best physical interpretation 
of the actual internal mass,  momentum 
and energy transport mechanisms,  al- 
though the mathematical treatment and 
a subsequent acquisition of particular 
solutions is eventually cumbersome. 
This difficulty can be bridged by re- 
lating the ascertained discrete molecu- 
lar properties and the observed molecu- 
lar  interaction patterns  to  overall 
physical characteristics  of an appropri- 
ately  small  bulk amount  of matter.     The 
task falls into the realm of averaging 
procedures of the statistical mechanics, 
which can be broadly split  into two 
main  branches: 

(a) Equilibrium state statistical 
thermodynamics or classical equilibrium 
kinetic theory of gases which bonds to- 
gether the governing equations of state 
for various presumed fluid models (per- 
fect, ideal, real, etc.) and the related 
equilibrium thermodynonic concepts. 

(b) Nonequilibrium statistical me- 
chanics,  or the kinetic  theory proper, 
describing the internal   transport pro- 
cesses  in terms of the  inherent dis- 
crete molecular concepts  in the pre- 
sence of active forcing  (nonequilibrium) 
components. 

(3)     Transport Coefficients 

One advantage 
librium kinetic 
lar approach is 
ture  of  the mass 
transport mechan 
grasped,  and the 
and energy trans 
readily analyzed 

of the simplified equi- 
theory discrete molecu- 
that  the internal struc- 
, momentum,   and energy 
isms can be more easily 
related mass,  momentum 

port coefficients more. 
under varying gas flow 

conditions.     Both the analytical and 
the numerical treatments  of  thermal, 
molecular and mass currents within a 
closed  fluid-body system are  very 
conveniently expressed on a microscopic 
scale by use of the respective  "trans- 
port coefficient," which must be pro- 
perly defined for the investigated 
physical  flow model. 

As  a  simplified  illustrative  example, 
when a  steady,  viscous  and heat  con- 
ducting  fluid flow with a coolant  in- 
jection  is  conceived  to be  one-dimen- 
sional and of a laminated flow pattern, 
the formulation of mass,  momentum and 
energy transport coefficients , Djj    , 

M    and   k   may be attained by use of 
the corresponding fundamental laws 
(radiation effects excluded): (^-^ 

(a)   Pick's first law for a diffusive 
mixing  of  two gaseous components   (bi- 
nary mixtures)  in absence of convective 
currents,   i.e.,for a mass  transfer due 
entirely  to processes effected on the 
atomic  or molecular scale.     The diffu- 
sion  proceeds  from points  of more con- 
centrf.tion to points of less concen- 
tration   at a  time rate  proportional  to 
the  potential concentration gradient: 

M   - -n   l£i (2.2-147) 

where 

Mi,     = d™l     -  is  the mass  flux of  the 
ci:>a»        "i-th"  species   (solute)   ii 

the x-direction, [ML-2!"']. 

dS   -  is  the infinitesimal area,  normal 
to the x-direction, [L? ] . 

-r-1 - is the mass concentration gra- 
dient of the "i-th" species in 
the x-direction^ML^HL"1)]- 

D|j    -  is the diffusion coefficient for 
sclute and solution at a given 
temperature, [" L2 l. 

(b)   Newton's law of viscosity. 

T* .      du (2.2-148) 

expressing that the molecular momen- 
tum flux in the y-direction  (or the 
shearing stress in the x-direction), 
fyx    ,   is  proportional, ^     ,   to th*» 
gradient  in  the same y-direction, du/dy, 
of the  velocity component, u    ,   of  the 
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ordered motion  in  the x-direction, 
where 
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valid 
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is the first coefficient  of vij;- 
y.    The law is, strictly spea'cin^;, 
for incompressible,   laminar fluid 

.     The compressibility  effects do 
t tha viscosity characteristics  of 
,   but  they  are usually  treated in- 
tly only   by  the  introduction of 
econd coefficient  of  viscosity,  X   , 
the energy dissipation  function,^ . 

(c)   Fourier's  law of heat conduction, 

dT* 
M« dx (2.2-149) 

expressing that the flux of (heat) 
energy in the x-direction, q. , is pro- 
portional, k , to the absolute tempera- 
ture gradient in the same direction, 
d r/ d x . 

where 

q = -~r     -is the heat flux, 
<MdS  [(MLZT-ZHT-'HL-Z)]. 

k  -is the coefficient of 
heat conductivity, 
[(MLZT-^CL-'T-'X'K)"

1
], 

T0 -is the absolute temper- 
ature, "K. 

The negative sign in Eq (2.2-149) 
is conventionally affixed, denoting a 
positive value for Q 

The above proportionality constants, 
Di) , ^ , and k , Lear the name of trans- 
port coefficients, since they intrinsi- 
cally describe the internal mechanism 
by which the mass, momentum, and energy 
currents are transported in the given 
direction and under the specified one- 
dimensional flow conditions. 

As pointed out, the three transport 
coefficients (and others, depending  , 
upon the flow type and complexity, such 
as three-dimensional, laminar, turbulent, 
dissociating, ablating, radiative, etc.) 
are internally related to the constituent 
actual molecular properties and inter- 
molecular forces in each particular 
case. As a consequence, their formula- 
tion in terms of the existing molecular 
structures shell vary; so will the 
relatively simple forms of the above 
laws. 

The form of the above laws suggests 
a strong similarity of the mass, momen- 

tum and energy transport modes.  This 
point is further illustrated in a com- 
parative table of Ref. 15, (Eckert) 
for more general flow cases. 

(U) Peclet Number - A Fundamental 
Heat Transfer Natural Variable 

In laminar continuum fluid flows at 
near standard pressures and densities 
(i.e., excluding pronouncedly dense and 
rarefied states), and at temperatures 
below the critical levels for excitation 
of the inert degrees of freedom (see 
next Section, 2.2.5), the thermal simil- 
itude condition is basically represented 
through the concept of Peclet Number: 

Pc= ^CPVD 
h 

(2.2-153) 

which has been illustratively (but not 
restrictively) identified earlier (see 
Section 2.2.3) and defined on the 
assumption that the heat transfer from 
the surface to the flow (or vice-versa) 
is absent (insulated surfaces, adia- 
batic flow).  It is recognized that 
the "insulated surface" premise does 
not eliminate the internal gas conduc- 
tive and convective heat transfer 
phenomena, especially for viscous flows, 
since the heat generation and transport 
is then realized through an internal 
frictional dissipation of the kinetic 
energy of the ordered or directed 
molecular flow. An introduction of 
non-insulated (or non-adiabatic) sur- 
face conditions shall additionally 
affect the heat transport mechanism 
and the temperature profile across the 
boundary layer, the non-insulated body 
acting as a heat sink (or source); the 
inner boundary conditions, the tempera- 
ture profiles across the fluid flow 
field and the energy exchange mecha- 
nism are altered, while the Peclet Num- 
ber concept formally stays valid, pro- 
vided the laminar (or streamlined) flow 
pattern is preserved.  The latter con- 
dition is restrictive, since a tenta- 
tive extension of the Peclet Number 
concept to turbulent flows requires a 
prior time-spatial mean averaging lam- 
ination of all fluctuating and eddying 
flow characteristics. 

In general, the Peclet Number role 
is of importance whenever overall 
thermal conditions within a viscous or 
a nonviscous but heat conducting 
(laminar continuum) compressible fluid 
flow-body closed systems are investi- 
gated, the eventually conductive pro- 
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perties of  the exposed body surfaces 
primarily affecting  the heat transfer 
rates and the local heat flux gradients. 
As already pointed  out,   the additional 
effect of a non-insulated  surface may 
be treated as a specified heat sink or 
source within the closed system,  and 
extends theoretically  the domain of the 
heat transfer phenomena even to invis- 
cid incompressible  flows  eventually 
(i.e., by allowing  for real  gas poly- 
tropic flow conditions).     For practical 
purposes,   the following discriminating 
guidelines are suggested: 

In an incompressible and  inviscid 
fluid flow,   the Peclet Number can 
appear as a meaningful natural variable 
only if there is a significant heat 
source or sink,   i.e., a non-insulated 
surface,  artifically  cooled or heated. 
The  situation  is  but  of  limited practi- 
cal  importance,   eventually  realized at 
the  landing phase  of a controlled space 
capsule,  and in some especially simu- 
lated experiments with heated surfaces 
transiently exposed  to a  low subsonic 
flow speed (M-<.4). 

In a compressible,   heat-conducting 
flow,   inviscid  or viscous,  with  insu- 
lated or non-insulated  surfaces,   the 
Peclet Number role  becomes  respectively 
more pronounced.     Its  relative signifi- 
cance depends upon the specific flow 
type and upon  the  extent  of allowed 
approximations  in  treating a real gas 
as  near-perfect.     Generally,   the dy- 
namic and  the  thermal  flow conditions 
and the similitude  requirements  are 
interconnected even for a  presumed 
thermally and calorically perfect gas, 
and  the Peclet Number  (or  its  alterna- 
tive substitutes, Re and Pr  )  can be 
neglected  only  if  the  fluid conductivity, 
k       ,   is  permittedly disregarded.     Evi- 
dently,  with an  increase  in flow speeds 
and  temperature  variations, the Peci.it 
Number significance  becomes  respectively 
more prominent. 

As a  broad generalization,   it can 
be  said that whenever  there  is any  type 
of heat transport   (regardless  of  its 
origins)   in a  fluid  flow,   the Peclet 
Number plays  a  role  regarding  the  ther- 
mal  flow aspects  comparable  to the Rey- 
nolds  Number  role  for  viscous  flow as- 
pects.   The  likeness  can  be  deduced  from 
their respective  expressions: 

/>VL       (A>V)(V) (/>V)(V) 
Rt 

re « 

L M    ' lM/L)(V)"  (MLVL'HV) 

/>CpVL    _ (/»CpArV) 
k '  (kAT0)/L 

(2.2-154) 

(2.2-155) 

where,   by dimensions: 

P -is  the. mass  density, [ML3]. 

Cp   -is  the  specific  heat at 
constant  pressure, 
[(M^T^XM-'jCK)-']. 

AT*  -is  the  absolute  temperature 
increment, ["KJ. 

V  -is  the  ordered  speed  ot  flow, 
[LI-']. 

k  -is  the coefficient  of heat 
conductivity, 
[(ML2T-2)(T-|){L-|)CKr1]. 

^i  -is  the  first coefficient of 
viscosity, [MLT'1] . 

(/BV)  -is  the density momentum of 
ordered motion, 

[(ML-^MLT1)] = [(MLT-'ML-5)] . 

(/x L2/L3)  -is  the dissipated density 
momentum of  ordered motion, 

[(ML-'r'jML^ML.-3)] = [(MLT-'lML-3)]. 

(/9CpAT0V)   -is  the heat  flux  in  the 
direction  of  ordered motion, 

BML^)«(ML2rz)IM-|)(*Krl»W)«(LT-|)]=[(Ml?T*)x{i;2)i((T'1)]. 

i.e., the time rate [T"'] 
per unit area [ L"2] of the 
heat energy [ML.2!'2]- 

(kAT0/L) -is the heat flux dissipa 
by random molecular motio; 
in the direction normal to 
the ordered flow 

[(M^T^XT-'HL'ICKACKJML-
1
)] = [(ML2!"2) ML-2)«!!'1)]. 

i.e., the time rate [l-1] 
per unit area [L"2] of the 
heat energy [ML2 !'2] or, 
alternatively, it is the 
rate [LT - ' ] at which a 
fraction of the ordered flow 
thermal energy [ML2!-2] per 
unit volume [L'3] is dissi- 
pated by random molecular 
motion. 

(/»V)(V) -is the pressure drop or in- 
ertial force [ ML!"2J per 
unit area [L

-2
 J acting in 

the direction of the ordered 
motion, 

[(MLr'KC'HLHr1)] = [(MLr2)x{L-2)]. 

(^I?/L3HV) -i-s the viscous tangential 
stress, or the dissipative 
force [ ML!"2] per unit area 
[L

-2
] in the direction of 
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ordered flow motion, 

[(MLT-'KC'MUCr1)] = [(MLr2HL-2)] 

or alternatively, it is the 
fraction of the dissipated 
energy [ML2 T'2 J per unit 
volume C L"3 3 of the ordered 
flow due to random molecular 
motion. 

In words: 

The Reynolds  Number  represents   the 
retio  of   the  rate  at which  the density 
momentam ( ^ V ) of  ordered  motion  is 
transported   by   the  bulk matter  fluid 
flow  (numerator),   to  the  rate at which 
the  density  momentam  of   ordered motion 
is dissipated ( ^ L2 /L3    ) by the  random 
molecular motion  in  a  viscous  fluid 
(denominator). 

The Peclet Number  represents   the 
ratio  of   the  ordered  heat  flux ( /sCpAT'V) 
or  the  time rate  per unit  area at which 
the   thermal  energy   is   transported  by  the 
ordered fluid  flow   (numerator),   to  the 
random heat  flux i kAT'/L ) or  the   time 
rate at which the  thermal  energy  is 
dissipated  by  the  random molecular mo- 
tion   (denominator), i.e., the Peclet 
Number may   be related   to  the  thermal 
energy  transport  effects   in thermally 
conducting  flows  in  the  same pattern 
as  the Reynolds Number  is  related  to  the 
momentum transport  effects  in  viscous 
fluid flows. 

When restrictively applied  to  laminar 
and conditionally  extended  turbulent 
boundary  layer  flows,   the  Peclet and  the 
Reynolds  numbers may  be   interpreted  as 
(1)  representing  the  inverse of  lateral 
diffusive  rates  of   the   ordered  thermal 
(kAT'/L)       and  momentum (^/L){V)flow 
energies  respectively  for a given 
ordered  laminar flow,   and  (2)   as  expres- 
sing the re :ios  of  turbulent mean average 
transports  of  thermal (^CpAT'v   )  and 
momentum  (^V ) (V)      energies  to  their 
mean average molecular dissipative 
transport rates, (  k A T"/ L   ) and 
[ft/DiV] ,   respectively  for turbulent 
f1ows. 

As  already  pointed  out  in Section 
2.2.3      due  to  the   intrinsic  interde- 

pendence between dynamic  and  thermal 
flow characteristics,   the Peclet Num- 
ber can be alternatively  treated as 
a product  of  the  corresponding Reynolds 
and Prandtl Numbers,   provided  the  fluid 
flow is  of  a  viscous   type: 

Pc = 
pCpVL      pVL 

k 
Re, • Pr 

(2.2-156) 

i.e., the relative significance of the 
Peclet Number may be analyzed tenta- 
tively in terms of the comparative im- 
portances of the associated Reynolds 
and Prandtl Numbers in each particular 
flow case.  For instance, in the sim- 
plest case of a heat-conducting vis- 
cous gas flow over insulated surfaces, 
if the gas is treated as thermally 
ideal ( p = pRT)   and calorically per- 
fect ( k = const, /x -  const , Cp = const ) ( 

the Prandtl Number is not a function of 
temperature, 

Pr = Cp/X = const 

and the Peclet Number 

Pc = ReLPi = f(ReL) 

(2.2-157) 

f,2-158) 

becomes a direct function of the Rey- 
nolds Number, i.e., of the viscous flow 
type (laminar or turbulent).  For lami- 
nar boundary layers this leads to a 
correspondingly straightforward heat 
transfer - skin friction coefficient 
relationship, which is referred to as 
the simple Reynolds Analogy concept 
in the respectively simplified boundary 
layer theories.  For instance, for a 
laminar compressible boundary layer 
(of a thermally and calorically per- 
fect gas and with k= const and /i = const ) 
over a flat plate at a zero angle-of- 
attack (Pohlhausen)d-'*) the Reynolds 
Analogy takes the alternate simple 
analytical forms: 

fp -2/3^ £l- = St =  "   = -^—  = 
VT       I  2  ^ ^CpVoo  P'R«L 

.664 
(Pr2/3)(Re,y2) (2.2-159) 

where 

C| -is the skin friction coefficient, 

Nu -is the Nusselt Number, 

St -is the Stanton Number, 

h -is a dimensional heat transfer 
coefficient. 
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Th* co«£ftci«nti (Cf,Nu,St,h )  «re de- 
fined In the ensuing text. 

Similarly, when an allowance for 
variations ot p ,   k , andCp with the 
absolute temperature Is made, indica- 
ting a more general type of the Inter- 
nal random moleculer transport mecha- 
nisms, the respectively more elaborate 
functional relationships between the 
heat transfer and the skin friction 
coefficients can be established, which 
are then called modified Reynolds 
Analogy concepts (when ehe skln-frlction 
coefficient data are of a primary inter- 
est). 

Since either simple, Eq (2.2-154), or 
modified Reynolds Analogy expressions are 

. functionally presented in terms of al- 
ternate combinations of S« , Pr , Nu on 
one side (heat effects), and Cf , Re on 
the other (viscous effects), it is cus- 
tomary in engineering applications to 
use as the representative non-dimen- 
sional heat transfer coefficients 
either the Stanton and the Prandtl Num- 
ber, or the Nusselt and the Prandtl 
Number combination instead of the more 
generalized Peclet Number concept, 
(Pc.aPrfttJ. 

To summarize:  restrictively for 
viscous, heat conducting fluid flows, 
the four thermal natural variables 
( Pr, Pc, St, Nu) are mutually inter- 
connected and functionally related to 
the Reynolds Number and the skin- 
friction coefficient definitions by 
Reynolds Analogy concepts.  The Prandtl 
Number, Pr , may be conceived as a par- 
tial, exclusively thermal substitution 
for the broader Peclet Number concept, 
Pc , which reflects a more generalized 

interrelationship between heat conduc- 
tivity and viscosity currents.  The 
Stanton Number, St  , and the Nusselt 
Number, Nu , definitions are directly 
based on the dimensional heat transfer 
coefficient concept, h , and are only 
indirectly related to the Peclet Num- 
ber, Pc , through an adequately intro- 
duced Reynolds Analogy criteria. Since 
the Nusselt Number and the Stanton Num- 
ber, although mutually simply inter- 
related, are nevertheless mutually ex- 
clusive in practical applications, a 
preference for their individual choice 
depending on the essential dynamic as- 
pects of different fluid flow types, 
see paragraph (6). 

Prior to a further investigation of 
the Stanton and the Nusselt Number roles, 
a word of caution is necessary respec- 
tive to the definitions of their common 

link - the dimensional coefficient of 
heat conduction, h . 

(5) peflnition of the Dimensional 
Coefficient of Heat Uonduction, h""" 

The dimensional heat conduction 
coefficient, h , Is a fundamental sub- 
stantial variable which defines the 
conductive heat transport characteristic 
of a continuum, streamlined fluid flow. 
The transport mechanism by conduction 
includes both the insulated (adiabatic) 
and the non-insulated body surface 
conditions, i.e., the coefficient of 
heat conductivity, h , may be referred 
to both the variable temperature dis- 
tributions (or temperature profiles) 
within an (adiabatic or non-adiabatic) 
fluid flow proper, and to the local 
temperature differences between a non- 
insulated surface (heat sink or source) 
and the fluid flow layers adjacent to 
it.  The thermal boundary conditions at 
the surface, and the resulting tempera- 
ture differences between it and the 
fluid, can be, in general, functions of 
many variables, such as surface skin 
heat capacity, the viscous and/or com- 
pressible fluid flow characteristics, 
the fluid flow pattern (streamlined or 
turbulent), etc.  Therefore, depending 
upon the overall characteristics of a 
tluid-body system and the adopted pre- 
mises of a chosen method of analysis, 
there are several specific heat trans- 
fer coefficient definitions in common 
use.  Consequently, when interpreting 
and comparing the respectively diver- 
sified heat transfer data, it becomes 
necessary to establish first a required 
common comparative criterion. 

In general, the dimensional forms of 
the heat transfer coefficient, h  , are 
conceived as the ratio of a defined 
heat flux and of some characteristic 
absolute temperature difference: 

«T-a» f (ML'T-') 1 
1{L?T)CK) J 

(2.2-160) 
r{ML*T-«n 

dSdt IUJ       J 
(2.2-161) 

AT«=(T-Tr)« [-K]. (2.2-162) 

where 

Q   -is the heat energy,[(ML2!"2)]■ 

S   -is the area, normal to the 

2.2-40 



direction of heat  flow,[L2], 

t     -is  the  tlmeitT], 

T0   -is the local absolute tempera- 
ture, ['K]. 

T*   -is some reference absolute tem- 
perature .['K]« 

The specification of the temperature 
differences, AT •    ,   involves both the 
explicit choice of a reference tempera- 
ture,   Tr

0    ,  and the magnitude of the 
temperature interval   ll*-!,0 ) 
The actual temperature difference,   AT* , 
between any local point, T0, and a 
chosen reference,   !• ,  depends on the 
overall dynamical and thermal character- 
istics of given fluid flow field,   since 
the thermal and the dynamical physical 
properties are mutually  interdependent. 
The heat flux intensity   (numerator)  and 
the magnitude of the temperature dif- 
ference, AT0,   (denominator)   in the de- 
fining expresnion (2.2-160)  are there- 
fore both directly interrelated on a 
thermal basis,  and additionally and 
separately influenced by the intrinsic 
dynamical and thermal correlations  in 
a flowing fluid in toto.     As a conse- 
quence, when the formulation (2.2-160) 
is introduced,   the dimensional conduc- 
tive heat transfer coefficient,   h     , 
lacks  the necessary qualities of a 
clear and distinct comparative measure 
of exclusively thermal transport pro- 
perties either in a given fluid flow 
or between different aerothermal  sys- 
tems.    In order to circumverate the am- 
biguous situation,   in practice it is 
usually assumed that the energetic fluX 
properties  in fluid flows are not 
appreciably affected by finite tempera- 
ture differences,   provided the tempera- 
ture intervals are not very large.     The 
question of how large a temperature 
difference is permissible,   stays open. 
The uncertainty can be rendered less 
cumbersome by restating that the heat 
transfer coefficient,   h     ,   is theore- 
tically defined for" vanishingly small 
temperature intervals,  a practically 
acceptable meaning of the term "small" 
remaining a matter of choice. 

(6) Stanton and Nusselt Numbers as 
Practical H-aat Transfer Natural vari- 
ables in the Aerodynamic Force (SkirT^ 
friction) Analyses 

The Stanton Number 
h hAT» 

can be  interpreted as  the nondimensional 
ratio of the time rate at which the 
heat energy is  transferred  to the fluid 
per unit area, hAT0    ,  and the time rate 
at which the convective  thermal energy 
(per unit area)  is carried along by 
the order flow motion, (^ Cp A T'V) j 
(i.e., the heat flux in the direction of 
ordered motion,   see preceding para- 
graphs k and 5). 

The Nusselt Number 

hL       HAT* Nu s —8 (ram (2.2-16U) 

St   s 
pCpV       ^CpAT»)V    (2.2-163) 

can be likewise interpreted as the 
nondimensional ratio of the time rate 
at which the heat is transferred to the 
fluid per unit area hAT* , and the time 
rate at which the conductive thermal 
energy (k^T'/L) , is dissipated (per 
unit area) by random molecular motion 
(i.e., the heat flux dissipation, see 
preceding paragraphs U and 5). 

In both cases (AT") represents a 
suitably chosen reference temperatura 
difference. 

From the above definitions it may 
be argued that the Stanton Number and 
the Nusselt Number are the natural 
variables representing, in a limiting 
case, the pure convective (i.e., 
effected by an ordered, bulk matter 
motion) and the pure conductive (i.e., 
effected by molecular random motion) 
heat transport currents respectively. 
In reality, the two types of heat 
transport mechanism do not exist 
exclusively:  the convective transfer 
from a surface to a flowing gas shall 
always involve the conduction concept 
also (due to the everpresent mechanism 
of molecular random motion).  Thus, 
choice of either of them as a repre- 
sentative heat transfer natural vari- 
able depends on the predominant physi- 
cal aspects of the investigated fluid 
flow type:  if an ordered flow pattern 
is prevailing, (for instance laminar 
boundary layers), the Stanton Number is 
an acceptable good representative of 
the overall (predominantly convective) 
heat transfer phenomena, while if the 
random molecular motion is in predomi- 
nance, the Nusselt Number (i.e.,heat 
conduction) appears as a better choice 
in describing the heat transfer mecha- 
nism, particularly for conditions where 
the ordered flow motion is slow(V«0) . 
Despite the phenomenological difference, 
it is customary in practice to refer 

2.2-41 



■ 

to the heat transport mechanism and to 
the heat transfer coefficient by using 
the  term "conduction"  only, which  is 
but a terminology convenience. 

(7) Prandtl Number, Pr 

The Prandtl Number is  obtained as 
a direct ratio    of Peclet and Reynolds 
Numbers: 

Pr x 
CpM   _ (^CpVL)A _ 

(pVL)/V 

Pc 

(2.2-165) 
Consequently,  any  viscous thermal 

flow can be alternatively investigated 
by means of the Reynolds and the Prandtl 
Numbers or by a combination of  the Peclet 
and  the Prandtl  Numbers. 

Advantages  of an alternative use of 
the Prandtl Number  instead of the Peclet 
Number,  are: 

(a)  It  Involves  directly only  three 
physical variables,   (Cp,/* ,  k   ),   Instead 
of five (as required for the Peclet 
Number), 

(b)  For perfect 
sical variables  are 
the specific heats 
since the  specific 
self a fundamental 
the Prandtl Number 
Is not appearing as 
larity requirement, 
are treated as cons 

gases  the three phy- 
dlrect functions  of 

ratio,    y     .     Thus, 
heat ratio  is  in  it- 
similarity parameter, 
under  the conditions 

any additional slml- 
provlded k   and   y 

tants. 

(c) The Prandtl Number reflects a 
relationship between the intrinsic  vis- 
cous  and thermal  transport properties 
of a fluid as a medium,   rather than 
under some specific  ordered flow condi- 
tions. 

Limitations  in the applicability of 
the Prandtl Number as  a convenient sub- 
stitute for the Peclet Number can be 
Illustrated as follows: 

(a) Prandtl Number is  In its  best use 
for describing diffusive tendencies, in 
a viscous  laminar type of fluid motion. 
I.e., In describing phenomena completely 
dependent on Reynolds  Number and  y 
as governing similarity parameters. 
According to its definition (2.2-165), 
the Prandtl Number represents then a 
ratio of the  ordered momentum diffusive 
tendencies  (inverse of  the Reynolds 
Number),   to the diffusive  tendencies 
of the thermal energy  (Inverse of the 
Peclet Number),  both due to random 
molecular motion  (see  paragraphs  3  and 

'+). Consequently, with the thermal 
diffusivlty due to molecular motion 
defined as 

a ■ pCp (2.2-166) 

and the momentum molecular diffusivlty 
expressed  through the  concept  of  the 
kinematic viscosity 

V  3 (2.2-167) 

the Prandtl Number may be written 
alternatively as  the  ratio 

Pr v 
a 

(/>CpVL)   k 

{^VL)/i 
(2.2-168) 

(b) Prandtl Number Is not a 
tueaningful substitute for the more 
basic Peclet Number criteria whenever 
an inviscid type of flow is considered, 
or, for slightly viscous flows, when- 
ever the Reynolds Number is not con- 
sidered as an important similarity 
criteria. For instance, inviscid 
laminar flows or viscous turbulent 
flows of a general type cannot be de- 
fined adequately in terms of the Rey- 
nolds Number similarity criteria (the 
first due to absence of Re , and 
the second due to its eddying nature). 
I.e., the two flow types do not justify 
a meaningful use of the Prandtl Num- 
ber concept.  For such cases, the 
Nusselt Number, Nu, or the Stanton Num- 
ber, St , should be used instead, since 
both of them can be represented in 
terms of the Peclet Number only. 

(8) Gratz Number, Gz 

When investigating thermal effects 
for unaccelerated laminar flows in 
pipes, the Peclet Number multiplied 
by a factor (7r/4 D/L ) serves as a funda- 
mental heat transfer natural variable, 
bearing the name of Gratz Number. 

Gz 
_  TTD2 />VCp    / IT D 

"4 kL   ' 

where 

dm 

dt 

(TIK^H^)" 
(2 

41 
2-169) 

m is the 
-i 

mass  flow rate, 
alternatively ex- 

m * pV wO 

[m 
pressed through the concept 
of mass density as 

[(ML-'HLT-'HL2)] = [MT-1] 
(2.2-170) 
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L - is the pipe Length, [L] 

D - is the pipe diameter, [ L ] GF - t q^P (^T*) 

™.   L ^   •   ■  , '      M2 (2.2-L71) 
Thus the Gratz Number is simply a 

variant of PecLet Number, used in ther- 
mal similitude investigations for un- where{ ß ) is   the coefficient of ther- 
accelerated, viscous, laminar ducted mal expansion of a gas,d7) 
flows, 

The Grashof Number can be inter- 
(9) Grashof Number, GF preted as Reynolds Number squared times 

„..„ ,._,„ ^. (/9AT") divided by Froude Number squared, 
Grashof Number is a natural variable or, alternatively, as representing 

associated with free convection, which the ratio of inertia force times buoy- 
is present when gravity and variations ant force divided by viscous force 
in density are characteristic for heat squared. (1-6) 
transfer in a slowly moving gas, 
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2.2.5 A BRIEF SUMMARY OF BASIC THERMODYNAMIG 
CONCEPTS IN FLOWING GASES 

As a brief reference supplement tc 
the preceding text in Sections (2.2.2) 
to (2.2.4), the few most Important ther- 
modynamlc definitions and concepts 
relevant to and commonly used in gas 
flow analyses are summarized below. 
The presentation is limited to a dis- 
criminatory phenomenological and con- 
ceptual essentials, i.e., only to the 
extent,and in as much as^it may be 
needed for restrictively practical aero- 
dynamic force analyses purposes. 

(i) Equations of State for Ideal 
and Perfect (jase¥ 

A closed thermodynamic system of a 
gas in equilibrium is characterized by 
three bulk matter variables of state: 
the pressure, p , the density, ^ , (or 
specific volume v ), and the absolute 
temperature, T* . 

For near-standard (sea-level or so 
called slightly rarefied) conditions, 
most of real gases are well approximated 
by a generalized ideal gas model, for 
which the functional relationship be- 
tween the variables of state takes the 
conveniently simple explicit form of the 
classical equation of state 

p» ^RT (2.2-172) 

where 

p - is absolute static pressure, 
[(MLT-2){L-2)]' 

p - is density, [ML-3], 

T* -  Is absolute temperature, [•K], 

R - \'J ndlvldual gas constant, T"4» M " -i ICK)"1] 

The thermal equation of state of an 
ideal gas represents combinations of 
the Boyle Mariotte's and Gay-Lussac's 
or Charles'  (approximate) empirical 
laws for near standard conditions, the 
Avogadro's law and the complementary 
results from the equilibrium Kinetic 
theory of gases.(7; 

Boyle-Marlotte'a empirical law:    At 
a constant temperature, the volumes of a 
given quantity of a gas vary Inversely 
as the pressure exerted on it: 

PV = eon.t. S C,  (2#2.173) 

V   P 
P "iJ- s -^- comt = Cz T,scontt. 

(2.2-174) 

Charles' empirical law: At a con- 
stant volume, the pressures of a given 
quantity of a gas vary proportionally 
to its absolute temperature: 

■y- « const « Cs 
(2.2-175) 

Vs const  or -$-s P  = const 

Avogadro's law:  Equal volumes of 
all gases at the same temperature and 
pressure contain the same number of 
molecules, which for a mole of a gas 
at standard pressure and temperature 
is 6.023 x 1023 (Avogadro's Number). 
A mole is the quantity of a substance 
which has a "number of unit weights" 
equal to its "molecular weight number. 
In the CGS system of units, one mole 
is the matter content whose weight in 
grams is numerically equal to its 
molecular weight. 

Gay Lussac's empirical law:  In an 
expansion, the change in volume of a 
given quantity of gas is proportional 
to its absolute temperature: 

AV =V-V. = aV.AT*  (2.2-176) 

where 

V, - is the reference initial volume 
of a gas at a reference initial 
absolute temperature,TJ, 

V - is the volume of a gas at any 
absolute temperature, T* , 

AT* -   T,-T#* - is the absolute tempera- 
ture difference, 

a  - is the constant of proportional- 
ity; for air, a = .0036613 ; for 
most gases a ~ ~. . 

273 

Under the restrictive near-standard 
conditions, another idealization of 
empirical evidence (Joule) leads to the 
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relationship 

tst(T») 
(2.2-177) 

where e is the internal energy (per 
unit mass) content of a gas under static 
equilibrium conditions. 

By convention, the idealized gases 
satisfying simultaneously both Eq 
(2.2-172) and Eq (2.2-177) are called 
thermally perfect. 

On the basis of empirical evidence, 
at near-standard (sea-level) pressure, 
densities and temperatures the internal 
energy content (per unit mass) of some 
real gases in the Eq (2.2-177) can be 
further approximated by: 

• = contt»!0 = C¥T•■ (2.2-178) 

Such idealized gases are then called 
:alorically perfect, the constant in the 
above equation being suitably defined 
as specific heat (per unit mass) at con- 
stant volume,  cv 

The idealized perfect gas equation 
)f state, Eq (2.2-172) and the Gay 
jussac's empirical law (2.2-176), when 
»xtended indiscriminantly to the do- 
aains of ever decreasing temperatures 
Lead to the concept of the absolute zero 
:emperature. 

T* '-27Z.\6mC  =—459.69,F (2.2-179) 

rtiich represents a conditional lower 
.imit of possible thermal states,  Tem- 
»erature measurements referred to the 
ibsolute zero standard are called the 
'absolute temperature" scales (in de- 
;rees of Kelvin or Rankin) respectively. 

T'K = T,C + 273..I6 

TR  = T'F ♦ 459.69 
(2.2-180) 

The absolute zero temperature concept 
s artificially introduced by an ideal- 
zed extrapolation of the perfect gas 
aws beyond any empirical evidence, I.e., 
ssuming that the gaseous phase persists 
hrough the low temperature region in 
ccord with Eq (2.2-172), while all 
ases actually liquify at various critl- 
al pressures, p, , and temperature, T£ , 
ombinations.  Nevertheless, the Ideally 
ostulated absolute zero temperature 
roves to be (on other grounds) a theore- 
ical thermal limit for all aggregate 
tatcs of matter when the actual Internal 
olecular properties are fully taken in- 

to account. 

The thermal equation of state, 
Eq (2.2-172) and the internal energy, 

t  , as a state variable, Eq (2.2-177) 
or Eq (2.2-182) are but one necessary 
condition for the existence of a static 
thermal equilibrium state in general. 
Another variable of state . 

s= «(/),!•) (2.2-181) 

called entropy (per unit mass) is re- 
quired, serving as a criteria for 
stability of a static equilibrium state. 
The two taken together represent the 
necessary and sufficient conditions 
for a statically stable thermal equili- 
brium state.  The equation (2.2-181) 
is sometimes called the "caloric" equa- 
tion of state. 

(ii) First Law of Thermodynamics 

Whenever there is an exchange of 
heat and/or work across the boundaries 
of a static closed gaseous system, the 
concept of Internal energy, e , is 
introduced as a representative variable 
of change of state by formulation of 
the first law of thermodynamics (per 
unit mass): 

e = e (v.T*) 

8e=8q + 8w 

r (2.2-182) 

for small continuous and infinitely 
slow changes  of  state. 

where 

t  - Is the Internal energy per unit 
mass at near-standard conditions, 

Sq - is the heat added (positive) to 
the gaseous system per unit mass, 

8w - is the external work done by 
surroundings (positive) on the fluid. 

In absence of dlssipative(frictionaI) 
work, Eq (2.2-182) can be alternatively 
expressed in the form: 

8t « 8q- pdv  (2.2-183) 

where 

dv   - is the infinitesimal change of 
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s p e c i f i c vo lume, p o s i t i v e f o r e x p a n s i o n 
p r o c e s s e s . 

( i i i ) I r r e v e r s i b i l i t y of Thermodynamic 
P r o c e s s e s 

The first law of thermodynamics 
specifies only a formal possibility of 
changes of equilibrium states in a 
thermodynamic system, without restrict-
ing the sense of the process itself, 
i.e.: 

Se ̂  Sq + Sw (2.2-184) 

According to the "zeroth law of 
thermodynamics", two systems that are 
in thermal contact, i.e., separated by 
a heat transmitting boundary are in an 
equilibrium only if their respective 
temperatures are the same. 

Furthermore, empirical evidence in-
troduces the additional restriction 
that for real gases all natural or 
"spontaneous" thermodynamic processes 
are irreversible, or single sensed: 

Sq + Sw (2.2-185) 

i.e., the heat and the work addition for 
a presumed infinitesimal and continuous 
change of an initial equilibrium state in-
to another equilibrium state is neces-
sarily realized through simple-sensed from 
a higher to a lower level) currents or 
fluxes by which heat, work, mass, etc. 
are transmitted. For real gases these 
"current" processes are irreversible, 
the irreversibility being an accepted 
empirical fact, supported by theoretical 
considerations of the so called "highest 
probability" criteria. The unavoidable 
existance of currents as means of trans-
portation for heat and other physical 
quantities between two subsequent 
equilibrium states, serves as a criteria 
for definition of equilibrium itself: 
a closed system is in a state of equilib-
rium, if it is free of currents. Such 
an idealized closed system, void of 
currents, becomes theoretically reversi-
ble. An idealized reversible thermo-
dynamic process can be then tentatively 
defined as if the work and the heat were 
added in such a manner that no currents 
were produced between any two successive 
equilibrium stetes. The idealization 
serves as one oi" the necessary (but not 
yet sufficient) requirements in specify-
ing adiatatic reversible conditions for 
flowing gases, i.e., the condition 

fj.= k = 0 . I n reality, 
since ^ 0 and k * 0 for flowing gases, 

all processes are irreversible due to 
an unavoidable dissipation of the 
ordered momentum and the heat energy 
through the random molecular mechanism 
in presence of /j. and k , as already 
described in Section 2.2.4. 

(iv) Second Law of Thermodynamics 

The empirical concept of irreversi-
bility of real processes and the entro-
py concept as a measure of relative 
stability of an equilibrium state, lead 
to one of many forms in which the 
second law of thermodynamics can be 
expressed: for an isolated, closed 
system, (i.e., one that does riot ex-
change either heat or work with sur-
roundings), the entropy is increased 
in any internal spontaneous process, 
and the system reaches a stable static 
equilibrium when entropy becomes maxi-

The analytical expression for_ 
entropy (per unit mass) as a variable 
of state is 

s = s( v ,T°) (2.2-186) 

while the basic concept of entropy is 
given by definition 

He - 8 q ds - — (2.2-187) 

In Section (2.2.3), it is pointed 
out that the Eq (2.2-187) can be used 
also to define correctly a naturally 
intensive variable, T" , in terms 
of two extensive physical quantities, 
S and Q , instead of resorting to 
"thermometer" temperature concepts. 

Both the internal energy, e , and 
the entropy, s , are thus equilibrium 
state variables. The formal mathemati-
cal introduction of the entropy defi-
nition, (2.2-187), is conceptually re-
lated to the idealization of reversible 
processes with external heat addition 
as follows: 

An idealized reversible (expansion) 
change of state for any gas in an 
adiabatically (insulated) enclosed 
system is represented (per unit mass) 
by : 

Se = - p dv 

Sq = 0 

P = " de 
<3v (2.2-188) 
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Since, in general, e:e(v, J")    ,   a 
new variable of state, s = s ( v, T" ) (re- 
lated to the absolute temperature, T* , 
by Eq (2.2-187)), can be formally intro- 
duced in such a way that the reversi- 
bility quality is (by idealization) 
extended to processes involving non- 
adiabatic conditions also.  Then, the 
general form of the thermal equation 
of state 

e = e(v1T
,l (2.2-189) 

takes   the corresponding mathematical 
form 

8e =-j5- 8v+-I5" 8s =-p 8v■»-T'S s =-p8v+ 8q 

8q 8q/0. 88 = -yi- (2.2-190) 

•2 SO .'. e= e($,v)    ond    s2-$,••=/' -2^ 
1 (2.2-191) 

for reversible nonadiabatic   idealized 
processes  between two equilibrium 
states   1  and 2. 

Now  the second  law of  thermodynamics 
formally  asserts  that 

■s, > n>° (2.2-192) 

for all thermodynamic systems involving 
heat addition (nonadiabatic systems), 
and for all real adiabatic processes 
with unavoidable dissipative currents, 
i.e., the law states that there is always 
a simple-sensed entropy increase, tending 
towards a stable equilibrium, even if 
the closed system is considered ideally 
isolated. 

The conception of a< reversible adia- 
batic process represents then a limiting 
idealized approximation only, expressed 
inclusively by 

s2 
./•2Sq 

(2.2-193) 

(v) Specific Heats and Reversible 
Processes 

The specific heats are defined with- 
in the concept of the first law of 
thermodynamics (per unit mass) 

8e * 8q- p dv (2.2-19^) 

as   the  amount  of heat  required  for  one 
degree  of   temperature  rise  (per unit 
mass)  under the constant volume  and 
the constant  pressure  processes   re- 
spectively: 

and 

(2.2-195) 

If  idealized gases,   satisfying  the 
simple  form of  the equation  of  state, 

P = p RV   or    pv = RT* ,(2.2-196) 

are considered  to undergo any  ideal- 
ized reversible  (not necessarily 
adiabatic)   thermodynamic  process,   the 
first  law  of  thermodynamics  takes  con- 
ditionally a  total differential form: 

e = e(v,T") 

(2.2-197) 
expressing that the final states for 
reversible processes are independent 
of the path of integration.  Then, 

(2.2- 

'=-(^)/(^)/[(4M-](-^)l 

) * 

(2.2-198) 

= Cp Cn v)  . {2.2-199) 

For thermally perfect gases 

e = •(!•) = / CvdT« + contt, 
(2.2-200) 

Cv = (-5f-)v=(-äf.)v=  CV(T•,' (2.2-201) 

Cp = c» + P(-4T.)= Cy+ R = CpCr») . K\ dTVp *       (2.2-202) 

For thermally and calorically per- 
fect gases,     Cp     ,  and     Cv      are  in- 
dependent  of  temperature 

Cv VdW» const' (2.2-203) 

Cp = Cv + R = const",        (2,2-20i+) 

.-.  e » Cv T* + const .      (2.2-205) 
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(vi) Enthalpy or Heat Function 

The first law of thermodynamics 
specifies the internal energy concepl* 
under static conditions, i.e., assuming 
that the involved thermodynamic processes 
and the respective changes of state are 
an infinitely slow sequence of equili- 
brium states (reversible or irreversi- 
ble), void of any ordered (bulk matter) 
flow characteristics. 

When the first law is applied to 
flowing fluids, the enthalpy concept is 
conveniently introduced to express the 
heat energetic aspects. Although the 
measure of enthalpy or heat function is 
readily illustrated in a limiting case 
of the classical adiabatic throttling 
(resistance) process of Joule-Thompson, 
its definition can be extended to any 
flowing process in general.  The effect 
of the ordered (bulk matter) motion on 
the first law of thermodynamics is 
formally expressed through an additional 
term  vdp  , i.e., 

8 h = Be + pdv + vdp = 8q + vdp ,(2.2-206) 

i.e.»the enthalpy  (per unit mass),8h    , 
becoming the overall energy  (or heat 
function) characteristic of the flowing 
process  (instead of   Se    ), with   p and 

T* as  primary  variables  of  state. 

If the flowing process were con- 
sidered reversible,   the expression 
(2.2-206) takes the total differential 
form, 

dh = |^ dp + •jfidT's dt + pdv * dq + vdp  , 

e + pv= h » p,T*) 

(2.2-207) 

(2.2-208) 

MjfH^b [{£).-•] (&.■''"•.'• 
(2.2-209) 

<*r (irV (TT), (2.2-210) 
If the flowing gas is assumed to be 

therma1ly pe rfe c t, 

e =  ten,  Cv = CvlT»), Cp= Cp(T«) , 

Cp = -J^   =  Cp(T»)   , 

dh       id P * •-sMyf I-*-•   (2. 

h« tCm pv'«{T,)+ RT** h(r) = /CpdT,+ ecu. 

(2.2-212) 
If the flowing gas is in addition 

treated as caloncally perfect. 

Cp = contf       Cv = const 

h = CpT»* eon«t . 
(2..7-213) 

(vii) Adiabatic Reversible Processes 

Processes in which no heat is trans- 
ferred from or to a closed system 
(insulated systems) and the work is 
presumed completely reversible (no 
currents), are called adiabatic rever- 
sible in general. The gas as a medium 
is necessarily treated as ideal, i.e., 
satisfying the simple equation of state, 
although it may not bt necessarily 
either thermally or calorically perfect. 
In case of flowing gases, possessing 
an ordered bulk matter ve1ocity which 
necessitates a respective, pressure 
drop (and work, vdp ) in the flow direc- 
tion, the adiabatic reversible process 
implies as a necessary condition a 
complete absence of dissipative effects, 
i.e., the gas is necessarily treated 
as ideally inviscid M s 0  and non- 
conducting k = 0 .  Since under the 
adiabatic reversible premises no entro- 
py changes occur. 

dS = 0 , (2.2-214) 

the process  is called isentropic. 
Respectively useful specific  thermo- 
dynamic relationships for ideal gases 
are  (no restrictions regarding thermal 
and calorical qualities): 

e= e(T*»),  hsMT« p),     pv = RT».  v=-1- , 

(2.2-215) 

-#8(il.)dv +(£i)dT«=-pdv    , 
T (2.2-216) 

(2.2-217) 

■". dT'-CT [(ä^V p] 
(2.2-218) 

di _     i    r/ah\    i 
7^ ■  "C7    IWT-'J'(2.2-219) 

2-211) 
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dp . _ _g_ dh 
d v v d e ( 2 . 2 - 2 2 0 ) 

= T* 
( 2 . 2 - 2 3 0 ) 

For a t h e r m a l l y p e r f e c t g a s : 
e = e(T»), h = h(T°), Cp=Cp(T*), Cv= CV(T°) 

R= CpC,̂ , v = £2- = y (T'l , 
(2.2-221) 

v dT°. R_ . 
T* dv "Cv ' (2.2-222) 

— — z z y ~ 1 ' (2 2-223) T° dp Cp v ; 

_£ d p 
p dv 

Cp = -r 
(2.2-224) 

For a thermally and calorically per-
fect gas: 

Cp = const, C„ = const, y = const, 2-225) 

v = const * T " ' A y - D » ( 2 . 2 - 2 2 6 ) 

p : const , T y / , y ' l } ' ( 2 . 2 - 2 2 7 ) 

-y 
p = const * v = const pY (2.2-228) 

(viii) Special Adiabatic Irreversible 
Processes 

In presence of viscosity, /A , and 
internal heat conductivity, k , the 
adiabatic processes in flowing gases 
become irreversible. The following 
specific statements are then condi-
tionally valid: 

(a) The internal energy content 
(per unit mass), e , in a spontaneous 
expansion process under adiabatic con-
ditions remains unchanged for the 
initial and the final equilibrium states, 
i.e., after the thermal (heat conduction) 
and the molecular (viscous) internal 
currents have subsided: 

e2 = ei • (2.2-229) 

If the gas is additionally presumed 
to be thermally perfect, the initial 
and the final equilibrium temperatures 
are the same 

(b) In a limiting case, the enthalpy 
(per unit mass), h , at any two points 
of an ideal gas flowing through a dis-
crete resistance is the same, h, = h_g , 
provided the system is adiabatic (insu-
lated) and the fluid flow is slow enou^i 
so that the kinetic enargy of the 
ordered motion (per u-'t mass),-2"V , 
is neglihibl? cwupsicd with enthalpy 
(per >u ' .. mass;. (Joule-Thompson's 
classi.ua! z:-" riment) 

For thermally perfect gases, the 
equilibrium temperatures are the same 

T® r 
•2 (2.2-230) 

(c) The introduction of isentropic_ 
conditions results in the thermodynamic 
expressions and the energy equations 
cited in the preceding paragraph. 

(ix) Real Gas Effects 

In a broad sense, any deviations 
from the idealized gas concept 

pv = RT* (2.2-231) 

reflects real gas effects. The real 
gas effects become increasingly impor-
tant as the pressure, temperature, 
density increments or decrements and 
the associated structural, kinetic, 
chemical and electromagnetic internal 
properties of a flowing gas start de-
viating appreciably from their near-
standard reference values. 

For atmospheric flight conditions, 
the real gas effects become of impor-
tance whenever the ambient air flow 
undergoes large changes in state vari-
ables. The situation is readily en-
countered at hypersonic flow speeds in 
general, and for blunt body configura-
tions in particular, primarily due to 
appearance of strong bow shocks which 
may cause considerable jumps in pres-
sures, temperatures and densities. 
As a consequence, in the regions behind 
strong shocks the thermodynamic, chemi-
cal and electromagnetic properties of 
air depart considerably from the usual 
near-standard conditions, and the 
usual near-perfect idealizations of gas 
states cease to be a valid approxima-
tion . 

For practical purposes, it is con-
venient to distinguish between real 
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gas effects  in the continuum and in the 
rarefied  (slip,   transitional  and  free 
molecular)   flow regimes.     In  the  sub- 
sequent  text the continuum flow case 
is  treated mainly.     Furthermore,   the 
real gas effects may be usefully traced 
to three main physical  sources:     (1) 
due to high temperatures,   (2)  due to 
high pressures or densities,   (3)  due  to 
radiation.     The high temperature effects 
are of a predominant interest  for aero- 
dynamic  force analysis. 

(x)    Limitation  of  the Gaseous Phase 

Equation  of state  of an  ideal gas 
concept  implied a preservation  of  its 
gaseous  phase up  to the  absolute  zero. 
The extrapolation  is unreal,   since 
according  to the  third  law  of  thermo- 
dynamics,   it is  impossible  in reality 
by  any  finite number  of  processes to 
reduce any system to  the absolute  zero 
temperature,  even  if  the processes were 
idealized. 

Actually,  every real gas  becomes 
liquified for some specific  combina- 
tions  of  temperature,   pressure and 
density.     Provided  the chemical molecu- 
larvproperties  of a gas  are  kept  intact 
(no dissociation and  ionization) ,   the 
highest  temperature at which  the   liqui- 
fication  is  possible  is  termed  the 
critical absolute  temperature  of the 
particular gas, Tj" ,  and  the  correspond- 
ing  pressure and density  are called 
critical  pressure,  pe    .  and  critical 
density,   pc   ,  respectivelv, 

(xi)   Real Gas Equation  of State  - 
Analytical Considerations 

A real gas equation  of  state  that 
may   be  extended  beyond  the  restrictions 
of.   near-standard conditions,   includes 
the modifications  in  pressure-tempera- 
'aire-density  functional  relationships 
as  any  of  the  three  variables  change, 
i.e., beyond  the approximations   of  Boyle- 
Mariotte,   Gay-Lussac and Charles  classi- 
cal near-standard  laws,  which constitute 
special cases of  the  idealized equation 
of  state. 

Vor highly  variable   thermal  and dy- 
namic  conditions,   possibly  as  encoun- 
tered during different atmospheric 
flight  and re-entry  phases,   the  variety 
of  accompanying  real gas  effects  can 
be  analytically represented  by an  im- 
plicit  "compressibility function    Z    ," 
in  the  thermal equation  of  state(12) 

FT-' 2 "• ^ (2.2-232) 

where the different explicit forms of 
the Z -function depend upon the pres- 
sure and the temperature induced 
changes in dynamical, structural, chem- 
ical and electromagnetic states of gas 
on molecular and atomic levels. 

(xii) High Density Effects 

At near standard (sea-level) refer- 
ence pressures and temperatures, air 
is treated as a slightly rarefied gas 
whose equilibrium thermodynamic condi- 
tion is well approximated by the simple 
idealized equation of state with Z = I , 
see Eq (2.2-231). 

At near-standard and/or not-too-low 
temperatures (cryogenics excluded) but 
at higher pressures, the increased gas 
densities cause considerable changes in 
intensities of intermolecular acting 
forces.  Provided the gaseous phase is 
preserved, i.e., above the highest crit- 
ical temperature, Tc , and the corres- 
ponding critical pressure, Pc , of liqui- 
fication, the changes in equilibrium 
states of a gas due to enhanced com- 
pressions are expressed by the Van 
der Waal's equation of state in a 
first approximation: 

pv 
RT 
^r0-- ZCp.T») = I + bCT) RT« (2.2-233) 

where 

tjCTTRj^    -  is  called  the  "second  virial 
coefficient",  which ir  a dimensionless 
quantity.     It  is a characteristic  func- 
tion  for a particular gas,   i.e., its 
value  is different for different real 
gases, 

bCT0) - is a volumetric term, ex- 
pressing the second virial change of 
volume  per unit mass. 

Introducing the  individual  gas 
characteristic  critical  temperature, 
T^ ,  pressure,    pc       ,   and  specific 
volume,  vc   ,   Eq   (2.2-233)   takes   a more 
explicit dimensionless form 

pv 
RT» 

I + Pc Vc 

RTC« 
P 

Pc 

b(T») 
(2.2-235; 
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Furthermore,  with (p v )/(R T0) = k~.295 
and with    b(T0)/vc =^ (T'/T

0
 ) treated as a 

universal function  for most  of  aonos- 
pheric air gaseous  components,   the 
Eq   (2.2-235)  takes  a generalized approx- 
imate  form: 

Critical data and characteristic 
temperatures for most important atmos- 
pheric air gabeous components,  and the 
respective numerical values  of the 
generalized  $ -function (in the CGS 
system of units) are(12): 

pv 
RT • = , + 77  *V^")     (2.2-236) 

1      Pc 

(o tm) 

Tc0 

CK) 

R 

/elm  crr'N 
psvL 

CK) 

T6 

CK) 

02 49.7 154.3 2.54 .292 2230 59,000 158,000 
0    i 

N2 33,5 126.0 2.93 .292 3340 113,300 168,800 N 

NO 65.0 179-.1 2.73 .255 2690 75,500 -- 

H2 12.8 33.2 40.7 .306 6100 52,400 157,800 H    | 

He 2.26 5.2 20.5 ,306 -- -- 285,400 He 

Ar 48.0 151.1 2.05 ,291 -- 182,900 Ar 

co2 73.0 304.2 1.86 ,280 954 ~40,000 130,800 C    1 

Tc'A- ,1 .2 .4 .6 .8 

* .009 .015 -.005 -.067 -.18 

where T; , Tg and T" refer to the charac- 
teristic temperatures of vibration, dis- 
sociation, and ionization respectively, 
as specified in the next paragraph. 

For moderately dense gases(^2) at 
near standard reference temperatures, 
another convenient form of the Van der 
Waal's equation of state can be used 
as a criteria of errors in treating the 
real gases as ideally perfect.  In it, 
the critical (highest) temperature of 
liquification, TJ  , and the corres- 
ponding critical pressure, pc , appear 
as two additional individual gas constants, 
the third being the classical individual 
gas constant, R  : 

The corresponding Van der Waal's 
internal energy expression is (per 
unit mass) 

• U.T») = «.IT»)- -=- (2.2-239) 

""•[iW-irH (2.2-237) 

4 - ¥ RT- 
ß —J = 27pe .(2,2-238) 

where t0lT
9)   is the ideal gas  internal 

energy content. 

For gases at lower pressures, the 
ideal gas law takes the form of the 
Berthelot Equation^i^)   (per unit mass); 

^{-Tf.0[-^f]}- 
(2.2-240) 

Note:  Eq (2.2-240) does not apply to 
really rarefied gas domains. 

(xiii) High Temperature Effects 

At higher temperatures and relatively 
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moderate pressures  the  Inert degrees  of 
molecular freedom (vibration, dissocia- 
tion and ionization)  become aroused in 
the indicated sequence,   the correspond- 
ing jcritical  temperatures  being indivi- 
dual characteristics of each gas.    Mono- 
atomic gases are subject to ionization 
exclusively. 

For gaseous mixtures   (air),  the 
chemically activated components may 
bring reactions  in the dissociated 
(diatomic) and  ionized" monoatomic 
states,  such as  formation of NO. 

The equation of state of a dissocia- 
ting diatomic gas  in equilibrium (the 
rare of dissociation equal to the  rate 
of recombination)   is  (per unit ma8s)'28) 

~   « Z(P.T») I -I- a 

mi 

mi ♦ fn • 
a(p,T») 

(2.2-2U1) 

(2,2-2U2) 

where 

- is the molecular gas constant 
of an individual diatomic gas 
undergoing dissociation ( 0Z , 
Nc H 2 • NO, etc.), 

a    - defines  the equilibrium degree 
of dissociation, a : M, / M, + M2 -, 

M, and M2-  are  the  fractional masses 
of  atoms and molecules  of 
a diatomic gas in dissocia- 
tive equilibrium, M, + M2= I. 

The equilibrium degree of dissociation, 
a ( pi T' ) i  has  in general,different- 
numerical values  for different  ( P , T"  ) 
combinations,  the  variational law being 
individual for each specific diatomic 
real gas.     In a  first approximation, 
a generalized functional relationship 
for all diatomic  gases 

(W (2.2-2U3) 

can be accepted, since the individual 
diatomic gas differences in the expres- 
sion (2.2-242) are relatively small when 
the ratio of the actual temperature, T* , 
and the so-called "characteristic tempera- 
ture" for dissociation, Tp , is intro- 
duced: 

T;<' 
(2.2-2U4) 

where 

ID = < ^ ■ i      h2 )    -  is  the characteristic 
heat of dissociation,   i.e.,the  latent 
heat required to dissociate a unit mass 
of  diatomic molecules  into atoms  (for 
instance I O2 — 20) at constant T0  and 
P), 

h, and hj are enthalpies per 
unit mass of the completely dissociated 
atoms (subscript 1 ), and of the ini- 
tial diatomic molecules (subscript 2), 

R2- is the^individual gas constant 
of the initial diatomic molecular gas. 

The approximate generalized families 
of curves osafr/Tg.p) ahd (h/lD)= f(T'/TS.p.) 
for all diatomic gases are presented in 
Fig (2.2-1) and (2.2-2), while the 
actual individual values of TQ for 
different diatomic gases are tabulated 
on p. 2.2-51 , 

Note:  the "characteristic" tempera- 
ture of dissociation, TQ , should not 
be confused with the notion of the 
actual critical temperature of disso- 
ciation, which is denoted by T' in 
the numerator of the expression 
(2.2-243). The equation of state for 
an ionized gas can be represented in 
the same functional form as (2.2-241) 
and (2.2-242) by conducting an approxi- 
mate unified treatment along the same 
lines as in the case of dissociation(28) 
For instance, when the temperature, T* , 
becomes sufficiently high, the oxygen 
dissociated atoms become a mixture of 
Of , « and 0 species (in supposed 
equilibrium): 

0* + (2.2-245) 

to which the above approximate analysis 
is correspondingly fitted, with the 
"characteristic" temperature of ioniza- 
tion, T,* tabulated oa p.(2,2-51) . Obviously, 
the respective families of unified 
curves will be similar but numerically 
different from those in Figs. (2.2-1) 
and (2.2-2) 

Note that the characteristic heat of 
dissociation, \l represents the 
amount of energy required to break the 
interatomic binding forcea within a 
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FlG. 2.2-1 Degree of dissociation versus reduced 
temperature for a dissociating diatomic 
gas. Ref. 28. 
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Fig. 2 .2-3 . Real diatomic gas models. Ref. 29. 

FIG. 2.2-2 Reduced enthalpy versus reduced temper-
ature for a dissociating diatomic gas. 
Ref. 28. 
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molecule.  Similarly, It can be argued 
that the Van der Waal's i "function i 
represents some binding intermolecular 
energy, lm , reflecting the intermolecu- 
lar cohesive force effects for dense 
gases.  Since 

l0 » lm , (2.2-246) 

and since 
ranges for 
are wide a 
treduce in 
any additi 
dense gas 
if densiti 
place are 
standard. 

the temperature and density 
dissociation and liquification 

part,   there is no need to in- 
the dissociation Eq  (2.2-2U1) 

onal corrective terms of the 
(Van der Waal's)  form,  even 
es when dissociation takes 
considerably above near- 

(xiv)  Internal Energy Content and 
Degrees of Molecular Freedom 

The  total  internal energy content 
(per unit mass)  of a real gae  is con- 
veniently broken into six main physicallv 
significant components(31): 

- Kinetic  energy of translation of 
molecules or atoms, et    . 

- Rotational energy of diatomic and 
polyatomic molecules, er . 

- Vibrational energy of diatomic and 
polyatomic molecules, ev , 

- Energy  of dissociation (and recom- 
bination)  of diatomic and polyatomic 
molecules into atoms  or groups  of 
atoms, ed  . 

- Energy   oi;  electronic  excitation 
(lorlzation)  of molecules  and 
atoms,  e( . 

- Electromagnetic or radiation 
energy  of molecules and atoms,  erod. 

The above  subdivision (except for 
radiation term)  is based on the concept 
of  totality  of possible internal degrees 
of freedom for polyatomic gases  in 
general,  as  recognized in the classical 
kinetic,  the  statistical mechanics  and 
the quantum mechanics theories.     The 
triple  theoretical combination is 
necessary in order to account for all 
the internal degrees of freedom,   the 
first two theories being  inadequate 
for the complex purpose.     Furthermore, 
in all cases  the empirical corrections 
are unavoidably introduced,  reflecting 
the actual energetic deviations of  indi- 
vidual gases  from the theoretically 
predicted values. 

Theoretically,   the total or mean 
internal energy of a molecule is a 
partial  linear sum of the six indepen- 
dent energetic components.    Expressed 

per unit mass: 

e   =  «, + er ♦•v+Ve«*«rod • 
(2.2-2U7) 

The expression  (2.2-247)  is condi- 
tionally based on  three fundamental 
assumptions: 

(a) An average equilibrium level in 
each of the degrees of freedom is pre- 
sumed for a given amount of gas, 

(b) Each degree  of freedom is  inde- 
pendent of all the  others,  i.e., there 
is no interaction between them, 

(c) Each degree  of freedom (except 
radiation)  contributes ( kT'/Z) to the 
mean energy of a molecule, where  k    is 
the Bcltzmann's constant.    The assump- 
tion is known as  the "energy equipar- 
tition" theorem^). 

In the partial  listing of energies, 
the adopted sequence of degrees of 
freedom corresponds  tc the succession 
in which they are normally aroused 
with increasing temperature levels. 
Although all  of  them may in a variable 
degree of intensity exist similtan- 
eously  at any given temperature, T* , 
the significant average excitation 
levels  for each group of degrees of 
freedom are reached (in average,  and 
for a great number  of molecules)   only 
at specific critical temperatures  (and 
pressures),   the critical Tj"  values 
varying for different individual gases. 

Before a rational numerical assess- 
ment of the  internal energies  is 
attained,   the few pertinent premises 
from the equilibrium kinetic  theory 
of gases and  from empirical evidence 
are briefly stated next. 

(xv)  Simplified Molecular Models 
and Degrees  of Freedom 

Four distinct categories of gaseous 
molecules are  conceived: 

(a) A monoatomic molecule, (He. A, etc.l 
(b) A diatomic molecule of a "dum- 

bell" model (Hg.Oz, N2,NO, etc. ) 
(c) A polyatomic molecule,  having 

all  the  atoms  arrayed  in a 
straight  line,   i.e., in the form 
of an extrapolated "dumbell" 
(COa etc.) 

(d) A polyatomic molecule witn an 
arbitrary spatial arrangement 
of atoms. 

The models are a theoretical suppo- 
sition, each of them being representa- 
tive  for all  the monoatomic,  diatomic 
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and polyatomic  gases respectively,   i.e., 
eventual  individual gas deviations  frpm 
the idealized representative model 
should  be,  when necessary,   correctively 
introduced  on  the basis  of respective 

empirical evidence.     The  idealized 
models and the respective possible de- 
grees  of  freedom  in  translation,  rota- 
tion and vibration are illustrated in 
Fig  (2.2-3). 

Degrees  of Freedom Translation 
nt 

Rotation 
n, 

Vibration 
nv                       ! 

Monoatomic 3 -- -- 

Diatomic 3 2 (3NQ -  5)   =  1 

Polyatomic in line 3 2 (3Na -  5) 

Polyatomic in general 3 3 (3Na - 6) 

Note:   No    is  the number of atoms  in a polyatomic 
molecule 

The possible degrees  of freedom are 
classed  into  "active" (translation and 
rotation)  and  "inert" (vibration,   dis- 
sociation and  ionization) .     The dis- 
tinction  is  based on the usual  state 
of gas  at near-standard  ( p^.T0)  refer- 
ence states,   as  represented by  the 
"active" degrees exclusively,  while  the 
"inert" degrees  are aroused  (in an 
abrupt manner)   only at the respective 
higher (critical)  temperatures and 
pressures.     For instance,   at near- 
standard conditions a diatomic gas  is 
approximated  by  a rigid  "dumbell"  or 
"rigid rotor" model.     The rigid model 
possesses  then  only the  "active" de- 
grees  of freedom:     three  in translation 
and two in rotation,  the third rotation- 
al degree  of  freedom about the rigid 
axis taken as negligible energetically. 
At a specified higher critical tempera- 
ture, T»v   ,   the  vibrational degree  of 
freedom is  aroused,   i.e., the  link is 
treated as a  simple harmonic oscillator. 

(xvi) The Representative Monoatomic 
Molecular Model and Basic Definitions 
in  the Classical Kinetic  Theory   fn  Gases 

In the kinetic theory  of gases^'^ 
the term MOLECULE it- conditionally used 
to represent  either the physical con- 
cept of  some  regular neutral arrange- 
ment of atoms  and electrons  of a  speci- 
fied element,   or composition  of ele- 
ments,   or a  single free atom and  elec- 
tron,  or an  ion. 

Each molecule of a liquid can be 
treated as   the center of  a 3ual force 
field;   repulsive for two molecules 
at close range,   attractive  (cohesive) 

at larger distances.    A neutral equil- 
ibrium molecular distance defines a 
boundary between the two opposite 
fields. 

In the gaseous  state of matter the 
force fields  are relatively weak and 
occur only for either extremely dense 
gases or during molecular collisions. 
Thus,  during most of their individual 
time histories,   the gas molecules are 
free, moving  independently of each 
other with very wide variations  in 
velocities of their individual random 
motion.     The mean dimensions of mole- 
cules  are small  relative to the mean 
average distances  between t  «m,   so 
that  the Boltzmann's assump   .on of a 
molecular chaos can be introduced as a 
suitable representative model for the 
discrete  internal molecular structure 
of a gas.    As  a consequence,   there is 
no relation between the initial and 
instantaneous motions of various mole- 
cules ,  and there is no correlation 
between  individual molecular position 
in any arbitrarily  small volume  of gas. 

The kinetic  theory in its  simplest 
form works with  idealized notions  re- 
garding  the   shape  of  individual mole- 
cules and the manner in which collisicrs 
between molecules  occur.    With the 
Boltzmann's  concept of a molecular 
chaos,  and some  other simplifying 
assumptions,   a relatively uncomplicated 
mathematical model is built: 

(a)  It is assumed that gas is at 
near-standard conditions, ( p,/»,T0) ,  when 
it can be regarded as "slightly rare- 
fied" possessing  only weak force fields. 
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(fe) Molecules of a gas are conceived 
aa smooth,   spherical masses of uniform 
diameters and possessing an unlimited 
rigidity and elasticity.    Consequently, 
during collisions there is no inter- 
change between internal (subatomic) 
energies,  nor is there any loss  of 
energy (deformation«) during the idealized 
completely elastic encounters. 

(c) The supposition of an idealized 
spherical shape is strictly Justified 
for monoatomic molecules  only.    Actual 
polyatomic Molecules would be  better 
represented by a correspondingly multi- 
shaped combination of partially inter- 
penetrated spheres,  the number of 
"buldges" depending upon the number and 
the spatial arrangement of constituent 
atoms.    Nevertheless,  the simple spheri- 
cal concept, corresponding strictly to 
monoatomic molecular structures,  yields 
analytic results which,   in a first 
approximation, can be taken as valid for 
diatomic and some polyatomic gases also, 
the additional corrections for the shape 
difference being eventually introduced 
from empirical evidence.    The simple 
spherical shape implies existence of 
only  translational degrees of freedom, 
i.e., it does not account for rotational 
and vibrational modes, which may be- 
come especially significant for poly- 
atomic molecules.     Furthermore,   the 
introduction of a representative mono- 
atomic spherical molecular model is 
equivalent to the assumption that phy- 
sical properties of a gas depend pri- 
marily on the random translatory molec- 
ular motion, and not on their actual 
internal structure. 

(d) Molecules of a gas may be alter- 
natively conceived as possessing spheri- 
cal symmetric repulsive force fields, 
acting at short alstahces between 
colliding pairs of molecules,   the diam- 
eter of the force sphere being greater 
than for the assumed mass  sphere.     This 
concept used in investigation of molecu- 
lar collisions for dense gases and in 
nonisentropic interactions between 
molecules and solid surfaces. 

(e) The molecular collislous  are pre- 
sumed to be binary,  i.e«involving only 
two molecules.     This  supposition seems 
well   Justifiable, since other more com- 
plex multiple forms  of possible colli- 
sions are found to be statistically rare. 
Furthermore,  the collisions are re- 
garded as frictionless encounters. 

(f) All the assumptions permit a 
direct and simple application of the 
classical principles of the conservation 

of momentum, energy and mass, without 
resorting to the more complex quantum 
mechanics analytic methods. 

The final "bulk matter" expressions 
of the  conservation principles in fluid 
dynamics theories are mathematically 
represented by the respective differen- 
tial equations, which refer to micro- 
scopic  (infinitesimal) arbitrary volumes 
(or mass contents) and thus necessarily 
require a continuum medium concept. 
The internal discrete molecular behavior 
ia,  on the other hand,  investigated on 
the basis of representative binary 
collisions of molecules using the sta- 
tistical methods and time-space mean 
averaging procedures.    In order to ex- 
press the  kinetic theory molecular gas 
properties  and findings  in terms  of 
the differential equations of the con- 
tinuum concepts,  it is necessary to 
define all mean-averaged physical quan- 
tities  in such a way that a valid 
correlation between the real discrete 
molecular structure of matter and the 
continuum matter  (microscopic)  idealized 
suppositions  is adequately ascertained. 
The objective is reached in the general 
form of the Boltzmann's integro- 
differential equation and in the more 
restrictive Maxwell's velocity distri- 
bution functions for isentropic and 
slightly non-isentropic equilibrium 
flow conditions^), which can be then 
transformed into the usual differential 
form of the continuity, momentum and 
energy equations  of the classical fluid 
mechanics. 

(xvii) Main Results From the Mono- 
atomic Kinetic Theory of Gases for 
Isentropic Conditions 

Note:     Some of the following expres- 
sions are alternatively given in terms 
of the universal Boltzmann's constant, 

k     , and the individual gas constant, 
R    .    The respective definitions and 

inter-relationships are 

R, 
L n 

R  = m R = Ry   » 
(2.2-2U8) 

where 

k - is the Boltzmann's universal 
constant, defined per mole of 
k = l.380il0  [«rg dtg"'] » 1.380.10 
R, - is the universal gas con 

defined per mole of a gas, i.e., the same 
for all gases, R. = Lk =8.31432 [joule (•KT'mol 

' fjouls'ds«"'! 
stant, 
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L - is the 
of a gas, the 
definition p. 
L = 6.02257xl026 

P - is the 
/» ■ mn s kn/R. 

n - is the 
molecules per 

R - is the 
per unit mass, 
m - is the 
Rm - is the 

of a molecule, 
Rm = k . 

Avogadro's number per mole 
same for all gases, see 
(2.2-44) , 

1 ( kfl - mol r1 - 6.02257x lO^gr-mol):1 

individual gas density, 

individual gas number of 
unit volume,[cm-3], 
individual gas constant 

mass of a molecule,[gr] . 
individual gas constant 
numerically equal to k , 

For isentropic flows, characterized 
by a correspondingly special form of the 
Maxwellian velocity distribution func- 
.tion'7', the following physical param- 
eters are conditionally defined: 

- the mean (average)random molecular 
speed of translation: 

\i (m-'W i (2.2-249) 

-  the most probable random molecular 
speed of translation (i.e., the  value 
possessed by the greatest number of 
molecules): 

C*'(-8?)*S(2RTV-      (2.2-250) 

- The root-mean-square molecular 
speed  of translation: 

(?)«=l.226Cm   rWSeC.    (2.2-251) 

-  The mean (average)  free path (be- 
tween  two collisions): 

X = 
2"«irno-« (2.2-252) 

Under standard conditions,   for air; 

X=6.IO-*cm..   ^3-7«,0"'^(2.2-253) 

- Speed of sound (speed of propaga- 
tion of small disturbances through a 
gas  in thermal equilibrium)  is  a func- 
tion of c^orVonly,  and independent 
of the source conditions of the small 
disturbance: 

'•■[*(-P)]* =('")*■(?■)*• 
(2.2-254) 

Mach Number: 

(2,2-255) 

where   q = v   is the mean (average) velocity 
of ordered motion for a great number of 
molecules. 

- Specific heats ratio,y : 

The classical thermodynamics defines 

Cv (2.2-256) 

where Cp and Cv are specific heats   per 
unit mass at constant pressure and at 
constant volume respectively.    A 
connection between the above continuum 
thermodynamic definitions Vnd the ki- 
netic theory concepts is obtained as 
follows: 

The constant-volume  temperature 
rise,  dT*,   per unit mass of a flowing 
gas appears as an increment of the 
average j.nternal (heat)  energy per  unit 
mass,   d E/m ,   only, without affecting 
the  ordered gas motion: 

Cw< MM arVwl-     (2,2-257) 

where 

m   - 

E   - 

is the mass of a molecule  in 
grams, 

is  the mean-average internal 
energy of a molecule. 

The constant-pressure temperature 
rise, dT*,   per unit mass  of a flowing 
gas appears both as an increment in the 
average  internal (heat)  energy, dE/m 
per unit mass, and as a mechanical work, 

P = d(4-) ,  per unit mass : 

CpdT* Pd(±)* Ül  , (2.2-258) 
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i.e., with 

P» mr, 

..pd^Rdr, 
(2.2-259) 

it follows that 

Cp8R*Tir(-SOy    SR*CV   -(2.2-260) 

For monoatomic gases     possessing 
translatory degrees  of  freedom only, 

(2.2-261) 

where ( n) is the number of molecules 
per unit volume, and thus: 

■l=+«r' 

...c,.pr.iÜT. 
(2.2-262) 

(2.2-263) 

and 

CD=-IRT* = ^- 
(2.2-264) 

In the above expressions, R , is the 
gas constant per unit mass, related to 
the gas constant for one molecule RM = k , 
by; 

'    \       Tl   ' (2.2-268) 

y s(,+ Jt)' (2.2-269) 

where the underlying assumption is 
that an average internal energy per 
molecule 

E    =y R„.T« =4-mRT«=   ^ 

(2.2-270) 

can be associated with each  of the 
N   degrees  of freedom,   provided the 
gas   is in an equilibrium state 
(Equipartition of energy postulate). 

Pressure in a monoatomic  gas: 

= 4-^ c"2=   -^ mnc"2» ^RT» 
3^3 

"•   P = nkT», 

(2.2-271) 
Density: 

P = mn jm 
R (2.2-272) 

Temperature: 

_£_ -   mci 

3R  '   3k (2.2-273) 

General relationships between the 
gas parameters for two points (1 and 2) 
in an isentropic flow: 

Ry : mR = k , (2,2-265) 

In general, denoting the total num- 
ber of all the degrees of freedom 
possessed by a molecule with N , Eqs 
(2.2-260), (2.2-261) and (2,2-262) be- 
come : 

JL  - A.  NRT» 
B (2.2-266) m 

Cv = -!tNR , 
(2.2-267) 

SH^Mi)^-^)" . 

Ti^-«)-  • 

(2.2-274) 
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(xviii) General Remarks Respective 
to the Presented I sentropic Flow Data: 

(a) The concept of pressure as 
formulated in Eq (2.2-271) applies to 
all points within the gas, assuming 
mathematical surfaces and free onlecule 
collisions.  The expression (2.2-271) is 
recognized as ideal gas equation of 
state for non-flowing processes. 

In case of flowing gases over real 
surfaces (bodies), the interaction be- 
tween the impinging molecules and the 
real body surface may not, in general, 
follow the laws of the free intermolecu- 
lar collisions, eventually requiring 
subsequent modifications in the pressure 
definition, se^ paragraph (x ). 

Furthermore, the adopted monoatomic 
molecular model represented by smooth, 
hard and absolutely elastic spheres, 
leads to the conclusion that the static 
pressure in a gas arises solely from the 
momentum transfer of random molecular 
motion in free collisions, which is an 
acceptable epproximation for ordinary 
homogeneous gases at slightly rarefied 
conditions. A more general molecular 
model, including the effects of molecular 
finite size and shape, the effects of 
intermolecular forces etc., shall cause 
corresponding modifications of the above 
expressions. 

(b) The introduced simplified mono- 
atomic molecular model yields results 
which are in a good agreement with the 
microscopic concepts and observations of 
the ordinary continuum theory and experi- 
ments for the restrictive isentropic con- 
ditions. This Is due to the fact that 
in a flowing gas only the component of 
the ordered motion, q = V , is directly 
discernible and easily specified by the 
mass flow rate measurements, while the 
random molecular motion remains unde- 
tected. Nevertheless, due care should 
be exercised in applying the above 
simplified concepts to any particular 
real gas flow case.  The energy of the 
random molecular motion is termed as 
"heat" in the equilibrium kinetic 
theory of gases, i.e., as a "hidden" 
energy form, which may be partially con- 
verted into a corresponding increase of 
the "visible" ordered motion of gas, or 
vice versa. As defined above, the heat 
energy is due to translatory random 
molecular motion only (monoatomic gas 
concept), the molecular collisions of 
the perfectly elastic molecular- spheres 
resulting in a simple momentum exchange 
mechanism.  For more complicated molecu- 
lar models, having additional vibrational 

and rotational degrees of freedom, fur- 
ther terms shall appear in the corres- 
pondingly more general expression for 
the heat energy. 

(c) The concept of temperature is 
arbitrarily introduced as a basic 
variabl^ and a basic measure of the 
heat effects. The empirical definitions 
of temperature are given elaewhere 
(see p. 2.2-18).  in the simplified 
equilibrium kinetic theory of gases, 
the temperature definition is based on 
the assumption that the molecules 
possess only the translator^' degrees 
of freedom: 

3 R   3 k 
mc* (2.2-275) 

where the individual gis constant, R , 
is referred to unit oass, and k is 
the Boltzmann's universal constant. 

A subsequent introduction of the 
rotational degrees of freedom for poly- 
atomic gases shall not affect the 
kinetic theory definition of tempera- 
ture, since the translatory and the 
rotational degrees coexist independent 
of each other.  But, the total internal 
energy content of a polyatomic and 
diatomic molecule shall be correspond- 
ingly greater than for monoatomic at 
the same kinetic temperature level, a 
fact which is also expressed by the 
respectively changed values of specific 
heats. When, due to any external heat 
sources or bulk matter flow character- 
istics (shock waves), the absolute 
temperatures are sufficiently raised, 
and the inert degrees of freedom (vi- 
bration, dissociation, ionization) are 
excited, part of the translational 
kinetic energy of particle motion shall 
be used up in the process of activation 
of the inert degrees, resulting in a 
corresponding drop of kinetic tempera- 
ture, see Fig (2.2-4).  These tempera- 
ture changes cannot be expressed on 
the grounds of the monoatomic equilib- 
rium kinetic theory of gases, i.e., the 
simple ideal gas equation of state 
needs to be modified so that the effects 
of changed internal energetic levels, 
associated with the excitation of other 
degrees of molecular freedom, can be 
assessed. 

(d) The adopted idealized molecular 
model as represented by completely hard 
and infinitely elastic spheres in a 
chaotic motion, possessing translational 
velocity components only (monoatomic 
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gases), leads to the conclusion that 
the individual binary molecular col-
lisions are a reversible process. 
Nevertheless, according to the second 
law of thermodynamics, the time-trend 
of the successive states of a whole 
system of a great number of molecules 
is not £ priori reversible: the state 

of a gas as a whole is determined by 
all molecular encounters at any instant 
of time, and thus either may remain 
stationary, or else must definitely 
have a trend towards an increase in 
entropy as the time passes. Conse-
quently, there is need to define a 
specific function which would reflect 

TIP 

mm w jiii. - u . ffl :;if it 
- f 5000-

FIG (2.2 - 4 ) COMPARISON OF REAL AND IDEAL TEMPERATURES 
BEHIND A NORMAL SHOCK WAVE. 
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this irreversible tendency of successive 
states. This function, which is called 
the Boltzmann's H-function for a molecu-
lar system, must be in an explicit way 
related to the classical thermodynamic 
concept of entropy, S . Due to restric-
tions in the thermodynamic definition 
of S , the sought relationship between 
H and S can be reached only under con-
dition of a stationary equilibrium 
state, yielding for monoatomic gases per 
u n i t m a s s ( 7 ) : 

3 - — m R H + c o n s t . , ( 2 . 2 - 2 7 6 ) 

where 

, -T2/2 \ 
S = R log, ( - j - ) + const. ( 2 . 2 - 2 7 7 ) 

is derived for stationary equilibrium 
state, and 

Hm= 1 log. [ n ( ~ ^ ) 2] + const 

(2.2-278) 

is the "H" function per unit mass, de-
rived and valid for both stationary and 
flowing gas equilibrium states. 

(e> The equilibrium state of a gas 
(stationary or flowing) in the kinetic 
theory of gases is defined as the special 
case when the Boltzmann's integro-
differential equation(7) reduces to zero. 
Such a special equilibrium motion (or 
state of rest) of a gas is said to have 
a "Maxwellian velocity distribution"(7). 
This Maxwellian condition of the kinetic 
theory corresponds to the isentropic 
change of state of the classical thermo-
dynamics . 

(f) Although the entropy relationship 
(2.2-276) is strictly valid for station-
ary (nonflowing) equilibrium states only, 
it is conditionally extended to cover the 
isentropic (flowing) equilibrium states 
also. The argumentative supposition is 
that for an exclusively isentropic flow, 
the Maxwellian law of molecular velocity 
distribution, (i.e., the adiabatic re-
versible equilibrium), holds throughout, 
if the initial molecular motion (at 
"infinity") in the gas occurs while the 
'gas is at rest in an initially station-
ary equilibrium state. 
J 

I (xix) Internal Energy Content in 
.Flowing Gases 

The classical equilibrium kinetic 
theory of slightly rarefied gases (i.e., 
at near standard conditions) is based 
on a simple monoatomic molecular model. 
For more complex molecular structures, 
as well as for gas conditions appre-
ciably different from near-standard, 
the additional degrees of freedom of 
the molecular motion appear, changing 
subsequently the numerical values of 
all the physical variables and the form 
of the associated physical concepts and 
laws. 

The conceptional modifications 
associated with the increased number ot 
molecular degrees of freedom can be 
best formulated by investigating their 
effects on the overall internal ener-
getic content of a gas, since this 
energetic level is a direct function of 
the state of intrinsic molecular mo-
tion. In general, the total internal 
energy per unit mass for a stationary 
gas can be expressed as • 

p 
e = P ~ ' (2.2-279) 

where P is a dimensionless coefficient. 
Its value depends on the existing num-
ber of degrees of freedom of molecular 
motion. 

Assuming that the ideal gas equation 
of state 

remains valid (i.e., excluding both 
narkedly dense and rarefied gaseous 
states), the expression (2.2-279) be-
comes 

e = P-j- = P RT°. (2.2-281) 

For flowing gases, restricted to 
steady equilibrium isentropic condi-
tions, the overall energy equation can 
be written in the convenient finite 
form (dissipation =0;kH^. =0), 

e + »• q 2= e + -2- = 0 - /3RT-
c P P 

( 2 . 2 - 2 8 2 ) 

. . e = (0 -i)JL r ( £ _ , ) R T . ^ 

( 2 . 2 - 2 8 3 ) 

where 

q 2
 = ( u 2 + v 2 + if2) - i s t h e speed of 
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ordered motion of a flowing gas. 

(1/2) q  - Is the kinetic energy per 
unit mass.  For Isentroplc flows, It Is 
equal to the work done by pressure per 
unit mass, p/p   .    The coefficient /3 Is 
nondlmensional and refers to the total 
energy of flowing gases per unit mass: 

/3' 
t + P 

P 

= • + i 
(2.2-284) 

and since according to Eq. (2.2-2U7): 

t = tt + t, i i 

(2.2-28UA) 

it follows that 

(2.2-285) 

where subscripts t , r , v f d , e refer 
to the translational, rotational, vibra- 
tlonal, dissociated and ionized degrees 
of freedom, respectively. 

(xjf) Internal Energy Due to Active 
Degrees of Molecular Freedom 

The three translational ( nf = 3 ) 
degrees of freedom exist with all 
molecules; they are the only degrees of 
freedom for monoatomic molecular struc- 
tures at near-standard conditions in 
particular.  Since according to kinetic 
theory for monoatomic gases, 

3.  «t m 2 P 
RT», 

(2,2-286) 

it follows that (per unit mass) for all 
gases: 

p»  RT»   2 

C**'t J 
(2.2-287) 

Z R . 

The internal energy  (per urit mass), 
i,    , due  to rotational degrees for 

all gases  is  as predicted by the cor- 
rected average values  from kinetic 
theory of gases: 

For monoatomic rjases: 

nr = 0,    er =0,   /Jr= 0,    Cw, = 0   . 

(2.2-288) 

For diatomic gases   (except   Hg    )  and 
polyatomic gases with atoms arranged 
along a straight line  (such as  COg    )'• 

2   P 

fit •- ^f.=  "    , 

(2.2-289) 

For all other polyatpmir  gases: 

3.    t,   =^-=-   = 's .£. 
2    P 

"f      D 3 

4- 

(2,2-290) 

Combining the translational and the 
rotational degrees of freedom, the 
following summary expressions for 
idealized gases near standard condi- 
tions, i.e., possessing only the active 
degrees of freedom (subscript o ), are 
obtained: 

For monoatomic gases: 

na = nt = 3 , 

•o= «t = y RT« = -|- RT«, 

*•" £♦' Rf" 2 ' 

Cv = Cvt= ^R--~R . 

Cp = Cv+R = ÜLl+Z)R = ^Rt 

. Cp   .   ( nft.2) 
y ' Cv    '       n. 

.5 
3 

(2.2-.091) 

For diatomic gases (except H2)  and 
polyatomic gases with atoms arranged in 
a straight line: 
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na = n, +n, = 5, 

•o = tf +.r riül^RT« =-|-RT-, 

Cv =Cvt+Cvr=i^x)R=^R( 

CpSCv.R5^4^
2R=.lR, 

Cp _ (n, 4-nr)-t- 2 _ _7_ 
y " Cv '  (n,+nr)  

= 5 ' 

(2.2-292) 

For all other polyatomic gases: 

n0 = nt+ nr = 6, 

eoB.f + «f.l!l4^RT. E 3RT. 

ßo- ßl+ßr'äf.'   3. 

Cv =Cv.+Cvr =  '     R = 3R, 't 

2 
R =4R, 

2 2  4 
y Cv   (nt+nr)  ' + (n t ♦nr)'' + n a' 3 

(2.2-293) 

(xxi) Internal Energy Due to Vibra- 
tional Degrees of Freedom 

As the temperatures are raised and 
the inert degrees of freedom for each 
gaseous component are*successively 
aroused, the idealized approximation of 
the classical kinetic theory of gases 
become increasingly inaccurate.  The 
corresponding predictions of the 

t «  eCp.T»), 

Cp=Cp(p,T^ 

Cv = Cv(p,T') (2.2-294) 

functional variations  are beyond the 
scopes  of  the classical  thermodynamic 
theory,  and the functional variations 
must  be obtained by a combined experi- 
mental and quantum statistical mechanics 
methods. 

When  the inert degrees  of  freedom 
are excited,   the gases cannot be 
treated  (even approximately)   as  ther- 
mally and calorically perfect.     In 
general,   the deviations from the 
idealized gas concepts are implicitly- 
expressed by the respectively more 
general forms of the  thermal  and the 
caloric equations  of state  (per unit 
mass),(29) 

pv =  Zip.T'lRT*.    v = ^- (2.2-295) 

dp 

Cp-Cv 

T V«JTVP       p    L     di"   Ji 

(2.2-296) 

fim» 
[Z(p,T.,tT.(ii^i)J 
Z(P.T') 

(2.2-297) 
The vibrational degrees  of  freedom 

are appreciably aroused once  the criti- 
cal temperature, TC

0
V        ,  for a given 

f.as  is reached.    The contribution of 
vibrational degrees  of freedom to  the 
internal energy level  can  be estimated 
by  normal modes of vibrational,  each 
mode  interpreted as  a harmonic  oscil- 
lator.     Thus,  denoting  the number of 
atoms  in a molecule  by   No ,   the re- 
spective numbers  of normal modes  (or 
vibrational degrees  of freedom)  are: 

j       Gas 
Molecule 

Number of 
Atoms 

Number of          I 
Normal Modes        | 

Monoatomic Na = 1 nv = 0 

Diatomic Na = 2 nv = (3Na - 5) = 1 

i 

Polyatomic, atoms in a 
straight line Na nv = (3Na - 5) 

All other polyatomics Ha nv = (3Na - 6) 
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The Internal energy rise per unit 
mass due to anv one normal mode is then 
expressed byt?): 

at 

i - 

or   i 

where 

= f(x)RTo»-§'RT#«/9'RT0
> 

hV   ^   hV_ 8   hV 
kT» 'mRT*    RII)IT

, 

.436 

(2.2-298) 

(2.2-299) 

XT« 

f(i) sz/e1-! :/3j = /3v/nv -  is the vibra- 
tional  internal energy coefficient per 
mode, 

h     -  is  the Planck's  constant, h = 6.625 
i 10'      [erg sec], 

k     -  is  the  Boltzmann's constant, 
k = :.380   lO^org  deg*1] 

v    - is  the frequency of  vibration of 
a normal mode,   (waves  per cm = cm"1). 

No -  is  the number of atoms« 

T» -  is  the absolute  cemperature, [deg.J, 

X   -  is  the wave length, [cm'1], 

X =   2345    cm-1    for    Ng 

X =   1570    cm'     for     0Z 

R    -  is  the individual gas  constant, 
[erg   gr"1 deg'1], 
R m   -  is  the individual gas  constant 
of  a molecule,  [irg deg'1] > 

m     -  is  the mass  of a molecule,[gr] , 

m =  K / R   =   R|i,/R . 

The frequency of molecular vibra- 
tions  in any normal model, »»i/X,   is 
obtainable from the respective band 
spectrum for each gas: 

Gas molecule Number of Frequency in 
normal modes waves per cm 

N2 nv = (3Na - 5) = 1 ^2= 23U5 

o2 nv = (3Na - 5) = 1 .02= 1570 

co2 nv = (3Na - 5) = k "002= 667 

"002= 667 

"coj1 1336 

to 2= 2350     | 

The vibrational  internal energies 
(per unit mass)   are: 

For monoatomic gases (Nv= 0): 

•v = 0,       j3v=0. »,2.2-300) 

For diatomic gases,   except Hv(Nv= I), 

^y S  R^"0 = 'i^T = nv/9»s ^ •      (2.2-301) 

For polyatomic gases with atoms 
arranged  in a  straight  line (My = 3Na-5)c 

•v =^RT0^^=(3Na-5)RTJ54-j.=(3No-5)j8>T•, 

ßv'■$•*"*$'*'Wo-5)ßl. (2.2-302) 

For all other polyatomic gases: 

•y= "»RTjrrT =(3No-6)RT,iiT=(3No-6)^
,

¥RT; 

/9v = ~,= n¥)8; = (3No-6)/3;.   (2.2-303) 
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The coefficient p - 1 (z> = z/(el- I ) 
(per mole) for diatomic gases can be 
obtained from Fig(2.2-5)as a function 
of temperature, provided pressures are 
not too high (dense gases) or not too 
low (rarefied gases). 

The vibrational energy of many dia-
tomic gases (such as N2 , O2 ) is 
negligibly small at ordinary tempera-
tures , but for some other gases, as 
CO2 for instance, the vibrational 
energy may be appreciable, even for 
near-standard conditions. 

FIG (2.2- 5 ) PROPERTIES OF THE HARMONIC OSCILLATOR FOR 
DIATOMIC GASES. REF. 31. 

The above expressions are restricted 
to some not-too-high domain of tempera-
tures, the limits being an individual 
intrinsic property of each gas. At 
very elevated temperatures, there 
appears a pronounced interaction between 
the rotational and the vibrational 
molecular motions. The vibrational modes 
can no mere be regarded as pure har-
monics , and one of them tends toward 
the value of RT°. For instance, the 
assumption of pure harmonic oscillations 

results in an error of 7% for N2 at 
5000O K. 

The effect of vibrational modes on 
specific heats is treated in a 
similar way. Assuming that the sup-
posed harmonic nature of the vibra-
tional modes is valid, the contribution 
of each normal mode to the specific 
heat at constant volume is 
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Cv 

(2.2-304) 

Explicitly, the total contribution 
for all the vibrational modes is then: 

For monoatomic gases ( Nv = 0) : 

Cvy = n¥ACv = 0. (2.2-305) 

For diatomic gases (Ny= 1) : 

Cvv= nvACw = ACv = jp (^RT») . 

(2.2-306) 

For polyatomic  gases with    No     atoms 
in a straight  line ( Nv =    3Na - 5 )    : 

Cv¥= n¥ACw   = (3No-5)^r,(/g;RT»). 

(2.2-307) 

For all other polyatomic gases 
(N = 3 No - 6)   : 

Cw¥= nvACv ={3No-6)-^r,(j9tRT«), dT« 

(2.2-308) 

Note:     in the  above expressions  it 
is  tacitel"  assumed  that the  internal 
energy and  the  specific heats are 
functions  of temperature only,  which 
can be  taken as  an  acceptable approxi- 
mation,   provided  pressures are  kept 
near-standard.     Then assuming  that 
the simple form of  the thermal equation 
of  state still holds'. 

P=/>RT0, 
(2.2-309) 

the density and the  pressure dependence 
on  the  temperature  is  also obtained 
from the differential energy equation 
for isentropic  flows as 

4f sikdT0 

P     RT 

log — -F/^- 

^   « ^dT« RT« 
Cp .o.,p.-^;±£dT.. ( 

2,2-311) 

(xxiü  Summary Expressions  for Trans■ 
lational.  Rotational and Vibrational 
Degrees of Freedom 

n = n, = 3, 

e = e. , • -?- RT» = | RT« 

Cv = Cv, = -2t R = -L * ' 

Cp ' Cv + R = 

2 "      2 

("f+Z) 
R= f R, 

P = p RT». 

(2.2-312) 

Diatomic  gases   (except   H2  ): 

n= nf + nr+n¥= 3 + 2+1 =6, 

.a,t4,r+.,a[illliM  +^jRT.sj-i.+^jRT. 

Cv=Cvt+Cvf+Cv¥=[
(-^!l-,R + -d-o,^RT.)]  = 

Cp=Cv+R=[^|+-^LR + -lWRT.)"
, = 

2 R+dT»l^r7J Cp r = — 
Cv 

p = /o RT« 

2 dT'Ve'-l / 

(2.2-313) 

(2.2-310) 
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Polyatomic gases with Na atoms in a 
straight line: 

n= n, + n, +nv = 3+ 2 + (3No-5), 

t = •, f «r + (3No-5)/3vj RT* = 

= [ Y +(3No-5)/3vj RT*, 

fi -- fit +13, + #» = [ Y * T +(3N°-5^v'j » 

. [ j - +(3NO-5)^ ] > 

Cv = C». +Cv r +Cv y = F ^ ^ R + ( 3 N a - 5 ) ^ ; ( / 9 ; R T » ) 

• [TB*13N,,-5I«T-(-£T)] ' 
cp = cv + R+(3Na-

. ^-LB+(3N.-5|A(i5i:)j 

- 5 ) A j P i RT0)!2 

y « - p = 
' Cv 

p = P RT" . 

-|R + (3No-5) ± g f T ) 

( 2 . 2 - 3 1 4 ) 

For all other polyatomic gases: 

n - + nr +• nv = 3+3 + (3Na~6)T 

e = e, + er + •,= £ + (3Na-6) ySyj RT° = 

= [ 3 + (3Na-6)/8»]RT°, 

$•- /3, + /3r + /3v= [ y - + Y + ( 3 N ° - 6 ) ' S / « = 

= [ 3 + (3No-6! ^T3j" j ' 

= CV, + Cvr + Cvv = r R + ( 3 N o - 6 ) ^ ( ^ R T . ) j = 

r | ^ 3 R + ( 3 N O - 6 ) A ( ^ B E ) 

Cv 

Cp = Cv 4 R R + O N O - S J ^ Y . ^ V R T * ) 

Cp 
Cv 

p = p RT°. 

4R+(3No-6)^ - f f i -

3R+(3Na-6)d-^o 

( 2 . 2 - 3 1 5 ) 

(xxiii) Dissociation and Ionization 
Effects and the Internal Energy Content 

The high temperatures, associated in 
free flights with either very high 
speeds or very strong shocks, can cause 
dissociation and ionization of gas 
molecules and atoms. 

The resulting electronic excitation 
of the ionized gas particles does not 
contribute significantly to the inter-
nal energy content of gas, and in a 
first approximation can be neglected, 
i.e.: ee ~ 0 . 

The molecular vibrations and the 
dissociation effects can appreciably 
contribute to the internal energy at 
the elevated temperatures. 

For a dissociating gas the following 
expressions may be used(7): 

Equation of state: 

= />R?ll + a<i) . 
(2.2-316) 

a =f ( p.jO.T") is the fraction of mole-
cules dissociated, or the degree of 
dissociation. It is a strong function 
of T° , and a weak function of p and 

P ' 
kd xl/z 

— (i^4P)' ' <2-2"317) 
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FIG ( 2 . 2 - 6 ) DISSOCIATION OF AIR AS A FUNCTION OF TEMPERATURE 
(REF 31 ) 

w h e r e , a c c o r d i n g t o R e f . 31: 

PM ' (2.2-318) 

with pM and pA being the partial pres-
sures of atoms and molecules respec-
tively. The numerical values of 
can be found tabulated in Ref. 31. 

Coefficient of internal energy content, 
/0d , for dissociating gases is: 

(2.2-319) 
where the subscripts (d ) , ( M) , and 

( A ) refer to the dissociating mixture, 
the molecules and the atoms respec-
tively, and: 

ed - is the energy of dissociation 
per unit mass, 

- is the total coefficient of 
internal energy for molecules, obtained 
by adding the partial contributions 
due to translational, rotational, vi-
brational (and electronic excitation) 
degrees of freedom, see paragraph 17. 

= + @r + + fit , 

0e »0 , 

(2.2-320) 
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ßk   -  ia  the coefficient of internal 
energy for (dissociated)  atoms,  com- 
prising only translational degrees of 
freedom, 

& = -!-• 2 (2.2-321) 

Values of (/3d)    and (a,))   for dis- 
sociating air are plotted versus  tem- 
perature T«     in Fig,   (2.2-6),   taken 
from Ref, 31. 

(xxiv)  Relaxation Times 

The preceding thermodynamic defini- 
tions are based on one fundamental prem- 
ise:     the successive equilibrium states 
are supposed to be achieved by rela- 
tively slow changes,  i.e., theoretically 
in infinite time intervals.     Practically, 
they hold approximately for any not-too- 
rapidly developing thermodynamic process. 

When rapid changes of state are en- 
countered,   the finite tine interval 
required for any degree cf freedom to 
reach the new respective energetic 
level is called the "relaxation time". 
This means  that the internal molecular 
energy levels are in general lagging 
behind the rate of change of the state 
of a flowing gas.    As the time intervals 
in which large temperature variations 
occur become smaller and less  than  the 
"relaxation time",  indicating a speeded 
up process,   there is an increase in 
time lag between the instantaneous 
energy  contents for each degree of free- 
dom and the corresponding anticipated 
equilibrium values  (that could be 
achieved if sufficient time for each 
of the successive gaseous states was 
allowed).     Thus,  in general,   the achieve- 
ment of an actual new redistribution of 
the internal energy content among various 
degrees of freedom is delayed in time, 
i.e., only after the associated "relaxa- 
tion tiines" have passed,  the new equi- 
librium state is realized.     This  internal 
lag of adjustment is an irreversible 
process,  acct upanied by a corresponding 
increase in entropy. 

The "relaxation time" reflects 
actually  the number of collisions re- 
quired for a complete transfer of the 
individually changed molecular energy 
levels between molecules  (or molecular 
classes).     As the efficiency of the 
energy transfer processes through 
collisions  variiis with different types 
of molecular motions,   so will vary  the 
associated "relaxation times".     The 
translational degrees  of freedom have 
the shortest (negligible)   "relaxation 

time" intervals:     substantial changes 
in the translational molecular motions 
are effected even through one single 
set of collisions.    A complete new 
equilibrium state may be thus achieved 
in a very short time interval, At  , 
which is appreciably less than the 
time interval   dt   , corresponding to the 
basic definition of the gas density, p, 
within a control space volume, dr    . 

The partial  internal energy trans- 
fer which is associated with the ro- 
tational degrees  of molecular freedom 
in a flowing gas  (undergoing successive 
changes  of state), requires  a slightly 
greater number (10 to 100)  of the 
intermolecular collisions to become 
effective,   depending upon the actual 
molecular shape of the specific gas. 
The corresponding "relaxation time" 
intervals  are thus slightly greater 
than for the translational degrees  of 
freedom,   but eventually still practi- 
cally negligible. 

The intermolecular energy transfer 
processes  related to the vibratior.al 
degrees  of  freedom are,  on the con- 
trary,  comparatively very slow,  and 
the "relaxation times" involved arc 
appreciable,  being a function of both 
the temperature and the molecular 
structure.     Example:     for   C0z   about 
33,000 collisions at 325© C.   and at a 
pressure  off  1 atmosphere are required 
to accomplish the vibrational energy 
transfer with a difference less  than 
(l/e)   of  its equilibrium value(31). 

Practical conclusions are: 

The translational and rotational 
degrees  of freedom are considered 
"active",   causing an almost discon- 
tinuous  (negligible relaxation times) 
exchange    of the internal energies be- 
tween molecules,  the new equilibrium 
state being effected in a few molecu- 
lar collisions   (or mean free paths). 
Consequently,   the equilibrium isen- 
tropic expressions, 

F«+ f = Ä.RT( 

T«qu=  T» 

ea= Cv0Rr% 

(2.2-322) 

are approximately valid instantaneously 
at any point in a steady flow field, 
where the  subscript    ( « ) denotes  the 
"active"  (translational and rotational) 
degrees  of freedom and the subscript 
(•qu)    relates  to the equilibrium tem- 
perature . 
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The vlbratlonal degrees  of freedom 
are considered "inert",  involving 
appreciable relaxation time  intervals 
before the equilibrium temperatures 
and the equilibrium gaseous  states are 
achieved,  the internal intermolecular 
energy exchange requiring a considerable 
ninpber of collisions for the  purpose. 
When  the initially lagging equilibrium 
state (T—»Ttqu) in steady flows  is reached, 
the  total  internal energy expressions, 
with the additional vibrational degrees 
completely aroused,   is 

e » v ev = C,,   RT0 + Cvv T0R , 
(2,2-323) 

where the subscripts (a) and (v) refer to 
the  sums of active and vibrational de- 
grees  of freedom respectively.     The 
gradient of the temperature  lag is ob- 
tained from 

11 sX(T?,u -T^ 
at (2.2-324) 

where X(^1T)is  the retardation factor. 

(xxv)   Free Molecular Interaction with 
Solid Surfaces and Slightly Nonisen~ 
tropic Flows 

The presence of a solid body im- 
mersed in a flowing gas  is  identified 
by  specifying the boundary conditions 
on the washed surfaces, determining the 
corresponding particular solutions of 
the general equations  of gas motion. 
In  the kinetic  theory of gases,it is 
recognized that the internal mechanism 
of  the mass, momentum and energy trans- 
fer  is affected and changed  in  the flow 
field around the immersed body.     Speci- 
fically,   the earlier adopted simple 
molecular model of completely  free 
molecules and the subsequently derived 
conclusions, do not necessarily Void when 
interaction between the gas molecules 
and  a  solid boundary  (surface)   are in- 
vestigated.    Depending upon assumptions 
introduced in handling various real 
flow-immersed body conditions,  different 
modifications  of  the  interacting molecu- 
lar mechanism are obtained. 

(xxvi)  Specular Reflections   -- A 
Perfect Slip Flow Concept 

By assuming a molecular  interaction 
with  a  smooth,   insulated  solid  surface 
(wall)  corresponding to the  isentropic 
flow conditions . (^>= /i.=i/=0), a  so called 
"specular"  type  of molecular  reflection 

is defined,  whereby the spherical 
molecules  are reflected in a perfectly 
elastic manner from a smooth surface, 
the molecular model being otherwise  of 
the same  restricted idealized pattern 
as specified in the previous paragraphs. 
For such specular encounters  there are 
no changes  in  the molecular velocity 
components  locally tangential to the 
surface before and after collision with 
the solid boundary, while  the respec- 
tive normal molecular velocity compo- 
nents before and after collision are 
reversed  in direction but unchanged 
in magnitude.     The case of a perfect 
slip flow is  obtained,   see Fig  (2.2-7), 
whereby  the velocity  of  the  ordered 
flow   q = ( a2   +   w2)1'2tangential  to  the 
elemental  plane dS  is  preaerved.     The 
normal pressure (molecule-surface 
collisions)   on the surface  is  then  the 
same as  the static pressure (molecule- 
molecule  collisions)   in the gas 
(locally),  and there are no shear 
stresses.     These boundary conditions on 
the kinetic theory scale match the 
isentropic  boundary conditions  from 
the perfect,   inviscid and non-conducting 
adiabatic continuum flow theory,   in 
which the zero-streamline of the ordered 
mass motion is identified with the 
body contour itself.     The Maxwellian 
velocity distribution function for 
isentropic flow conditions reiaains 
valid at  the body surface  also,   and 
consequently all the relationships 
among physical flow variables  from 
previous   paragraphs  remain  in force. 

(xxvii)  Slightly Nonisentropic 
Flows  for Monoatomic  Gases 

In reality,   the pure specular re- 
flection  of molecules  in a Maxwellian 
(isentropic)  flow across  solid bound- 
aries  is  not realized.     The state  of 
gas  adjacent  to the  solid  surface  is 
actually  affected both by  the viscous 
and the heat conductive processes, which 
are functionally related to the  ther- 
mal conditions of the immersed solid 
boundary,   and thus  the real flows   are 
intrinsically nonisentropic.     This 
fact is  recognized in the classical 
continuum flow  theory by  introduction 
of the  concept of a  thin boundary  layer 
adjacent  to  the surface.     Its  presence 
can be  interpreted within the simple 
concepts  of the equilibrium kinetic 
theory  of gases by  introducing the 
following modifications^)  on a 
molecular scale: 

- A more accurate molecular model, 
allowing for heat transfer and momen- 
tum dissipation effects  is  needed. 
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Iv = + l/l 

u',  w,' v' -   ore   componentä   of    the   velocity   of   random    molecular   motion 

ü and w   -   are   components  of   the   velocity   of   ordered  flow   (v assumed   zero) 

FIG (2.2-7)     SPECULAR     REFLECTION —   A 
FLOW   ( REF     7.) 

ALTERNATE   FI6. (2.4-4) 

This  is achieved  by analyzing  the 
molecular collisions while  the molecules 
are treated as  "point centers of force" 
instead of  regarding  thern as  perfectly 
elastic spheres.     The force  field con- 
cept is based on  the experimental evi- 
dence that gas molecules  exert a weak 
force of attraction on each other when 
placed at large distances,   and a strong 
force of repulsion when at short dis- 
tances apart. 

-  The molecular motion  is  regarded 
as  slightly nonisentropic   only,  i.e., 
the  velocity distribution  function 
deviates  but slightly  from  the  isen- 
tropic Maxwellian  law.     Consequently, 
although the expressions  for the mass, 
momentum and energy conservation shall 
acquire a more general  form,   it re- 
mains  similar to  the respective isen- 
tropic case. 

BOUNDARY    CONDITION    FOR      IS£NTROPIC 

-  The boundary conditions  at  the 
solid  surface  are changed  in  order to 
satisfy  the new physical nature of a 
diffused  reflection process,   so  that 
the  results of  the modified expres- 
sions  of mass,  momentum and energy 
transfer are brought  in a  closer agree- 
ment with the  velocity distribution 
laws  and  the thermal conditions  at  the 
immersed solid  surfaces. 

The changed equations  for  the  pre- 
sumed  slightly nonisentropic  flows 
have  been developed  by  several  analy- 
tical  approaches,  with  the  following 
two  being representative: 

(a)   The direct mathematical method 
of  solving the general  Boltzmann's 
equation for a modified  velocity dis- 
tribution function,  developed  by 
Enskog^-32^. 
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(b) "m« mtthod of Ch«piium(33. 3I». 35) 
which is mathematically simpler and 
physically mora descriptive, baaed on 
the initial premises defined by Max- 
wellC36). 

- The relatively changed results of 
the slightly modified molecular inter- 
action model are: 

The pressure definition is somewhat 
changed by inclusion of small additional 
terms, representing the effects of the 
molecular force fields. 

The absolute temperature definition 
remains the same as in isentroplc case, 
remaining related to the translational 
degrees of freedom only (monoatomic 
model). 

The velocity distribution function 
deviates from the Maxwelllan law in 
the neighborhood of the wall (i.e.» 
in the boundary layer):  the impinging 
molecules have initially motions con- 
sistent with the state of a free gas 
and possess the internal energy of a 
free gas, but the reflected molecules 
shall have their motion and their ther- 
mal conditions changed to accommodate 
partially for the nonisentroplc condi- 
tions at the wall.  The reflection is 
no more specular, and an intermingling 
of the impinging (Maxwelllan) stream 
and the nonisentropically reflected 
molecular stream produces a departure 
from the initial Maxwelllan (Isen- 
troplc) velocity distribution law after 
the relections occur. 

The mean free path expression is the 
same for both Isentroplc and slightly 
nonisentroplc flows 

I 
7T * n •* (2.2-325) 

provided gas densities are not too high 
and a new effective molecular diameter 

ff » <y (TV _amü 
(2.2-326) 

is  introduced,  so that the mean free 
molecular path becomes explicitly: 

' (iJSfnir^1 V^" ^ 
16        M 
8    /»(2 wRTY* 

(2.2-327) 

Since the expression for   c2    is 
invariant in the form from the velocity 
distribution function for both isen- 
troplc and nonisentroplc flows^'^. and 
since the static pressure definition, 

if>*> (2.2-328) 

and the temperature concept, 

RTfl I 
T 

(.2.2-329) 

are the same in form for both isen- 
troplc and slightly nonisentroplc flows, 
it follows that the speed of sound in 
a monoatomic gas flowing nonisentro- 
pically is the same as defined for 
isentroplc flows: 

0 S ["H"^)]^"1^ * (2.2-330) 

The definition of the specific 
heats Cp and Cv hold as specified 
for isentroplc flows. 

The first coefficient of viscosity, 
H-      ,  under the slightly nonisen- 

troplc conditions  Is defined as follows: 

Physically viscosity represents the 
transfer of molecular momentum between 
any two adjacent laminated  layers of 
the ordered mass  flow due  to the 
mechanism of molecular random motion, 
i.e., due to both the free molecular 
translation (monoatomic gases)  and the 
intermolecular collisions.     The  trans- 
fer process results  in a  tendency fo^ 
equalization of the ordered velocities 
of  the two adjacent flow  layers. 

In the kinetic  theory concepts,; the 
gaseous flows are considered viscous 
if the molecular velocity distribution 
function departs  from the Maxwelllan 
law,  and vice versa,  in an isentroplc 
flow,   conforming with the Maxwelllan 
molecular velocity distribution law, 
the tendency is absent,  and  the adja- 
cent molecular layers slip freely above 
each other. 

The coefficient of viscosity,   M     , 
depends only on the mean kinetic 
energy of the random molecular motion 
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2.2-331) 

or expressed by the temperature concept, 

-£ = ("$) '    (2.2-332) 

where (I) refers co any reference local 
point, and w depends on mathematical 
model chosen to represent the gas 
molecule: 

w : 1/2 for monoatomic spherical 
molecules* 

w > 1/2 for real monoatomic gases. 

ui   - 1/2  + 2(w,-l) for monoatomic mole- 
cules ,  represented as point 
centers of force, with   w, 
being an exponent in the law 
of the repulsive molecular 
force fieldOO). 

Assuming near-normal gas conditions, 
the experimental results of the vis- 
cosity-temperature law for different 

FI6 (2.2-8)    VARIATION    OF    VISCOSITY   OF   HELIUM    WITH   TEMPERATURE 
(REF37 ) 
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real munoatomi.c gases show appreciable 
differences in the values of the ex- 
ponent ui   .    Thus, for helium the exper- 
imentally determined variation of vis- 
cosity with temperature is replotted 
in Fig (2.2-8) from Ref. 37, (Dryden), 
indicating that t-^e theoretical point- 
center repulsive force molecular model 
( ► r 14.6    ui   z .647) is a very good 
approximation of the real viscosity 
effects in helium. The same conclusion 
holds for hydrogen, too.  But for 
many other real gases (both monoatomic 
and diatomic), a different molecular 
model proves to be more satisfactory, 
leading to the Sutherland's law(38), 

i=(^(^-) * (2.2 333) 

where ( M() and (T |) are the given refer- 
ence values, and molecules are con- 
ceived as smooth, elastic spheres 
surrounded by a weak, attractive field 
of force, which, when attached to a 
spherical molecule, reduces the mean 
free path, X , and increases the 
collision frequency, ( vt )       .  The same 
result may be obtained by supplementing 
the attractive force field by a corres- 
ponding variation of the spherical 
molecule diameter with temperature 
changes, o-'-- aCT0) , the apparent diameter 

( cr )  becoming smaller as the tempera- 
ture increases according to the relation- 
ship 

(T r <r ("f.) i . (2,2-334) 

where 

<r     -   is  the apparent molecular diame- 
ter, 

or     -   is  the  theoretical   (geometric) 
molecular diameter, 

«■    -   is  the Sutherland's  constant. 

The  Sutherland's  law  (2.2-233)   is 
recommended(^O)   for air within  the 
following  limits 

K s I 14 0<To< soo'c   ,      T(
0= ETSS'K 

molecular distance  is  large  or  small, 
leading to a  temperature-viscosity   law. 

M'^TTV     I   f(K-S)/(n.|)+K 

(2.2-336) 

It should be emphasized that what- 
ever exponential temperature-viscosity 
law is assumed, considerable compli- 
cations are encountered in finding the 
closed type solutions for the funds- 
mental viscous flow equations in the 
boundary layer theories.  Therefore, 
in practice a simpler and yet suffi- 
ciently accurate law of the form « 

Jt ii) (2.2-337) 

is usually accepted, where the constant 
*i is chosen to fit some reference 

gas conditions, T,0 , and ^, , which are 
well representative in the overall 
range of the fand/u variations for the 
particular problem at hand.  For 
standard atmosphere continuum flow 
flight conditions, the non-exponential 
viscosity-tempei'flture law (2.2-237) 
involves an error of less than 6% in . 
laminar boundary layer calculations.^) 

Simultaneously with the dissipative 
momentum transfer of the ordered mass 
flow, the non-Maxwellian random 
molecular motion results in a conduc- 
tive heat transfer between adjacent 
laminated layers.  In an isentropic 
(Maxwelliati) flow, the mean molecular 
velocity, C2 , is a function of the 
density number, n,  , of molecules in 
the control space volume dr  only. 
In the absence of heat conduction and 
viscosity (isentropic idealization) 
no adjustment between the internal 
energy of a gas and the thermal condi- 
tions at the solid boundary is possible 
And contrary to it, an accommodation 
between the gas temperature, T~c2 , and 
the solid surface temperature, T* , 
can be achieved in a non-isentropic 
flow by allowing for a respective de- 
viation of the random molecular motion 
from the Maxwellian velocity distri- 
bution law. 

si.7o»»io'4 grcmr'se^1 
(2.2-335) 

A  further  refinement  of  the molecular 
model  has  been  introduced  by Lennard- 
Jones^^-)   by assuming  that  the  point- 
center  force field  is  either attractive 
or  repulsive,  depending  on whether the 

The coefficient of heat conduction, 
k     ,   is  a  thermal counterpart  to  the 

coefficient  of viscosity, ft   ,   and  it 
is  similarly defined  in  terms  of 
temperature as: 
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i.e., it is a funcH.on of the. mean 
molecular speed, c^ , only.  A connec- 
tion between the two coefficients for 
monoatomic gases is given by the rela- 
tionship, 

K = e.sCv H- 
(2.2-339) 

which is in a good agreement with exper- 
imental results for monoatomic gases. 
For diatomic and polyatomic gases, 
another semi-empirical expression, de- 
veloped by EuckenC^S), 

k = .M(9r-9VC¥ ,   (2.2-3U0) 

represents a satisfactory approximation, 
with the Y  value taken to correspond 
to the molecular structure (rsnoatomic, 
diatomic, polyatomic), and the respec- 
tive number of degrees of freedom, see 
paragraph (22). 

(xxviii) Viscosity and Heat Conductivity 
in Dense Monoatomic Gases (Laminar FTOWB) 

The preceding definitions  of the 
coefficients of viscosity, ^ , and of 
the heat conductivity, k  , (as well 
as of the static pressure and of the 
equation of state) for monoatomic, 
slightly rarefied gases at nearly stan- 
dard sea-level conditions, are based 
on the assumption that the molecular 
diameter, o- , is negligibly small 
compared with the mean free molecular 
path, X .  For highly compressed re- 
gions in a gas flow,the molecular diame- 
ter, a , becomes comparably, to the 
molecular mean free path, X , and the 
momentum transfer, the heat conduction 
and the static pressures are affected 
additionally by the respectively altered 
molecular force fields and the subse- 
quently changed molecular collision 
rates, v     .     Consequently, for the dense 
monoatomic gases, new expressions for ^  , 

k' , and p' are required(17) , where the 
prime superscript (' ) denotes the changed 
"dense" values: 

(2.2-341) 

or 
/*' = Ml +08758 + .2I7*2), 

(2.; 342) 

or 

k' =k(l + .287# ♦ .2I6*2 ) , 

(2.2-343) 

P = PR-ffl + n/«)#*(B/52)ff«1_(S/4)«VC 

(2.2-344) 

P'= A>Rf[l +Rm,(TV+ R^lV
2]- MbC j 

where (2.2-345) 

R«., = J- R 
2 

(«3 - -J- "m  ,    Rmi = •0d75Rm , 

Rm4 = ^Rm2 ,    RmgrZITRm2 , 

Mb= -iff' coefficient of "bulk 
viscosity", appearing 
in flowing gases due to 
the finite molecular 
sizes. 

• -  -^-ffncr3 = Rm(TV  - is a mathema- 
tical term, expressing 
the ratio of the de- 
crease in volume of the 
force-contact spheres 
for two colliding mole- 
cules , (molecules con- 
ceived as centers of 
point forces), to the 
total control volume, 
dr ; or, the ratio of 

the excluded volume to 
the total control vol- 
ume dr  , see Fig 
(2.2-9). 

o 
o-1 (T)       - an effective  diameter of 

molecule,   see  Fig.   (2.2-9). 

{ s ( ü«+Vy ♦ wi)      a  velocity dilatation 
factor,   i.e.. 

\dx      dy      di / 

,crt = .ULZi = 3m P the gas  constant 
per molecule. 

the geometrical 
diameter of a mole- 
cule,   see Fig. 
(2.2-9). 

Note that  the equation of  state 
(2.2-339)  is valid for flowing dense 
gases.     When gas  is at  rest,   the equa- 
tion takes a form similar to  the Van 
der Waal's expression   by neglecting 

/ 
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the velocity dilatation term in the ex- 
pression  (2.2-2U5), 

P*. /»Rf[l ♦Rm5("I^^ ♦Rm4(^P*] , 

(2,2-3U6) 
or with further approximation (a 
special form of the Van der Waal's 
equation): 

P" sPR- i ♦R.^TV 
(2.2-347) 

In Fig.   (2.2-10)  the ratio oH^/fj.) 
in terms of pressure   ( p') is replotted 
from Ref.  kk for carbon dioxide and 
from Ref.  45 for nitrogen. 

The 'bulk viscosity",(/Ab),  is unim- 
portant in monoatomic gases,  but has 
a strong effect  in diatomic and poly- 
atomic gas flowsC+ß.^US). 

(xxix) Viscosity and Heat Conductivity 
in Turbulent Flows 

The interpretations  of viscosity 
and heat conductivity in previous para- 
graphs have been based on the assump- 
tion of a laminar non-isentropic flow 
concept,  i.e., when the radial velocity 
distribution of the ordered mass motion 
is essentially parabolic. 

With an increase  in Reynolds Number 
to a critical value, Recr , Jthe mass 
motion becomes turbulent,   and the 
velocity distribution in the viscous 
flow departs radically from the laminar 
parabolic law.    The simple binary 
molecular encounters of individual 
molecules are no more an acceptable 
molecular model,  since the energy, 
momentum and mass transfer mechanisms 
in a turbulent flow are performed by 
large molecular cluster 

.CONTACT   SPHERE 

s 

S(r) =  2ir<r(a   - -i-r) 

FIG (2.2-9) SHIELDING   OF ONE   MOLECULE   BY   ANOTHER    {REF7) 
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FIG (2.2-10) EXPERIMENTAL DETERMINATION OF THE VARIATION OF VISCOSITY 
WITH PRESSURE FOR DENSE GASES (REF 44 AND 45) 

encounters, resulting in multiple mole-
cular collisions. Consequently, the 
expressions for various physical vari-
ables from paragraphs(25)and(26)(and in 
particular the expressions for ft and 
k ) are not valid for such multiple 
molecular encounters. A correspondingly 

modified kinetio theory approach, 
accounting for the multiple molecular 
encounters, has been developed by 
Born and GreenC^S). Practical appli-
cations of the modified concepts 
are elaborated later in the section on 
turbulent boundary layers. 
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2,2.6     VARIATIONS  OF AIR FLOW PARAMETfiRS 
AT ATMOSPHERIC   FLIGHT CONDITIONS 

The general crntext of the essential 
notions of physical parameters  and  laws, 
which are  important in aerodynamic  force 
analyses at  large,  are summarized  in 
Section 2.2.5. 

In this  section,  a brief discussion 
of  the effects  of physical parameters 
and of their  functional variation 
during different flight regimes  in a 
Standard Atmosphere is presented.     The 
related factual data,  as may be needed 
for the practical aerodynamic force 
analysis purposes,  are not given in an 
all Inclusive form,  but the key  refer- 
ence sources  are quoted Instead. 

(I) The Standard Atmosphere data 

At  the present moment,   the adopted 
U.   S.  Standard(27) Atmosphere  (1962)   is 
recommended as  the latest reference  for 
the atmospheric flight environment data. 
It  is subdivided into four altitude 
regions: 

(a) From  (-5)   to  (+20)   km of geo- 
potentlal altitude,  designated as 
standard. 

(b) From  (+20)   to  (+32)   km of geo- 
potentlal altitude,  designated as 
proposed standard. 

(c) From  (+32)   to  (+90)  km of geo- 
potential  altitude,  designated  as 
tentative. 

(d) From   (+90)   to  (+700)  km of 
geometric altitude,  designated as  spec- 
ulatlve7~ 

The variations  of the atmospheric 
air pararaeters  are presented  in terms 
of both tne geometric and  the geo- 
potential altitudes.    All  tabulated 
data are both in the metric (mks "K ) 
system of units,   i.e., meter  (m),   kilo- 
gram mass   (k),   second (s),  degrees 
absolute Kelvin  C'K),  and  in the English 
(ft-lb-sec-0R)  systems of units.     The 
definitions  and  the reference  sea-level 
values  of  physical variables  should  be 
noted prior  to use of the respective 
tabulated values.     Since they may serve 
as  a general  common base for use and 
for conversion of any other theoretical 
and/or experimental data,  they are 
briefly restated here.    All notations 
are as  specified  in Ref.  27. 

Air properties 

Air is  assumed  to be in a steady, 
static equilibrium,  devoid of moisture, 
water,  vapor and dust,  and obeying the 
perfect gas  law and  the hydrostatic 
equation: 

Mp 
P S   R.T» 

dP = -pfldZ 

(2.2-349) 

(2.2-350) 

Definitions  of  primary constants: 

Po     -  Sea-level  pressure  is,   by defi- 
nition   ,1.013250 x  105 newtons m-2 . 
This corresponds   to  the pressure exerted 
by a column of mercury 0.760 m high, 
having a aensity  of  1.35951 x 
10^+ kg m"^ and  subject to an accelera- 
tion due  to gravity  of 9.80665 m sec-2. 

fl>,to -  Sea-level  density and tempera- 
ture,  respectively,  are those values 
published  in the  ICAO Standard Atmos- 
phere,  Ref.   50. 

g0    -  The value  for   g0   ,   sea-level 
acceleration due  to gravity, was 
adopted by  the  ICAO  for the ICAO 
Standard Atmosphere and is adopted here 
as the  value at exactly 45° geographic 
latitude,   Ref,   50. 

S,ß   - Sutherland's  constant    S    and 
ß   ,   also a constant,   are used in 

Sutherland's  viscosity equation.     These 
constants  are determined from empirical 
data on  the viscosity  of air  (ref.   51) 
in accordance with Sutherland's  equa- 
tion,  and in general engineering prac- 
tice the values   shown  in Table 1.2-1 
are used. 

TiT    -  Temperature  of  the  ice point  is 
273.150 K.     This   value results  from 
the decision  in October 1954, by the 
Tenth General Conference on Weights 
and Measures,  meeting in Paris,  France, 
to redefine  the  temperature scale by 
selecting the  triple point of water as 
the fundamental,   fixed point and 
assigning  it  the  temperature 273.16o K 
(0.01O c). 

Y     -  The ratio  of  the specific heat 
of air at constant  pressure  to  the 
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specific heat of air at constant volume 
is adopted as I.UO (dimensionless). 

<r    - The mean collision diameter for 
air is assumed to oe a constant for all 
altitudes  (Ref.   52). 

N    - Avogadro's Number  based on tVe 
scale C12 M 12.0000.     (The International 
Union of Pure and Applied Chemistry, 
meeting in Montreal  in 1961, adopted 
a new table of atomic weights based on 
the assignment of atomic weight  12.0000 
to the Ql2 isotope.) 

R    -  The value of R   adopted here is 
that given in reference  53 when the 
latter is corrected for the afore- 
mentioned change  in the atomic-weight 
scale. 

Definitions  of  physical  variables: 

Acceleration of gravity, g 

g    -   is  the absolute value of accele- 
ration due  to gravity force per unit 
mass, 

|7* 

-7* 

(2.2-351) 

(2.2-352) 

where V ^ is the ascendant gradient of 
the geopotential per unit mass: 

+ *c 
(2-2-353) 

The gravity force field is conceived 
as a conservative field defined re- 
spective to a rotating eartK fixed 
reference frame.  Therefore, the poten- 
tial energy per unit mass of the field 
(or shortly the geopotential), «^ , 
becomes an algebraic sum of (I) the 
potential energy, ^G » (per unit mass) 
of the gravitational attraction in 
accordance with the Newton's universal 
law of gravitation, and (2) the poten- 
tial energy, ^c  , (per unit mass) 
associated with the centrifugal force 
effects due to the rotating reference 
frame choice (Earth and a steady atmos- 
phere rotating as one unit). 

The resultant geopotential, <£ , has 
constant values at the "equipotential 
level" surfaces of the resultant gravity 
field.  The lines of gravity force are 
everywhere normal to the equipotential 
surfaces. At each point on any line of 
gravity force the gravity force vector. 

A , is in the direction of the local 
tangent, positively sensed in accor- 
dance with the expression (2.2-352), 

The earth's surface is taken as the 
reference zero equipotential (^ s o ) 
surface, in form of an ellipsoid oi: 
revolution, whose ellipticity is de- 
fined by 

f = I- — = 
a 

I 
298.32 (2.2-354) 

where  b is the semininor axis (or 
polar radium), and a is the equa- 
torial radius of the earth, numeri- 
cally given in Ref. 5k. 

The sea-level standard 
are specified at a precis 
latitude  ^ = 45* (geocen 
^ = 44.808° ), yielding 

sea-level values in Table 
Ref. 27, (subscript c). 
Atmosphere is postulated 
the gravity force curves 
through the points ^ = O 
i.e., independent of the 1 
see Fig. (2.2-11). 

conditions 
e geographic 
trie latitude 
the reference 
2.2-4 of 
The Standard 
along any of 
passing 
and grg.ondat <^=45* 
ongitude angle 8, 

The geometric altitude, Z , of a 
point is defined as the distance 
measured along the reference curved 
"line of force": 

d«£ = gdZ 

.".*=/ gdZ 
(2.2-355) 

The analytical expressions  for   </»   , 
^c   » ^G   an^ t^16 integral  values of 

Z    are specified in Ref.   27.     The 
acceleration due to gravity,    g ,  as a 
function of  the geometric altitude, 
Z       ,   is  given in Fig.   (2.2-12).    Note 
that  the difference between  the geome- 
tric altitude as measured along the 
representative curved "line  of force", 
and the corresponding distances along 
the  several straight line distances 
shown  in  Fig.   (2.2-11),   are negligible 
in  the altitude range in which the 
Standard Atmosphere  is  defined. 

The geopotential altitude,   H ,   is 
defined  in Ref.  27  as: 

9o 
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(2.2-356) 

where the integration is performed along 
the same curved "line of force" as in 
case of geometric altitude. Physically, 
the quantity H is equivalent to the 
concept of (f>   ,  which is the work done 
in elevating unit mass from sea-level 
to a geometric altitude Z , while 
dimensionally the quantity H  in Eq 
(2,2-356) is reduced to the dimension 
of length. Note that the definition of 
H  m the Ref. 27 does not correspond 

to its meteorological dfefinition.  The. 
adopted definition (2.2-356) of H 
is expressed in the actual, 'standard 
meters", m  , and is numerically equal 
to the corresponding geopotential alti- 
tude measured by a "geopotential stan- 
dard mfiter", m' , where, 

Im' 9.80665 m2 sec'2 

(2.2-357) 

i.e.jm' is not an actual length, but 
rather a physical quantity compatible 
with the physical meaning of the geo- 
potential aitTtuHe as work [ML2"!^ 
done per unit mass  [ M]  . Evidently, 
it is necessary to distinguish between 
an actual measuring operation by a 
real meter-rod (geometric altitude 
definition) and a physical process, 
related to the altitude concept, which 
can be dimensionally expressed in units 
of length (but not directly obtained by 
an active successive transposition of 
a fixed real meter rod").  This is due 
to the fact that the real spatial dis- 
tance between successive geopotential 
surfaces one geopotential unit apart, 

( ^»n+i-^n =i )     > increases with 
altitude, i.e., the successive geome- 
tric distances, AZ , between the 
successively equal geopotential dif- 
ferences (^n+i-^n' A </• )     . are 
not the same when measured by a real 
meter rod.  The spatial variability 
of the equal A </> intervals is the in- 
herent property of the resultant 
gravity field, see Eqs. (2.2-353) and 
(2.2-356) combined. 

Molecular weight. M 

The mean molecular weight of air, 
M , is assumed constant up to 
Z = 90 km.  Above that geometric 

altitude M varies because of an in- 

creasing dissociation and a diffusive 
separation of various single components 
in the atomospheric air mixture, see 
Fig (2.2-13).  With the reference scale. 

M=M, = 28.9644 f  k^ .] 
Lko molJ 

(2.2-357A) 

, see 

T»K sTi'K + »»c 
(2.2-359) 

where the magnitudes of the degrees 
Celsius and Kelvin are equal. 

Molecular-scale temperature,!^ 

The molecular-scale temperature 
is defined by 

_M, 
M (2.2-360) 

up  to   Z=90km,    M0= M    ,   and   T" = Tfl     . 
Above   Z = 90 km,   M =  M ( Z )   ,   see Fig 
(2.2-13),  and thus   T0/ TV}   ,   sea Fig 
(2.2-17). 

Note  that  the  kinetic absolute 
temperature,   T*    ~   is  defined  in terms 
of the  translational molecular degrees 
of  freedom only,  while  the molecular 
scale temperature,    TÄ    ,  comprises  the 

Atmospheric pressure,    p 
Fig (2.2-1U)          

The functional  variation    p=p  (z) 
is   computed from  the  perfect  gas  law 
(2.2-349)  and  the hydrostatic equation 
(2.2-350). 

Atmospheric density,   P    ,   see Fig. 
(2.2-15)  

The functional variation   psp{*) is 
computed from the perfect gas  law ex- 
pressed  in terms  of  the molecular-scale 
temperature,   TJ  ; 

„   .    Mo       Pf. -31 
^  '"^   ~   lk«   m     J-(2.2-358) 

Absolute  (kinetic)   temperature.  T*   . 
see Fig.   (2.2-16)  

4 

Based on the adopted, Ti   ,   reference 
value  (see Table)   any  other absolute 
temperature,   T*   ,   is  given  by 
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Scale exaggerated. (Ref.27). 
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molecular weight changes due to the 
diffusive separation of the dissociated 
air molecules, resulting in a variable 
species stratification by altitude. 

Specific weight, w , see Fig (2.2-18) 
w-is defined as weight per unit volume: 

dw 
dV 

dm    r    .»-si 

(2,2-361) 

Number density of air. n  see Fig 
(2. TTV   

n  - Is defined as the number of at- 
mospheric particles of various single 
species per unit volume.  The particles 
are considered to be neutral: 

M. NP 
n = -—i 1 

R* Ml! [»-'] (2.2-362) 

Mean air-particle speed. V 
Fig (2.2-2Ö)—  

see \ 

V     -   is defined in Ref.   27 as the 
arithmetic average of the speed of all 
particles in a given volume element 
assuming a sufficiently great number of 
neutral particles and no pressure and 
temperature gradients within the volume 

300    500    700    900    1100     1300    1500 

V, Speed , m sec-' 

Fig. (2.2-20)   Mean particle «peed V a« a function of 
geometric altitude Z.   (Ref. 27), 

element: 

-(■K^r ["■«■']■ 
(2.2-363,. 

Mean free path. L . see Fig (2.2-21 

L   - is the mean value of the dis- 
tances traveled by individual neutral 
particles between successive collisions 
in a given volume: 

I     R* MT«    r , LS~  ^ -J«-    [m], 
y? »No-2 M. 

(2.2-364) 

where <r   is the effective collision 
diameter of the representative mean air 
particle. 

Average collision frequency,» . 
see Fig (2.2-22) 

v     - is the ratio of_the average spec 
of the air particles, V , and the mean 
free path, L , of the air particles 
treated as neutral in a given volume; 

"-f=-'2N('-sO"^« [.«-]. 
(2,2-365) 
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(I)  Speed of  sound.C«  .  see Fig 
(2.2-23r      ^^ 

c. '('IT.V)     h  ^ J 
. £2 1.40 

(2,2-366) 

Note:  the speed of sound concept 
looses Its meaning at higher altitudes 
(Z = 90 km) due to the excessive air 

rarefaction (free molecular conditions 
at low pressures and densities and high 
mean free path intervals). 

Coefficient of viscosity, IA    . 
Fig (2.2-2iO    

see 

The basic definition of   p     is 
taken from the kinetic  theory  of ^ases, 
and then numerically modified by in- 
troduction of  cwo temperature-dependent 
experimental constants,   ß   and   S 
(Sutherland's constant): 

M  s JT 3/2 

T + S 

0  =   1.458 x lO"6 

S    =   IIG^^K. 

[kg  fiT' S0C"1]    ' 

[kg  stc-1 m-' CK)'1''2] 

(2.2-367) 

Eq (2.2-367) fails at very high 
and very low temperatures, as well as 
at altitudes in excess of 90 km. 

Kinematic viscosity,?? , see Fig 
(2.mn 

i)    - ia  defined as: 

sec i (2.2-368) 

with all limitations pertaining to /*, 

Coefficient of thermfcl conductivity, 
k  . see gig (2.2-26) 

If. for air mixture up to 90 km is defined 
by the empirical expression from Ref. 
51: 

6.325 x IQ'7 T3/2    r   . _,   .ilmul.i\ 
k "   T't 245 4 xl0-<a/T») [k ^ ^ ^ ^ J " 

(2.2-369) 

Mole volume, v , see Fig (2.2-27) 
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Fig. (2.2-25)   Kinematic viscosity 17 as a function of gee 
metric altitude Z.   (Ref. 27). 
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Table  I,4(b)    METRIC  TO ENGLISH AND 
ABSOLUTE  TO  NONABSOLUTE  CONVERSIONS   OF 
TEMPERATURE UNITS 

A. Defined 

t(0C)   = TC^)   -   T-COK),  where  T^^) 
•- 273,15(OK) 

T(OR)  =  I.STCOK) 

t(0F)   -  tiC0?)   = n  , 
= TC0R),   where ti(OF)   = 32(0F) 

B. Derived relations: 

tiCOC) = 0(OC) 

Ti(0R) = U91.670(oR) 

t(OG)  = [T(OR) - Ti(0R)]/l.8 = 
[t(OF) - tiCoF^/l.S 

T(OR)  = 1.8[t(oc) + 273.L5(oc)] = 
t(0F) - t^0?)   + 491.670(30 

t(0F) - 32(OF) = 
= 1.8t(0G) . 
= LSpCt-K.) - 273.15(OK)J 

' 

Table I.U(a).  METRIC TO ENGLISH CONVER- 
SIONS OF UNITS OF LENGTH, MASS, AND 
GEOPOTENTIAL 

A. Defined relations (the constants are 
adopted as being exact): 

I foot 
1 i.n. mi 
1 pound 
1 standard 
geopotential 
foot 

= 0.3048 meter 
= 1,852 meters 
= 0,45359237 kilogram 
= 0.3048 standard geo- 

potential meter 

B.  Derived relations; 

1 meter 
1 meter 
1 kilogram 
1 i.n. mi 
1 foot 
1 standard 
geopotential 
meter 

= 3.2808399. 
= 5.3995680. 
= 2.2046226. 
= 6,076.1155 
= 1.6457883. 
= 3.2808399. 

.feet 

.x 10"^i.n.mi 

.pounds 

. .feet 

.x 10-4i.n.mi 

. standard 
geopotential 
feet 

Table  1.4(c)     ABSOLUTE  SYSTEMS  OF UNITS 
TO ABSOLUTE-FORGE,   GRAVITATIONAL SYS- 
TEM OF UNITS,  METRIG-ENGLISH 

A. Defined: 

1 force unit = 1 masß unit x g0 

B. Derived relations: 

1 kgf = 9.80665 kg m sec-2 

1 kg =   1  kgf sec2 m"'- = 
9.8Ö665 
0.10197162 kgf sec2 m-1 

1 Ibf = 0.45359237 kgf 

1 Ibf = 32.174049 lb ft sec"2 

1 lb = 0.031080950 Ibf sec2 ft"1 

= 0.031080950 slug 

1 slug = 32.174049 lb 
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Table   2.2-5(d) THERMAL TO MECHANICAL UNITS,  METRIC-ENGLISH 

Defined relations: 

I kg-cal =    I    kw-hr  (exact) 
860 

1 kg-cal  = 1.8 BTU = 3.9683207  BTU 
0.U5359237 

1 joule = 1 watt-sec 

Derived relations: 

1 kw-hr = 3.6 x ID6 watt sec = 3.6 x 106 joules 

1 kg-cal = 3.6 x ID6 joules = U,186,0465  joules 
8^0 

= 4,186.0465 kg m2  sec"^ 

1 kg-cal =      3.6 x 106      m kgf = 426.85795 tn kgf 
86Ö x 5.80665 

1 kg-cal =  3.6 x 106  
860 x 9.80665 x 0.45359237 x 0.3048 ft Ibf 

= 3087.4696 ft Ibf 

1 BTU = 0.45359237 kg-cal = 0.25199576 kg-cal 
TTB 

1 BTU =  3.6 x 106  
860 x 0.3048 x 9.80665 x 1.8 ft Ibf 

= 778.02922 ft Ibf 

1 BTU =  3.6 x 106     lb ft2 sec"2 

860 x (0.3048)^ x 1.8 
= 25032.349 lb ft2 sec"2 

*The calorie used here is the International Steam 
Table calorie and the joule is the mean interna- 
tional joule. 
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(2)  Ambient Atmospheric  Data  for 
Various  Flight'Speeds  and  Flight ATti- 
tudes 

9000 

The Standard Atmosphere data need  to 
be reinterpreted in  terms  of different 
flight speeds and airflow regimes  speci- 
fied in Section 1.7.     The  few respective 
data are compiled below in form of 
generalized graphs,   indicating the  rela- 
tive  importance and  order-of-magnitude 
of  the primary atmospheric  airflow 
parameters,  which can serve as  a  first 
criterion  for a later choice of  the 
corresponding explicit theoretical  or 
experimental  methods   in evaluating  the 
aerodynamic   force components  for a 
given vehicle  configuration and its 
operational  atmospheric  flight speci- 
fications, 

(i)  Initial Conditions 

The static  equilibrium change in 
atmospheric  air composition with alti- 
tude is  illustrated  in Fig  (2,2-28). 
For subsonic,   transonic,   and super- 
sonic flight  speed regimes,  which are 
largely confined to lower atmospheric 
strata,   the,   initial  ("at  infinity")   air 
composition  remains  near-st£mdard,   as 
specified  in  the preceding    paragraph 
(1)  of this  section.     The same holds 
for hypersonic flight speeds,   if 
realized  at  lower altitudes.     However, 
the hypersonic  flight regimes  are nor- 
mally achieved at considerably higher 
altitudes,  where the corresponding 
change in  the  initial  (static)  state 
of  the atmospheric air composition  be- 
comes  the  proper condition  "at  infinity" 
for the relative airflow analysis 
around a given body configuration.     The 
respective variations in all important 
physical parameters  under  the  static 
conditions  are obtainable  from the 
Standard Atmosphere  tables  and figures. 

(ii)   Flow Regimes 

For a given flight  trajectory,   the 
four characteristic  flow regimes   (con- 
tinuum,   slip,   transitional,  and free 
molecular)   can be estimated in terms 
of  flight Mach Number and flight  alti- 
tude from  the respective data presented 
in Sections  l.k and 1,5. 

For a more general illustrative  pur- 
pose,   the  few flight  plans  of some 
typical  vehicle categories  and  the 
respectively realized flow regimes  and 
wall (stagnation)  temperatures in terms 
of flight altitudes and flight  speeds 
are illustratively given  in Figs. 
(2.2-29)   and  (2.2-30) 

Fig. (2.2-28). Estimated (1962) fractional composition 
of the atmosphere, and molecular weight, 
as a function of altitude.   Data above 
500 km somewhat uncertain.   (Ref. 57). 

(iii)   Temperature Effects  at  Different 
Flight  Regimes 

For a given  set of initial  atmospheric 
conditions and  a  specified flow regime, 
it  is  necessary  to take  into account 
variations  in  air properties  as  aftfecteal 
by the  respective  changes  of  the air- 
stream flow pattern around a given body 
geometry.     The  analysis  is usually done 
by considering  the  inviscid and  the 
viscous   (boundary  layer)   flow regions 
separately.     The  specific  aerothermal 
considerations  respective to the latter 
are  relatively much more complex and  in- 
volved,   and  therefore are  treated  sepa- 
rately  in the   section on  skin-friction 
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data. Some of the most important aero-
thermal characteristics of the inviscid 
flows can be easier formulated in an 
order-of-magnitude generalized form in 
terms of the involved temperature vari-
ations and the free stream (or flight) 
Mach Number. 

At subsonic, transonic and supersonic 
speeds, the temperature effects on the 
air composition and the air properties 
are of secondary importance for aero-
dynamic force analysis purposes. The 
relevant data from classical kinetic 
theory of gases and classical thermo-
dynamics concepts are sufficiently 
accurate for most of the theoretical 
investigations. At hypersonic speeds, 
the generally higher temperature levels 
in the regions behind the strong shocks 
and near the forward stagnation point 
can appreciably affect the aerothermal 
properties of air. An illustration of 
the conditions at the region of the 
stagnation point is given in Fig 
(2.2-31). Variations in air composition 
for four temperature levels are indi-
cated in Fig (2.2-32). When related to 
the unit mass, the high temperatures 
affect the total number of contained 

particles (respectively increased unit 
volumes) and consequently the molecular 
weight of air also. -

The specific heats represent calori-
cally the amount of heat per unit mass 
of gas required to raise the tempera-
ture for one degree. Since at elevated 
temperatures the added heat is distri-
buted among a greater number of inten-
sified molecular degrees of freedom,, i. 
e., since the generated amount of heat 
(by high compression, for instance) is 
not solely used up for an increase of 
the translational energy of molecules 
(which is measured by the concept of 
the kinetic absolute temperature), but 
has to be partially distributed for an 
intensification of the rotational, vi-
brational, dissociation and ionization 
internal energy levels also, the 
specific heats per unit mass of air 
(i.e., required for a unit rise of its 
temperature) are correspondingly in-
creased, see Fig (2.2-33). It is 
evident that once air dissociation is 
set up, a manyfold increase in specific 
heats takes place. 

The four temperature levels in Fig 

Fig. (2.2-31) State of the air o» the stagnation point of a body. (Ref.56). 
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FIG (2.2-32)  Fractional   compoiition  of air  by volume  as   a  function 
of   temperature    at   standard  density   and   pressure. 

NUMBERS    REPRESENT   FRACTIONAL COMPOSITION  OF AIR BY VOLUME . 

THE TOTAL NUMBER OF PARTICLES PER UNIT MASS IS ILLUSTRATED BY MAGNITUDE 

OF THE CORRESPONDING CIRCULAR SEGMENTS • (REF 59 ) 

(2.2-32)  have been chosen as  represen- 
tative  indicators  of  the  intensity and 
the  extent of  the structural  changes  in 
air with  increasing  temperatures,   as en- 
countered at hypersonic  speeds.     For in- 
stance,  during the denser atmospheric 
flight phases  of long range  ballistic  or 
winged vehicles,   the temperatures  in the 
flow   regions behind the  strong bow shock 
waves  can reach an order of magnitude of 
60U0 OK.     Respective  to  the  air composi- 
tion,   the thermal  sequence  of  events at 
different temperatures  is*represented by 
the  following trend: 

At ~1500 0K  the excitation  of  the 
vibrational degrees  of  freedom of N2 
and O2  sets up. • 

At ~3000 OK the molecules O2 ^i:20 
dissociate.     The fjree oxygen atoms react 
chemically with nitrogen,   forming the 
nitric  oxide  (NO),  which in  its  turn,  de- 
composes  into atoms  of 0 and N as  temper- 
atures  are further increased. 

At~6000 0K,   the molecules On are 
almost completely dissociated,  while  the 
dissociation of N^^^^N  starts and a par- 
tial  ionization  or 0,   N,   NO atoms  sets up. 

At~10,000 0K  the molecular fractions 
of N2  and O2 become negligible,  the air 
composition being predominantly atomistic, 
with a considerable  fraction  of nitrogen 
ions  and an appreciable concentration 
of  free electrons. 

From the  inviscid flow theory  point, 
the  resulting change  in air properties 
do not  significantly affect  the 
analytical methods  of calculation  of 
the presumed equilibrium gas  flows 
about  slender bodies  at relatively 
small  angles  of attack.     The methods, 
developed  for a perfect gas  at  sub- 
sonic  and  supersonic  speeds,  are  for- 
mally  extended to the hypersonic  in- 
viscid flow conditions, with corres- 
ponding modifications  allowing for  the 
hypersonic  perfect gas flew pattern 
characteristics.     The high temperature 
effects and the changed air properties 
affect mostly the_ entropy and the  en- 
thalpy  (i.e., the energy equation) 
expressioRs,  so that a specification 
of  the  free  stream stagnation tempera- 
ture  (or the free stream specific heat 
ratio  alternatively)  appears  as  an 
additional governing natural variable, 
which,   in conjunction with the Mach Num- 
ber,   enters  into the  idealized,  equilib- 
rium inviscid hypersonic flow computa- 
tions . 

Contrary  to the  inviscid flow case, 
the hypersonic boundary layer  theories 
and  the blunt body solutions  are  con- 
siderably influenced by the changed 
structural and physical properties  of 
air.     The high temperature effects 
are,   in general,  of significance when- 
ever  the heat,  momentum and mass   trans- 
fer  phenomena become  important,   as , 
for instance,  in case of skin-Iriction 
force  analysis at large.     The  strong 
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Fig. (2.2-33) Dependence of the specific heol of air upon temperature. (Ref. 59). 

and concentrated temperature gradients 
in viscous and heat conducting flow 
regions not only change the viscosity, 

fj.   ,  and the heat conductivity, k , 
gas characteristics numerically, but 
also affect the local concentration 
rates of individual gas components and 
their equilibrium conditions, and sub- 
sequently the heat transfer rates, the 
heat currents orientation and the species 
diffusive fluxes. 

Comparing the intensity of disso- 
ciative and recombination processes to 
the diffusivity rates, the viscous 
boundary layers fall into two types: 

(a) "Frozen flow" boundary layers, 
if no dissociation or recombination 
takes place within the boundary layer, 
i.e., when these processes occur in the 
outside flow only, which is presumed to 
be in equilibrium (dissociation rates = 
recombination rates). The situation is 
realized when the characteristic time 
of the outside flow reactions is greater 
than the time necessary for a dissoci- 
ated molecule or an atom to diffuse 
through the boundary layer.  Upon 
reaching the body surface, the recom- 
bination process may additionally 
occur, if the surface has a lower tem- 
perature than the main outside flow. 
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These recombination rates at a rela- 
tively cooler surface depend upon the 
catalytic properties of the surface 
material. 

(b)  "Equilibrium flow" boundary 
layers,  if the dissociative and recom- 
bination rates are high enough and the 
associated characteristic reaction times 
small enough,  so that both the diffusive 
and the dissociative phenomena are 
taking place within the boundary layer 
itself, so  that at each point the re- 
spective local concentration of atoms 
and molecules is a function of the lo- 
cal  temperature only. 

In general,  the establishment of 
changing equilibrium conditions  In a 
flowing gas is not an  instantaneously 
accompli&hed process.     As  specified 
in Section 2.2.5,   the equilibrium pres- 
sures and temperature changes,  as well 
as  the overall Internal energy content 
build up are realized  only after a 
finite time Interval,  which depends on 
both the Instantaneous and on the pre- 
ceding    history of time rates at which 
the particle densities  and the internal 
energy changes  in a  flowing gas are 
taking place  (i.e., on the  totality  of 
fluid flow field variations  in p.T^and/) ). 
In other words,   the  "relaxation times" 
and a successive realization of gaseous 
states  in thermal equilibrium thus 
depend on the flight  velocity and the 
flight altitude conditions. 

As an illustration,   in Fig (2.2-3U) 
two equilibrium dissociation regions 
for two points  (.3m and 3 m respec- 
tively) , measured along the surface 
from the forward stagnation point of 
a blunt body,  are presented in terms 
of the flight speed and the flight 
altitude.    The dissociation effects 
behind a strong,  detached oblique 
shock are considered  only,   since they 
do play the most prominent percentage 
role in the establishment of  the ther- 
mal equilibrium conditions.     The dashed 
lines,   indicating  the degrees  of dis- 
sociations  of   .01 and   .Ok respectively 
at the stagnation point,  designate the 
tentative limits  left of which the 
dissociation would be considered in- 
significant.     The  typified ballistic, 
glide and satellite  trajectories are 
drawn for comparative flight dynamics 
Illustrative purposes. 

A relatively good electrical con- 
ductivity of a dissociated and ionized 
air flow beMnd the  strong shocks at 
hypersonic speeds  presents mostly a 
communication problem.     The relative 

amount  of free electrons  is  small 
(even at T,~I0,000,K     )  for  significant 
airflow effects  (see  Fig 2.2-32),   the 
dissociation remaining the  primary fac- 
tor.     The elevated  temperatures  promote 
also an intensification of  the radiation 
emisslvity of hot gaseous  species.    The 
radiative flux is  partially  transmitted 
and absorbed by the body surface, 
affecting additionally the  surface 
temperatures.     But for the most part, 
the  radiation is  scattered  and absorbed 
among the adjacent layers  of the air- 
stream itself. 

(iv)  Theriral Equilibrium Flow 
Analysis at High Mach Numbers ~ 

For the sake  of correlating the 
general thermodynamic data  from Sec- 
tions  2.5 and 2.6,   to  the  hypersonic 
flov: conditions  in particular,   as may 
be needed for later aerodynamic  force 
analysis purposes,  a generalised exam- 
plary  outline of the thermal equilib- 
rium time history of a high speed flow 
across  a strong shock is  presented. 
The  illustration is  best representative 
for gas flow regions behind strong, 
oblique and detached shock waves 
associated with blunt bodies at hyper- 
sonic  speeds.     The respective tempera- 
ture-time graph in Fig  (2.2.-35) 
sketches  the relaxation time sequence 
along a streamline for  various degrees 
bf  freedom. 

The  station 1 denotes  the airflow 
in  front of the shock wave, with pres- 
sures,   densities,   temperatures and the 
air composition assumed at near stand- 
ard conditions;   the (active)  transla- 
tional and the rotational degrees of 
molecular freedom are completely 
aroused and the  internal energy con- 
tent ( «os  •t+,r)   corresponds  to  its 
thermal equilibrium value  at  T^SOO'K, 
( >• s  1.4) .    The station 2 denotes con- 
ditions  just behind a strong shock,   the 
airflow being compressed  to the corres- 
ponding higher values  of pressure, 
density and temperature  in  terms  of the 
free  stream Mach Number, M»l and the 
shock wave angle,   ß   ,  as  specified 
by the respective across-the-shock 
conditions*59).     It is  supposed  that 

T2>>   T*      ,   so that the necessary 
thermal conditions  for excitation of 
all  inert degrees  of molecular free- 
dom are present.     The relaxation time 
intervals required for a complete 
realization of the  thermal equilibrium 
conditions for different degrees of 
freedom are different.     The new trans- 
lational and rotational  thermal equi- 
libriums behind the  shock are realized 
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almost instantaneously, while the vi- 
brational mode is just set off. 

The new internal energy equilibrium, 
ev(TJ), due to translational degrees 

is achieved in almost a single molecular 
collision within the highly compressed 
region of the shock itself(12); the 
total equilibrium transition between 
6,117)and et(T2

0) is achieved in a spatial 
interval of the order of one or two 
mean free molecular paths, X .  For 
ordinary monoatomic and diatomic gases 
at near standard conditions X0~IO'xm; 
it is a weak function of temperature and 
inversely proportional to density 
changes, oThus,' since the temperature 
jump, ij»!, is realized in the order of 
a mean free molecular path, the strong 
dhock wave thickness itself is of the 
same order of magnitude. 

The rotational degree approaches the 
equilibrium condition at an estimated 
number of collisions between 10 and 100. 
For all practical purposes, the corres- 
ponding relaxation time interval is 
still negligible, Atr~ 0  .(3I) 

The temperature of the air ...ream at 
the station 2 is then defined by (see 
Section 2.2.5): 

eo(T|) = •t(T20) + erdl) . 

2 - )8oRT: 

£0 ' ßt* ß, *  i   for air . 

(2.2-372) 

At the station 3 the vibrational 
internal energy has achieved an equi- 
librium, while the dissociation process 
is practically only started.  The 
relaxation time interval, Atv  , re- 
flects the considerably increased num- 
ber of collisions required for a full 
realization of the internal vibrational 
energy, ev  .  The corresponding tem- 
perature drop T|< T2  , indicates the 
corresponding part of the translational 
energy Ae,  which has been used in the 
process.  For diatomic molecules, the 
vibrational internal energy, ev , is 
negligible at near standard conditions, 
constituting only about 1%  of the active 
(translational and rotational) energy, 

ea .  From the equations (2.2-298) 
and (2,2-299) it is evident that 

Z-+-0 as  !•->• , and ev—►RT». 
But, the gradient 

dey 

dT« 
-   Cv„ 

(2.2-373) 
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is  appreciable,  even at  lower  tempera- 
tures at which  (ev)      itself may be not 
prominent;   therefore,   the  specific 
heats ratio 

y = 
(i) R + Cv. 

(-|-)R ■»- Cv¥ 

(2.2-374) 

is affected by excitation of the vi- 
brational mode, causing a considerable 
departure from the perfect gas law. 
The respective numerical data can be 
found in Ref. 31. 

equal to the recombination rates for 
a given temperature.  The final condi- 
tions at the stations k  and 5 can be 
computed using the method from Ref. 60, 
The results of the computations at the 
station k  are: 

Tf, 
0K      M, 0K         7»,    'P, 

T."       fy   P./ 
0K          %   % 

T.0,       Py     P,/    i 
0K          7i     'P, 

300 10 
300 12 
300 14 

6116   5.7 116 
8683  58 168 

11,716   5.8 228 

4622   14   1.06 
6564  1.4   1.06 
8857  1.4  1.06 

4100   1.37  1 03 
6440 1.18   1.03 

The conditions at the station 3 can 
be computed in terms of the conditions 
at the station 2 by application of the 
mass, momentum and energy conservation 
principles. At the station 2 (see 
Section 2.2.5): 

no* 2 
.4 i 

(2.2-375) 

/So = -— 5 /8, + j8r + I * -| + I + I = 4- = 3.5. 

(2.2-376) 

At  the   station  3,   assuming  T°~l00oKJ 
according  to Ref.   31: 

ßo+  /3»     = 4.7   . (2.2-377) 

The concervational, principles: 

/»S V3=^2V2 =   COnSt    =   C,   ' 
2 2 

P3 +  />3V3 =    P2+  pzVz*    C0n«t   =    C2     t 

= con«t = C3 (2.2-378) 
yield  the  solutions: 

4.7C2 + V(4. 7C2)2   -16.8   CjC^ 

r*'- 

R,      _o 
V   M   ^T3 

2C; 

(2.2-379) 

R0= 8.3l432xl07(erg/mole »K )    , 

M  =   2 8.8   (gr/mole )   . 
(2.2-380) 

The  stations 4 and  5 represent the 
equilibrium states  for dissociation of 
O2  and N2  respectively.     The  equilib- 
rium is  characterized  by  the condition 
that  the dissociation  rates  must  be 

Comparison of the results with the 
corresponding normal shock relation- 
ships (Rankine-Huyoniot) for perfect 
gases   at   M| = 12 are: 

Ref60 Perfect gas         | 

P*/ P\ 
T; / T- 
p4/ p, 

11.1 
13.65 
183.5 

5.8                   j 
21.8 
168 

The  streamwise distances and  flow 
times  corresponding  to the  equilibrium 
conditions   at the  station 4  are  given 
in Ref.   60  in terms  of  flight Mach Num- 
ber and flight altitude, H    .     The   in- 
volved distances  and  times  vary con- 
siderably with both M and  H   f   so  that 
no  simple  generalized conclusion can 
be  stated. 

The dissociation rates  of  N2  are 
considerably slower  than for 02»   an^ 
only at very small densities   (relatively 
high flight  altitudes)   the  dissociation 
of N2 becou.-jn significant. 

But,  even  for the very low density 
conditions,   the relaxation  times, 
(Atd)N    ,   are greater than  the  charac- 
teristic   time intervals  in which  the 
airstream passes  over a standard missile 
length.     Thus,   it can be concluded that 
for  flight Mach Numbers  of  the  ord'.ir of 
15  at any  atmospheric  sustained  flight 
altitude,the dissociation effects  due 
to Nj  are  negligible for the  aerody- 
namic  pressure force analysis. 

The above conclusion does  not hold 
for relatively retarded viscous  flow 
conditions   in boundary  layers.     In 
Ref.   61,   for laminar flows   over  flat 
plates at  zero angle-of-attack,   the 

2.2-98 



Fig. (2.2-34) Fiight conditions for which relaxation phenomena connected with equilibrium 
dissociation can be important. Missile categories re-entering the dense 
layers of atmosphere: I -Bal l is t ic ; H-Gl ide; HI -Sate l l i te . (Ref. 59). 
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Hhi 

ratio of the local skin-friction*coef- 
ficient for a viscous dissociated flow, 
Cfd     , to that of a viscous perfect 
gas flow, Cf , while Rt and M  are kept 
constant,   is given by: 

Z'^Fl (2.2-381) 

where subscript •   refers  to the local 
conditions at the wall. 

(v) References  Related to the Thermal 
Effects   in Flowing Gases       ~ 

Useful numerical data respective to 
the  variations  of air properties and of 
its  components with high temperatures 
can  be especially found  in  the following 
references: 

Ref.   58  -  The section  on air pro- 
perties and air flow data. 

Ref.   62  - Data sheets  S  00.01.01 to 
00.01.06 

Data sheets S 00.02.03 
Data sheets S 00,03.17 

to 00.03.23 

Ref. 63 - Chapters 1, 2, and 3. 
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bFp - Flat plate width, ft. 

bw - Total wing span, ft, 

bwEXP " Exposed fin planform span, ft. 

c - Local chord, ft, 

c" - Mean geometric or aerodynamic chord, ft. 

"öt -  Mean "effective" geometric or aerodynamic chord, ft. 

c FEXP " Mean geometric chord of the fin's exposed planform, ft. 
S 

c, FEXP 
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FEXP    bFEXp 
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body juncture, or the fin-body juncture), ft. 
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L     - Length,   ft.;   total missile length. 
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LN - Nose section length,  ft. 
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sure force coefficient definition  on a missile part;   sq. 
ft. 

^FEXP   " 0ne fin exposed planform area,  ft.2 

- Missile common reference area,  sq.   ft., 

S   =  {/rD2)/4 

S WET  " Wetted area  of missile part,   sq.   ft. 

S WETFEXP" Total exposed fin wetted area,  ft.2 
S WETFEXP =2NSFEXP 

SWETWgxp - Total exposed wing wetted area, ft. 
^WETWEXP^ZS^EXP 

S
WEXP - Total exposed wing planform area, ft.2 

SwEXP = bwEXP   7 *EXP 
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Taper ratio,   aondimensional 

II.   PHYSICAL 

a      - Speed of sound,   ft./8ec- 

CQ    - Drag force coefficient, nondimensional,  referred to the com- 
mon reference area, Sr ,  and  the flow conditions at  "infinity", 
Standard Atmosphere at each flight altitude,  H: 

Co 
Drag   Force 

<?H 

DO Zero-lift drag force coenicienc,  nondimensional,  referred 
to the  common reference area, Sr ,  and  the   flow conditions at 
"infinity".  Standard Atmosphere at each flight altitude, H: 

r Zero - Li ft     Prog Foro CDO ^rf  

CDo(   - Zero-lift skin-friction drag force coefficient, nondimensional, 
referred to the common reference area, Sr ,   and the flow con- 
ditions at "infinity".  Standard Atmosphere at each flight al- 
titude,  H: 

DOf 
t(S_gET-)C08(VH|))   „UlMEl    rco.(VH.t)dS      jSjjgTj 

5 ' n ..     S  S r 
WET 

- Total or average frictional force coefficient,  referred to the 
wetted area,  nondimensional. 

qHS WET 

CFr    - Total or average frictional force coefficient,  referred to the 
missile reference area ( Sr ),  nondimensional 

■Fr 
'WET 

Sr 

Cf - Average, or total compressible skin-friction coefficient, esti- 
mated on the respective wetted area (per unit area and referred 
to the free-stream dynamic pressure),  nondimensional. 

Cf 
Frictional    Force 

'f  - SwET        SWET 
fL      C'tdS 

Cf     - Local value of the compressible skin-friction coefficient at 
some station x-ft.   from the leading edge,   nondimensional 

C,  = 
dCf 
dS 

« 
PUV 

2r' 
H "H 
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Cfi - Average or total incompressible  (MWO )  skin friction 
coefficient,   nondimensional. 

- Local value at  some station x-ft.   from the leading edge of 
the  incompressible skin-friction coefficient (M«Ö,  non- 
dimens ional. 

Cp    - Specific heat coefficient at constant pressure,  BTU per lb.   0F, 
Cp   .240 BTU/lb.   0F for air at  59° F,   Standard Sea-Level condi- 

tions. 

CR   - Total resistance force coefficient,  nondlmtnsional, 
R 

R   " 
*HSf 

Do 

Dob 

Dof 

Dop 

F 

9 

H 

h 

h 

J 

Specific heat coefficient at constant volume,  BTU per lb.   üi' 
Cv     .1715 BTU/lb.  op for air at  59° F, Standard Sea-Level 

conditions. 

Zero-lift drag force,  lb. 

Zero-lift base drag component,   lb. 

Aero-lift viscous, or skin-friction drag component,   lb. 

Zero-lift pressure drag, exclusive of  base drag component,  lb. 

Total frictional force,  lb. 

Acceleration,  32.17 ft./sec.2 for Sea-Level conditions. 

Altitude 

Average dimensional heat transfer coefficient, BTU per sec.   per 
sq.   ft.   OR. 

Static enthalpy at any point,   ft.   lb. 

Total enthalpy at any point,   ft.   lb. 

Energy conversion factor, 
J = 778.26 { ft / lb)/BTU 

Thermal conductivity (molecular),  BTU per sec.  per sq.   ft., 
OF per  ft., 

d(Q0 /SWET) ^dj 

dt 
=   a 

"Equivalent" surface roughness  parameter;  an average approx- 
imation of  the actual surface roughness conditions through 
the  concept  of an "equivalent,  uniformly distributed,   sand- 
type" rough surface;   in ft. 

M   - 

Nu 

Mach Number,   nondimensional;   a similarity parameter, 
V 
a M 

Average Nusselt Number, nondimensional;  a similarity param- 
eter , 

Nu   = 
hL 

k   Ww-T8   ' 
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ng        - Acceleration,   expressed  in number g's. 

Pr        - Average Prandtl Number,   nondimenrional;   a  similarity param- 
eter. 

0       -  Total  rate  of  heat transfer,   BIU  per sec, 

Q = dQo /dt 

Qo       -  Total heat content,  BTU. 

q        - Heat  flux,   BTU  per  sq.   ft.   sec, 

d(Qo/SWET)    .     Q 

dt SWET 

qH       - Reference dynamic pressure,   referred  to conditions  "at  in- 
finity"  at  a given altitude H  ft.,  Standard Atmosphere, 

/)V2\ l 
qH=(^T-)H = T'^'H *'**"■ 

qA - Same  as qH . 

R - Total resistance force,   lb. 

R - Gas constant. 

Re - Reynolds  Number,  nondimensional;   a similarity parameter, 

Recr    - Critical Reynolds Number,  nondimensional,  defining transition 
from laminar to  turbulent boundary  layer. 

ReL  - Same as Re . 

ReTR - Transitional Reynolds Number, nondimensional; alternative symbol 
for the "critical" value on a flat plate. 

ReAx " Reynolds Number value, nondimensional, corresponding to the 
"equivalent" turbulent boundary layer initiating distance Ax, 
ahead of the presumed point of an "instantaneous" transition, 
see Fig. (2.3-W), 

r   - Local temperature recovery factor, nondimensional, expressing 
how close the recovery temperature, Tr , approaches the local 
free stream total (stagnation) temperature, Tf§ , 

Tr -Ts 
r =  

hf8-h8 
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r,       - Local  "enthalpy recovery factor",  nondimensional 

hf - h» r. s  

St     - Average Stanton Number,  or the nondimensional heat transfer 
coefficient;   a similarity parameter, whose average value may 
be defined from the known average skin-friction coefficient 
value, Cf   ,   by introducing some  kind of the Reynolds Analogy 
concept,  for instance: 

St = 

St 

T 

T" 

'aw 

/».<»« V. 
Pr-2/3(Cf/2)   = 

Nu 
Pr Re 

- Local value at some station x-ft. from the leading edge of 
the compressible flow of the heat-transfer coefficient, or 
local Stanton Number,  nondimensional. 

- Local  static  temperature at  any point,   0R. 

- A convenient  "reference" static  temperature,  0R,  serving to 
refer heat-transfer effects on skin-friction and heat-trans- 
fer coefficients  in incompressible,   laminar or turbulent 
boundary layers.     The concept  is used in the so-called  "T" 
method of investigating boundary layer phenomena analytically 
(a semi-empirical approach). 

- Local adiabatic wall temperature,   0R  ,  interchangeable with 
the recovery temperature concept,   see definition of Tr . 

- Same as Twe   . 

- Standard Atmosphere static  temperature at an altitude H;   un- 
der sea-level conditions. 

TH.O » 5i8.4«R 

- Local  recovery,  or adiabatic,  wall temperature,  0R  ,   i.e.   the 
temperature of the fluid layer irtmediately next-to-surface 
(zero-velocity layer),   provided the surface is  insulated 
and an equilibrium steady thermal state is reached across 
the boundary layer section (a steady state temperature pro- 
file) , 

Tr  s Tov» 
Local  total  (stagnation)  temperature at any point, 
energy of  fluid per unit mass 

total 

TS =T + 
2CpJ 

Instantaneous  actual  local wall temperature of non-insulated 
surfaces;  also referred to as  "surface-face" temperature 
for insulated surfaces,  i.e.   the actual temperature,   i.e. 
the actual  instantaneous  temperature of the next-to-wall 
fluid layer,   prior to the achievement of a thermal steady 
equilibrium state of heat-transfer across the boundary layer 
section,  when Tw becomes equal  to Tr   ,  meaning that the rate 
of frictlonal heat production equals  the local heat transfer 
rate  across  the boundary layer  on an  Insulated surface. 
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- Local  equilibrium skin-temperature  of noninsuLated surfaces, 
0R;   it  is eventually reached after a sufficiently long time 
interval under steady state flow conditions, when the  actual 
temperature  of the skin  is equal  to the temperature  of the 
next-to-wall fluid layer,  and the  fractional heat created  in 
the boundary layer is transported outward at a rate  equal to 
the rate of  its creation      or,   otherwise formulated when the 
rate  of ffictional heat generation  in the boundary layer  is 
equal  to the combined rates  of heat dissipation both  into 
the free stream and through the non-insulated skin.     Note 
that,   due to radiation effects,  which were not  incorporated 
above,   it is always 

(T «« ) BAO < T,  = Tiw 
even  if there  is no inside  "artificial cooling" of skin 

- Same as   Vwt RAD . 

TwtRA0- Equilibrium wall temperature with radiation,  0R 

T8 

t 

T.n 

U 

U8 

T wt RAO < Twt  < Ti 

- Local  static  temperature at the outer edge of the boundary 
layer;   the same as Tg . 

- Same as Tm . 

- Time,   seconds. 

- Local reference in the natural orthogonal Cartesian coordi- 
nate  system in two dimensions:     t  is  tangential to the local 
point  on the  surface,  positive in downstream direction,  while 
n is  in the direction of the respective outward normal  to 
the surface  point. 

- See vH or v.. 

- Local  free-stream velocity at  the  outer edge of a boundary 
layer,   having a local thickness   8  ,   ft./sec,  tentatively 
equal to the free stream (inviscid)  velocity  "at infinity", 

{Uj= U= V),  for flat plates at  zero-angle-of-attack in a 
two dimensional flow.   (Zero pressure gradient.) 

^ä     - Local  gradient of the velocity profile at any point. 
dy 

u,v,w - Local  velocity components in  the x,y,  & z directions  at some 
point within  the boundary layer,  ft./sec. 

VH    - Relative airspeed,  or speed of flight,  ft./sec.   (see  U  ) 

vA     - Same as vH. 

x,y,z - Local coordinate axis at some point within the boundary layer: 
orthogonal Cartesian coordinate system,  the x-axis being in 
the direction of the  local  tangent,  while the z-axis   is  in 
the direction of the  local normal. 

- Critical Reynolds Number for a rough plate, nondimensional. 

- Critical Reynolds Number for a  smooth plate,  nondimensional. 

- Reynolds Number,  based on displacement thickness of  the  boundary 
layer. 

Reerk 

Recr. 

RV 

Free stream velocity,  ft./sec. 
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J'      -  Component of turbulent velocity fluctuation in x-direction 
ft./sec. 

/     -  Component  of turbulent  velocity fluctuation  in y-direction 
ft./sec. 

w'     -  Component  of  turbulent velocity   fluctuation  in z-direction 
ft./sec. 

u      - Mean average local velocity  component in x-direction within 
the boundary layer,  ft./sec. 

v      - Mean average local velocity  component in y-direction within 
the boundary layer,  ft./sec. 

x     -  Station x ft.   from the  leading  edge. 

h     -  Local dimensional heat  transfer coefficient,   Blll/(sec.sq.ft.0R), 

q      /    BTU      \ 

V T8 \ ft2 Sec'R/ 

k - Mean free molecular path, ft. 

Pr - Molecular Prandtl Number, nonrUmensional, defined in the 
laminar sublayer of a turbulent boundary layer. 

Pr = 
CpM 

Pr,   -  Prandtl Number,  nondimensional,   defined in  the  turbulent  region 
of  a  turbulent boundary  layer. 

Pr Cp« 

Re«+  -  Momentum thickness  Reynolds Number,  nondimensional. 

Re e /*8 

Rex    = 2/ 
Ree_dRefi_ 

r,        Cf 

-  Modified Reynolds  analogy  factor, 

81 " ~s,<~ri' 

* 2/3 
s=fpr r

3 for  laminar boundary  layers 
over smooth surfaces, 

T   - 

S = f(Pr,C'f , Mg )        for  turbulent boundary  layers 
over smooth surfaces, 
0.80<S<0.835   for 0 < M8 < 5 

S = f(Pr ,C'f .Mg ,ReL )   alternatively for rough  surfaces. 

Time  interval  in which  the mean  individual velocity component 
fluctuations are evaluated,   sec. 

1   rJ 
dt 

etc. 
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u        -   Frictional  velocity,   ft./sec. 

ur =  (rw //>   ) 

\^ or V     -   Frictional  velocity,   ft./sec. 

V, ='   (rw /pw)l/2 

a      -  Frictional heating  parameters. 

2 Cp Tw /»w 
Heat-transfer parameter, 

1/2 

ß-- Cp   Tw    rw 

Root mean  square  value  of  fluctuating velocity components 
at any point,  expressed  in  percents  of resultant mean 
ordered velocity, 

100   /    u,2 ■*• V|2+W|2    y/2 
|V| 

Eddy diffusivity  of  momentum,   (virtual kinematic viscosity, 
resulting from the  mechanism of turbulence),   sq. ft.   per 
sec,  at the region  "close  to the wall"  (laminar sublayer) 
it  is  only a function  of  the u   and   y as measured at  the wall; 

(du/dy) 

e - «(u,y) = n2uy 

where n  is  an experimental constant  at  the   region  "away from 
the wall"  (turbulent  layer) 

du 

dy 

2 (-^-\ 
a u   ^ . k2 V  d y   / 
dy" ) = 2  i   "  / d^in? 

v"d7"/ 

where k   is  thermal  conductivity. 

■L  -  Eddy diffusivity of heat-transfer,   (virtual  thermal diffusivity re- 
sulting from the mechanism of  turbulence),   sq.   ft.   per sec. 

T7 

w    - Exponent in viscosity-temperature ratio: 

^. = T" ,   w ~ 0. 76     for   oir 

Y  - Specific heat ratio,   nondimensional, y = -p2- = 1.40 for air. 
Standard Sea-Level  conditions. '' 

8   -  Local boundary layer  thickness,   ft. 

8    -  Boundary layer displacement  thickness,  ft. 
,8 

^ /(I- "ijr ) dy , ( 2-D, incompressible ) 
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■     t^tmm*** 

€   ~ Surface radiation emissivlty, 

e 

v   ~ 

P   - 

PH - 

ft» - 

Local boundary layer momentum thickness,   ft.;   in two-dimen- 
sional cases, 

6   = /~j- (l--^-)dy , (2-D, compressible) 

Absolute coefficient   of viscosity,   slugs/ft.   sec. 

Kinematic coefficient  of viscosity,   ft^/sec. 

,. — 

Air density,  slug/ft.3 

Air density at altitude H,  ft.   in slug/ft.3;   under Standard 
Sea-Level conditions. 

Same as/)8 -  local density oi  the outer edge of  the  boundary 
layer. 

Local shearing stress  at any point of a wetted area,   lb./sq. 
ft. 

idu \ 

Tf   - Local turbulent shearing stress at some point,   or the Rey- 
nolds stress,   lb./sq.ft.;   turbulent  shearing  stress due 
to fluctuating eddying nature of turbulence, 

T^ - Local laminar shearing stress at some point,   lb./sq.ft.; 
molecular shearing stress, 

w(lr) 
8   -  Boundary layer momentum thickness, 

8 -j    p ij   (I—n-) dy      for   compressible   flows 
•'o   ^   8 8 

K - Eddy thermal conductivity,  a property of turbulent trans- 
port mechanism, 

^CpV.T, 

(at,/ay) 

Displaced  thickness  boundary layer, 

8 :|   [l y_^dy for incompressible  flows, 

8 =J   (l - -^77-) dy for compressible  flows 

Displacement  thickness   of  the  boundary layer at  the  station 

X = XL 
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III. SUBSCRIPTS 

i   -'Referred to incompressible flow conditions. 

I   - Referred to laminar flow conditions. 

LAM  - Referred to laminar boundary layers. 

•   - Referred to turbulent flow conditions. 

TURB - Referred to turbulent boundary layers. 

w   - Reflects conditions at the wall. 

- Referred to free stream conditions at infinity, same as (A), H 

8 

B 

BT 

C 

CYL 

- Referred to local free stream conditions outside boundary 
leyer, same as (oo), 

- Refers to body in general. 

- Refers to the boattail section of body. 

- Refers to cones. 

- Refers to the cylindrical section of body. 

CYL+BT - Refers to cylindrical and boattail body sections, taken as 
an integral unit. 

. EXP - Refers to the respective exposed area of a missile part. 

F - Refers to fins. 

FORE - Refers to the forebody, i.e. to the body section ahead of the 
wings. 

FP - Refers to the flat plate, zero angle-of-attack. 

N - Refers to nose section. 

NC - Refers to nose cones or ogives. 

ROUGH - Rough surfaces. 

r - Refers to the reference area, same as ref. 

W - Refers to wing. 

WET - Refers to the wetted area of a missile part. 

ACC - Hears constant acceleration effects taken partially into account. 

av - Means an average value of the respective physical quantity 

." 
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aw - Refers to the adiabatic wall conditions. 

cr - Refers to the critical Reynolds Number value. 

• - Refers to  the equilibrium temperature  condition. 

f - Refers to the frictional force phenomena. 

H - Refers to the  conditions at any altitude H(ft)  in a Standard 
Atmosphäre   (i.e.   conditions  "at infinity" at the given alti- 
tude) . 

INS - Means  "insulated skin". 

L - Refers  alternatively to the  laminar boundary  layer;   interchange- 
able with   subscript  "LAM ". 

LAM        - Refers  to  the  laminar boundary  layer. 

M - Refers  to  the  total missile  configuration. 

IM - Refers  to Case IM for the total missile  configuration,   (fully 
turbulent  boundary layer). 

EM - Refers  to Case IIM for the total missile configuration  (par- 
tially  laminar,   partially  turbulent  boundary layer,   transi- 
tion at  the nose  cone). 

HIM - Refers  to Case IIIM for the  total missile configuration)  par- 
tially laminar,   partially  turbulent  boundary layer,   transi- 
tion at point  "B",   see Fig.   (2. 3-43 ) . 

UM        -  Refers  to  Case IVM for the total missile  configuration  (par- 
tially laminar,   partially turbulent boundary layer,   transition 
at forebody) . 

R - Means  "rough  surface" values. 

RAÜ       - Refers  to  the  radiation effects. 

r -  Refers  to  the  recovery temperature concept. 

S - Alternatively  refers  to  total,   or stagnation,  temperature 
concepts .• 

T - Refers  to  the  turbulent boundary  layer;   interchangeable with 
subscript   " TURB ". 

T - Refers  alternatively to skin temperature effects. 

TR -  Refers  to  the  "transitional" Reynolds  Numoer value;   for flat 
plates,   interchangeable with"Cr 'subscript,  assuming an 
"instantaneous"  transition from laminar  to turbulent boundary 
layer. 

A        - Refers  to  the  conditions  at  the wall. 

we - Refers  to  the wall equilibrium temperature. 

Ax        - Refers to  the  "equivalent"  turbulent  boundary layer start 
ahead  of  a  presumed  "instantaneous"  transition point. 
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I -  Refers  to nose  cone. 

2 -  Refers to  cylinder  + boattail. 

3 -  Refers to wings. 

4 - Refers  to fins, 

A - Means   increment  of a quantity. 

6 -  Refers  to  thermal equilibrium conditions  for non-insulated 
surfaces. 

oo -  Refers  to  local  conditions  outside   the  boundary  layer. 

IV.   SUPERSCRIPTS 

A -  Refers  to   set  of working graphs  "A". , 

B - Refers  to  set  of working graphs  "B", 

*        - Refers  to  physical and geometric quantities  reduced  to an 
"equivalent"  flat plate,   zero angle-of-attack. 

—        -  Defines  the  mean  value of  some quantity   in a turbulent 
boundary  layer;   for a time-dependent  fluctuating quantity, 
defines a  time-average value. 

-  Denotes  local  value of  some physical  quantity;  for instance, 
Cf' is   the  local  skin-friction coefficient  value at some 
section. 

I        -  Refers to  "CASE I"  vfully  turbulent  b.l.). 

I        -  Refers  to  "CASE  II"  (fully  laminar  b.l.). 

M       - Refers  to  "CASE III"  (partially laminar,   partially turbulent 
b.l.). 
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2.3 SKIN FRICTION DRAG COEFFICIENT ANALYSIS 

2.3.1 LAMINAR BOUNDARY LAYER FORMS OF CONTINUITY 
MOMENTUM AND ENERGY EQUATION -- CONTINUUM 
FLOW REGIME 

The general governing equations of 
fluid motion (Section 2.2) have not been 
solved, except for a few simplified 
cases of viscous, non-conducting, in- 
compressible fluid flows, around simple 
body geometriesCl,2) , i.e., assuming a 
constant viscosity, constant density 
and no heat-conduction.  Other more 
elaborate flow cases are usually 
handled by semi-empirical and analytical 
approximate methods. 

Using the Prandtl's boundary layer 
hypothesis(3), both the heat transfer 
and the viscous phenomena are restricted 
to a thin layer next to the body surface. 
Outside of the relatively thin boundary 
region the flow may be treated as invis- 
cid.  This hypothesis allows for a subse- 
quent approximation of the general 
governing equations by introducing addi- 
tional simplifying assumptions on the 
basis of an "order-of-magnitude" evalua- 
tion of the constituent physical vari- 
ables.  The resulting simplified expres- 
sions are called the boundary layer equa- 
tions.  Their most frequently encountered 
forms are listed below for two-dimensional 
boundary layer flow types. 

(i) Steady, Compressible, Heat Con- 
ducting, Two-dimensional, Laminar 
Boundary Layer Equations. 

CONTINUITY EQUATION: 

MOMENTUM EQUATIONS.' 

(2.3-1) 

In general,  with (F, = 0) and(5/3t = Ohrhe 
two-dimensional Cartesian  scalar form 
of the momentum equations  is: 

AiL + JLL 
3 fKM)] ♦«)♦£("£) ■ 

(2.3-U) 

i.e., with, 

v-O.        and      |-[M(jM+^)]~o. 

f^o. Jr(^)~0. 
(2,3-5) 

the two-dimensional,   steady, com- 
pressible,   laminar boundary layer mo- 
mentum equations  become: 

du du 
flU —     +     flV  T—= 

ay 

"dt + TMöT)  ' 
(2,3-6) 

(2.3-7) 

outer   edge   of the 
boundary   layer 

y 

(2.3-3) 

R| s Radius of   Local 
Curvature 

Fig.   (2.3-1)      Illustration of  boundary layer 
terms. 
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ENERGY EQUATION: 

The steady  two-dimensional flow 
"enthalpy" form  of  the energy equation 
with ( Fj s 0) andld/dr =0)and with the 
adopted assumptions   that  the viscous 
shear stress and  the heat-conduction 
terms in the «,-direction are negligible: 

'"[v£--fc(^)Mv£H' 

(2,3-10) 

In terms  of  the  local  stagnation  tem- 
perature,  T»    ,   concept and assuming: 

Cp=contt,      -5-<<l,      wa<<u2, 

(2.3-11) 
the alternative form of the energy equa- 
tion (2.2-10) becomes: 

arA diA H^^^d^y 
dTl ^T^^-^K-k-^fA 

k (2.3-12) 
Combining  the momentum equation  (2.3- 

6)  and the enargy  equation  (2,3-10), 
another alternative  form of  the energy 
equation is  obtained permitting for ex- 
plicit variations  in  Cp   ,   ^i.    ,  and   k    : 

cp=cpcrt, 

(2.3-13) 

MAIN ASSUMPTIONS: 

(1) A two-rfimensional uniform steady 
{d/dt-0)    flow pattern is assumed(u3= wjO). 
The body surface may be two-dimensionally 
curved.  Body forces are assumed zero 
( F, = 0). 

(2) The main  reference  coordinate  sys-. 
tem(0xi )    has   its   origin  at  the  forward 
stagnation  point,   (i.e., at  the  origin 
of  the boundary  layer)   the (»i =x) axis 
being coincident with the  body  surface 
and oriented  in  the  direction  of  the 
main flow,  while  the (Xj1V ) axis  is 
perpendicular  to  it. 

(3)  The local  coordinate system at 
any  point on  the  body surface  has  the 

( X|=x )  and (x2=y)  axes   locally   tangen- 
tial  are normal  to  the body surface. 
Thus,   for  vwo-dimensionally curved 
surfaces a  transformation  (or an 
eventual approximation)   of  the  local 
coordinate system to the main  reference 
coordinate system is  required. 

(U)   The boundary  layer   (momentum) 
thickness  is  very small  compared with 
the  distance  from the  stagnation point 
(or the characteristic  body  length), 

x 
or -«, (2.3-14) 

and relatively very large compared with 
the mean free molecular path (for 
gaseous fluids), 

4», or 4>>l 
X 

(2.3-15) 

The boundary layer  thickness  is 
thus  of  the order  of    y      , 

-jr<< I,.'.   8,-  O(y) , 

and grows  parabolically, 

8« ~ ■>/*   . 

(2.3-16) 

(2.3-17) 

(5)   The slope(v/u)of  a  streamline 
inside the boundary  layer is  of  the 
same  order  of magnitude  as     (8i|/x),i.e. 

0(-ü-)~   0 {■?■)   . 

.'. v< < u . (2.3-18) 

(6)  The viscous  forces  inside  the 
boundary  layer  are  of  the same order 
of  magnitude as  the  inertial forces, 
i.e.: 

ay    r   ay 
TüTJüTTxT 

• •  "•«   "      v 

~       0(1), 

> >    I 

or,  with the assumption  (4) 

-J-   ~   0{ Re" 2") . 

(2.3-19) 

(7) By an order of magnitude analy- 
sis(l,2) the y-momentum equation de- 
generates   tO      _^n 

17       ' (2.3-20) 
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i.e.,  p = p{x)   only,   estimated  (in  the 
first approximation)  from the corres- 
ponding  inviscid   (perfect  fluid)   flow 
solutions for a given  body geometry. 

(8)  The  boundary  layer equations   are 
not valid near the  stagnation point. 
Also,   the  surface  curvature  (if  any) 
must be very  small. 

x (2,3-21) 

i.e.,   the  boundary  layer equations  are 
not valid near sharp corners. 

The large  radius  of  curvature  assump- 
tion renders   the   velocity and the 
temperature gradient  in  the x-direction 
negligible, 

.äu << -iu. . 

dx 
< < il" 

dy (2.3-22) 

DISCUSSION OF  BOUNDARY  LAYER EQUATIONS 

The two-dimensional  form of the 
continuity equation  (2,3-1)   is not 
basically affected  by   the  laminar 
boundary layer order-of-magnitude 
simplifying analysis. 

The general  two-dimensional forms 
of the momentum equations   (2.3-3)  and 
(2.3-4)  for ^=0 reduce  to the simpli- 
fied  laminar  boundary  layer forms   (2.3- 
6)  and  (2.3-7)   in  view  of  the introduced 
assumptions  that  the  velocity component, 

v    ,   in  the y-direction and the  vis- 
cous forces  variations   in the x-direc- 
tion are relatively negligibly small. 

The general  "enthalpy" form of  the 
energy equation  (2.3-8)   for ( Fj = 0 ) 
and(d/dt=0)     reduces  to  the simplified 
two-dimensional  steady  laminar boundary 
layer form (2.3-10)  following the 
adopted assumptions  that  the velocity 
and  the  temperature gradients  in  the x- 
direction  (i.e.   that  the  viscous  shear 
stresses and  the heat conduction  terms 
in the x-direction)   are  negligibly 
small. 

Assuming that   (v/u« I )   and (C,= const) 
and  introducing the  concept of the local 
stagnation  temperature,  T, , 

'•    ' +    2Cp '  +   2Cp 
v<< u, 

(2.3-23) 

I    d   , u2 . 

I     ^ , u2 , 

dy 77 
lf-ff. 

(2.3-24) 

and  the energy equation  (2.3-10) 
takes  the  alternative  form 

dx dy        ay   rdy      dy 
iJL.n   $1' 

Cpfi     
rdy 

(2.3-25) 

which,  when  the Prandtl Number concept 
is  introduced. 

Pr = A^L (2,3-26) 

results in the energy equation (2,3- 
12), expressed in terms of the stag- 
nation temperature. 

Still another alternative form 
(2,3-13) of the energy equation is 
obtained by suitably combining the mo- 
mentum (2,3-6) and the energy (2,3- 
10)equations(10). 

In general, a simultaneous solution 
of the continuity equation (2.3-1), 
the momentum equation (2.3-6) and the 
energy equation (2.3-10), (2.3-12) 
or (2,3-13) (alternatively) is re- 
quired for specified wall conditions, 
a known longitudinal pressure distri- 
bution, p(x), and for a given flow 
variation of the gas propertiestCp./u.k,/»). 

(ii) Integral Forms of the Momentum 
Boundary Layer Equations 

The general two-dimensional unsteady 
compressible laminar boundarv layer 
equations (momentum and mass; for an 
insulated flat plate with a pressure 
gradient :^u   du  ^u   I ^p  | d   / ^u \ 

at   uax    ay "p a«   /»ay vMay / 

ay 

lT + T7^+i^0  '     (2-3-2) 
which are valid at any local point in- 
side the boundary layer, can be inte- 
grated across the local cross-section 
of the boundary layer, yielding the 
general form of the von Kantian momen- 
tum integral(7): 

it follows that: 
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^'"'Hi^'WWrJ 
0* (2.3-8) 

where 

V« -is the local (x) free stream 
velocity value outside the bound- 
ary layer, 

8K -is the local (x) boundary layer thick- 
ness, 

rw -is the local shear stress at the 
wall. 

For incompressible(/) = contt) viscous , 
unsteady flow conditions, the equation 
(2.3-2a) can be brought to a simpler 
form: 

The method is common in the boundary 
layer theories, the energy equation 
(2,3-10) being treated separately by a 
heat transfer investigation.  The 
approach is restrictive and implicitly 
presupposes a known functional inter- 
dependence between the energy and the 
momentum equations, usually expressed 
conveniently through some form of the 
Reynolds analogy concept.  But in more 
general cases, when such an approximate 
auxiliary Interrelationship between 
viscous and thermal transport mechanisms 
is too complex, or when a more exact 
solution is sought, the set of three 
independent differential equations 
(2,3-1), (2.3-6) and (2.3-10) must be 
solved simultaneously. 

The equations (2.3-8) and (2.3-9) 
provide, in a first approximation, a 
practical method for computation of 
the shear stress distribution, rw=f(x) , 
over a given body geometry, provided 
the local velocity profiles, u = u(y) , 
are known(6). 

(2.3-9) 

where 

5? =/(I- 
Jr.o V. )dy 

y-0 

is the so-called 
local { x) boundary 
layer "displacs- 
ment thickness", 
representing the 
local velocity 
deficit in the 
boundary layer. 

is the so-called 
local(x) boundary 
layer "momentum 
thickness", repre- 
senting the local 
momentum deficit 
in the boundary 
layer. 

The boundary layer thickness, 8, , 
ij usually defined at a distance in ihe 
local y -direction where ( u ~ .99 V«») , 
measured froai the wall. 

Note thet the expression (2.3-8) is 
derived by use of the momentum and 
the mass conservation principles only. 

(iii) The Thermal Boundary Layer 
Concept 

Comparing the results from a few 
simple and approximate theoretical and 
semi-empirical laminar boundary layer 
analysis, a few general conclusions and 
concepts are condensed in this section 
for comparative purposes.  The accom- 
panying Figure (2,3-2) serves as an 
illustration for the thermal boundary 
layer conceptual interpretations in the 
text. 

Viscous dissipation of the kinetic 
energy of the "ordered" flow within the 
boundary layer is realized through the 
shearing work performed on fluid par- 
ticles. Assuming a "no slip" (uw: 0) 
condition at the surface of an immersed 
solid body, the shearing work and the 
associated increase in the individual 
fluid particle (static) temperature, 
Tly), in general falls off toward the 
outer edge of the boundary layer.  The 
created temperature gradi; .t (dT7 äy ) 
across the boundary layer results in 
heat conduction and a subsequent vari- 
ation in the local value of all the 
fluid parameters wh:'.ch are intrinsically 
dependent on temperature, such as con- 
ductivity, k , viscosity,^ , specific 
heats, Cp and cv , density, p  , etc. 

Thus the shear stress distribution 
in the y -direction across a boundary 
layer results in a velocity profile 
u(y), and the associated momentum 
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dissipation boundary layer thickness, 
8k , as well as in a temperature pro- 
file, uy) , and a thermal boundary layer 
thickness, 8T. The respective thick- 
nesses of the two boundary layers, S« 
and 8T, are not necessarily the same, 
but they are mutually interconnected, 
since their transport mechanisms can 
be physically traced to the same funda- 
mental natural variable, the Peclet 
Number, Pc=RfPr , see Section 2.2. 

The thermal boundary layer concept 
for both insulated and non-insulated 
surfaces is illustrated in Fig (2.3-2). 
The said interdependence between the 
momentum loss and the heat conductivity 
within the boundary layers means that 
the skin-friction is partially dependent 
both on the mechanical energy losses 
and on the heat transfer rates, i.e., 
there is a definite implicit relation- 
ship between the skin-friction, the 
viscous shear stresses, and the heat 
transfer coefficients which can be 
summarized as follows- 

The skin-friction coefficient is 
directly proportional tc the velocity 
distribution profile shape (or the 
ordered flow momentum loss) within 
the boundary layer.  The velocity 
profile in its turn depends on the 
shear stress, r , viscosity, ^ , and 
density, p   , distributions for a 
given body geometry, surface condition, 
end the fluid flow regime (laminar, 
turbulent, continuum, slip, etc.). 
The viscosity and density distributions 
are again functions of the temperature 
profile, dT?dy , i.e., of the heat 
transfer rates. 

In a continuum flow, the relative 
importance of heat transfer effects in 
practical applications varies with 
thermal conditions of the solid surface 
(insulated or non-insulated), the speed 
of flow (compressible or incompressible), 
and the type of boundary layer (laminar 
or turbulent): 

For incompressible (M < -4) viscous 
flows along insulated surfaces, the 
heat transfer is relatively unimportant, 
both for laminar and for turbulent 
boundary layers. 

For compressible (M >.4) flows over 
insulated surfaces» the importance of 
the heat transfer phenomena increases 
with the increase in the Mach Number, 
the turbulent boundary layers repre- 
senting more severe case. 

For nonlnsulated surfaces»the heat 
transfer phenomena arc always important, 
the intensity of the temperature 
gradient value at the wall ,(dT^ d y ), , 
being the measure of the relative im- 
portance. 

(iv)  The Adiflbatic Wall Temperature 
and Tne Recovery Factor 

The adiabatic wall temperature, j\„  , 
is defined as the stagnation tempera- 
ture value of the boundary layer stream 
particles in direct contact with an 
insulated (adiabatic) wall surface 

y=0 • ( STX W' (2.3-26) 

under the  "no-slip" continuum flow 
wall conditions, 

y = 0  ,     u0 = uw = 0 

T0=  T0 

(2.3-27) 

and assuming that the wall is treated 
as the "zero" streamline of the 
general flow, i.e.: 

ysO,  v0=v=0 (2.3-28) 

Tor perfect gas flows, the Prändtl 
Number is less than or equal to one, 
(Pr S I) and the local adiabatic (stag- 
nation) wall temperature. Tow, is al- 
ways less than the respective local 
free stream stagnation temperature, 
T»oo , outside the boundary layer. 
The difference is due to the very 
existence of the thermal boundary laya; 
i.e., due to the heat flux away from 
the wall across a finite thickness of 
the boundary layer.  As a consequence, 
there is a temperature gradient, form 
ing a local static temperature profile, 
^(y) , and a local stagnation tempera- 
ture profile, T^y) , across the 
boundary layer, see Fig (2.3-2). 

For an isentropic and compressible 
external flow, the general perfect 
gas relationship is given by(6). 

1 + 

T,0 

^M 

l+U^Mf 
(2.3-29) 
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where subscripts (1) and (2) refer to 
any two points along a streamline. 

The stagnation temperature at an 
insulated wall (i.e., in the absence of 
heat flux from the wall to the adjacent 
fluid layers), if the fluid were pre- 
sumed to be brought to a rest isen- 
tropically, would be: 

or (2.3-30) 

P»Pm  = R T2   » 

Cp _   Cp-Cv        Y 
R         R       y-i 

t 

o4=yRT^    , 

'oo   2       •     "2 
_ (y-i)v^ _  v^ 

2yR          2Cp 

• T»-- T-+   2Cp 
(2.3-31) 

Since, due to an outward heat flux 
in an adiabatic viscous flow within 
the boundary layer the recovery (stag- 
nation) temperature is necessarily 
decreased, it follows that: 

T0  T0     T0 

■Tnl  l + r y-i £). r < I 

(2.3-32) 

where r is called the (adiabatic) re- 
covery factor, and is less than unity 
for Pr<l. 

Note that the condition 

.■».(-r)»-«.    „.3.33) 

of  the fluid  layer directly next  to  the 
insulated wall  is  established  only  after 
a steady  thermal  equilibrium state  is 
reached,   i.e., after  the  static  tempera- 
ture  profile  T0( y ) is  realized. 

The recovery factor, r    ,   is thus  a 
convenient measure  of  the  stagnation 
temperature deficiency  at  the wall due 
to  outward heat flux  (or  the  total 
energy dissipation)  across  tue thickneas 
boundary  layer.     Using  the  above equa- 
tions  (2.3-30)  and  (2,3-32),   the  local 
recoverv  factor can  be  expressed as 

W2Cp    T,0«-^     (y-i)Mi 

(2,3-34) 

^ Treatments  of  Tne Laminar Boundarv 
( v) Main Aspects  of Some Classical 

Layer Problem  -  The Karman-Tsien^'t)  and 
the Prandtl^)  Analyses   -  Steady,   two- 
dimensional.  Compressible,  Laminar 
Boundary Layers  for the Prandtl Number 
of Unity  and an Insulated Wall Condition. 

ASSUMPTIONS  AND APPROXIMATIONS: 

(a)     pf z   -^MJZ  =    s  s     u «   const., ft=^ = 

k   s   const. 

(b) An  insulated wall  of a rela- 
tively small and continuously convex 
curvature. 

(c) Due  to the assumed  value  of 
( Pr = I  )and the wall  insulation,  the 
local  stagnation  temperature, Tj ,  has 
the same value  in all  points within 
the  boundary  layer,   equal  to its  local 
free stream (inviscid  flow)   value, T,0^ . 

(d) In addition to the solid bound- 
ary condition ( v0= vw= o ) the usual con- 
tinuum flow "no slip" condition at the 
wall   (Uosu^o)     is  presumed  valid. 

Note:     In case of  insulated walls, 
the  term  "wall   temperature", T*  , is 
used conditionally,  denoting actually 
the  temperature  of  the  fluid  layer next 
to  the wall,    1t

o
0    ,   or    Tavi   ,  where  the 

subscript  (o)   refers  to  the  fluid  layer 
at y = 0, 

CONSEQUENCES: 
(l)  Interpretations  of  the energy 

equation,   valid both  for  insulated 
flat plates  _(3P/dx = 0   )   and  for small 
curvature walls (jP/dx^ 0):       "" 

The energy equation   (2,3-12)  takes 
the  form: 

K-fFM-gO-iW (2.3-35) 
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having as a particular solution: 

"'•*' T** A"»' COn,i ' T»« *     (2 •3-36) 
''W{C'T'*T)'   0 •     (2,3-37) 

dT. • (2.3-38) Cp.-u4lA 

I.e., the local stagnation temperature 
profile, T((y) , across the boundary 
layer (with u0*um=o)  becomes (see 
Fig 2.3-2): 

TT ■ T£» T,*, » T,Qw = ( Tj) = const. , 

C'tTJ» > T^y) 
(2.3-39) 

i.e., the heat flows from the wall toward 
the outer edge of the boundary layer at 
all points (a positive heat flux, q ), 
wbile the heat flux at the wall,q ,is zero. 

(2) Th«» Prandtl Number Interpretation 

The Prandtl Number can be interpreted 
as representing the ratio of viscous 
shear work to thermal heat conduction 
(see Section 2.2): 

■M 4^-*.^. 
(2.3-UO) 

For viscous and heat conducting 
continuum gas flows, the Prandtl Number 
is always less than unity (no dissocia- 
tion).  Its approximate laminar bound- 
ary layer value for near standard sea- 
level temperatures is .75, and it is 
only a weak function of temperature. 

In view of the equations (2.2-38) and 
(2,3-UO) for ( Pr» |) : 

/tu &•) 
k Pr » I 

(2.3-U1) 

i.e., the ratio  of  the viscous  shear work 
is  equivalent  to the thermal heat con- 
duction, which means that the viscous 
boundary layer, 8(K) ,  and the  thermal 
boundary  layer,   8CP) , have the  same 
thicknesses  locally.    The recovery 

factor(r) for the case  is unity,  as 
follows from equations   (2.3-34)  and 
(2.3-39). 

(3) Interpretations  of the Momentum 
and the Energy Equations for Insulated 

(Zero Flat Plates Pressure Gradient). 

The established  steady viscous  flow 
pattern and the wall  temperature are 
uniform along an insulated flat plate: 
both the  velocity and  the temperature 
profiles  are constant in the x-direction, 
the  viscous and the  thermal boundary 
layers having the same  local and the 
same average thicknesses. 

With ("Jx      ^ ,   the momentum equation 
(2.3-6) in the x-direction becomes: 

dx + pv do. 
y 

d 
?7 ("^ 

(2.3-42) 

For(Pr=l)and an  insulated plate, 
the momentum equation  (2.3-U2)  and  the 
energy equation  (2.3-35) are simul- 
taneously satisfied when the follow- 
ing parabolic  temperature-velocity 
function is assumed(3): 

r.0 u* 
2Cp r = T^-^-=   Au+B (2.3-43) 

where the constants(A) and(B) can be 
determined from the boundary conditions: 

At the outer edge: 

At the plate: 

y = 0 

.'. A ■ 

,0=0 

V« 

V=T;0= TaV(T;), 

B = T! ■» » 
(2.3-44) 

and: 

T*- T0 

T» -T» 
'tm   '« 

(2.3-45) 
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Since: 

C   - -X. 
P y-l 

Ti(r-i)   • 

^-Mi2^ Ti 

(2.3-^6) 
the equations   (2.3-U3),   (2.3-^)  and 
(2.3-^) with  (T^rT^)   yield: 

T;    TS,    Ui   7 V,+  2 M» vj    vj 

(2,3-'+7) 

or alternatively, 

( T-- Tj) = ( T.'.- Tj) V ^1  M^ T;(-^)a 

(2.3-48) 

(4)  Heat  Flux at any Local Point,q(y). 

Fourier's   law for the local heat flux 
per unit mass  across the boundary layer 
in y -direction  is by definition (see 
Section 2,2): 

(2.3-49) 

or,   by differentiating the equations 
(2.3-47) and   (2.3-U8)  respectively, 
the  local heat  flux at any point within 
the  boundary  layer is: 

'■-£[(4-')-*H&-)' 
(2.3-50) 

(2,3-51) 
In terms of  the local shear stress 

and   the Prandtl Number definitions, 
CpM 

k       ' (2.3-52) 
T   =   fj. i'w) ' Pr   = 

the equation (2.3-51) takes the form: 

q = -£- 1£ [(TJ-V^-My-DM^T.«-^] , 

(2.3-53) 

(5) Heat Flux at the Wall.( le***   ) 

for the fluid layef at the wall,(sub- 
script "o* ) the velocity gradient in the 
y -direction is always positive: 

y = 0 • (4j)( 
> 0 for u

0 
s uw = 0 . 

0 (2.3-54) 

(6)  Insulated Wall  (adiabatic Flow 
Conditions at the WalTT     ~ 

At an  insulated wall,there is no 
heat flux between the wall  (subscript 
"w ")  and the fluid  layer directly in 
contact with it  (subscript  "o"): 

'.".-'(•£1'» • 
-^1=0       tine«    k#0. 

(2.3-55) 

Then, in view of the equation 
(2.3-50): 

q^O 
(2.3-56) 

is  valid,   in general,  for any insulated 
wall. 

When the additional assumptions 
C^ = l)and(x= Oare introduced,  the 
equations  (2.3-56)  and (2.3-32) yield 
specifically: 

C »■£ «C- (2.3-57) 

Under the adiabatic conditions 
(2.3-56)   the energy equation 

+ C-T = conslon» (2.3-58) 

implies that the energy content per unit 
mass is constant throughout the boundary 
layer. 

(7) Non-insulated Wall 
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Since ( "U/Öy )w is always positive, 
the heat flux equation (2.3-50)  yields 
the following conditions at a non- 
insulated wall,  see Fig  (2.3-2): 

For a cold wall: 

>0   i 
(2.3-59) 

aw (2.3-61) 

Under the adiabatic conditions,   the 
"wall temperature" term, T^    ,   is 
actually without a real meaning,  since 
the wall is  insulated and its  tempera- 
ture is not related to the fluid flow 
at all.     Thus,   the equality, 

O O 0 

(2.3-62) 

i.e.,the heat flux is from the fluid 
to the wall,   and for a hot wall: 

(2.3-60) 

i.e., the heat flux is from the wall  to 
the fluid. 

Alternatively,   analyzing the heat 
flux expression (2.3-53), and recalling 
that the heat flux is considered positive 
away from the wall,   the following con- 
clusion can be drawn,   see Fig  (2.3-2): 

When ( T* > TIB),   the heat flux  is 
positive at  the wall   (q^O)    ,  and 
remains  so  throughout  the  boundary  layer, 
(q>0) ,   i.e., it reflects   the hot wall 
conditions. 

When (T°<   T,0»),   the heat flux  is 
negative at  the wall (qw< 0) ,  although 
at some points in the boundary layer it 
may be  locally directed  away  from the 
wall (q^O)^   i.e., the cold wall conditions 
are manifested. 

The heat  flux expression  (2.3-53) 
can be further utilized for a later 
derivation  of  the Reynolds Analogy  con- 
cept,  provided the following clear dis- 
crimination  of  the   temperature conditions 
at the wall are realized: 

(a)  The adiabatic flow conditions 
exist only   if  the wall  is  insulated. 
Then,   for all Prandtl Number values (Pr< I), 
the "adiabatic wall" temperature,   Tj,, ,   is 
actually  the  stagnation  temperature  of 
the  fluid  layer next  to  the wall  under 
the  "no-slip" condition (u=u=0   ),i.e.: 

for insulated walls can be used condi- 
tionally  only,   i.e., provided  the 
adiabatic  temperature of the  fluid  layer 
next to the wall,  Tt^» T^,      ,   is condi- 
tionally  termed  the "wall  temperature," 

When the real value of the Prandtl 
Number (Pr< I) for nondissociated gases   is 
used,   the adiabatic wall temperature, 

ToW   ,   is  less  than the corresponding 
free stream stagnation temperature,TJ^; 

(O = T.0= T" <T* (2.3-63) 

and also 

To,w<   T.'Cy)   ,        ^(y)*!;« 

(2.3-64) 

(b) When  interpreting the non- 
insulated wall conditions  the  "adiaba- 
tic wall"  temperature concept, Tow,   is 
sometimes  artificially introduced for 
the sake of comparison with the  "insu- 
lated" (i.e., idealized) case.     This 
artifice should be again  interpreted as 
a conditional and useful convenience 
only,   since for non-insulated walls  the 
temperature  relationship 

'»o      'w< 'ow      'te 
(2.3-65) 

is  in force,   »her-e  the wall temperature, 
(T^) ,   is  now a real quantity,   and 

T   = T 

.'.   T« ^T'^OTV) 

(2.3-00) 
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under the assumed "no-slip" condition 
(uw=V0). 

(c)   The assumption{ Pr^Dis  sometimes 
used  (rather inconsistently)   both  for 
the  insulated and the non-insulated 
wall conditions.    As  specified earlier 
in the subparagraph (2),   it represents 
an  idealized approximation  regarding 
the  treatment of viscous and heat 
conduction effects within  the boundary 
layers.     When applied  to  the  temperature 
distribution analysis,   the  approximation 
(Pr = I) renders the adiabatic wall   tempera- 
ture,   7^w   ,  equal  to  the free  stream 
stagnation  temperature,   TJ« : 

introduced  in  various  semi-empiricai 
or theoretical  analyses  of  the  boundary 
layer problem. 

(a)  Assuming ( Pr = I),  and  the   insu- 
lated wall conditions,  the  local 
Reynolds  analogy takes  a  very  simple 
form for  both  incompressible and  com- 
pressible  laminar boundary  layers(3) 
the  incompressible flow approximation 
being more accurate: 

(c..r (Nu,),, 

<*•«'»  (2.3-70) 

T£r V. (2.3-67) 

which,   for  insulated walls  leads   to 
the very  special  overall  temperature 
equality   (see subparagraph  1): 

T0- T0   • •o»-   'too T,MT;) = const.   (2>3.68) 

(d) It should be noted that all the 
above temperature definitions are valid 
only under steady flow thermal equilib- 
rium conditions.  For unsteady flows 
or during the traditional thermal con- 
ditions, prior to the establishment of 
a steady equilibrium state, the dis- 
cussed temperatures represent only an 
eventually limiting case. 

(e) With the above idealized tem- 
perature definitions (2.3-68), assuming 
a Prandtl Number of unity ( Pr = 1) and 
using the term "adiab^ti(j waoll tempera- 
ture" conditionally'Taw^to'T» jo), the 
heat flux at a non-insulated wall (q^O) 
and the real wall temperature (Tj) can be 
conveniently obtained from the equa- 
tion (2.3-53) under the "no-slip" con- 
ditions ( u0=uw=0 )  in terms of the 
shear stress at the wallCr.,) : 

<;-=Cp -SMC- V») = Cp-äM T; - T^ ) 'p v« 

(2.3-69) 

(8)   Reynolds Analogy Concept  for 
Pr=l    "   • 

The Reynolds  analogy represents  a 
functional relationship between  the 
skin-friction and the heat  transfer 
coefficients.    The form of the  func- 
tional  relationships  depends upon the 
assumptions and  the approximations 

which is   obtained from Eq   (2.3-69)   and 
the following definitions: 

{Cu\ - 
2 PCB V 00 

(sO,» 
Cp/CfeV,, 

-is the local(x) skin 
friction coefficient 
by definition, based 
on local free stream 
value (oo) of the dy- 
namic pressure. 

-is the local(x ) dimen- 
sionless heat trans- 
fer coefficient, 
based on local free 
stream (oo) values of 
(«land (V,,).  It is 
called the local 
Stanton Number. Al- 
ternatively: 

K 

.. •» Jn (Nu«)o 

by assumption. 00 

hx 

oo 

h = 
T0-T* 'w    'ow 

-is another dimension- 
less locaI(x)heat 
transfer coefficient 
definition, called 
Ehe local Nusselt Num- 
er.      

-is the dimensional 

ft. lb.  I 
c- ft2 OR.J se 

local(x) coefficient  of 
heat transfer,   ob- 
tained directly  from 
Eq  (2.3-69).     It mani- 
fests  that  the direc- 
tion of heat flow  at 
the flat plate  sur- 
face depends  upon  the 
differenced^-ToJand 
that it  is   indepen- 
dent of  the differ- 
ence. (   Tj-T»,  ) . 
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• 

>MW 

I fe'-- «i 

S"T"^CD V   (T*- T* ) 
dQ/dt 

dA 

-   Is  the local it) heat flux ( dQ/dt) 
per unit area(dA)at the wall 
Alternatively,  using the 
relationship, 

C dg/dt; 
t     ft-lb.    1 
[    ttc-ft*   J 

T.« ' T. » +T?^  s  Tow 

the expression for the local heat flux 
per unit area at the wall(w)    ,  becomes: 

'JJO. 
1 

T* -T* —* at 

Note:     The above definitions are 
referred to the local free  stream(oo)con- 
ditions.    They can be (and are some- 
times)  defined with respect  to the 
local wall(w) values of the fluid pro- 
perties   (O,   (/O »   (p*)i  hut retaining 
the  reference  local  free  stream velocity, 

( V«,   ) . 

(b) When a more realistic compres- 
sible  laminar boundary layer Prandtl 
Number value (Pr< I)   is  introduced  ,   the 
Reynolds analogy takes fonn(8): 

[St.], JPf«], -2/3 
[dimentionless] 

(2.3-71) 

iWitt]*    '    ^•"•tonl«"3 C2.3. 72) 

(2,3-73) 

(2.3-7U) 
2 

iac« 

rzvi   T;.-T;] . , (2-3-75) 

LTvI"    Tjw-Ti  J«=    '      ' (2.3-76) 

The above expressions are valid for 
an insulated flat plate and Mach Num- 
bers (8)   low enough,  so that,   in a 
first approximation,  the coefficients 

ft  and   k    are treated as constants. 
For a  range  of Mach Numbers up to  5, 
the  laminar boundary recovery layer 
factor value is (for air)(9); 

r   =   . 84~.e55 

(c)   The expression  (2.3-71)   is 
formulated in terms of local conditions. 
It can  be  shown(5,6)that  it  is  equally 
valid  for average or total values   of 

CfA   and StA   (referred  to the ambient 
atmospheric conditions) 
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2.3.2     LAMINAR BOUNDARY LAYERS  ON  FLAT PLATES 
CONTINUUM FLOW REGIME 

A great number of laminar boundary 
layer solutions exists  in technical 
literature for a wide ran^e of Mach Num- 
bers and temperature conditions, and for 
an array of simple body geometries and 
angles of attack.     For the limited prac- 
tical applications  of the drag force 
analysis, the presumed small angle-of- 
attack variations are considered to have 
negligible effects  on the average skin- 
friction coefficient values and the flow- 
separation phenomena are excluded.     The 
flat plate results are  in most cases con- 
sidered adeauate,   since,   in a first 
approximation,   they can be easily 
corrected to three-dimensional body 
configurations,   as  later specified. 
Therefore,  the few flat plate basic re- 
sults from the commonly accepted sim- 
plified theoretical  solutions are pre- 
sented only.     The results  are generally 
found to be in a good agreement with 
the corresponding experimental evidence. 

(i) Local Skin-friction and Heat Trans- 
fer Expressions  for Two-Dimensional Com- 
pressible Laminar Boundary Layers on    ~ 
Flat Plates With Pf= I and dp / flx = 0~ 

For flat plates,the energy Eq(2,3-12) 
and the momentum Eq (2,3-6)    take the 
simpler form when the energetic assump- 
tion    Pr = I      and  the momentum assumption 
(dp/dx)   =0     are introduced respective 
ly: 

ay .    dt:   d i  dT:\ 

Pt = fiCp/k = I 

du,       du ,   d /    du \ 

(2.3-77) 

£■<• (2,3-78) 

TT^S-S8^ (2.3-80) 

which is a particular solution. 

For Pr=I , the very restrictive 
solution given by the Eq (2.2-80) re- 
duces at the wall (u = 0) to: 

T^ « i; » T; » con«t, 
(2.3-81) 

which represents the special case, of a 
non-insulated wall in thermal equilib- 
rium with the boundary layer flow 
having krCp^.=const characteristic. A 
less special case is to assume that the 
flat plate is insulated, i.e.: 

V. = T; -  Ti.= eon.1 ,    (2.3-82) 

where T*w is the adiabatic stagnation 
temperature of the fluid layer next-to- 
wall ( u = 0).  In both cases, the local 
heat flux at any point through the 
boundary layer 

AT* u d\t du 
'-'^''cm'^T*     (2.3-83 

is positiveiau/dy >0 ) , i.e., toward the 
outer edge of the boundary layer, while 
at the wall (u= 0): 

q =0 
(2.3-84) 

The momentum Eq (2.3-78) for dp/dx=0 
and Pr = I is satisfied in general i.e., 
regardless of the special case (^.3-80), 
if W: 

where, in general: 

u = u (x.y) 

v = v (x,y) 

T,«=T,Mx,y) 

TT'TjMx.y) 

fiz fi  (T«)=fU,y) 
k= CPM . 

(2.3-79) 

The energy Eq (2.3-77) for Pr = I is 
satisfied if the local stagnation tem- 
perature, TJ , is constant everywhere: 

T» + 2Cp 
Au + B (2.3-85) 

where the constants A and B are found 
from the (non-insulated wall) boundary 
conditions: 

when  u = V. TTJ T^, 
Pr=l 

when  u = 0  V a TI 
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f. • 
■ 

%■ ■ 

(2.3-86) 

the  local heat  flux  is  always  positive 
(away  from the wall): 

q^kly-DMiCu^) 
ay 

(2.3-92) 

v. T;.-T; 

Cp  " vi " 

(2.3-87) 

(2,3-88) 

the explicit relation between the local 
temperature, T* t and the local velocity 
component, u , takes formC'O: 

T: T: W: '/V.4 2 ^v.v1 v.^ 
(2,3-89) 

••^-1:= (T;.-T:)-Si--^i.MiT:(-H-)2 . 
*• "  V,   2  " " V V.' 

(2,3-90) 
Referring to the illustrative Fig 

(2,3-2),  the  temperature  profiles  for 
a non-insulated wall can be specifically 
reinterpreted  in  the  terms  of  the  "on 
Karman-Tsien  typeCO   of  solution given 
by the Eq  (2,3-90),   (i.e., tor Pr =  I    and 
dp/d*   -   0    )   as   follows: 

Defining  the   local heat  flux as 
positive when directed  toward  the  outer 
edge  of  the  boundary  layer (+y)and 
differentiating   the Eq   (2.3-90): 

(2,3-91) 
the following conclusions apply: 

For a hot wall, T°> T°m,  the  local 
heat  flux within  the  boundary  layer  is 
toward    its outer edge,   i.e.. It is 
positive  in all  points. 

O    O 
For a cold wall,Tw<Tt(D , near the 

plate the local heat flux is towards 
the wall (negative), but at some 
points away from the wall,the heat flux 
may reverse its trend towards the outer 
edge, depending on the T^ value. 

For an insulated wall, or for a 
special thermal equilibrium condition 
of a non-insulated wall, when 

■w    '»00  '• 

The heat flux at the wall (u = 0 ) 
is obtained from the Eq (2.3-91): 

**" Cp ^t(T: ■^ = CP -^ ("^ -T-*) 

(2.3-,?3) 
or, alternatively, by differentiating 
Eq   (2.3-89): 

where (2.3-94) 

(±L)   -.^L-  SLrm        for    Pr=-^=l 

Since(du/dy )w     is  always  positive, 
the  three conditions  at  the wall tre: 

For a hot wall: 

(^K <(-!-') (2.3-95) 

the heat flux is (qw>0) , i.e., from the 
plate to the fluid. 

For a cold wall: 

, -1 Ml > I     " (^K> (S--0 
(2.3-96a) 

the heat flux is (<),,< 0 ) t   i.e., frQm the 
fluid to the plate. 

For an insulated wall (adiabatic 
conditions): 

V 

«.-0, f -^«i 
V = T; CM V.= T;.T;. 

or T;« = ru,-- T: 

(2.3-96b) 

(2.3-97) 

(2.3-98) 

where the subscript (0) denotes the layer 
next-to-wall(u = 0 ) . 

The combined conditions of(ap/ax)= 0 
and Pr = l, resulting in a more general 
(non-insulated wall) solution given by 
the Eq (2.3-81), imply that the viscous 
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and the thermal boundary layers have 
the sace thicknesses: 

8X = 8T (2.3-99) 

Furthermore, from Eq (2.3-93), the 
dimensional heat transfer coefficient 

T0-To 
'w     ■to» 'm       la (2.3-100) 

is  obviously  independent of(T«- T£ ). 
Then,  in  view of Eq  (2.3-99)  and  (2.3- 
93),  a simple form of  the Rey- 
nolds  analogy concept  is obtained with 
the subscript(")   indicating  the  local 
reference free stream conditions  out- 
side the boundary  layer: 

Cf.^ 

St,: 

1/2 /"«Vi 

h 

(2.3-101) 

(2.3-102) 

■c -T?* V, 
Cprw   _ i/2Cf,/>,V^Cp 

*-= h = 
V« 

and since 

h 

Cf, 
Pf»=  I  , 

(2.3-103) 
(2.3-104) 

St.; 
Cp/B«V« 

Pr,=  I 

hx km 

CPM« 
M« 

Nu«= -^  Re,.:  St, Re*, 

Nu« 

*pmym    Pr, Re,, 

(2.3-105) 

(2.3-106) 

The heat  flux at  a non-insulated wall 
can be expressed  in  terms  of Cf, and V, 
using Eqs   (2.3-103): 

qw s-^P.V, (T^-T.rjCp     , 

Cf. 
2 2 

T>  ~ Tom r 
T*  -T»    1 

(2.3-103) 

(2,3-107) 

(MLT-2 JCT-'L"2)]. 

(2.3-108) 

When the  local  skin -friction and 
the local heat  traasfer coefficients 
are defined  respective  to the wall (w ) 
instead  to  the free  stream (• )reference 

conditions: 

T" stw = 
h 

^ m)p.vi ' Cp PmVm 

Rt,w = 
PwiV, 

(2,3-109) 

The local  relationships  are given by: 

Stw = 
_Cf, 

2 
Cf* 

Nuw
r ^r—  = Stw Re,w 

(2,?-110) 

(ii)    Some Special Solutions  of 
Steady,  Compressible Laminar Boundary 
Layers, Pr = I , dp/dx = 0  , 

Two-Dimension Definition  of  the average 
skin-friction  drag coefficient 

For an arbitrary   two-dimensional  sur- 
face s = ?(x,z = b/,   see Fig  (2.3-2),  and an 
arbitrary SREF: 

D=CD-^SREF = bj^|i)wd, = bjrrwds   ' 

(2°. 3-111) 

rm = Of« 
P.V* 

■• Cn = 
SRCF 

•/ Cf,dt 
Jo 

(2.3-112) 

(2.3-113) 

For a  flat plate   (one  side)  ds -dx, 
s = LFp- 

For a given Mach Number, M» , the 
local skin friction coefficient on a 
flat plate  takes  the analytical  formCS): 

Cf» = contt x   Re ,(-^a KM 1-1/2) (2.3-11U) 

and  thus 

V/2^   ' C0 = — f CUdx = * —*- f Rt! 
SREF^Q SKEF^Q 

CD   SKAPJ/.! JO 2SREFLV.V.L/ 

SREF SREF (2,3-115) 
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and since at  the distance   LFP,  the 
local skin-friction coefficient is 

(Cf.)LS*R.!-"*> 
(2,3-116) 

it follows  that,   in general,  for com- 
pressible laminar boundary  layers over 
non-insulated flat plates  (one side): 

Co = |^LL 2(Cf.)L   , 
»REF (2.3-117) 

or,   in terms  of the average skin-fric- 
tion coefficient , 

C'AV= —fcf- dx = 2«fRt (-1/2) 

Effects of a cool wall with    TJ/   T# 1/4 
are illustrated in Figs   (2.3-7), 
(2.3-4),   (2,3-6). 

Effects of a variable exponent w > 
see Eq (2.3-119), are illustrated in 
Fig (2.3-8). 

•-   2 

(o) 

/ ^S 
/ \ M«> 0 

\J 

i/t 
\ 

■^ ^s 
\ sJ 

''o 

-■ 

■■CfAV= 2(Cf«)L 

(2,3-118) 

(1)  Von Karman -  Tsien Solutions^), 
Non-insulated.  Smooth'T~'Flat Plate at a 
Zero Angle-of-Attack  (Sec previous Sub- 
paragraph 1): 

Assumptions" 

P,.^.,.   iH.o 

/x{T»)   SM-(4D' w  s-76 

(2.3-119) 

Local solutions for an insulated 
flat plate,   Figs  (2.3-3),   (2.3-U), 
(2.3-5)  and  (2,3-6) 

7'£?"[(T)<.2]    ' V«B     '«A1«        LX,(, J (2.3-120) 

T*   J2   . ^y-1 «2   * IY M o '/'l H8 iis, + —M-BfliT-)n,-J ' CD CD 

1/2 I/« (2.3-121) 
ZCf.R«,..»  4NU.R.,,.»   f (M.)   » (2 3_122) 

RtlC s   R««Jrl)  "^    «   '-76   »    (2.3-123) 

1/2 1/2 
2Cf, R«,,, =  4NuwR«,ws    f  (M,,) 

10 

no a W\ PI " s M_«in _l 

^04 

02 

n 

/ ^^ 
y 

' / 
/■ 

/ 

(2,3-124) 

0    2    4    6    8    10   12    14   16 

(y/i)>/Rty« 

Flg.2.3-7    Ttmptralurt and vtloeHy prefllM, 
Tw/T»»l/4,Pr'l,0Bd M«0,76. 
(Rtf.4) 

(2)  Steady, incompressible Laminar 
Boundary Layer Along a SmoothV inau- 
lated Flat Plat^ at a Zero Angle-of- 
Attack Assuming a Linear velocity 
Prof lie ^^; 

pr. i.   ^ •0 •    u • v-(Tr)   * ox 

Cf. - ^ (Rt..)-'^      , 

a,,   J.   V.L    V,J   '       6 (2.3-125) 

2.3-17 



• 

I?»   3 (2.3-125) 
cent'd 

(3)  The blasius  Solution^6).(Referred 
to as  "Exact"): 

Steady,  two-dimensional,  incompres- 
sible laminar boundary layer along a 
smooth,   insulated  flat  plate, at a zero 
angle-of-attack ( dp / dx = 0 ,    Pr =  I ), 
see Fig (2.3-8): 

,.:5.2r 5 2x 
(Rt._)i72 

•     (••/       u  \ 1.7208 x 

.664 
,1/2 

(2.3-126) 

(2.3-127) 

(2.^   128) (R«xJ 

/. ^w^11        I   rL 1328 
= f/cf0tfx= ,;, =   2Cf    . 

(2.3-129) 
T/.V.-L (Rt.)' 

Fig. 2.3-8   Effect of  variable viscoiity on 
theoretical   skin  friction for flat 
plate.:Ref. II) 

(k)   The Pohlhausen Solution^8) 
(Approximate): 

Steady  two-dimensional  incompressible 
laminar boundary  layer along insulated, 
body surfaces with  a  known inviscid  flow 
pressure  distribution ( dp/dx = f(x ), Pr= I )   . 

The  solution  is   ob.cained by applica- 
tion of  the Karraan momentum integral, 
Eq  (   2,3-8    ),   and   by assuming a  velocity 

profile shape given  by  a  fourth degree 
polynomial.     The analysis   is  sometimes 
called the Karman-Pohlhausen method. 
The  results  are  in a good  agreement 
with experimental evidence and with 
other theoretically more  "exacf'solu- 
tions,  up to  the  point  of  boundary 
layer flow separation ( dp/dx  > 0 ). 
The  inviscid  pressure distribution 
dp/d*-   f (x) must  be known. 

For a flat plate  at a  zero angle-of- 
attack, ( dp  / dx ).= 0,   Pr « I        : 

t - 2 55 

-1/2 

e. 37 

s. 315 

St. 
8, ' 

3 
10 

Cf   Re!/2 =   .686 
CO        »oc 

(2.3-130) 

100 

10       12       14       16       18      20 

Fig.2.3-9   Boundary-layer thickness on flat plate under 
Sutherland  law, Pr =0.75,(Ref.4) 

0        2       4 

Fig. 2.3-10    Mean skin friction on flat  plate under 
Sutherland lew, Pr = 0.75,(Ref.4) 
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Fig.2.3-ll    Heat  transfer   on flat plate under  Sutherland 
low, Pr =0.75. (Ref. 4) 

(5)  Incompressible Laminar Boundary 
Layer, Insulated   (.one side;       b'j-at  tHate 
(Pr = I .dp/(jx = 0) -  Comparative  Table: 

-  
Linear 1.732 3.00 ,578 

Blasius 1.729 2.61 .66k       \ 

Pohlhausen 1,752 2.55 .686 

Karman-Tsien -- — .665  1 

{$)*£ 8» 
6 ".R.1.^ 

(iii)  Two Dimensional Compressible 
Lamina..   Boundary Layer on  Flat Plates 
With Arbitrary Prandtl Number-van  Driest 
Method*^ ^ ~ 

When Prandtl Number is not unity,   it 
becomes  considerably more difficult  to 
solve  the governing  laminar boundary 
layer equations,   and usually the approx- 
imate  analytical methods are used  in- 
stead.     The  von  Driest's  solution(l-2) , 
based  on  the Crocco's method and the 
Sutherland's  law , 

-1/2 

*«»S\W     T^   S   = \ T»/     14 [(S/Ti)/(T«/T^)] 

Pr = .75   , (2.3-131) 

is  commonly accepted  in practical  appli- 
cations  for(0 <MA<20)andt-250,F<TA

o<3250<,F). 

The method  is described  in the  section 
on  turbulent  boundary  layers,   the 
laminar boundary  layer solutions  are 
graphically  illustrated  below in 
Fig (2,3-9)   to  (2,3-11),   (see preced- 
ing page), 

(iv) Shock Wave  Boundary Layer Inter- 
action at Hypersonic Speeds, Laminar 
Boundary Layers 

At hypersonic  flow  speeds, MA » I  , 
the boundary layer is  thicker than at 
supersonic  speeds  for the same Reynolds 
Number  value,   primarily due to  large 
temperature gradients  near the  body 
surface.     The  oblique strong bow shock 
wave is detached  and  tends  to wrap up 
around  the body  contour,   leaving a 
diminishing corridor for the  inviscid 
flow region between  the wave and  the 
effective  (real  plus  boundary  layer) 
body thickness.     The  increased rate  of 
growth  of  the  boundary  layer deflects 
the inviscid flow  streamlines  and thus 
effectively changes  the pressure distri- 
bution,  which  in  its  turn,  feeds  back 
into the  boundary  layer and affects   its 
growth,   skin-friction and heat  transfer 
rates, 

In case  of a  steady,  hypersonic 
laminar boundary  layer  over flat plates 
at zero angle-of-attack,the following 
practically  important aspects and 
corrections cen  be noted^l3,l^): 

The.local,(x),   deflection, Ö, ,   of  the 
inviscid flow  streamline  by the  bound- 
ary layer growth  is  computed on the 
basis  of the  Prandtl-Mever relationship 
at hypersonic  speeds (1-3) ; 

e« KI ■/C~ T^2 

(2.3-132) 

where 

K| 

K.' 

=  .5985 (y- I ) 

Cp 
Cv 

for an insulated 
flat plate , 

m m for a non-insu- 
lated flat plate, 

- is  the  specific heats  ratio , 

- is  the  flat plate local wall 
temperature degrees  absolute. 

M^, -  is  the  local undisturbed  (i.e., 
not corrected for interference 
8 ) Mach Number of the  invis- 
cid flow  stream outside the 
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W''- 

boundary layer (subscript » ), 

C » .612" *•■ t*1* linear proportionality 
factor in the viscosity-tempera- 
ture relation, fi-CJ*t 

(Rt.) 
p«y. 

M» 
-  is the local undisturbed 

(i.e., not corrected for 
9 )  Reynolds Number re- 
ferred to the local in- 
viscid flow conditions 
outside the boundary 
layer (subscript • ). 

The locali (* Kpressure disturbance of 
the  inviscid  stream,  deflected by the 
6,   angle due  to boundary layer growth, 

is  (in a first approximation): 

p.     \] f     2—  M«Ö.; (2.3-133) 

and 

^C« I +(y-i)Ki yc"T 
'A 

-^« I + K;^rj   , 

M. 
(Rt, «1/2 

(2.3-134) 

(2.3-135) 

(2.3-136) 

(2.3-137) 

where 
Mi -is  the so-called  inter- 

action parameter,  and  the 
physical quantities with- 
out subscript (p.T*,/>, V ) 
denote the local corrected 
(for 8   effects)  valaes  of 
the inviscid stream out- 
side the boundary layer. 

The  parameter, x    .   is a measure  of 
the  interaction intensity between the 
viscous ard the inviscid flow patterns. 
A weak interaction is characterized by 

(7 << ' )    » when ( p ~ p«) , and a strong 
interaction  by    x~0(l), when  the 
corrective effects  of the   p > p^ 
feed back into  the boundary  layer must 
be taken into account.    Then,   the 
corrected local boundary layer thickeness, 

8,   ,  and the  local skin friction coef- 
ficient, Cf    ,   referred to the ambient 
flow    conditions  in front of the bow 
shock  (subscript   A )  for a non-insulated 
flat plate and a weak interaction,x^OH) 
are(13,lU): 

SCR»,) 
1/2 

a- =  2.S5 ^ <T) 

(2.3-138) 

/2 

(2.3-139) 
where 

— «I + .599y(y-l) x + .090y( y-l)2(y+l)x2, 

C*  s   —     ——     t 

MA T: 

MA 

(2.3-140) 

(2.3-LU1) 

(2.3-1U2) 

MA = oA  = iyRT{ ,1/2 

^ 
(2.3-143) 

57^~0"i 
Since for the  case of the weak inter- 

action,^ ~ 0( I )   ,   the ratio of the 
corrected local  skin friction coeffi- 
cient, Cf   ,   (no subscript) and the non- 
interacting local skin friction coef- 
ficient, Cfx,   (as  obtained from the 
classical compressible laminar boundary 
layer theories) is: 

1/2 

Cf 
(Raj'/2 

TTTi/z 
TTT 

•783(7A) 
.783 

rf « 'Z2       n 

Cf.  '  VpJ   '      pA 
> I 

' (2.3-14U) 

(2.3-145) 

it follows  that   Cf>Cfx.     Similarly, 
from Eq  (2.3-139),   it can be shown 
that  8<8x •     Thus,  due to shock wave- 
boundary layer interaction, the skin 
friction increases,  while the boundary 
layer thickness decreases.    Allowing 
for a corresponding Reynolds Analogy 
concept,   the heat  transfer rates  are 
then increased.     The conclusions are 
for non-insulated flat plate and a 
weak interaction,   x ~ ^ '"• 

For the case of a strong interaction, 
X >> I ,  and an insulated flat plate, 
the following results are obtained(15, 
16): 
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■55 
1/2 

%.'"*"*  . 

(2.3-146) 

(2.3-147) 

i.e., for x x*' the corrected local skin 
friction coefficient, Cf , can have 
a manifold value of its uncorrected 
(classical) estimates, Cf, . The 
average skin friction values for an 
insulated flat plate of length,L , 
are: 

where  the  redefined value  of x   is: 

(R..);/2 (2.3-1U8) 
2.20X 

1/2 

(2.3-150) 

and 

-  .-.52x+.92   for  yS-Z-.    Pr =  I    , Cf AM_ 

*CW CLASSICAL 
• I.S6x 

(2.3-149) 
(2.3-151) 
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2.3.3     TURBULENT BOUNDARY LAYERS  UN   FLAT PLATES 
CONTINUUM   FLOW  REGIME 

As already indicated   in Section 2.2, 
the   fundamental analytical  formulations 
of  the mass, momentum and energy con- 
servation principles are obtained,   in 
general,   by  two different approaches: 
(I)   either by consideration  of molecular 
systems,   leading to the kinetic  theory 
of   transport processes,   or  (2)   by appli- 
cation of the priaciples to microscopic 
systemu,   resulting  in  a more direct deri- 
vation of  the usual differential  forms 
of   the equations  of mass,  momentum and 
energy conservations  for fluids  and 
fluid mixtures.    Naturally,   the  two 
approaches  are interrelated,   leading to 
the   same conclusions  and consequences. 
The difference is  that  the kinetic 
theory analysis  (1)  allows  both  for a 
better substantially physical   insight  in 
the  actual  internal phenomena  of  any 
flow process and for a direct definition 
of   the related transport coefficients, 
while  the microscopic  system approach(2) 
leads  to a more straight forward deri- 
vation  of  the corresponding  analytic 
differential expressions  for direct 
computations,  provided an adequate pos- 
tulation  of the intrinsic  physical 
interrelationships  between substantial 
variables  is first achieved. 

The above outline represents  only 
possible methodical ways  of  investiga- 
tions.    When applied to the   viscous 
flow phenomena,  and  the  boundary  layer 
problem in particular,  neither approach 
has  yielded an exact analytical   (closed 
type)   solution of the  viscous  flow prob- 
lems  over given body geometries,   since 
the   involved physical  and  the mathema- 
tical difficulties  are  beyond  our pre- 
sent  reach,  except maybe  in a  few very 
simplified and idealized laminar  bound- 
ary   layer  flow cases.     The more  impor- 
tant and  the more complicated  turbulent 
boundary  layer internal mechanism is at 
present still inadequately functionally 
understood  for a thorough physical 
interpretation.     The very nature  of  tur- 
bulence,   involving a fluctuating  inter- 
mittent  variation of many  independent 
and mutually  interrelated  flow charac- 
teristics,   suggests a statistical proba- 
bility method of analysis.     Such  an 
approach seems  to be practically  too 
complex for direct engineering applica- 
tions,   and  inevitably  leads  to consid- 
erable mathematical difficulties  in 
finding adequate coherent solutions with- 
in  a  specific  set  of  prescribed  boundary 
conditions. 

Since  the  equations  of momentum, 
energy  and mass  conservation cannot  be 
rigorously formulated and solved,   all 
the existing  turbulent  boundary  layer 
theories  are  semi-empirical  and  approx- 
imate  only,   judged both by  physical  and 
mathematical  standards.     The restricted 
accuracy  of  their  solutions   is directly 
related to the validity of approxima- 
tions  and  limitations which have  been 
adopted  in  the  process  of semi-empirical 
and mathematical simplifications.     An 
illustration  of a plausible  scheme of 
such an  approach to the problem may 
run as  follows: 

First,   some analytically  representa- 
tive model   of  the turbulent  boundary 
layer  internal mechanism is  adopted, 
presumably  reflecting  to an acceptable 
degree the existing empirical evidence 
for a given  flow speed regime and 
specified  boundary conditions.     Some 
probable distributions  of the  influ- 
ential  flow  parameters  across  and  along 
the boundary  layer are adopted,   and  the 
boundary conditions subsequently  fixed. 
Then,   since  independent flow variables 
normally  outnumber the  physically 
available equations  (continuity,  mass 
and energy  conservation) ,  a necessary 
restriction  to the eventually most  in- 
fluential  among them is  introduced by 
specifying known auxiliary     functionrl 
interrelationships.    As  the  flow  vari- 
ables  are  time-dependent at  any  point 
within  the  boundary layer,   their  time- 
averages  are  formulated.     Since  even 
then  the  instantaneous  differential 
equations  are not readily integrable, 
further restrictive assumptions   and 
mathematical  approximations  are usually 
incorporated,   based mainly  on  the 
related  available experimental  evidence. 

The  final  theoretical results  are 
then compared with the corresponding 
experimental or the other theoretical data, 
the degree  of  agreement between  them 
being a measure of acceptability  of 
the  introduced  theoretical  assumptions 
and postulates.     This  "matching"  of 
the related  theoretical and experi- 
mental  results  requires  special  atten- 
tion,   since  in many a case  the  inevi- 
table human  factor proved to be  too 
much involved.     A very good  argumenta- 
tion of  this  aspect is  given by  Nestler 
and Goetzd'). 

A comparative  investigation of  the 
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technical  literature  related  to  the 
boundary layer  problem usually  results 
in  a  rather incoherent and  frequently 
incompatible multitude of  theoretical 
and  experimental data.     The  variety of 
approaches and conclusions   is  so  vast 
and conflicting,   that  a  rational  engi- 
neering selection and generalization 
seems  a  rather remote  chance.     Never- 
theless,  a few summary  References  can 
be useful  in a critical  selection of 
the necessary data for engineering pur- 
poses.     Notably  Nestler and Goetztl/)) 
Smith  and WalkerdS)     Eckert*^,20) 
Hoerner(21)t  Kurzweg'22)f   Ferrari(23), 
Coles^^)    Rubesin and Johnson(25)> 
MonaghanCzö),  van Driest(27 ,28,29), 
DonablsonOO),  Deissler and Loef f ler(31)t 
Tucker(32)i  etc.     The quotations  are 
only  indicative,   and  by no means  all 
inclusive. 

7,(1» 

•'o 
(2.3-15U) 

If  time  T  is allowed  to  become 
sufficiently long in comparison with 
the  duration of any  of  the individual 
velocity  fluctuations, t u, , t v. ,t W|, 
then  their  time-average  value  becomes: 

U,   =    V, 

(-2.3-155) 

Consequently,   the mean resultant 
velocity  of  a turbulent  flow,   allowing 
for sufficient time,   is    9(x  y.z,) . 

(i)   Two Dimensional  Incompressible 
Turbulent Boundary Layers   -  Simplified 
Theoretical Considerations 

A  simplified  form  of governing equa- 
tions  for two-dimensional  non-conducting, 
incompressible,turbulent   boundary  layers 
over  flat plates  can  be derived  on  the 
following premises and notions: 

(1)   Turbulence 

At  any point  in a  general  three- 
dimensional turbulent  flow  field  the 
instantaneous  velocity vector components 
are: 

uU,y,z) +    UjU,^!)        in x-direction, 

v(sy, z) +    Mx.y.z.t) in y-direction, 

w(x,y,2) +    w/x^^t)        in  z-direction. 
_     _    _ (2.3-152) 

where  u   , v , v»   are mean velocity compo- 
nents  of  the ordered  f'low,   and   U| ,   V| , 

wi  ,   are instantaneous  fluctuating 
velocity components due  to  turbulence. 

The quantitative statistical measure 
of  turbulence,   in percents   of  the re- 
sultant mean ordered  velocity,  V   ,   at 
any  point in a  three-dimensional  tur- 
bulent  field is  expressed  as a  root 
mean  square value  of  the  fluctuations: 

_2     2    _2   l/2 
,_    ,     IQO / u,-f v, ■>■ w, \ 

Wi        3 / 

where (2.3-153) 

^^u•d,' 

(2)   Turbulent Shearing  Stress  at  a 
Point 

In a  two-dimensional  turbulent bound- 
ary  layer  on an arbitrary surface,   the 
fluctuating  instantaneous velocity com- 
ponents (t U|) and { ± V| ) ,   induce  a respec- 
tive   intermittent movement of   fluid 
particles  at any point  in the   turbulent 
flow field.     A momentum transfer due 
to  turbulence thus  occurs.     By fixing 
x and y  axes  tangentially    and normally 
to the  surface respectively,   with x- 
axis .pointed in the  outside  free-stream 
flow  velocity direction,   the   instan- 
taneous  rate of turbulent momentum 
transfer  per unit area  in the  y-direc- 
tion  is 

± W . (2.3-156) 

A positive momentum transfer in the 
positive y-direction will bear a nega- 
tive sign, i.e., -p^v, 

To illustrate the 
a fluid particle is 
neously upward with 
ating velocity +V| . 
with it a distance 
momentum transfer(- 

at the same instant 
U|  component for 

negative, i.e., 

point, assume that 
moving instanta- 
its local fluctu- 

It will carry 
By1 vidf a positive 
/> u, w, )    , if 
the fluctuating 
the distance gy is 

au -(-If) ay (2.3-157) 

The turbulent fluctuations are in 
general a random process. At any in- 
stant the turbulent momentum transfer 
carried by a fluid element in the y- 
direction can be positive or negative. 
But due to the very tendency of the 
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turbulent boundary Layer growth,  tht 
momentum transfer ahall be more often 
positive than negative,  so that if its 
mean value is taken over sufficiently 
long time intervals: 

(2,3-158) 

rest of real turbulent  regi on^the turtmlent 
mixing represents the predominant me- 
chanism for vertical momentum transfer, 
and there, with a good approximation, 

T « T, «(-/>nft); 

■W     >0 
TURB       (2.3-164) 

(5)  The  Simplified   Form  of the Q5;  The  Simp Hi iea   form  ot  tne 
with p « eoMt    for incompressible flows. Governing (Navler-Stokes) Equations 

Thus the mean rate  of turbulent mo- 
mentum tranafer due to velocity fluctu- 
ations,  taken for a sufficiently long 
time-interval, is  the  turbulent shearing 
stress component at the point,  called 
sometimes the Reynolds  stress: 

Tt » —püjV|      for incompressible 
floW8' (2.3-159) 

or ^t ' ~ A^ft       ^or compressible 
flows. (2.3-160) 

(3) Laminar shearing stress 

Apart from this pure turbulent 
shearing stress,   caused by the time- 
averages \'Z the fluctuating velocity 
componentsdu,)   anddw,)   , 
at any point in a 
turbulent boundary layer exists a 
laminar shearing  stress  also, which is 
purely a conseauence of the mean velocity 
gradient (   da/dy    )y at  the point,  i.e., 
a function of a mean  turbulent velocity 
profile   Q: Q(y) ,   interpreted in a simi- 
lar manner as in  the  laminar flow case: 

Ti« /x (-m (2.3-161) 

(U) Total Shearing Strges in Turbu- 
lent Boundary Layers 

The total shearing stress at any 
arbitrary point in a two-dimensional 
incompressible turbulent boundary layer 
flow over a smooth, flat plate without 
pressure gradient, is: 

^(IH+My 
(2.3-162) 

With no-slip condition at the wall, 
■ u.« v 0 

at the wall is 
the shearing stress 

"(m. 
(2.3-163) 

For very small values of(y), a lami- 
nar sublayer is expected to exist, with 
u = v  * 0  ,   and      T= T, = /t(du/dy )^AM' in the 

In view of the above definitions  (1) 
to  CO,   the respectively simplified 
form of incompressible two-dimensional, 
turbulent boundary layer equations,  can 
be formulated by an order-of-magnitude 
analysis  in the same manner as for 
laminar boundary  layers: 
du 
dx ̂*^  =  0. 

dy 
*  * const. (2.3-164) 

'(£ du 
Ti)-    ax + dyV ayj 

(2.3-165) 

The implicit assumption  is  that the 
pressure  is approximately constant 
through  the boundary layer and that the 
momentum equation in y-direction is of 
higher  order (negligible). 

In the above form,   the boundary 
layer equations are approximately 
applicable for arbitrary surfaces  of 
small curvature also,   (centrifugal force 
effects neglected). 

For steady,  incompressible,  two- 
dimensional turbulent  boundary layers, 
the fluctuating turbulent boundary 
layer quantities should be  substituted: 

u = üKy) +  u^x.y,»)   , 

v = vU.y) + v^x.y.O  , i_ j 0  f 

P = P(«,y) + P.K»,») , 

(2.3-166) 

so  that  instantaneous   turbulent bound- 
ary  layer differential Navier-Stokes 
equations  become: 

3x ay p = const.   , 

(2.3-167) 

,[ia+u,)^±a!tl!.„)^i±i>]s 

(2.3-168) 
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Introducing the concept of mean flow 
conditions, prevailing in sufficiently 
long time-intervals at any point of 
the boundary layer, and applying the 
time-averaging rule to the fluctuating 
components  u, ,  V| , P| , by which the 
mean time average of any individual 
fluctuating component or its derivative 
is zero, the above equations reduce to: 
iL + iy_r 0      c^, 
ax   ^ r      i (2.3-169) 

(2,3-170) 

Applied to a flat-plate case,dfs/d* =0, 
and omitting for convenience the bar 
symbols  from mean values  (except for 
mean time average U|,   v, ,),   the equa- 
tions read: 

dx  +   dy     0 p = const. (2.3-171) 

(2.3-172) 
(ii)  Two-Dimensional Compressible 

Turbulent Boundary Layers  - Simplified 
Theoretical Considerations 

Since the compressibility introduces 
additional complexities  in the analy- 
tical  treatment  of  the  turbulent bound- 
ary layers,   i.e., since more independent 
variables and influential parameters 
appear,  a subsequent refonnulation and 
modification of the boundary layer 
structure and its mechanism,  as re- 
flected in various  theorir.s,   is given 
below.    It is stressed, however,  that 
there is neither a unique approach to 
the problem, nor a common fixed specifi- 
cation of the inside flow parameters. 
As  the knowledge in  the field progresses, 
new concepts and formulp.tions are in- 
troduced.     Thus,   the  "definitions" as 
presented here are necessarily of a 
limited meaning,   serving only as a 
general physical guidance in under- 
standing the problem at large.     In any 
specific theory,various modifications 
and alterations may  occur. 

(1)  Compressible Turbulent  Bo-mdary 
Layer  Structure 

A direct consequence of the fluid 
compressibility is tlie respective pro- 
nounced variation in thermal flow con- 
ditions.    At very low speeds, approxi- 
mating the ideal  incompressible case, 
the fluid motion can  be regarded as 

non-conducting.    With  increase 
in flow-speeds,   the flow processes may 
be considered either as adiabatic 
(insulated surfaces)   or polytropic 
(due to surface cooling or heating 
effects).     There  is,   in general,   a 
pronounced coupling effect between 
surface-temperature conditions and the 
flow-induced temperature  variations, 
as governed by the general conserva- 
tion of energy law.     It is usually 
assumed that the viscous  and the  ther- 
mal transport processes are compatible 
as expressed through the Reynolds 
analogy concept,   allowing for separate 
analytical treatments  of  the momentum 
and the energy equations. 

The turbulent boundary  layer struc- 
ture may be thought as made up of 
three regions: 

(a)  The "inner region",   adjacent to 
the plate,  called the laminar sublayer. 
In this region the conditions at the 
wall have a predominant effect,   i.e., 
viscosity, fim   ,  has a determining 
effect,   the fluctuating velocities 
are absent,  and  the velocity profile 
is nearly linear: 

T,  = Tu, » a (pL)        ~ k         w      rw\j) y /y.0 

u 
M.y       ' 

H-m'MlJ   , 

{r./p)-^f-), 
i.e., (2.3-173) 

u   =   UTy        (Prandtl 
U
T      

v          Wall"), 
's  "Law of the 

(2.3-174) 

/here 

{r„/p1 
\/i - is called the friction 

velocity. 

(b)  The "outer region",   comprisingÖie 
major portion of the turbulent bound- 
ary layer next to the free stream, 
with a strong fluctuating  turbulent 
mechanism,  in which the velocity pro- 
file is regarded as  independent of 
viscosity,   n   ,   but strongly dependent 
on the friction velocity    UT    .     This 
notion has been introduced by   von 
Karman as the "velocity defect law": 

V»-u 
■- f(y/8) 

(2.3-175) 

(c) The "overlapping" region between 
the laminar sublayer and the outer 

I 
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turbulent region, with a mixed type of 
flow and a velocity  profile(33); 

•fc '-   5.6   log 
y"T 

10 ♦    4.S (2.3-176) 

The turbulent velocity  profiles  in 
all  the three regions agree well with 
many experimental data for incompres- 
sible turbulent  boundary  layers on 
smooth flat plates 

Alternatively,   the outer portion of 
the boundary layer can be  interpreted 
in  two other ways: 

Either the rest  of  the  boundary layer 
structure between  the laminar sublayer 
and the free stream  is  treated like one 
single region,  characterized by presence 
of  both molecular viscous  and eddying 
fluctuating forces,   or this region is 
further subdivided  into two separate 
subregions: 

•• A fully turbulent "outer region", 
next  to the  free  stream boundary, with 
a  strong prevalence  of turbulent 
fluctuating forces  due to eddies,  and 

- A "buffer region" of  "mixed" flow 
conditions,  having both pure viscous 
and  fluctuating  turbulent  stress com- 
ponents. 

The boundary  layer "structural con- 
cepts" as described  above,  have been 
used in many theories dealing with tur- 
bulent compressible  boundary layer 
flows  on smooth insulated  plates at 
relatively  low Mach Numbers  (M<5),   see 
Ref.   3^ to  37,   for  examples. 

Generally,   the supposed  "laminar 
sublayer"  is treated as  void of any 
appreciable turbulence,   the  fluctuating 
effects being regarded as  confined to 
the "outer regions".     Consequently,   the 
shearing stresses are also treated with- 
in  the laminar sublayer in a laminar 
form: 

r, ' M-$K ay (2.3-177) 

The results of such analytical approach 
ir some cases agreed well within 57o 
with experimental evidence for the in- 
vestigated relatively low supersonic 
speeds (M<5) , see" Figs (2.3-12), 
(2.3-13). (2.3-14). 

But more recent experimerrtral evidence 
by Deissler and Loeffler(3l) for 
velocity profile shapes at higher super- 
sonic speeds (M>5), indicates that a 
considerable portion of the turbulent 
shear is present in the so-called 
"laminar sublayer".  Therefore, for the 
higher Mach-Number range, an improved 
model of the turbulent boundary layer 
has been attempted(31,51,58-63;, 
There the boundary layer is divided in- 
to two regions: 

- A region "near the wall", which 
is not void from the fluctuating tur- 
bulent mechanisms, but its turbulent 
flow parameters can be expressed (and 
and approximated) through conditions 
at the wall, which have a predominant 
influence, 

- A region "away from the wall", 
similar to the "outer regions" as 
specified in earlier theories, in which 
the well known Karman's similarity 
law(6it) is still retained and con- 
sidered as the most reasonable way of 
expressing the turbulent flow param- 
eters variations. 

That region "away from the wall" 
displays a strong fluctuating pattern, 
created by interplay of both eddying 
and kinetic molecular effects.  The 
intermittent nature of flow expresses 
itself es a particularly strong 
diffusivity of turbulence near the 
outer edge of the boundary layer.  But 
since on the other hand in that "far- 
away" region,the temperature and 
velocity gradients are at the same 
time the smallest, i.e., since general 
intensity of turbulent and heat affects 
is the least, it follows that the 
quantities entering into the basic 
momentum, energy and continuity equa- 
tions may be taken as unique fluc- 
uating mean-time-averages across the 
whole span of the "away from the wall 
region". 

Qualitatively, none of the "improved" 
theories brings up any radically new 
moments regarding final results, trends 
and conclusions as applicable to tur- 
bulent boundary layers, in general.  But 
an appreciable quantitative improvement 
of the final skin-friction and heat- 
transfer results seems evident, so that 
the existing gap between the theore- 
tical predictions and the experimental 
results has been reduced to acceptable 
engineering tolerances for .in in- 
creased range of Mach Numbtrs (0< M< 20), 
see Fig (2.2-15). 
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TABLE   (2.3-1') 

Values of  Re  ,   co ,   and   r    for Curves   in Fig. (2,3-12) 

Theory 
Refer- 
ence 

r Re             1 
(Millions) 

Clemmow  II 
Van Driest  II                      * 
Li-Nagamatsa  (   Q =1) 

39 
8k 
kl 

1 0.76 10 

Modified  Frankl-Voishel 37 1 7              | 

Rubes in 3U 1 7 

Clemmow  III 
Li-Nagamatsu  (   a =  |)    * 
Ferrari 

39 
kl 
45 

0.768 11 

Smith-Harrop U2 0.75 10          | 

Eckert 85 0,8 Arbitrary 

Li-Nagamatsu  (   a = A30) 41 0.768 11          1 
Van Driest  I 
Clemmow  I                              * 
Li-Nagamatsu  (   a = 0) 

27 
39 
41 

0.76 10 

Wilson 50 0.89 0,76 10 

Monaghan 86 0.76 Arbitrary   | 
Cope 44 1 10 

Extended  Frankl-Voishel 37 1 7               j 
Tucker  II 32 1 Arbitrary 
Young-Janssen 46 ■ • • •   •   • 7             j 
von Karman 87 0.76 10           1 
Tucker  I 88 1 Arbitrary * 

Same  theory advai iced  by dif Cerent  in vestigato rs.                      | 
* 
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Fig (2 .3 -12 ) Theories of turbulent skin - friction for compressible flow 
Cf over on insulated fiat plate, assuming that 

practically independ of Reynold's Number. (Ref38) ' . 
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0  RESULTS   FROM   REF. 34 

•   WILSON. REF.47 

A  KEMPF,  REF. 4B 

b  WIESELBEROER, REF 49 

FRANK 8 VOISHEL.REF 40 

BUFFER-LAYER 

VAN DRIEST, REF. 97 

WILSON, REF. 50 

rXTENOEO FRANK   B VOISHEL.REF 37 

VON  KARMA'N  ESTIMATION, REF 87 

Fig (2 3-13) Comparison   of   the   variation   with   Mach   Number   of   the 

average   skin-friction coefficients  determined    from   the 
various   analyses   for an insulated   plate at  Re s 7 x 10* 
r = l.ai = I, a = I. Pr = I. -^7 ^ f {ReL) -. for  comparison 
purposes  the  data   is reduced  to the same conditions. 

(Ref  33) 
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Fig (2.3-14) Comparison of various experiments and theor ies; 
all data re fered to the incompressible values 
given by Ka'rman - Schoenherr equation . (Ref 3 8 ) 
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Note: The compressible turbulent 
boundary layer data are inevitably com- 
pared with the respective incompressible 
values, which are obtainable under con- 
siderably lesser restrictions and 
approximations.  For the purpose, the 
commonly accepted basic reference in- 
compressible turbulent boundary layer 
data are illustrated in Figs (2.3-16) 
and (2.3-17). 

(2) Two-dimensional Turbulent Com- 
pressible Boundary Layer Equations 

Following the same method as de- 
scribed in the section on incompressible 
two-dimensional boundary layers, the 
general instantaneous form of the dif- 
ferential two-dimensional compressible 
boundary layer equations on arbitrary 
surfaces can be derived in the form: 

^(Pu)+j-{pv) dP 
<3t (2.3-178) 

p^^fr^V I-* öx 

di (^), (2.3-179) 

p Hat     uax        dH    at        dx 

ay ^  av ay (2.3-180) 

For steady,   two-dimensional com- 
pressible turbulent  boundary  layers  on 
smooth,   flat plates,  without  pressure 
gradient  and with  time-derivatives 
omitted  (since  they are eliminated  in 
a  later time-averaging  step),   the 
instantaneous  boundary  layer equations 
reduce  to: 

i 

^(H   +    ^(H'   0   ' (2.3-181) 

f> (u du. 
ax +  v 

ay > ay \* ay ) (2,3-182) 

pCp  (u il
0 

ax +    V ilTN 
ay ^k ay ' ■ml- ay 

(2.3-183) 

A direct  solution  of  the  above equa- 
tions  is  beyond  both mathematical  and 
physical possibilities.     The number of 
the  instantaneous  variables   ( /3 , u , v , 
/x  ,   T", Cp    )   exceeds   the  number of 
available physical  eqaations.     Additional 
sets  of relationships  are  required. 

- Each of  the  instantaneous variables, 
as  formulated at any point within  the 
flow field,   leflects   the  two-fold na- 
ture  of the  turbulent  flow,   i.e., each 
of  them comprises  both  the mean  "ordered" 
motion component  (superscript -)   and 
the intermittent  fluctuating component 
(subscript  "1")  due  to  turbulence. 
Thus,  at any instant: 

u(M,t)    =      Q(x,y)   +      UjOt./.t)    , 

v («,y,»)    =     v(x,y)  +     ^(x.y.t)    , 

(2.3-184) 

p(*,y,») : p(x,y) +   p,(x,y,0 

Ax.y.t)   =   T^.y)    +    T^x.y.t)        , 

etc. (2.3-185) 

An introduction of some kind of a 
time-averaging approach is necessary in 
order to bring the phenomena within the 
continuum theory realm.  By considering 
sufficiently long time-intervals, the 
time-averages of the fluctuating com- 
ponents are determined as described in 
the incompressible case already. 
Furthermore, a variational law of the 
main mean independent variables (p, 
u, T0) across each of the complex bound- 
ary layer structural regions has to be 
established in accordance with experi- 
mental measurements.  The boundary con- 
ditions, both outer and at interfaces 
between various boundary layer regions, 
must be specified, and the auxiliary 
expressions, interconnecting other vari- 
able fluid parameters ( ^1 , Cp , k ) , 
established on the basis of experimental 
evidence. 

(3) Compressible Boundary Layer Equa- 
tions Expressed Through Mean Time 
Averages. 

As described already in the incom- 
pressible case, the introduction of mean 
(superscript ~) and fluctuating (sub- 
script "1"') time-averages into the 
instantaneous equations of motion allows 
for their subsequent reduction to the 
following «expressions for the shear- 
stress and ttie heat-transfer, valid at 
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Rg (2.3-17) Avaroge  incompressible   turbulent   skin-friction   coefficient 

variation   with   Mach Number, (Ref 34) 
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any general ooint inside the  turbulent 
boundary   layer: 

T = H- 
dG        _-^ 
dy 

/JU,V, (2.3-186) 

|I  +   ^CpT,^   -Q/iiA   +  üp  UiV| , 

(2,3-187) 
with   Cp = con«1. 

The  assumption of Cp ^ f(T) represents 
an allowable approximation  for  lower 
supersonic  speeds (M< 5).     It  becomes 
less  adequate as  the  temperature  is 
increased,   and. breaks  completely   if 
dissociation and  ionization  processes 
take  over at r..ally high Mach Numbers. 

Usually  the  "bars"  over  the  time- 
averaged  fluid  variables,   not  involving 
the fluctuating effects,   are dropped 
for  the  sake of convenience,   i.e.: 

r = H- 
dV - ^UIVI i'i . (2.3-188) 

- - k ii 
ay 

au + ^Cp^v, - UH-J^ + vpw i "i 

(2.3-189) 
Definitions of the various terms in 

the above equations are: 

au 
av 

■p u,* 

— k ai 
ay 

^CpT.V, 

U/i 
au 
ay 

U/JU.V, 

represents the molecular 
shearing stress. 

is the turbulent shear 
stress due to fluctuating 
eddying nature of turbu- 
lence. 

represents the molecular 
he«t tr«n«f«r. 

ftpresents the turbulent 
heat transfer du« \« 
fluctuating ef£«ct» of 
turbulence. 

^•presents the molecular 
momentum dissipation term. 

represents the turbulent 
momtntum diaaipation term. 

From the above dtfiti«ions, two new 
terms, called the efldy-diffusivities of 
momentum and heat respectively, are 
defined as: 

The eddy diffusivity of momentum, 

JOL_ 

(2.3-190) (au/ay) 

The eddy diffusivity  of heat  transfer. 

ai/ay (2.3-191) 

The physical meaning of these terms 
may be understood by noticing that 
the ratio 

(H-/P) (2.3-192) 

is a measure of the turbulent (fluctu- 
ating) to molecular shear stresses, 
as may be seen from Eq (2.3-188) and 
that the ratio 

«h 
(k/pCp) (2.3-193) 

is  a measure  of  the  turbulence  (fluctu- 
ating)   to molecular heat transfers. 

With  the  above notation,  Eqs.   (2.3 
-188)  and  (2.3-189)0can be written  in 
the  form. 

r = (H- +  PC ) 
do 
ay (2.3-19U) 

(k  + ^pt-h)-^ 

-  M/^O-ff 
(2.3-195) 

or, remembering that sufficiently far 
from leading edge variations in x- 
direction of any of these quantities 
is negligible as compared with varia- 
tions in y-direction, i.e., assuming 
u =u(y),. /* =fi (y), etc: 

T   --    {jJ.+ p€) do 
rfy 

q = - (K + /»CpCfJ dj_ 
rfy 

do 

(2.3-196) 

(2.3-197) 

- u (^pO^f 
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Thla  form of the boundary  layer equa- 
tions  la  suitable for functional  evalu- 
ations  of  the various  terms  across the 
boundary  layer cross-sectional  regions 
and for Interpretations of the various 
boundary conditions. 

Particular solutions of the above 
equatlona can be found In Ref. (31)and 
(58),   by Deissler and  others. 

(4)  The Momentum Eddy  Dlffuslvlty, « ■ 

In the region "next-to-wall" for 
higher Mach Numbers  it may be assumed 
that <   is a function of fluid proper- 
ties measured relative to the surface: 

«=   «(u.y) r^m (2.3-198) 

where (n) is an experimental constantPD 

In the region "away-from-wall" the 
application of the Karman's similarity 
hypothesis(^U) ig assumed valid as one 
of the best approximations available 
by now, yielding for the eddy dlffu- 
slvlty an expression of the form: 

v flTy J- (rf'u/o'yV 

(2.3-199) 
where *    Is to be determined experi- 
mentally. 

(5) Ratio of Eddy Dlffuslvltles 

When evaluating ratio of thermal 
and momentum transfer eddy dlffusl- 
vltles , 

a = er, 
(2.3-200) 

either Prandtl's  or Karman's  "mixing 
length" hypothesis can be used.     If 
the Prandtl's(3)  concept  Is used,   the 
value  of a  equals unity,   since accord- 
ing  to this hypothesis a turbulent 
particle moves a given distance,   and 
then  suddenly mixes with the  fluid, 
transferring both  its heat and momen- 
tum    contents instantaneously.     The 
actual mechanism of turbulence  la 
probably more complex,   but even with 
such a  simplification as  this,   the 
computed heat transfer coefficients 
happen  to be in a reasonable agreement 
with experiments(61).   The hypothesis 
is equivalent to the assumption  that 

the momentum and the heat transfer 
boundary  layer thicknesses are equal. 
The eddy diffusivity  ratio  is a  form of 
a simple Reynolds analogy concept;   more 
accurate  interpretations  of  the phe- 
nomena lead  to other "modified" Rey- 
nolds Analogy definitions. 

(6)  Recovery Factor and Related   Ther- 
mal Definitions" 

Note:   The  following argumentation  is 
of an empirical nature^*),    A corres- 
ponding  theoretical and  idealized  In- 
terpretation is given in Section 2.3.2 
for   Pr=  I    . 

The  insulated wall case represents 
from engineering point of view an 
Idealized  limiting condition,  which can 
be approximately realized  in a slow 
( g < .1 ) accelerating flight  from 
rest,   or  in  steady flight regimes,   see 
Fig  (2.3-18).     The'inaulated"heat 
transfer conditions  on smooth,   flat 
plates  serve also as a basic reference 
for formulation of heat  transfer param- 
eters,   such as the recovery temperature, 
the recovery factor,   the  temperature 
profile as   Influenced  by different 
skin-temperature conditions,  etc. 

The recovery factor,   r   ,   is defined 
under two simultaneous conditions: 
the surface  is insulated,  and a  ther- 
mal equilibrium state across  the 
boundary  layer exists. 

Fixing  the reference coordinate  sys- 
tem to a moving body,  the  fluid veloc- 
ity relative to the body Is  supposedly 
reduced from its local free stream 
value  to a  zero value at the surface at 
any cross-section.    This  "no-slip" 
condition at the surface is  a conse- 
quence of viscosity effects  inside  the 
boundary  layer.    Consequently,   the 
static  temperature of the fluid  rises 
from its  local free stream value,(Tj= T£) 
to a higher skin-temperature at  the 
body surface in general,  "C   . 

If the surface is  Insulated,  the 
temperature  rise of  the next-to-the- 
wall  layer  (subscript o) will reach at 
most (but not exactly)   the free-stream 
stagnation  (^or total)   temperature 
value (1,°,,= T0 )  ,   see Fig.   (2.3-19). 

Assuming a  steady flight regime, 
the highest  insulated surface  tempera- 
ture (i.e.   that of the fluid  layer 
Immediately next to the wall)   is 
reached at  any cross-section  (for a 
given Mach Number and altitude),  when 
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Fig (2.3-19)    Velocity   and   temperoturt   profiles   in   high  speed 
boundary   layer   of    insulated  plate. (Ref. 33) 

the  rate  of frictional heat  output equals 
the rate  of heat  flux across  the bound- 
ary  layer outward.     An  equilibrium 
thermal condition  is  established.     That 
particular maximum temperature of  the 
insulated  surface  is  called  the re- 
covery or adiabatic wall  temperature: 

flows:     the amount of heat created by 
friction inside a boundary  Layer is 
less  than heat  transport  rates   (per 
unit  time and unit area)   across  the 
boundary layer,   i.e.: 

-p/i  <  k (2.3-202) 

,   ■ 

T;= 'Qw defined  for at Hrl/ ° • 
(2.3-201) 

All experimental evidence indicates 
that, both for laminar and turbulent 
boundary layers, the adiabatic wall 
temperature is less than the stagnation 
temperature of the free stream (for air): 

■ aw T,-«. 

This is a consequence of the trans- 
port rates of the internal heat trans- 
fer mechanism within  the  viscous  fluid 

Expressed conveniently   through the 
Prandtl Number concept. 

Cp/i 
(2.3-203) 

it may  be stated  that  the  condition 
( TSw <    Tj,,,  )    is  a consequence  of  the 
fact  that the Prandtl Number value for 
air  is  less  than unity  (Pr~ .75). 
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A suitable nondimensional parameter 
can be therefoi«; introduced, serving 
as an indicator of the actual tempera- 
ture conditions of an insulated surface 
when across the boundary layer a ther- 
mal equilibrium is established.  This 
parameter is called the recovery factor. 
It defines the ratio of actual equilib- 
rium temperature rise on an insulatec' 
surface and the free stream perfect 
fluid stagnation temperature rise, with 
the local free stream static tempera- 
ture, TS> , taken as reference: 

used in many theoretical analyses.  For 
instance, for flat plates: 

1/2 
,85« r - Pr    for laminar flows up to 

M = 5  , with the Prandtl 
Number evaluated at Tam  , 
i.e.,   Pr   «    .72   . 

r   = P. 1/3 
for  turbulent  flows,   with 
Pr •-  ,76  ,   (Squire71). 

.86 <    r   < ,91      for  turbulent  flows ,   from 
experimental   evidence. 

Tow— Tg 

'SOD vi/2Cp 
< I 

(2.3-204) 

r ; r(M.B)    for turbulent flows, 
(Eber72) 

r = ((p  ^e)   for turbulent flows, 
' '     (Seban73) 

etc. 

Obviously, since due to internal 
nature of viscous flows ( Taw < ',",„) , 
i.e., ( Pr < l )    , the recovery factor 
value for real gases must be .'.ess than 
unity also, ( r < I ) . 

Assumptiou of a Prandtl Number equal 
to unity leads to a value of the re- 
covery factor equal to unity also, as 
sometimes is done in some approximate 
analyses, see Section 2.3.2. 

In general, the adiabatic wall 
temperature, Tjw , will ba a function of 
the main viscous flow similarity param- 
eters 

T^ nw Re r, ,  St , etc.) 
(2.3-205) 

and the  type  of  boundary layer flow 
(laminar or turbulent).     Therefore, 
the numerical   values   of  the  recovery 
factor 

r - 
V - 1« 
'SCO      'a 

2     ly,oo 

M M« , Re« , Proo ) 

(2.3-206) 

will differ for laminar and turbulent 
boundary layers, since the ratio (T/'/Tj.J 
depends on the energy dissipation in 
the boundary layer.  It has to be de- 
termined in all cases experimentally. 
Usually, its approximate value is 

Since at supersonic speeds there is 
no pressure gradient on flat plates 
and wedges, i.e., no Mach Number changes 
along the surfaces, it follows that in 
these cases the recovery factor shall 
have a constant value for all cross- 
sections (Re effects neglected). 

A good 
tigations 
r , and 
tu re, TSW 
distributi 
layers is 
Rubesin(74 
flat plate 
correspond 
Driest(27) 

summary of theoretical inves- 
regarding the recovery factor, 
the adiabatic wall tempera- 

, as well as temperature 
ons within laminar boundary 
presented by Johnson and 
),  For supersonic flows over 
s and bodies of revolution, a 
ing summary is given by van 
, McAdams^-'^) , and Kaye(76)- 

(7) The Actual Skin-Temperature of 
Noninsulated Surfaces, T^ . 

Apart from controlled experiments, 
the body skins are not insulated.  The 
actual skin-temperature, T* , can ob- 
tain any value depending upon specific 
flight conditions (steady or accelera- 
ted) and the thermal and structural 
properties of the skin-material, even 
without artificial cooling or heating. 
Therefore, in general 

^T( aw 
(2.3-207) 

in most cases.  Theoretically, a non- 
insulated surface may reach a thermal 
equilibrium state uuly after an infi- 
nite time interval.  Practically, if a 
steady flight condition is of a 
sufficient duration, a balance between 
the rates of frictional heat creation 
inside the boundary layer on one hand, 
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and  the sum of heat-absorption rates by 
skin,   the heat radiation rates and the 
heat transport rates  inside the boundary 
layer on the other hand can be realized. 
Such an equilibrium skin-temperature, 
l*m9       ,  is necessarily  lower than   Tj» 
for no artificial skin-heating.    So,\ in 
all actual thermal "equilibrium" staces, 
with or without artificial cooling or 
heating of the skin: 

■w« <   T, 'ow • (2.3-208) 

(8) Heat Transfer and Skin-friction 
Coefficients 

For laminar compressible boundary 
layers,  the relationship between heat 
transfer and the skin friction rests 
completely on the proportionality be- 
tween  the conductive heat  transport,  k 
and  viscosity,   ft    ,  coefficients  in 
a continuous flow as  expressed by 
Prandtl Number (see Section 2.3.2): 

'■■^' 
(2.3-20(>/ 

Sts   P, 
8/3 

(Cf/2) 
2.3-210) 

This simple relationship s used in 
the Pohlhausen's computatic s of the 
heat transfer to a non-insv .^ted flat 
plate at a constant temperuture, T« , 
with the restrictions that /» , /i , k 
are constants, that ( dp / dx ) = 0 , and 
that velocities are low enough, allow- 
ing for the dissipation term/x ( du/(Jy) 
in the energy equation to be neglected. 

" r turbulent compressible boundary 
layers it is also custotrary to relate 
the heat transfer and the skin-friction 
coefficients by some kind of simple or 
modified Reynolds analogy concept (see 
Ref. 36 by Rubesin for a summary of 
definitions through the general litera- 
ture).  The Reynolds analogy implies 
the order of compatibility between the 
turbulent thermal and momentum boundary 
layer thicknesses, as specified earlier 
already. 

At moderate subsonic velocities, a 
dimensional form of the heat-transfer- 
coefficient between the turbulent 
boundary layer and the surface is de- 
fined as 

h = 
q 

(2.3-211) 

with ü being the mean value of the heat- 
transfer coefficient, the heat flux. 

andtTWthe average free stream or bulk 
temperature at a given cross section. 

For high subsonic or supersonic 
speeds the above definition would 
yield (see Fig (2.3-19)): 

h - 0       for  an insulated flat plate, 

h > 0   for a hot plate (heat flux 
from plate to the fluid) , 

h < 0   for a cold plate (heat flux 
from fluid to plate), 

which is evidently an inconvenience 
(see Section 2.2 for argumentations). 
Instead, a new arbitrary definition 
of the heat transfer coefficient is 
sometimes introduced: 

T«~Taw (2.3-212) 

where h   is  called  the  "effective heat 
transfer coefficient",  and 

Taw = T« + r  2Cp (2,3-213) 

Thus,   the coefficient,  h   ,  is  al- 
ways  positive ( Ti< ToJ ,   or  in a  limit 
equal to  zero,(T;t= Tj0,,) ,  since both 
the actual wall temperature and  the 
adlabatic wall temperature are evalu- 
ated for the same free stream static 
temperature,   T»    . 

A good  review of experimental  data 
for  the  local heat transfer coefficient 
at  supersonic speeds is  summarized  in 
Ref.   74  by Johnson and  others. 

Alternative1 v,  expressions  for  the 
local Nusselt and  the local Stanton 
Numbers  on flat,   isothermal  plates  from 
Ref.   77  (Goldstein)  supported by ex- 
periments  from Ref.   76  (Kaye  and  others) 
are: 

For incompressible laminar boundary 
layers: 

Nu  * 

St -- 

hx '/2    '/a 
•33 Re«   Pr .(2.3-214) 

CP/>U8 

-1/2     -2/3 
.33Pex   Pr   . 

(2.3-215) 
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For compressible turbulent boundary 
layers at either subsonic  or supersonic 
speeds: 

Nu   s   -IT   .     ^"«V5    •       (2.3.216) 

h ~ 2   -8/3 

(2,3-217) 

In a more general case,   the non- 
dimensional heat transfer coefficient 
is a function of the following variables: 

When investigating  the cooling or 
heating effects on various  flow param- 
eters  in the turbulent  boundary  layers 
over smooth,  non-insulated surfaces, 
it   is sometimes convenient to define 
a common "reference" temperature.    Then, 
in a  first approximation,   the final 
skin-friction and heat-transfer coeffi- 
cients   can be  presented  as  functions  of 
Mach  Number,  Reynolds  Number and  the 
actual wall-to-the reference temperature 
ratio.     Such "reference " temperatures , 
used  in various  theories,   are: 

(a)   - The local adiabatic wall 
temperature,   TSW  , 

St =  f(M. Re. Pr   , -|Sh    ,   Ti , -|£- 

i]*       _i_       y ^ 
•a»    '    8     '     ' 

1L 
a« 

(2.3-218) 

(b) -  The  local free  stream tempera- 
ture , T& , 

(c) - The  so-called T* temperature, 
defined later. 

Then: 

where X is the molecular mean free 
path. 

For turbulent boundary layers, there 
are two posstblt definitions for the 
similarity ps •: v ? :er Pr : 

- In the lamxnar sublayer 

CpfL 
V   K (2.3-219) 

In the turbulent region 

P - cPe 

(2.3-220) 

(a)   For an  insulated  flat  plate 
the  adiabatic  local wall  temperature 
in turbulent boundary  layers, is given 
by 

T T * 
'aw = T8    +   'Tfy r «   .88    to   .91, 

(2.3-222) 

The local skin friction and the 
local heat transfer coefficients on a 
non-insulated flat plate can be then 
tentatively expressed as functions of 
the actual wall-to-the adiabatic wall 
temperature ratio: 

where « is the momentum diffusivity, 
defined earlier. 

If the usual engineering approxima- 
tion for moderate supersonic Mach Num- 
bers ( Pr, = Pr, « I   )   is  introduced,   it 
follows as a consequence that across a 
turbulent boundary layer the total 
energy per unit mass  is 

CpT a   const 
(2.3-221) 

(9)  "Reference" Temperature Ratios 
Which are   Sometimes  Used to Express 
the Skin Friction and the Heat Transfer 
Coefficients.    ~ 

^ |- ßj?  + ro{u*)2 

(2.3-223) 

where:   ß   = "w (Tw /Pj 
1/2 

Cp T^ Tw 

(2.3-224) 

is a heat transfer 
parameter, 

•. 
Tg - a static temperature parameter, 

evaluated at the edge of the boundary 
layer cross-section, y = 8. 

i-(V/V) .   (T;-V)CPT» 

(2.3-225) 

? 
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2Cp-Cft. 

T*   -T* 'w     '8 
iJJ /2Cp 

is  a  frictional heat- 
ing parameter, 

(2.3-226) 
c-v 

is  the 
ery  fac- 5 "       IftCOV 

tor 
(2,3-227) 

Uj= a  velocity parameter,  evaluated  at 
the edge  of  the  boundary  layev. 

= 8 , u8 = v. 

(2.3-228) 

(b) In  some  instances,  mainly  for 
direct engineering  applications,   the 
skin-friction  coefficient is expressed 
in terms  of  the  actual wall-to-the- 
free-stream temperature ratio directly, 
i.e., as  function  of  ( T^/Ti). 

(c) The  third alternative possible.ty, 
i.e., the use  of  the  ratio ( T* / r ) as 
a reference  parameter,   actually evolves 
from a  specific  so-called "T method" 
of boundary  layer  solution,   (forM<5). 
It was  first  defined  by Rubesin and 
Johnson(25)   for  laminar compressible 
boundary  layers,   and   then later applied 
to  turbulent  boundary  layers  by Fischer 
and Morris(78)     and  others.    They  found 
out  that  the  TL    method gives  better 
results  than  the   Tg     reference base, 
although  there  is  no direct justifica- 
tion  in applying a  laminar boundary 
layer method  to  turbulent conditions. 

o. 
The reference T temperature, as 

originally defined by Rubesin .and John- 
son, has been taken as that value of the 
static temperature inside a compressible 
laminar boundary layer at which the 
density, p    , and the viscosity, /* , 
must be evaluated, if the incompressible 
flow relations are to apply.  Thus, 
using the theoretical results of Crocco- 
Conforto for laminar incompressible flow 
on a flat plate, the following expres- 
sion for T has been obtained for com- 
pressible turbulent boundary layers on 
smooth, flat, non-insulated plates(25): 

T 
T* 

— « 
-   I   + .032 Ml +   .58 (^pl l) 

A further improvement   of  skin-fric- 
tion results,   see  Fig  (2.3-20),  has 
been accomplished  by Sommer and Shorts 
(80)  and Tendeland^Sl-)   by  changing the 
values  of constants   to: 

r = ' +   .035 M'   + <5  (-£-,) 
' on 

(2.3-230) 

(2,3-229) 

where the  subscript (•) refers  to the 
local free  stream condition outside 
the  boundary  layer   ( y = 8). 

(iii)  Some Solutions  for Turbulent 
Boundary Layers  on Smooth  Flat Plates 

(1) Incompressible  Turbulent Bound- 
ary Layers 

First  theoretical predictions  of 
the turbulent  skin-friction were for- 
warded by Karman  and Prandtl for the 
case of a  flat plate  in  a  low-speed 
flow.     They formulated  the  flow param- 
eter variations  due  to  turbulence  by 
introducing the  so-called  "mixing" 
length hypotheses.     Both  theories  are 
semi-empirical and were    '. 'ued 
originally for an  incompressible  turbu- 
lent boundary  layer  only,   not acrounting 
for any additional  effects,   such as 
compressibility,   heat  transfer,  pres- 
sure gradient,  curvature,   roughness, 
three-dimensional  effects,   etc.     The 
results  of  the theories  proved to  be 
in general good agreement with re- 
spective experimental data,  as long as 
the conditions  and restrictions  of  the 
theories were preserved  during the ex- 
periments.     It  is   interesting to note 
that more  recent measurements across 
the boundary layer,  which were done 
using the relatively new hot-wire 
technique,   indicate that  the very 
"mixing length" hypothesis  is question- 
able.     The apparent agreement of  the 
incompressible  theory  predictions with 
experimental data  thus  appears  to be 
due to the fact  that the  arbitrary 
constants  of  integration,   as formulated 
in the theory,  can be subsequently 
adjusted so as  to yield  a desired agree- 
ment.    As  pointed  out  by  Chapman(38)> 
when compressibility  effects are  in- 
troduced,   the arbitrary  integration con- 
stants disappear,   and  the mixing length 
theory fails  completely.     Besides,   in 
a compressible turbulent  boundary 
layer several  other influential flow 
parameters  additionally  appear,  re- 
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fleeting variation of fluid properties 
across  the  boundary layer, which are 
not considered  in the classical mixing- 
length theory at all. 

The mixing length hypothesis 

Solution  of  the simplified boundary 
layer equations (2.3-lSl-183)is not possible 
in any form without resource to some 
physically plausible hypothesis regarding 
the local mean quantity   ^v,  and its dis- 
tribution across  the boundary layer. 

Therefore,   based on 
datft  of Nikuradse(82)> p 
Karman introduced  their 
theories,   expressing the 
of  the fluctuating veloc 
J, ,   v, in  terms  of the 
profile, u(y), and a refe 
length" l2(x,y). Thus, i 
thatr 

experimental 
randtl and 
"Mixing-length" 
time-averages 

ity components 
mean  velocity 

rence  "mixing 
t  is assumed 

Ü, =   -  I ay 

*■ = -'-&-• 

(2.3-231) 
at any point within a two-dimensional 
incompressible turbulent boundary layer 
on smooth, insulated flat plates.  The 
absolute value sign is introduced in 
order that the turbulent shearing stress 
has the same sign as the mean turbulent 
velocity gradient. 

The turbulent incompressible bound- 
ary layer equations of motion on flat 
plates then become: 

P (u du 
ax +  v ay )*£("&♦ 

.2 au i au 
^l  ayi ay ). 

p z const. 

(2.3-232) 
The "mixing length", l^x.y) , in the 

above equation can be expressed in two 
ways: 

I = ky  , (Prandtl^3)) 
(2.3-233) 

1= K-äiZii' (Karman^)) 
dh/dy* (2.3-234) 

where  * =,4   is  an empirical  constant, 
assumed  independent  of the Mach Number, 
the Reynolds Number and the surface 

temperature. 

Von Karman's,   Scboenherr and Prandtl's 
solutions  of  the  incompressible turbu- 
lent layers. 

For an integration of the  turbulent 
boundary layer equations  (2.3-232) 
across any boundary  layer cross-section, 
with the  "mixing length" empirically 
defined  by Eqs   (2.3-233)  and  (2.3-23U), 
the mean velocity variational  law in 
the y direction should be first speci- 
fied and  the  boundary conditions  fixed. 

Assuming,   in a first approximation, 
that  the maximum  shearing conditions  at 
the wall are dominant across the bound- 
ary layer,   i.e., by  approximating 

(2.3-235) 

Karman expressed the velocity profile 
in the  form 

"t'- "K'^io-^  +   h(l"8)]       , 
(2.3-236) 

where  the unknown  function  h (y/8) has 
to be determined experimentally. 

Defining the  local values 

Cfi \liPUl 
2i~^-)       '   (2.3-237) 

Re. = 
U»x 

VV. (2.3-238) 

and integrating across  the boundary 
layer,   the von Karman  local  (super- 
script ' )   incompressible  (subscript  i) 
turbulent skin-friction coef f icient, Cfi, 
expression on smooth,  insulated flat 
plates without  a  pressure gradient is 
obtained: 

(Cfif2 =   1.7   +    4.15  log|0(RexCfi)  . 10 (2.3-239) 
Schoenherr^^)  developed the corres- 

ponding  expression  for the average 
skin-friction coefficient, Cf,   ,   of 
turbulent  incompressible boundary  layers 
on smooth,   insulated flat plates with- 
out pressure gradient: 

(Cf,")       =    4.l3log|0(ReLCfi) 

(2.3-2U0) 

-— u, = V«   . where     Cf: 
l/ZÄV^L 

(2.3-241) 
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F = friction force per unit width of 
plate of length L , 

Re, V»L 

Prandtl^^) developed another ex- 
pression  for the average  incompressible 
turbulent  skin-friction  coefficient  on 
the   basis  of  experimental  results, 
giving 

r2.5a 
Cf|  ■   .455 (log|0ReL) 

(2.3-242) 

Both Schoenherr-von Karman's  and 
Prandtl's   expressions   for  the   incompres- 
sible   turbulent  skin-friction  coeffi- 
cients   are  in very good  agreement   (with- 
in  ±   5%)   with  the  related experimental 
data,   see   Figs   (2.3-16)   and   (2.3-17). 
Karman-Schoenherr curve  has   been 
adopted  here  as  a working graph  for  the 
average,   incompressible   two-dimensional 
skin-friction coefficient  estimates   on 
insulated,   smooth  flat  plates   at  a 
zero  angle-of-attack. 

(2)   Some Approximate  
Analytical  Solutions   for Compressible 
Two-Dimensional  Turbulent  Boundary 
Layers   or Smooth  Flat Plates,   With 
or '"'Tthout Heating 

There   is  a number  of  approximate 
analyses  dealing with  the  skin-friction 
and   the  heat-transfer phenomena   in  com- 
pressible   turbulent  boundary   layers,   as 
affected  by   the  internal  variations   of 
density,   viscosity and  thermal  conduc- 
tivity  across  and  along   the   boundary 
layers  with  variations   in Mach  and  Rey- 
nolds   Numbers.     Since  a  direct   solution 
of   the  governing equations   is   not   pos- 
sible,   a  heavy  reliance   on  experimental 
evidence   is  used when  expressing  cross- 
sectional   internal  relations   between 
Cp,  P , ft ,  l< , and  T*  and when   formulating 
changes   of Tw  , Ug and Tg long   the   sur- 
faces .     By   introducing   the  concept   of a 
"reference"   (T*   or  T')   temperature,   most 
of   the   flow  variables  and  parameters 
(p ,^ , Cp, k , r , Pr, Re) can  be  conveniently 
averaged  across   the  boundary   layer. 
Generally,   the  following  line   of  argu- 
mentation   is  adopted: 

The  Prandtl Number,   the   recovery 
factor  and   the  specific  heat   at  con- 
stant   pressure,   are  considered   to   be 
weak   functions  of   temperature   variations 
for  moderate  supersonic  Mach  Numbers. 
Therefore,   they are usually   taken  as  con- 
stants,   evaluated at   the  reference   tem- 
perature.      For instance: 

CpV 
k# 

r* = (O1 

or equivalent   average 
value   of ~ .72 , 

or equivalent  experimen- 
tal value  of~.88,   etc. 

The  coefficient of  viscosity, M, 
is  on  the  other hand a strong function 
of  temperature.    When  the  functional 
dependence   is  expressed  by Sutherland's 
law, 

T*-t- 216 
1°+ 216 (-£)* 

(2.3-243) 

the  solution   of  the boundary   layer equa- 
tions   for  a  given T0(y) cross-sectional 
temperature   profile requires  machine 
computations.     An approximate  expres- 
sion,   easier  for direct  calculations, 
is   therefore  more frequently employed: 

(^r • (2.3-244) 

where  C   is   a  coefficient which  is   a 
weak  function  of  temperature,   and   <u is 
viscosity-temperature  law exponent, 
usually   taken  asw=   .68. 

For a  constant pressure,   the  density 
is   inversely   proportional  to  tempera- 
ture 

P*- RT« (2.3-245) 

and   the   local   Reynolds  Number  becomes 

♦ 
Re, 

U8X/)* 

(2.3-246) 

Then, with the above expressions, 
and introducing other approximations, 
the local skin friction can be com- 
puted from the respectively simplified 
boundary layer equations, if the 
velocity prof ile u: u(y) and the reference 
temperature,?*, are defined.  The 
computations are usually performed by 
step integrations across various 
boundary layer regions, with proper 
definitions of the intermediate bound- 
aries.  For instance, in the laminar 
sublayer it can be argued that the 
conditions at the wall are predominant, 
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so that the shear stress can be well ap- 
proximated by: 

-- ~~ ".(fr). 
(2.3-247) 

Similarly,   in  the  boundary  layer 
turbulent regions,  with a  specified T* 
and  a  specified u=u(y)law,   an   iterative 
integrating  procedure  may  be  used  to 
obtain  the shear  stress  values.     There, 
from the computed   total  shear stress, 
T - T\ + Tf     ,   the  locaK superscript ' ) 
skin-friction coefficient  is   then 
obtainable as 

Cf 
T 

i7V*u| u8 = v. 

(2.3-248) 

Once the skin  friction coefficient 
is  determined,   the  local heat-transfer 
coefficient, St   ,   can  be computed from 
a corresponding form of  the  Reynolds 
analogy concept. 

Sometimes,   instead  of  the  above itera- 
tive  procedure,  a  semi-empirical average 
law  of the skin-friction  variation across 
the  boundary  layer may  be  introduced, 
such as  the Shulz-Grunow formula for 
local  turbulent skin-friction coeffi- 
cient , 

Cf 
.370 

(log^ReJ 2.984 

(2.3-249) 

or the Prandtl-Schlichting relationship 
for the average turbulent skin friction 
coefficient. 

Cf = 
,455 

(log(0ReL)2 58 (2.3-2.,>0) 

The  actual detailed Qomputational pro- 
cedures are varied with each  theory. 

But,  it should  be noted  that many of 
the  present advanced theories,  handling 
the compressibility and heat  transfer 
effects  in turbulent boundary  layers, 
represent basically extensions,  modifi- 
cations  or improvements   of  the Karman's 
incompressible  "mixing  length" theory, 
seeking to bring it in  accordance with 
the far more complicated aspects of the 
compressibility influences.     It should 
be  also noted,   that  the usual  broad 
scatter of the compressible skin-friction 
results from the present theories is 
additionally due to the  inherent inade- 
quacy  of the  "mixing length" hypothesis 
to represent  the true mechanism of the 
compressible  turbulence,   see  Fig  (2,3-12). 

Th« Mia pfvmiic used by Karman in 
his firjt formulation of the compres- 
sible tyrtmlmt boundary layer analy- 
ticaYJif»*^) i vafi b« briefly expressed 
as   folio««: 

ITie  already known  relationship  be- 
tween  the skin-friction  coefficient and 
the Reynolds Number from  incompressible 
flows  are modified for compressibility 
effects   by simply expressing the  fluid 
flow variables  in  these relationships 
in  terms   of  the  surface  "reference" 
temperature instead  of evaluating them 
at  the  free stream temperature.     This 
represents  a first approximation,  and 
is  equivalent  to  the  assumption  that 
the  fluid  properties  next   to  the  sur- 
face determine  solely  the skin-friction. 
This  simple assumption represents  a 
first  approximation,   yielding  the 
largest  decrease  in  the(Cf/Cf|)ratio with 
the Mach Number  variation.     Since  all 
other  theories  represent  but modifi- 
cations  and improvements  of  this   origi- 
nal  analysis,  it  is  no wonder that  their 
results   fall fan-like  between  the 
limiting Karman's  incompressible  ar.d 
compressible cases,   see  Fig  (2.3-12). 

In  the  later  theories,   as  a  second 
approximation,   the variations  of  fluid 
properties across  the  turbulent  bound- 
ary  layer are tentatively  taken   into 
account.     The  formulation  of  these 
variations and the boundary  conditions 
differs   in various theories,   but  the 
underlying assumptions  are  yet  similar 
in  as much as all of   them  incorporate 
the Karman's or Prandtl's   "mixing 
length" hypothesis. 

The  leading edge effects   of  smooth 
flat plate are excluded by   taking  the 
boundary  layer segments  sufficiently 
far away,   so that changes   of all 
variables  in x-direction are negligible 
with changes  in y-direction at  any 
given cross section. 

Note:     Tne symbolism used  in  the 
related  technical  literature shows  a 
considerable nonuniformity.     In  the 
present  text,  the  following  equivalent 
conventions are  found  alternatively: 

Subscripts  (^)   and   („)   refer  to the 
local  inviscid stream conditions  out 
side  the  boundary  layer. 

Subscripts  (w),   (a-)  and  (r )   refer 
to  the  local values  at a non-insulated 
wall. 

Subscript  (o)  refers  to  the  local 
values  at an insulated wall. 
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No subscript or («)   refers to the 
local values  inside the  boundary layer 
(except for Cf and S» ) . 

Superscripts  (*)  and  (')   refer to the 
reference T*  or T'   temperature conditions 
(except for 8*). 

Cf , Cfov, Cf , Si , Stov, S,      -  refer to the 
compressible local  skin friction and 
heat  transfer coefficients,   reduced to 
the ambient flight  (A )   or free stream 
conditions well ahead  of the body. 

Cfi , Cf, ,Su .St.- refer to  the compres- 
sible local skin friction and heat trans- 
fer coefficients,   reduced to the local 
( « )   inviscid stream conditions outside 
the  boundary  layer,   ( ■> ), 

Cf and S»7-refer "to   the  local  compres- 
sible skin friction and heat  transfer 
coefficients,   reduced   to the  ambient 
(A )   or free  stream conditions well 
ahead of  the  body. 

Subscript  (i)   refers  to  the  incom- 
pressible boundary layer conditions. 
Note  that for a flat  plate at a zero 
angle-of-attack: 

Cf 

Cf, 

Cf 

Cf/ 
ond 

St 

St, 

St 

St/ 

(iii) A Summary  of  Main  Theoretical 
Results  for Turbulent  Compressible 
Boundary Layers  on Smooth,   Flat Plates 
With Heat Transfer 

Practical  conclusions,  which stem 
from  the few best  representative 
theories,  are: 

(1)  Chapman and  Kester Data 

Results  from sixteen  theories,  sum- 
marized by Chapmart and KesterOS),  for 
two-dimensional compressible  turbulent 
skin-friction coefficients  on aero- 
dynamically  smooth insulated surfaces 
without pressure gradients,   predict 
in general widely different effects  of 
Mach Number variation.     Only a few of 
them  (see  Fig 2.3-12),   agree, with each 
other and with experimental data within 
57o for moderate supersonic Mach Numbers 
(M<5).     It could  be reasonably expected 
that  the same order of discrepencies  or 
agreements shall hold when the addition- 
al heat-transfer effects  on non-insulated 
surfaces are considered,   provided the 
thermal and  the momentum boundary  layer 
thicknesses  can be  still  regarded com- 
parable. 

Note  that  in  the comparative Fig 
(2.3-12)   the reference Cfi    value  is  not 

unique,   but rather as  related to  the 
representative particular theoretical 
expressions in each case.     The respec- 
tive references  stated are  listed in 
Table   (2.3-1).     It should  be noted that 
both  the  total ( Cf/Cf. ) and  the  local 
(Cf'/Cf') friction coefficient ratios 
follow the same law. 

In recent years  there  have been 
numerous measurements  of  the compres- 
sible  turbulent skin-friction coeffi- 
cient  of  insulated flat plates.     Some 
of the results are compiled in Fig. 
(2.3-1U).    Two basically different 
experimental measuring methods  are 
presented with two types   of symbols, 
respectively.     Filled  symbols denote 
data  obtained by measurements  performed 
within  the boundary  layer  itself,  with 
a  subsequent calculation  of  the corres- 
ponding  skin-friction coefficient  by 
the momentum integral method.     Unfilled 
symbols  represent data obtained  by 
direct  force measurements.     Comparison 
between  these skin-friction measure- 
ments  and  the closest fitted respective 
theories  is also presented.     It  should 
be noted  that the flat plate measure- 
ment  by Coles(51+,55)   are  considered 
most  reliable. 

While replotting  the data from the 
theories  that yielded good agreements 
with experimental results  within  the 
limits   of possible experimental uncer- 
tainties,   the original values  of Cf    , 
which were  in each case determined for 
different values  ofw and ReL (see Table 
(2.3-1),  have been recalculated  by 
Chapman(38)f using a  common reference 
basis   of   ReL=l07, oa =.76 and r =  I .   Also, 
a common incompressible value of Cfi  in 
Fig  (2.3-17) was  adopted  as  given by 
the Karman-Schoenherr Equation: 

.2 4 2 

(Cfi) 
m lo9io(ReLCfi)   ,     (2,3-251) 

0},= 
dC fi .557 Cfj 

d(X/L)    .557 + 2(Cfi)
l/2   (2.3-252) 

The  "extended" Frankl-Voishe 
theory,   by Rubesin and Varga(3i+)  would 
agree also well with the experimental 
evidence,   but the recalculations  to a 
common Cf/ value would  prove  too 
lengthy  in this  case. 

For  practical  engineering purposes, 
it  can  be concluded  from  Fig  (2.3-17) 
that the  insulated smooth  flat plate 
compressible turbulent   Cf      values 
with± 57o of certainity may  be  predicted 
up  to Mach Number of   5,  as  both  theore- 
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tical and experimental evidence indi- 
cates.    For higher Mach Numbers,  the un- 
certainity increases  rapidly. 

Mach Number effects  on  trie  total 
skin-friction  coefficient are generally 
large.     For instance,  an  increase  of 
Mach Number from 0 to  5 would  reduce 
the total  skin-friction coefficient in 
the  order  of  50% in case of aerodynami- 
cally nearly  smooth  insulated  surfaces. 
This  pronounced effect of Mach Number 
is found  to be  almost  independent  of 
Reynolds Number  value  for lC^<Re,<IOl0 (var- 
iation less  than ±5%,   see Fig  C2,3-1U). 
The roughness  and  the heat-transfer 
effects,   on the  other hand,  do change 
this  tendency appreciably,  tending  in 
general to eliminate  this  reduction 
in the average   skin-friction with Mach 
Number  increase,   as  can be seen from 
Figs   (2.3-34)   and  (2,3-35), 

Regarding the heat  transfer effects 
on the skin-friction  coefficient values 
in turbulent boundary  layers  over non- 
insulated  smooth surfaces,   the  existing 
theories  incorporate a  basic assumption 
of an assumed analogy between heat and 
momentum transport mechanism,   linked 
through some type of Reynolds  analogy 
parameter,   Prandtl Number variations 
with temperature for higher Mach Num- 
bers,   etc.     Due  to this approach,  the 
nondimensional heat transfer coefficient 
(Stanton Number,  St )   is usually not 
calculated  directly,   but rither as  a 
function of the assumed analogy,  i.e. 
as a  ratio  (St/Cf  )    ,   see Ref.   by 
Rubesin(36)     Reichardt(89),  Jakob(90), 
Shirokow(91))  Colburn(92),  etc.     This 
handicaps  the h^.at transfer theoretical 
predictions further,   since the Cftheore- 
tical value  in  itself varies widely with 
various  theories. 

(2)  Deissler and Loeffler Data 

An  "improved" method of turbulent 
compressible boundary layers treatment 
at high Mach Numbers (0<M<20)is  presented 
by Deissler and  Loeffler(31).     The con- 
cept of the "laminar sublayer" is dis- 
carded on the basis of some more recent 
measurements which showed a considerable 
turbulent shear-stress  in the so-called 
"laminar" sublayer.     Following similar 
attempts by Seiff(93)  and Deissler(59,60), 
the boundary layer has  been redivided 
into two regions:     the "next-to-the-wall" 
region, with wall conditions decisive 
for all flow variables,   and the pre- 
dominantly  turbulent "away-from-the wall" 
region, where  the  von Karman,s(6iO  simi- 
larity expressions have been found in 
good agreement with the respective ex- 

perimental evidence.     Thus  improved 
analysis has been extended by Deissler 
(31,9*0 to flow conditions at high 
Mach Numbers  (up to 20),   the non- 
insulated surface  flows  included.     The 
compressible flow variables,   i.e.   the 
density,   the viscosity and the thermal 
conductivity variations have been ex- 
pressed in powers  of the  free stream 
reference  temperature, while the 
Prandtl Number and  the specific heats 
have been retained as constants. 

Final results  from these(31l9'+) 
and other references  (especially from 
Rubesin^) and Eckert^), which 
contain good summaries  of compressible 
boundary  layer data)  are  presented  in 
the respective figures,  demonstrating 
the following: 

-  The  ratio  of Cf/ Cn decreases 
with the increase  in Re^   at a dimin- 
ishing rate.     For  Ree ~  6000, data 
from various references  are plotted 
in Fig (2.3-22), where: 

Ree MS 

(2.3-253) 

- Variations of (Cf/Cf()with free 
stream Mach Number and momentum 
thickness Reynolds Number, Re^ , for 
turbulent boundary layers on an insu- 
lated smooth flat plate are presented 
on Fig. (2.3-22).  By using the rela- 
tionship, 

Re, 
Jo 

R««dRej 
(2.3-254) 

these data are replotted in Fig 
(2.3-15) with Cf as a function of M 
and ReL . 

- Variations of ( St /St, ) with Mach 
Number and R^following closely (due 
to Reynolds analogy) the pattern of 
the (Cf/Cfi) curves, are given in Fig 
(2.3-24).  The Reynolds analogy factor 
variations with Mach and Reynolds Num- 
bers are plotted in Fig (2.3-25). 
A replot of St'= f(Re,,M) is presented in 
Fig (2.3-26), using the integrated re- 
lationship, Eq (2.3-254) again. 

Thus, from the presented theoretical 
results by Deissler(31), which have 
been found in good agreement with the 
respective experimental data, and from 
the other references stated above, the 
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LONGITUDINAL-DISTANCE REYNOLDS   NUMBER,   R«x 

Fig (2.3-26)   Prtdicttd varotion of Stanton Number with longitudinal-distance  Reynolds 
Number  for  insulated  plate    and comparison   with   experiment   for 
low-speed   flow. Prandtl Number, 0.73; Mach Number.O. ( Ref 31) 
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following general conclusions may be 
drawn: 

For insulated surfaces the skin-
friction coefficient, Cf , and the heat-
transfer coefficient, St , at a given 
Reynolds Number decrease as the Mach 
Number increases. 

The incompressible values of the lo-
cal skin-friction coefficients, plotted 
as functions of the local Reynolds 
Numbers, are in good agreement both 
with experiment-and the Eckert's(19) 
results. Within 5% of accuracy, the 
law may be expressed analytically as: 

(2.3-255) 

There is variation of both the skin-
friction (Cf/Cf;) and the heat transfer 
( St /St; ) coefficient ratios with Reynolds 
Number, as indicated in Figs (2.3-23) 
and (2.3-24). The Reynolds Number 
effects on both (Cf / Cf; ) and ( St / S1S ) in-
crease appreciably with an increase in 
Mach Number. 

Artificial surface cooling, used to 
offset the deteriorating structural 
effects of excessive frictional heating 
( T w< Tow ), increases appreciably both 
Cf ' and Si' for smooth surfaces. 

In a summary, all the existing re-
sults are pointing to the following 
common features of the two-dimensional 
compressible, turbulent boundary 
layers on smooth flat without pressure 
gradients: 

The frictional heating tends to 
flatten the velocity profiles near the 
outer edge of boundary layer, especially 
so at high Mach Numbers (M>5 ). This 
is not surprising, since heating of 
flat plates by other means produces 
essentially the same effect. Cooling 
of flat plate walls produce a corres-
ponding counter-effect by increasing 
the respective velocity gradients. 

At a given Reynolds Number value, 
both the skin friction(Cf)and the heat 
transfer coefficients(St) decrease as 
the Mach Number is increased; i.e., 
both are weak functions of the Reynold: 
Number for a given Mach Number for 1 
supersonic speeds,( M< 5) , but the 
Reynolds Number effects increase 
greatly with increase in Mach Number. 
Tlie (Cf /Cf;) and ( Cf 7 Cfi') variational laws 
with the Mach and Reynolds Number 
changes are the same. So are the 
( St/St,)and ( St'/St-,') laws through the con-

cept of a modified Reynolds analogy. 

Cooling of flat plates (in order to 
offset the effects of excessive fric-
tional skin-temperatures) increases 
both the skin-friction coefficient 
and the Stanton Number values for any 
given set of Mach and Reynolds Numbers. 

The respective quantitative results 
from other analyses (KarmanCS?)^ , 07N 
Monaghan(26) , Tucker(32), Van Dries*-1 '>•> 
Clemmow(39), of the (Cf/Cfi) increase with 
the decreasing wall-to-free stream 
temperature ratio ( T w/T s ) at a given 
value of Mach and Reynolds Numbers are 
summarized in Fig (2.3-27). The 
experimental data by Sommer and Short 
(80) are in good agreement with the 
Van Driest's and the Clemmow curves 
at(Tw/Ts)«i, (highly cooled, plate, 
with no heat transport across the 
boundary layer), while Tucker and Mana-
ghan theories agree well for T« = Tr - Taw 
( i n s u l a t e d p l a t e ) . 

With the free stream properties 
kept constant, the frictional heating 
at high Mach Numbers produces a 
thinning of the boundary layer at any 
given position on the plate (i.e., at a 
given value of x). 

Experimental measurements by 
Tendeland(81) of the skin-friction and 
the heat-transfer coefficients for 
turbulent compressible boundary layers 
on smooth, flat plates with heat trans-
fer, favorably agree with the corres-
ponding theoretical predictions of the 
Sommer and Short's(80) method. The^ 
Van Driest's(27) respective theoretical 
results did not compare as well with 
the experimental evidence. 

Sommer and S h o r t U S e d the 
Karman-Schoenherr incompressible law 
for the average skin-friction coeffi-
cient , 

-g2_ = log,0(C,Reu) , 
(2.3-256) 

with the density, the viscosity, and 
the Reynolds Number evaluated at the 
T ' reference temperature rather 
than at T§: 

I + .035M| + .45(^-1) , 

I 

Ti 

Re" 

8 " ' >S 

usi . Re, - v <W!> 
Too ,(2.3-257) 

(2.3-258) 

(2.3-259) 
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Fig (2.3-27)  Comparison  of experimental  and  theoretical   results   of   the 
effect  of wall- temperature   ratio   on skin-friction   ratio  at 
constant    Mach   Numbers.   Turbulent   boundary   layers,  flat 
plates,   zero   angle-of-attack. (Ref 60) 
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Fig (2.3-27)   Continued. 
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Fig (2.3-27) Continued. 
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Fig (2.3-27) Continued. 
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Flfl (2.3-28)   Comparison  of Sfanton Number  ratio   with   temperature 
parameter ratio. (Ref 81) 
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and 

tk ' (T»)   ^TVs5   '      Sü,her,ond  low • 
(2.3-260) 

SJ 5 St(-3r)   t    T«ndelond (81) 

(2.3-261) 

The computations   of  the heat  trans- 
fer coetcicient ratio,( St/St,),  as a func- 
tion  of IT'/Tg) reference  temperature ratio 
were preformed  by using  the modified 
Reynolds analogy method  from Ref.   80. 
The  Tendeland(8l)   results  are presented 
on  Figs.   (2.3-28)  and  (2.3-29),  and 
agree well with many experimental data. 

Summary of T'  Expressions 

The  T'  method,   or  the mean-enthalpy 
method,  is extensively used as  a suit- 
able  reference  temperature  in boundary 
layer analyses.     It was   introduced by 
Rubesin and Johnson(25)   for larr.inar 
compressible  boundary  layers,  and  then 
later applied  by Fischer  and Norris(78)f 

and  others  to turbulent  flows.     They 
found  thot  it gave  better results  than 
the Tg reference  temperature  base.     The 
same  favorable  results were  obtained 
by Young and Janssen(i+6) |   and Sommer 
and Short(80). 

The T reference   temperature has  been 
defined for  laminar  compressible  bound- 
ary  layers  on  insulated  smooth flat 
plates  as  that  specific   temperature 
value at which  the  local density and 
the  local  viscosity must  be evaluated, 
if  incompressible  skin-friction expres- 
sions are  to apply   to compressible 
cases.     Using the  theoretical results 
from Crocco-Conforto's  analysis  for 
laminar flows  on flat  plates,   the 
following expression  for  the referenne 
T'temperature  is obtained   (subscript 
S    corresponding to  subscript •  at a 
local  station outside  the  boundary 
layer): 

T l*.032Mg •• M% 0. 
(2.3-262) 

For  turbulent  boundary   layers,  the 
following expressions  for  the T'   refer- 
ence  temperature are  used:   (Sommer and 
Short(80) 

-jr-=l + ,035M| + .45(^-0 

EckertU^): 

T/=T8 + .5(T«-T8) + .22rr--l-M|T8   , 

(2.3-264) 
i.e.,  T' = T8 + .5(T», -T8)+ .22r(T8oj Tg) , 

(2.3-265) 
with 

ft V2 
r r (Pr ) "or turbulent boundary layers, 

andrMf^) for laminar boundary layers. 

Deissler and Loeffler(3l) : 

-^ = (I-C)+[(C-D)-^ + D](I + .I76M|)    , 

(2.3-266) 

,a.V-875  . (Cf/c'fjHi) 
o 

(2.3-267) 

To*:   Vr?£cf'   •     u8 =  v«    ' 

(2.3-268) 
where   r = f ( Reg,M8),  and the  experimental 
coefficients C and D are  evaluated 
from the  respective graphs  in  the 
Rpf.   31.     Thus,   for  instance,   for 
Reg  values near  10^,   the  reference 
temperature  is  given by 

i =   .44+(1376T*   +.184) (I + .I76MI) 
i i aw 0 

(2,3-269) 

T8 

After a substitution  of the  re- 
spective  T'  -evaluated variables,   the 
compressible turbulent  boundary  layer 
values  of  the skin  friction coeffi- 
cients, Cf = f(Mg,ReL) ,   and  the  Stanton 
Number St = f {Mg , ReL)are  obtained,   see 
Figs  (2.3-15),   (2.3-24)   and  (2.3-25). 

Instead of T'   ,   the  corresponding 
enthalpy expression can  be used,   if 
variations  inCp with temperature are 
strong: 

h*= hg+.5(hw-hg) +.22 r^hsihg), 
(2.3-270) 

(2.3-263) 

with the enthalpy recovery  factor, 
rtt      ,  given by   the same   type  of expres- 
sions  as   r   , 

In all cases,   the flow variables 
p   ,  fj.  ,  Cp ,   k   ,   are evaluated  for the 
reference  temperature T*   = T',   and 
used  in  some already  known expression 
for the  incompressible  skin friction 
coefficient,   such as: 
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(von Karman-Schoenherr,   for  turbulent 
incompressible  flows), 

242 » 
-^j72 = logo (CfReL) (2.3-271) 

is  assumed  to hold,  vmile   in  the 
second  "1954"  analysis(28),   the 
von Karman's  expression. 

-*{$)/&) (2.3-276) 

(Schulz-Grunow   formula  for turbulent 
incompressible flows). 

, .370 . 
(2,3-272) 

(Prandtl-Schlichting,   for turbulent 
incompressible flows), 

Cf = 
.455 

Oogio R^L)"8 

(2.3-273) 

For Mach Numbers greater than 5, 
there are but few experimental data 
against which to check the T' method. 
For subsonic Mach Numbers, the method 
is in reasonably good agreement with 
experiments, see Ref. (31,80,92,98,99) 
and Fig (2.3-26). 

(3) Nestler and Goetz-  A Comparative 
Analysis of Van Driest, Eckert, Donald- 
son, Bartz and Deissler-Loeffler Methods 

The summary comparative data are 
taken from the well condensed and argu- 
u.cuted presentation by Nestler and 
Goetzd-').  It should be consulted 
for any additional information. 

(a) Van Driest's Methods(27,28,29) 

There are two Van Driest's semi- 
empirical methods of predicting the skin 
friction in turbulent, compressible 
boundary layers on smooth, flat plates 
with heat transfer.  Both methods are 
based on the same assumptions: 

-The Prandtl Number is assumed equal 
to unity both in the laminar sublayer 
and in the turbulent portion of the 
boundary layer. 

- The shear stress distribution 
across the boundary layer is assumed 
constant: 

T--r*-.pmf 
(2.3-274) 

The difference  between  the two 
methods  is  in  the  assumed   "mixing 
length" law.     In  the  "1951" analysis(27), 
the Prandtl's   law , 

is  employed,  which later proved to 
yield  results   in a  better agreement 
with experimental evidence and  is now- 
adays commonly preferred. 

Apart from this difference  in the 
"mixing  length" assumptions,   in both 
cases  the method  of  solution  remains 
the  same,  employing the Crocco's(100) 
relationship between  the  temperature 
distribution and  the  longitudinal 
velocity in the  boundary  layer and 
performing a  subsequent  integration 
of  the assumed  "mixing  length" rela- 
tionship to determine  the velocity 
profile.     The wall shearing  stress ex- 
pression is  then  obtained by  applica- 
tion  of the Karman momentum integral, with 
constants  of  the  integrations  fixed to 
match the incompressible  insulated re- 
sults  of the Karman-Schoenherr relation, 
which is  in a  close agreement with the 
corresponding expression for  the  incom- 
pressible  local  skin-friction coeffi- 
cient, C'fj   ,   by  Schultz-Grunow   (Eq 
2.3-272).     The resulting  Van  Driest's 
local  skin-friction coefficient expres- 
sion for compressible  boundary  layers 
with heat transfer on  smooth,   flat 
plates  at zero angle-of-attack,   reads: 

■ 242(«in-|a->-sin-|/3) 

(2.3-277) 
where 

and 

(2A2-a 
W^gf*      '       ßz (EP+4A2)^ 

(2.3-278) 

t(w)=w+.5 - is the Prandtl's mixing 
length law. Van Driest's first "1951" 
method, 

f (w) =w  - is the von Karman's mixing 
length law, van Driest's second "195U" 
method. 

.7 6 1.4 

l = ky (2.3-275) 

Van Driest uses  the  simple exponent 
viscosity  law,/x~ T^instead  of a more 
accurate  (but  less  easy  for  computa- 
tions)  Sutherland's  relationship;  he 
states  that this  simplification does 
not  introduce  an appreciable  error 
even at higher Mach Numbers.     The 
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argument  is  based on one single exami- 
nation  for a free stream temperature 
T8    of 400° R. 

Regarding the assumed approximation 
of Pr = I ,   van Driest shows  that a more 
accurate  value of Pr = .75 would intro- 
duce only a negligible correction, 
except for rare combinations of high 
Mach Numbers  coupled with  low {  Tw/   Tt. ) 
ratios.     Even  then,  for M = 20,( Tw / Tg ) = I 
and for Re, = I06 ,   the Pr=.75  value 
would give an increase of 7% in the 
(Cf/CfJ   value only. 

with, 

(b) Eckert's Reference Tempera 
T' Method^UJ   

ture 

Using a modification of the T' 
method, which was introduced originally 
by Rubesin and Johnson(25) for laminar 
boundary layers, Eckert applied it to 
turbulent boundary layers obtaining 
results in good agreement with the 
related experimental data. 

The Eckert's method may be considered 
as well representative of the T' refer- 
ence temperature approach.  It assumes 
an approximate expression for the wall 
shear stress, 

r= T. -Cf>^ 
(2.3-279) 

where Cf* and p     are evaluated for the 
reference temperature, 

T'=T8+.50(Tw-T8)+.22(Tr-Ts) ,(2.3-280) 

with the recovery  temperature, 

Tr=T8[l+r£lM|] (2.3-281) 

and  the recovery  factor for  turbulent 
boundary  layers, 

r S Pr^.SSe    for   Pr = .72  . 
(2.3-282) 

Further,   introducing the Schultz- 
Grunow relationship for incompressible 
turbulent  boundary  layers,  Eq  (2.3-272) 

„/» .370 
cfi   = 

(2.3-283) 

(2.3-284) 

M"     / M'5  / 1+ S/TS    \ 
"MT'rfp     IfyrvTs/Tsi  ' (2.3-285) 

where the Eq (2.3-285) is the Suther- 
land lawdOl), with S = 198.6° R, the 
original Eq   (2.3-279)   is  rewritten as 

Cfi 

'   (2.3-286) 

(2.3-287) 

Thus Eqs (2,3-280) and (2.3-287) 
serve for computation of the local skin 
friction coefficient ratio (Cf'/Cfi') by 
Eckert's method.  The main feature of 
the results is that an increase in skin 
friction occurs with decreasing wall 
temperature for all Mach Numbers.  This 
is in contrast to the van Priest's 
predictions, which result in a reverse 
trend at higher Mach Numbers, see com- 
parative figures in Ref. 17. 

/ The introduction of the Sutherland's 
law results in a definite dependency 
of the (Cf'/Cfi') ratio on the inviscid 
stream temperature,(Tg), which is not 
the case if the simpler law, 

u.* r (-^r (2.3-288) 

were used.     In the Ref,   17 it is demon- 
strated that the difference for the 
range of I06< Re^ I09does  not exceed 3%, 
the relatively higher value of the 
( Cf'/Cfj') being associated with higher 
free stream temperatures, Tg, 

(c)  Donaldson Method (30) 

(log^Re*) ,»i2.5a 

Donaldson presents a different 
method for the skin friction and the 
heat transfer estimates on smooth, flat, 
insulated plates.  His method is based 
on the following assumptions: 

- The shear stress in a laminar 
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sublayer is assumed constant, 

>  w   8, (2.3-289) 

where the subscript'V' denotes condi- 
tions at the edge  of the laminar sub- 
layer. 

The shear stress due to turbulence 
is defined by use of the Prandtl's 
mixing  length hypothesis, 

_   .    .2 du    I da 
V =ky , 

(2.3-90) 
with the velocity profile  in turbulent 
region expressed  by a power law , 

(+) i/n (2.3-291) 

Obviously, a solution of the basic 
Eq (2.3-294) requires an iterative pro- 
cess, and an evaluation of constants 
from the incompressible data: 

R- 
= 22.5, 

based on Prandtl's incompressible data, 

n« 7 . 

Results of the lengthy computations 
are obtained in terms of Reg .  Their 
correlation to the usual Reg values 
is then performed, using the expres- 
sion (by Donaldson^O): 

r' - ( K \n-f3 /n+l  29 \n^»    I 
W 'VPJ   U + 3  8 /   ~ Ra*-/n+" * 'ow' 

It is further assumed that the 
laminar and the turbulent shear stresses 
form a definite ratio, 

R:J± Ti,+ T. 
(2.3-292) 

The Crooco's(lOO) reference tempera- 
ture concept is assumed to hold in the 
form, 

T' = Tw-(Tw-Tr){-^)-(Tr -T8)(-^)
2  - 

(2.3-293) 

With these assumptions, the final 
local skin-friction coefficient expres- 
sion is obtained as: 

c; = 
K 

F Re'2/n + l) ' (2.3-294) 

where, 

Re ^usS 

i-n 

k = .4   (mixing   length  constant)     , 

Tw-Tr 

J8' 

i (^K-M "* 
n{R-l)   in+r uv   _ r   n(R-l)   1 

UB " L     ^Re«   -I 

u + I 

kz Re, 
(2.3-295) 

(2.3-296) 

with Faw being an average Vblue «long 
the plate, calculated for an uv .rage 
value oflu^/Ug),  and 

-f'C-t±i'-xHf) 
(2.3-297) 

# Persh(102) tabulated values of 
0/8 for (0 < M8< 20 ) , I 5 < n < 11 ) , 
[-10 < (Tw-T, )/T8< +10]. 

(d) Deissler-Loeffler Method^31) 

As already stated earlier, Deissler 
and Loeffler presented their analysis 
by dividing the turbulent compressible 
boundary layer into a region "next to 
the wall" and a region "away from the 
wall", characterized by the following 
assumptions: 

In the region "away from the wall", 
the von Karman's mixing length hypo- 
thesis holds, yielding for the eddy 
diffusivity , 

{ du/dy)3 

( d^ /dy2)2 

(2.3-298) 

while in the region "next to the wall" 
(«) is a function of (u ) and (y ) only 

€    =/c|u 2"y 
(2.3-299) 
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where ^i  and «z are constants   that   should be 
determined from incompressible pipe flow 
data. 

The viscosity-temperarure relation 
is assumed to follow the simple power 
law , 

~   T*68 

(2.3-300) 

with the Prandtl Number value of .73. 

It is argumented that the variable 
shear stress and heat transfer have a 
negligible effect on the velocity and 
the temperature profiles, i.e., the 
boundary layer momentum and energy 
equations may be solved assuming a 
constant shear stress and heat transfer. 

It is assumed that the thermal and 
momentum eddy diffusivities are equal. 

Thus calculated values of Cf'appear 
as functions of Reg, and Mg . By a sub- 
sequent expression, 

Re, ■c B dRefl 
—r1-^ (2.3-30L> 

and  by  introducing the  reference  T' 
temperature  concept  (for Ree =   ID5), 

.44 +(.376 -!*- +.184)0+.176 M|), 
Tr 6 'S 

(2.3-302) 
the final  form of the compressible-to- 
incompressible skin-friction coeffi- 
cient  ratio  is  obtained as: 

Cf' -.875 Cf / T v-'8" 

(2.3-303) 

with Cf' to be determined graphically  from 
the plots  of Cf'versus Reg at Mg = 0  . 

(e)   Bartz Method 

Starting with the  Blasius'   incomp- 
pressible equation, 

/ /J. v.25 rw Tm 

2 'S»"" 2 rA 
2 

(2.3-304) 

and  following  the method  of Tucker(32)f 
Bartz  assumed  that p   and /x  could  be 
evaluated at  a  reference  temperature,!1*, 

representing an algebraic mean  of  the 
wall and  the  free  stream  temperatures. 

T*= Y-<Tw + T8 ' with ß ~ T-6 

(2,3-305) 
The resulting local compressible 

skin-friction coefficient is then ob- 
tained in terms of Reg, 

c;=.045eR.-^[fÄ+,f6, (2.3-306) 

which shows no explicit dependence on 
Mech Number, contrary to the Eckert's 
and van Driest's expressions and the 
experimental evidence. 

(f) Comparisons With Experiments 

Nestler and Goetz^-''performed a 
thorough and a very objective, detailed 
analysis of the relative agreements of 
the theories (a to e) with experimental 
evidence.  Taking due care to eliminate 
the "human factor", i,e,, avoiding temp- 
tations to match a chosen theoretical 
set of data with only such empirical 
evidence which might favorably support 
the theory, all the theories have been 
impartially related to two different 
sets of empirical data, obtained by 
two different experimental approaches: 

By direct measurements of the skin- 
friction, with all the experimental 
evidence first correlated to the 
common Rex and Regvalues , 

By indirect determination of the 
skin-friction data, using a modified 
Reynolds Analogy concept and applying 
it to heat-transfer experimental data, 
with a critical pre-examination of the 
Reynolds Analogy expressions and the 
heat transfer measuring techniques 
themselves.  Correlation of the experi- 
mental data has been again reduced to 
the common Re» and Ree bases. 

By comparing the various theoreti- 
cal predictions with such an average 
and common set of empirical data, the 
effects of Reynolds and Mach Numbers 
on the Cf'values in the cited theories 
can be summarized as follows: 

When correlated with the experi- 
mental data of direct skin-friction 
measurements, based on common Re,values , 
the Van Driest's "1954" method proves 
best, followed by Eckert's method as 
second.  The Eckert's results prove 
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to  be  too low  (10% utmost)  for M>2 , 
particularly  in case  of  slightly  cooled 
wall conditions.     The  Deissler-Loeffler 
and  Donaldson-Persh methods  correlate 
reasonably well. 

With this general  sequence  of   the 
individual accuracies,   it can  be  stated 
that,   in  an average  for all  the   theories, 
the predictions of the compressible 
skin-friction coefficients  for  turbu- 
lent  boundary layers  over smooth,   flat 
plates   (in absence of  pressure or  tem- 
perature gradients,  mass  transfer  or 
dissociation,  and for near-insulated 
skin conditions),  are  in agreement 
with  experimental evidence within ± 107°. 
for lower Reynolds Numbers, (Re«  ~ lO6). 
For higher Reynolds Numbers,   ( Rex ~ I08), 
or highly cooled walls,   the  tolerance 
should  be  increased up to  ± 20%  (due 
to lack  of  sufficient experimental 
evidence).     Both recommended  limits 
are for Mach Numbers  up to  5.     For 
higher Mach Numbers (5<M< 20) a  further 
deterioration  in accuracy  is   to  be 
expected. 

The use of a modified Reynolds 
Analogy  (supported by heat  transfer 
measurements)  for an  indirect  predic- 
tion  of  the  skin friction coefficient 
values,   yields  a lesser agreement  be- 
tween  theory and experiment,   the  limits 
of  the average accuracy being addition- 
ally  increased by ±10% in comparison 
with direct  force measurement  toler- 

ances stated above. The best suited 
modified Reynolds Analogy concept is 
the  simple Colburn form, 

St Cf 
2 Pr 77J 

(2.3-307) 

It correlates  the theoretical and  the 
experimental data slightly better  than 
other,  more complex forms. 

For engineering purposes,   if the 
ready-made  graphs  are used,   the  van 
Driest's   "1954" method,   based  on von 
Karman's similarity relation,   is  best 
and easiest to apply, due to sufficient 
graphical data.     For numerical compu- 
tations,   the Eckert's method  is  sim- 
plest, without any appreciable sacri- 
fice of accuracy,  provided the Blasius' 
incompressible relation for local  skin- 
friction coefficient, 

Cf'  = ,0592 Re .2 (2.3-308) 

in the Eckert' s reference temperature 
method is not used for values of Re, 
above 10'. 

I 
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2.3.4     IHREE  DIMENSIONAL AND PRESSURE GRADIENT EFFECTS 

The turbulent compressible  boundary 
layers on slender bodies of  revolution 
have been investigated by Seiff and 
Short(103),  at Mach Numbers   of 3.2 
and 3.6 by a Mach-interferometer,     The 
models were gun-launched.     These 
measurements are particularly  interest- 
ing  from the engineering point  of view, 
since  the body skin temperatures were 
relatively cold compared to the re- 
covery temperature,   thus simulating the 
actual  transient flight conditions 
encountered at early stages   of missile 
trajectories. 

The  theoretical method of the  refer- 
ence  T'   temperature,  as  described  by 
Sommer and Short(80) t  proved  to  be  in 
good  agreement with  the  experimental 
results of skin friction and heat 
transfer coefficient data when the 
modified Reynolds analogy  is  used. 

In  Fig.   (2.3-30)  a comparison of 
these  test results(103)   for relatively 
cool  skin for ogive-cylinder and cones 
is compared with the "insulated" 
curves  of a flat plate. 

When pressure gradient-effects are 
introduced,   an additional semi-empiri- 
cal  equation  is required,  expressing 
the  pressure gradient idp/dx ) effects 
on the velocity profile changes,  and 
a corresponding modified  skin-friction 
expression  is needed,  so that  it re- 
flects  the pressure gradient  existancc 
along  the surface.     Depending upon 
definition of the additional  semi- 
empirical pressure-gradient  equation, 
several methods of  solution exist  in 
literature: 

(1) By method of  Lin and Tetervin, 
(104),   a moment-of-momentum expression 
is  used as  the auxiliary   equation, 
which  has   to be solved simultaneously 
with  the  von Karman momentum equation. 

(2) By method of MaskelldOS) ,   the 
momentum equation is  replaced  by an 
empirical expression,  allowing for a 
simplified solution.     The Ludwieg- 
Tillman(106)  skin friction formula, 
which accounts for the presence of 
pressure gradients,   is then used  to 
calculate the skin-friction distribu- 
tion. 

(3) In case of compressible  turbu- 
lent   boundary layers with heat  transfer 
and pressure gradients on non-insulated 

surfaces,   an  approximate method for 
calculation  of the skin friction and 
heat transfer coefficients  is  pre- 
sented  by Reshotko and  Tucker(l07). 
The method  involves a simplification 
of  the auxiliary   Tetervin and Lin(lOU) 
moment-of-momentum expression by 
using a form of the Stewartson(l08) 
transformation.    Applying Eckert,s(20) 
"reference" enthalpy concept, the semi- 
empirical Ludwieg-Tillman(j-06)   skin 
friction expression is used  in  a form 
accounting for heat-transfer effects. 
Further simplification  of  the  solution 
is  then effected by using Maskell's(l05) 
approximation for the shear-stress 
distribution  through the boundary  layer, 
together with a power-law velocity  pro- 
file assumption.    Then the heat  trans- 
fer coefficients are estimated  by a 
speculative  extension of Reynolds 
analogy,   as   suggested by results  from 
Ref.   109  (Reshotko).    A final expres- 
sion for skin-friction coefficient  is 
then  obtained  in the form (see 
Fig 2.3-31): 

(l£)=,l + .l44M|)- 578 

(2.3-309) 

(4) A similar approach was  previous- 
ly used by EnglerttllO),   and Mager,(HI), 
in calculating compressible turbulent 
boundary  layers  over insulated sur- 
faces with  pressure gradients.     In 
order  to  simplify the auxiliary   mo- 
ment of momentum equation of  Tetervin 
and LindO^)^   they used again the 
Stewartson  transformation(108)and 
applied it  to the Truckenbrodt(l-12) 
and Maskell(105)  results  respectively. 

(5) The heat-transfer phenomena 
on smooth bodies of revolution and on 
cones  for both laminar and  turbulent 
compressible  boundary layers  have 
been analyzed  by the following 
principal investigators: 

The  laminar heat-transfer analysis 
on a smooth flat plate with a uniform 
surface  temperature is developed  by 
Crocco(lOO).     Effects of nonuniform 
surface temperatures were  subsequently 
treated by Chapman and Rubesindl^), 
and  the effects  of body  shape and 
longitudinal  pressure gradients  by 
Kalikhman(115;   and by Scherrer(116). 
Mangler(117)  has worked out a theoreti- 
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Fig (2.3-31)  Skin-friction  coefficient  variation  with   Mach Number, 
comparative curvet from   Ref 20, 32, and 107. 
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cal relationship  by which  the heat  trans- 
fer on a cone can be found,   if the 
corresponding flat plate results are 
known for laminar  boundary  layers.     In 
Ref.   113  (Scherrer),   the applicability 
of available  theoretical results  of 
recovery factor and heat  transfer param- 
eters  to smooth  bodies  of revolution 
and cones for both laminar and turbu- 
lent boundary  layers  is  investigated. 
Respective experimental  tests were 
conducted,  with general conclusions  in- 
dicating  that: 

- By  adding heat  to a  laminar boundary 
layer, an earlier  transition to turbu- 
lent boundary layer is  promoted,  and 
vice versa,   by cooling laminar boundary 
layers  the transition  is delayed,   al- 
though in a lesser degree than the 
theoretical  results  of  Lees(118)  would 
indicate. 

- By using the   theoretical  recovery 
factors  for  laminar and  turbulent bound- 
ary layers respectively,   together with 
the local Mach Number values  outside 
the boundary  layers,   the  recovery  tem- 
perature on cones  in a negative pres- 
sure-gradient region  on bodies  of revo- 
lution can be computed with satisfactory 
accuracy. 

- The  theoretical heat-transfer 
parameters  for laminar boundary  layers 
on flat  plates  for uniform surface 
temperatures  as  computed by Rubesin(25), 
are found to be  in good agreement  -for 
both heated and  cooled  bodies  of revo- 
lution.     For nonuniform surface  tempera- 
tures ,   the laminar boundary layer 
values  of heat transfer by Kalikhman(115) 
and Scherrer(113)   are  found  in a good 
agreement with experiments,  provided au 
exact analytical  expression for the 
experimental  surface  temperature distri- 
bution  is formulated. 

(6) A comparative  table of the com- 
pressible turbulent  boundary  layer cone- 
plate results  from a few references  is 
cited below: 

Ct   cone 
Cf   flat plate 

Reshotko 
& TuckerdO?) 

= 1.192 

Gazley(119) 

= 1.176 

Van Driest(120) 

1.150 

St' cone 

Reshotko 
& Tucker(lD7) 

=1.192 

Gazley(119) 

=1.176 

•. 
Van Driest(l-20) 

1.150 

(7) A correlation  of the  local 
and the total skin friction coeffi- 
cients  for cones   (axisymmetric flow) 
tmd  flat plates  for laminar compres- 
sible boundary layers   is given by 
Kurzweg(22)  and Mangier^*7) : 

TCONE     V f FLAT   PLATE   ' 

S,C0NE :: V 3 St t 

(2.3-310) 
FLAT PLATE ' 

'fCONE -3V3 cfFLA, PLATE (2.3-311) 

St' flat plate 

Obviously the above relationships 
are independent of Mach Number, since 
for both flat plates and cones there 
is no pressure gradient variation and 
consequently no Mach Number changes 
along the surfaces, provided they are 
smooth and insulated (i.e., without• 
extensive longitudinal skin-tempera- 
ture variations). 

(8) The three-dimensional turbulent 
compressible boundary layer effects 
for some specified body shapes can be 
expressed (for engineering purposes) 
through respective corrective factors 
applied to the corresponding two- 
dimensional flat plate values of the 
skin friction and the heat-transfer 
coefficients as follows (Eckertl-9); 

For a two-dimensional wedge in a 
supersonic flow perpendicular to the 
leading edge, the conditions behind the 
shock correspond to the conditions 
outside the boundary layer on a flat 
plate with constant pressure in the 
flow direction and a corresponding 
after-shock Mach Number.  Therefore, 
the laws of variation of the skin 
friction and the heat-transfer remain 
unchanged, i.e., as estimated for a 
flat plate, provided the equivalent 
Mach and Reynolds Numbers are 
correctly used. 

For a cone, (axisymmetric flow): 
the two-dimensional flat-plate values 
of the average skln-frlction coeffi- 

1 
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cient in « turbuieny compressible bound- 
ary layer should be multiplied by a 
factor of 1.022.   in order to obtain the 
average «kin-friction coefficient value 
on the conical surface,  expressed in 
terms of the same longitudinal distance 
(x) and under the same free stream flow 
conditions outside the boundary layer 
(•or 8) as existing on the equivalent 
surface flat plate. 

For a slender cylindrical body, 
whose axis is aligned with free stream, 
and whoae radius Is large compared with 
the boundary layer thickness,  the skin- 
friction and the heat-transfer coeffi- 
cients are nearly equal to their flat- 

plate values for equivalent free stream 
Mach and Reynolds Numbers.     No correc- 
tion for three-dimensional effects is 
necessary.     For extremely slender cy- 
linders (L/D>   30),   the boundary thick- 
ness becomes comparable with the cylin- 
der radius,  and Appreciable departures 
from flat plate friction values occur. 
see Jakob and Dow(l21)   and Eckertd2?). 

For surfaces with small curvatures 
(not exceeding 5%) ,  the pressure grad- 
ient effects  on the final average skin 
friction coefficient values  are negli- 
gible.    The proper equivalent Mach and 
Reynolds Number values   should be used 
in evaluating Cf and St from the flat- 
plate curves. 

■ 
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2.3.5     SURFACE  ROUGHNESS EFFECTS 

It is considered  convenient  to exam- 
ine the  surface  roughness effects  separ- 
ately,  since the available literature 
related to the problem,  especially to 
high speed  flows,   is  very scarce. 

(i)   The  low-speed,   incompressible 
case has  been  investigated at  a  length 
by Nikuradse(82),  Clauser(123)    Hcma 
(12U),  Prandtl  and Schlichting(125), 
etc. 

The most extensive experimental 
investigation has been done  by 
Nikuradse(82).     Using these systematic 
data,  the respective resistance charts 
were developed  by Prandtl and  Schlichting 
(125),     A good  summary of the  present 
state  of knowledge of  the roughness 
effects  on  turbulent  boundary  layers  at 
low speeds can be found in Ref.   123 
(Clauser). 

(ii)  The most extensive and systematic 
set of data  for compressible boundary 
layers  flows  over rough surfaces  is  pre- 
sented by Goddard(126),     The measure- 
ments of skin-friction coefficients 
were done  by Goddard  on sand-type 
roughened bodies  of revolution within 
a Mach Number range  from 1,98  to k.5k 
and  the Reynolds Numbers  from 3 x  10^ 
to 8 x 106.     The results  of  the measure- 
ments and general analytical conclu- 
sions are in good agreement with the 
corresponding analytical data presented 
by Clutter(127). 

The critical  roughness,  below which 
the surface  is considered hydraulical.ly 
smooth,   is  k » lOiz/v,, .     It is   indepen- 
dent  of Mach Number  and it is  of  the 
same  order of magnitude as  the  laminar 
sublayer on a  smooth  surface for both 
compressible and  incompressible flows. 

In general,   there appears to be no 
appreciable wave drag component of  in- 
dividual roughness elements.     If 
roughness  is  small compared with the 
laminar sublayer thickness,  i.e., if it 
is below the above stated critical 
value,  the turbulent skin-friction  coef- 
ficient is approximately the same as 
for smooth walls,  and  the surface  is 
considered as  "hydraulically smooth". 
When the average height of roughness 
elements becomes  of  the same order of 
magnitude as  the   laminar sublayer,   i.e., 
when above the critical size value, 
the skin friction coefficient increases 
considerably  showing a marked departure 
from the  smooth  surface  law.     There  is 

no firm information available regarding 
the heat  transfer  on rough surfaces 
and it may  be  only assumed that  if a 
Reynolds  analogy  law,   similar to  that 
of the skin-friction coefficient. 
Since such a Reynolds analogy concept 
has not been verified,   and since  the 
experimental  evidence  by Granville(128) 
indicates  that measured heat transfer 
rates are  only  slightly greater for the 
highest roughnesses   tested  (which were 
greater than critical),   it could be 
approximately  accepted  that the heat- 
transfer is  not materially affected 
by roughness  of such surfaces. 

Very rough  surfaces  are avoided 
in fabrication  of high speed vehicles, 
and thus the range of practical inter- 
est is narrowed  to  the  types  of rough 
surfaces presented  in Table  (2.3-2), 
represented by their corresponding 
"equivalenf'roughness  k   values. 

Thus,   for practical aerodynamic 
purposes,   the heating rates on rough 
surfaces could  be  predicted about 
equally well by either  the  "1954" 
method of  Van Driest(28), or by using 
the classical  von Karman-Schoenherr 
incompressible relations  and substi- 
tuting in the gas  properties as eval- 
uated at the  "reference"   T' temperature 
(Eckertl9): 

T'=T8 + .5(Tvv-Ts) + .22(Tr-Ts), Tr = Taw. 

(2.3-311) 

Both methods seem to overestimate 
the turbulent heat rates to some degree. 

(iii) Extensive working charts for 
direct engineering use have been 
developed by Clutter(l-27) ^ including 
the roughness and the heat transfer 
effects on the skin friction coeffi- 
cient for both laminar and turbulent 
compressible boundary layers over two- 
dimensional plates up to Mach Number 
of 5, Since the data from the Ref. 
12 7 have been partially used in the 
proposed methods for the skin-friction 
estimates of this Report, it is con- 
sidered necessary to present a brief 
discussion of the material. 

The basic Nikuradze-Prandtl- 
Schlichting data of the incompressible 
skin-friction coefficient variations 
with Reynolds Number and surface rough- 
ness have been extended(127) to com- 
pressible laminar and turbulent flows 
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TABLE (2.3-2) 

EQUIVALENT SURFACE ROUGHNESS ESTIMATES 

IVpe of surface                       Equivalent Sand Rouehness 

Aerodynamically smooth 

k Cinches) 

0 

Polished metal or wood 0.02 - 0.08 x lO"3 

Natural sheet metal 0.16 x lO"3 

Smooth matte paint, carefully applied 0.25 x lO"3 

Standard camouflage paint, average application 0.40 x lO"3 

Camouflage paint, mass-production spray 1.20 x lO-3 

Dip-galvanized metal surface 6 x 10 ^ 

Natural surface of cast iron 10 x lO"3 

(From Ref. 38) 
with heat transfer. 

The range of variation of the main 
flow parameters is: 

(1) 0 < M < 5.0 , 

(2) I05< ReL < I09 , 

(3)(TW/Tt)= 1 and (T^/ToJ = 1, denoting 
the thermal equilibrium and the insu- 
lated wall cases respectively, as two 
plausible actual flight extremes (see 
Figs (2.3-32), (2.3-33), (2.3-36) and 
(2.3-37). 

(4) The location of the transition 
from laminar to turbulent boundary 
layer ranges from zero (fully turbulent 
boundary layer) to 50 per cent of body 
length. 

The total skin-friction coefficient 
values as functions of Reynolds and 
Mach Numbers arf. graphically presented 
on Figures 1 to 10 in the Referencel-27 
for sand-roughened insulated and ther- 
mally in equilibrium ( Tw - Tg ) flat 
plates respectively, with various 
transition locations (from 0 to 50 
percent of the flat plate length). 

The local skin friction coefficient 
values for a sand-roughened flat plate 
with a wall temperature equal to the 
free stream temperature ( Jm-  Tj ) are 
presented in the Fig. 11 of the Ref. 
12 7 for the cited range of Reynolds and 
Mach Numbers. 

of skin friction coefficients ( Cf / Cf, ) 
for the "smooth" turbulent, the fully 
rough turbulent and the laminar types 
of flows on an insulated flat plate 
are presented in Fig. 12 of the Ref. 
127 for the cited range of Mach and 
Reynolds Numbers. 

The Mach Number variations of tbe 
ratio of compressible-to-incompressible 
values of skin-friction coefficients 
( Cf / Cd ) of an insulated flat plate 
are presented in Fig. 13 of the Ref. 
127 for: 

kv, kv- 
jJS. =7.95 and  ,. 14.46 

(2.3-312) 

The Mach Number variations of the 
ratio of compressible-to-incompressible 
values of skin-friction coefficients 
( Cf / Of, ) for laminar flows with and 
vithout heat transfer are presented in 
Fig. 14 of the Ref. 127. 

Note: In all the presented cases 
( Cf / Cfi ) = ( Cf' / Cji' ), i.e., the 
total and the local compressible and 
incompressible skin friction coeffi- 
cient ratios are equal, respectively. 

Discussion of Applicability of the 
Graphs From the Reference 12 7 for 
Direct Design Purposes 

For evpnly distributed sand-roughness 
type surfaces the average individual 

The variations of the ratio of the       molls^grel^asic^vDei S^oSnlaFv0" lonpressible-to-incompressible values       layer flows:     cypes or oounaary 
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(1.) Hydraulically Smooth Flow, exist- 
ing when the roughness-element sizes 
are so small that the variation of the 
skin friction coefficient with Reynolds 
Number is the same as Tor an idealized 
smooth plate.  This holds up to a cer- 
tain critical Reynolds Number, which 
is a function of the roughness height. 
The hydraulically smooth flow is also 
called "sub-critical" (Prandtl), 

(2) Transitional Region, the rough- 
ness element sizes are great enough to 
promote an increase of the skin function 
coefficient value above that of an 
ideal smooth plate, but the roughness 
element individual force drag is not 
yet an all-gov-rning factor, i.e., there 
is still a classical functional rela- 
tionship beuween the skin friction coef- 
ficient and Reynolds Number, only 
additionally affected by the roughness- 
elements sizes.  This transitional re- 
gion is in existence between the sub- 
critical (hydraulically smooth) and the 
fully rough types of boundary layer 
flows. 

(3) Fully Rough Flow is established 
when the roughness element sizes are 
great enough to become a predominent 
factor.  Both for the compressible 
(Goddard) and the incompressible 
(Prandtl-Schlichting-Nikuradse) fully 
rough flows of uniformly distributed 
sand-roughress type, the skin friction 
drag is a sum of the flow drags of the 
individual roughness elements, and 
there is no functional variation of Cf 
with Reynolds Number.  The last feature 
is actually the basic criteria for the 
definition of a fully rough flow. 

The experimental results for both 
hydraulically smooth and fully rough 
flows agree well with various semi- 
analytical investigations (Prandtl, 
Schiditing, Niknradse, Goddard).  But 
in case of the transitional type of 
flow, the disagreement among variouf 
experimental and analytical results is 
of the order of 10% in Cf , mostly due 
to the fact that in any practical appli- 
cation the actual roughness si?;e hardly 
could be estimated with a greater 
accuracy. 

In preparing the graphs^^?)^ ^e 
incompressible turbulent flow results 
for rough plates as theoretically for- 
mulated by Prandtl and Schlichting(83) 
supported by experimental investigations 
of flows in sand-roughened pipes by 
Niknradse(82), are used as a case. 
The subsequent corrections for varia- 
tion of the skin-friction coefficients 

with the Reynolds Number, the Mach 
Number, the degree of roughness, the 
wall-to-free-stream temperature, and 
the location of the laminar-turbulent 
transition point are effectti in 
accordance with the scheme presented in 
Table (2.3-3). 

The procedure used in calculating 
the skin friction coefficient for 
turbulent boundary layers in accordance 
with the cited analytical expressions 
in Table (2.3-3) is as follows: 

(a) Incompressible Turbulent Flows 
Over Rough, Insulated Flat Plates. 

The Prandtl and Schlichiting(83) 
theories defining Cn and C«' as func- 
tions of a turbulent velocity profile. 

-£- =Aloge^- + B, 
(2.3-313) 

are used, with a modified (Schlichitirgfe 
value of the constant A = 5.85 
(Prandtl originally specified A = 
5.75), which sould be well representa- 
tive for a flat plate, and with the 
constant B evaluated from the 
Niknradse's pipe tests as a function 
of kv»/!/ .  The results of the calcu- 
lations are presented in the examplary 
Fig. (2.3-34) as a cross-plot of the 
( L/k ) and ( Uk/x/ ) curves, respec- 
tively.  They differ from the original 
Prandtl-Schlichiting's calculations 
from 1% to 7%, depending on Rei. and 
(L/k) values, and by 57o with the re- 
sults of Ref. 128 (Granville).  The 
full set of figures is given later. 

The constant ( L / h ) curves show 
the variation of the total incompres- 
sible skin friction coefficient Cn 
with the free stream Reynolds Number 
Rei. on a flat, sand-roughened insu- 
lated plate for given L and k , i.e., 
having a constant (L/k ) ratio, for 
an entirely turbulent incompressible 
boundary layer.  Such a curve of a 
constant (L/k) ratio is passing through 
all the three basic regions of "hy- 
draulically smooth", "transitional" 
and "fully rough" flow types respec- 
tively. 

For example, taking a hypothetical 
case of ( Uk /«/ ) = 2 x 102, and 
(L/k ) = 1.105, the three flow re- 
gimes could be defined from Fig. 
(2.3-3U) 

» 
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TABLE   (2.3-3) 

FORMULAE  FOR  COMPUTATIONS  OF Cf AND Cf' IN  REF.   127 

FLOW CONDITION 

M =  0 

LAMINAR FLOW 

ZERO HEAT TRANSFER 

M  # 0 

TURBULENT  FLOW 
SMOOTH SURFACES 

M  = 0 
ZERO HEAT TRANSFER 

M *= 0 

WITH  OR WITHOUT 
HEAT  TRANSFER 

TURBULENT FLOW 
ROUGH  SURFACE 

M - 0 
ZERO HEAT TRANSFER 

M *fc 0 
WITH OR WITHOUT 
HEAT TRANSFER 

FORMULA 

C»i  = 1.328/yf?e[      (SCHLICHTING,   REF.   83 
HOERNER,   REF.   21) 

Cf       Cf' / p*  u* 
— = —7»    /^-—   (ECKERT,   REF.   19) 
Cfi       Cf|   V    ^8   ^8 

The  asterisk denotes  the  properties  at 
Reference  temperature. 

T* = 0.5 (T8+Tw)   +   0.22 r ( r- i )  M|T8 

Cfi = 
0.455 

(log ReL) 2-58 (PRANDTL);Cfi = (2logReL-0.65) 

(VAN  DRIEST  REF.   28): 

-2.3 

0 2 4 2 T 
(sin^'a + sin"1^) = log ( Re,-Cf)-u log-r1 AND 

T8 (ct J^l MY
2 

0.242 
(sin'la+ sm"'^) - 0.4+log(Re,-Cf)-  log-r 

o= 12A2-B)/(B2 + 4A2 )l/2 

ß-- B/(B2+4A2)I/2 

A'-  ( y-i„2 

B^ (1 + 

8 

On AND Cfi ARE DETERMINED FROM RELATIONS 
FOR u/v, BY METHOD OF PRANDTL AND SCHLICH- 
TING   (   REF.   83) 

u/v,= A log y/k  +B WHERE A =   5.85 AND B  IS 
A  FUNCTICN OF kv#/v   GIVEN IN  TABLE 
(2,3-2) 

Cf 

Cfi 
(GODDARD,   REF.   12 7) 
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"hydraulically smooth" pattern of 
flow for   I09< R«L< 1.2 « I07 , 

"transitional" pattern of  flow for 
l.2x|0T< ReL< 2 x I08, 

"fully rough" pattern of flow  for 
2 * I08<  ReL. 

The  region above  the dashed  line in 
Fig  (2.3-34)  represents  a  fully  rough 
turbulent boundary layer flow. 

fhe  constant  (\iV / v   ) curves   show 
the variation in    Cfi      with Reynolds 
Number   ReL     under the  same conditions 
for constant free  stream velocity U 
and constant roughness height     k     ,  i.e., 
with  the   plate  length  L as  a  variable 
parameter. 

Note:     In case  of  a  flat  plate with- 
out pressure gradient  at a zero-angle- 
of-attack,   the  free  stream velocity at 
the  outer edge  of  the  boundary   layer 
(U)  is  numerically equal  to the  free 
stream  velocity at  infinity,  (  VH ) . 

In  order to use  the  Fig  (2.3-34),  an 
"equivalent sand  roughness",   approxima- 
ting  the  actual  surface conditions has 
to be  defined for each particular de- 
sign case  by choosing  the respective 
value  for   K    from Table  (2,3-2). 

The   "equivalent sand roughness"  is 
specified  as that  value  of    k      (from the 
Niknradse's original  sand-rough  experi- 
ments)   that gives  the  same  skin-friction 
coefficient as  the  actual  surface- 
condition does   in reality.     These  "equi- 
valent  sand-roughness"  values   of   k   ,  as 
related   to various  types  of  engineering 
rough  surfaces,  were calculated  by 
Schlichiting and Hoerner. 

When  using the  families  of  curves 
(     Uk/i/    )   and   (L/k )    in  the  examplary 
Fig  (2.3-34), the following procedure 
should  bp   taken: 

For  a  given  free  stream speed,   U  , 
altitude,   H ,  flat  plate  length,  L,  and 
the equivalent  sand  roughness,   k   , 
(Table  2.3-2),   find  the  values   (   UK/i/ ) 
and    { L / k )    .     Draw  interpolation curves 
Uk 'i/    =   f|  ( Ret   )    and    L / k =   fjl  ReL) , 
up to  their mutual  point  of  intersec- 
tion,   thus defining  possible hydrauli- 
cally  smooth,  transitional and   fully 
rough  turbulent  flow  regions  for  the 
investigated case.     Calculate  the cor- 
responding value  of   the  free  stream 
Reynolds   Number,    ReL ,   and  read   off 
from  the  combined  interpolated  curves 
of  the   ( Uk/u  )   and   ( L /k  )  the  corres- 

ponding value  of the  total  skin- 
friction  coefficient,    Cfi       .     Depending 
upnn the actual case,   the defined 
average  flow condition will fall  into 
one of  the  three possible flow regions 
("hydraulically smooth",   "transitional" 
or  "fully rough")  taken as  prevailing. 

(b)  Compressible Turbulent Boundary 
Layers  Over Rough,  Insulated  Flat 
Plates. 

The compressibility effects  on  the 
total skin-friction coefficient are 
computed  as   indicated in  Table  (2.3-3) 
by using  the  following expressions: 

.242 ,  ,.,        .... 
ci/g(y-l  jffi/2<gina +sin &'- 

= .04H-log(ReLCf)-ü;log(Tw/Tg) , 

o=(2A2-B)/(B2+4A2)l/f 

/5 = B /(B2 + 4A2)I/'2, 

A2 = (^-M2)/  (Tw/Ts), 

B= [(l+^-M2) /(Tw /T8)] -I , 

<ii-J&      (von Karman's  mixing  law, method "l954"). 

(2.3-314) 
By using  the Van Driest's  expres- 

sion for fully turbulent boundary  layers 
on smooth plates with or without 
heat  transfer,  and 

lcfij'   %    '    Tw"(l+r^ Mz) 

.86, 

(2.3-315) 
i.e., by using  the Goddard's  expression 
for fully rough plates, with  or with- 
out heat  transfer. 

The  laminar boundary layer case  is 
not  interpreted here,   since for  the 
engineering  analysis  purposes,   it  is 
assumed  that  the boundary  layer  flow 
over rough  surfaces  can be practically 
treated  as   fully turbulent,  without 
introducing  an appreciable error. 
Reasons  and  arguuxats  supporting such 
an engineering approach are  treated 
elsewhere;   the conclusion which may  be 
drawn  for  practical  purposes  is  that 
the  transition should be  expected  to 
occur at  approximately 10% of  body 
length  (i.e., X/L~  .1 )  under fairly 
low Reynolds  Numbers , (Re <I06). 

The  results  of calculations  for  com- 
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pLetely turbulent boundary  layers over 
insulated smooth plated and  for fully 
rcxigh insulated flows are presented in 
the  examplary Fig,   (2.3-35)  as 
(   Ct  / Cfi   )  ratios  plotted  against  M    , 
and with     RtL     as  a  parameter.     The 
corresponding     Cf,      values  should be 
obtained first from Fig  (2.3-3U). 

For "transitional"  rough  flows an 
approximate expression,  based  on data 
by Goddard(l26)  and Nikurad2e(82)  is 
developed,  yielding  for an  insulated 
rough plate: 

kv- 

\crJ   \cn/s 
-U lo loqe 4 

loge 75.9 - loqe 4 

- m- i-w)j • 
(2,3-31t.) 

where  the subscripts   (»)  and   (f.r.) denote 
the  values  at the  limits  of  a  smooth 
and  a  fully  rough  turbulent  flow re- 
spectively.     For  the  estimates  of the 
ratio of the total skin friction coef- 
ficients   (  Cf / Cfj )   ,   it was  necessary 
to know the  values  of  the  parameter 
(   kv» / i/   ) ,  which,   in  itself,   is a 
function of  the  local  skin friction 
coefficient: 

'f '/BU*/2 ' 1/2 U| 

(2.3-317) 

Combining the  values   of   Cfj     from Fig 
(2.3-34) with the  corresponding data  by 
Prandtl-Schlichting(83)  and  Fentor(129) 
for the  Cf   and  Cfi variations  with 
(  kv# / yw    )   ,  and using the data from 
Fig  13a and  13b of  the  basic  Ref,  127, 
which give variations  of  (   Cf / Cfi ) 
with Mach and Reynolds  Numbers  for the 
limiting   'alues  of  (  kv*/ i/,,  )   = 7.95 

i|      (lower region of  "transitional" flow), 
and  (  kv^/ vm   )   = 14,46  (upper region 
of  "transitional" flow),   the  variation 
of the total compressible skin-friction 

coefficient for "transitional" and 
"fully rough" turbulent boundary  layers 
without heat transfer has been calcu- 
lated in  the basic Ref,   127   (Clutter) 
as a function of Mach Number,  Reynolds 
Number,    (L/K )   and    (Uk/i') .     The re- 
sults  are presented later in  the re- 
spective working figures at  the end of 
this  section.     The use of these graphs 
is  the  same as  indicated earlier for 
the exemplary figure  (2,3-34). 

(c)   Compressible Turbulent  Flows 
With Heat Transfer 

In  the basic Ref.   127  (Clutter), 
when calculating the heat transfer 
effects  for "fully rough" flows,   the 
local Stanton Number   St' dependence 
on Reynolds analogy factor,   S ,   and 
the  local skin-friction coefficient 
Cf'       are taken as being the  same as 
for turbulent smooth flows,   i.e.. 

(2.3-318) 
S «   .825      for     0< M < 5   . 

Although insufficient, the data 
from Refs. 130 (Nunner) and 131 (Bartz) 
indicate that this is not a good 
approximation, since it appears that 
the Reynolds analogy factor,  S , 
changes significantly both with Pr* 
and Re* for fully rough flows. 

The use of the charts (at the end 
of the section) is done in the same 
way as described for the examplary 
Fig (2.3-34). 

Order of Accuracy of the Cf Esti- 
mates in Ref. 127 (ClutterJ 

The presented values of the average 
( Cf ) and the local ( C/ ) skin-fric- 
tion coefficients for the laminar and 
for the smooth turbulent flows with 
heat transfer agree with respective ex- 
perimental data with ±5%.  For fully 
rough flows, the expected accuracy 
of the values in with ± 157o for no 
heat transfer.  There is no reliable 
comparative experimental data for 
rough-plate flows with heat transfer. 
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Fig(2.3-35) Mach Number variation of the ratio of the compressible to 
incompressible values of skin-friction coefficient for the 
various    types   of   flow   on   an   insulated   plate. (Ref    127) 

Alternate Fig. (2.3-47) 
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Fig(2.3-36)  Stagnation   and    odiabatic 
at   comtant   ipttd   in air 

wall    t«mperaturat    for   flight 
at   sea   lev«). (Ref.  70) 
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Fig (2.3-37) Stagnation   and   adiabatic   wall    tetnptratures   for   flight 
at  comt-ont   speed   in   oir    from     35,000  to   105,000 feet. 

(Ref   70) 
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2.3.6  SKIN FRICTION DRAG COEFFICIENT - DEFINITIONS 
AND EXPRESSIONS USED IN THE PRESENTED METHODS 
OF ESTIMATES 

In accordance with the conventions 
and limitations presented in Sections 
I.6.U, 1.6.5, 1.7.3 and 1.7.4, the 
following summary skin-friction drag 
force coefficient expressions and 
definitions are adopted: 

(i) Average Skin-friction Drag 
Coefficient - Basic Definition 

Oof Dof Dof 
Coot*  j—  »    r   :     > 

'^AV| SREF     qA S REF     '/z pA XA MJ 

(2.3-319) 

Dof = ^rw (fT0) dS = ^Ywcos (T.T,,) dS , 

f     rwcos(t,ro)dS 
••c0of=   -^ —^— 

flA S A 0REF 

(2.3-320) 

(2.3-321) 

(ii)  Average Skin-friction  Drag 
Coefficient  in  Terms   of the Local 
(Superscript ' )   and  the Average Skin 
Friction Coefficient  Definir] ms 

\   1   /  V qA ' PA 
(ü.3-322) 

/      TwcoslTTa)dS 
Cf = 

qA SWET 

=   —    fci cos (TT0) dS   , 
'WETX,, 

(2.3-323) 

I 
• ^Dof - 

SREF 'S 
/sCf'dS:l^    Cf 

SREF 

(iii) Average Skin-friction Drag 
Coefficient - Adopted Decomposition 
Scheme  (Section  1.7.4): 

Q>of  s  Coofg +    COofyy ^   Coofp   +  ^DO'PMRTS 

(2.3-325) 

cDofB  s    C0O(N   +   CDofcYL + BT 

■^[f&M^H ^B/'CYUBT'o'dS 
r 

'i   [(SWCT)NC,N   +   ^^W+BT^CYL+BT]   ♦ 

(2.3-326) 

r r l f     •      *  * CDofy,- CDofwExp = ^—•   Js Cfw   ( lwi0 ) dS    1 

=  S^F [(SWET,WEXP    C'WEXP]    ' 

(2.3-327) 

coofp = CoofFEXP= ^^ / cf'F(vT0) dS   , 

SREF 
[(SWET)FEXP CfFEXP]   , 

(2.3-328) 

CDO'PARTS = g— J    C'PARTS(,F" io, dS   ♦ 

s SREF      lSwET)PARTscfPARTS , 

(2.3-329) 

Co., = Cr     (SwET)w   + c. (S^T)CYUBT . UDof       UN +  C»CYL + BT ^ + 
SREF SREF 

■  (SWET)WEXP .   (SWET)FEXP^ 

SREF     C,*EXP S^T"  ,FEXP 

|   tSwET)pARTS CT 

SREF 
PARTS 

(2.3-324) (2.3-330) 
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(iv) Average Skin-frictton Coeffi- 
cient - Functional Dependerce 

For any "i-th" part  of a given ve- 
hicle configuration,  the adopted con- 
vention for the skin friction drag 
coefficient and the skin-friction coef- 
ficient functional dependence on the 
flight speed and   the flow type regimes: 

«Coof),   «   fi [MA, RtA.Kn.H]    , 
(2.3-331) 

Cf 1   »Z« "A .M, Re.Kn, y , Pr, St,, ,) 

^    t        (2.3-332) 
i.e., the final average vCoof); results are 
interpreted  in  terms  of   the ambient 
flight reference  variables  (MA, ReA, Kn,H), 
while the actual  computations of the 
local values of Cf| are referred to all 
the influential viscous  airflow vari- 
ables evaluated locally  (except forqA). 

(v) General Note 

Symbols,   subscripts  and definitions 
relating to the expressions  (2.J-1) 
through  (2.3-1U)   are given in Sections 
(1.6.4),   (1.6.5),   (1.7.3)   and  (1.7.4), 
except for the superscript (') which is 
here  introduced  to denote  the local 
skin-friction coefficient  ( Cf)  values. 

The above expressions  are applicable 
to the symmetric   "vertical plane" 
flight conditions  exclusively  (see 
Section  1.6.5).'    Since   the skin  Fric- 
tion drag variations with  the aero- 
dynamic  angle-of-attack aQ are assumed 
negligible,   the  subscript  (a)   is  de- 

leted:     the zero-lift  skin-friction 
drag coefficient estimates   (a,,=o) are 
assumed,  in a first approximation, 
valid for theaa^Ocase  also. 

In the adopted definition for  C» , 
Eq  (2.3-4),   the local  skin friction 
coefficient value is  reduced  to the 
reference ambient dynamic pressure, 
PA    .     In some theoretical  analysis, 
the   local  skin friction  coefficient, 
Cf'    ,   is instead directly referred to 
the  local values of the  shear stress 
at  the wall, TW ,  and  the  local dynamic 
pressure,  q   ,  at the  outer edge of the 
boundary layer.     In  such cases   ehe 
necessary conversion  is: 

Ct   = C,1( iVqA/ QA ^♦locoi o 'locoiV^A/ qA -'»"' q 

(2.3-333) 
In  the expression   (2.2-15)   the 

shear stress  at the wall, TW ,  repre- 
sents,   in general,   the  average local 
value across  the respective  boundary 
layer section. 

In the further  text,   the  subscripts 
(A)   and  (H),   referring  to the ambient 
and  flight altitude conditions  shf.ll 
be used interchangeably,  while the  sub- 
script  (oo)  may refer either  to the 
same   (A )  or  (H)  conditions   "at 
infinity" well ahead  of  vehicle,  or 
to  the local free stream conditions at 
the  outer edge of  the  boundary  layer, 
when  it becomes  interchangeable with 
subscript  (g).     The inconvenience  is 
due  to differences existing  in presen- 
tation of data  in different  theories; 
in each instance,   the  distinction shall 
be  stressed. 
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2.3.7    ASSUMPTIONS   AND  LIMITATIONS  ADOPTED 
IN  EVALUATING SKIN-FRICTION 

, ' 

Note:     All  graphs  are compiled  at 
the end of the Section,2.3. 

A quantative estimate of the skin- 
friction  coefficient  for missile design 
purposes  proves   to  be  a  complex  task. 
It involves  a  number  of physical  vari- 
ables  and  conditions,  which should  be 
well  representative  of  the actual 
flight conditions.     In general,   the 
skin-friction   is  dependent on  the 
boundary  layer  properties  and  its  time 
history,   the  body geometry and  the 
flight regime. 

The general   limitations  of  the 
present analysis  are  specified  in Sec- 
tion  1.2.     In   this  section only the 
zero-lift drag  values  for rigid bodies 
are  investigated,   the  angle-of-attack, 
aeroelastic,   and  eventual flow separa- 
tion effects  are not  considered.     The 
few most  important criteria  in  the  skin- 
friction estimates  are: 

(i)   Type  of   the  boundary  layer  flow: 
laminar,   transitional,   or turbulent. 

(ii)   Flow  dimensionality:     two- 
dimensional,   axially  symmetric,   or a 
specific  three  dimensional. 

(iii) Location of rhe transition 
point. 

(iv)  Body  shape  and  surface curva- 
ture. 

(v) Mach Number. 

(vi)  Reynolds  Number. 

(vii)  Pressure gradients  in  the 
flow direction, 

(viii)  Surface  roughness. 

(ix) Heat transfer rates and the 
respective heat transfer parameters, 
i.e., heating or  cooling  of body. 

(x)  Surface-skin material  pro- 
perites. 

(xi)   Flight  acceleration rates, 
influencing all  time histories,   and 
the  surface  temperature conditions 
in particular, 

(xii)  Changes  in flight altitudes. 

(xiii)   Interference  effects. 

(xiv)  Sound and  noise   levels. 

(xv)  Aeroelastic   and   Vibration 
phenomena. 

Obviously,   it  is  not  possible  to 
account for all  of   the multitude of 
factors;   therefore,   a  reasonable  se- 
lection of  the  relatively most signi- 
ficant among  them has   to  be  performed 
in  such a way  that  an acceptable engi- 
neering estimate  of       is   obtained  in Cf 
terms  of  the desired  order-of-accuracy. 

(i)  Choice  of  the  Boundary Layer 
T^ße 

The boundary  layer  status,   i.e., the 
location  of  the  transition point from 
laminar to  turbulent  boundary  layer 
type,   is  a complex  function  of many ex- 
ternal flow and  body  geometry parame- 
ters.     The estimates  of  the extent and 
of  the relative  importance  of laminar 
and  turbulent  boundary   layer  portions 
over given  surfaces  are mainly func- 
tions  of  three  variables:     flight alti- 
tude,  Reynolds Number and Mach Number. 
A  tentative  boundary  between laminar 
and  turbulent  boundary   layers  is  pre- 
sented  in  Fig,   1,20   in  terms  of flight 
altitude.  Mach Number  and   Reynolds 
Number.     For engineering  purposes,   two 
distinct  steady  flight cases may be 
readily distinguished:     the  low alti- 
tude   (H>35,000 f t),   supersonic  regime 
(M<51 Re > I06),  with  an  overwhelmingly 
pronounced  turbulent  boundary layer, 
and  the high altitude   (H>80,000ftj, 
supersonic  regime   (M<5,He<l06) with an 
eventually predominant,  laminar bound- 
ary  layer.     Between  the  two extremes, 
a  variety  of  "mixed  flow conditions" 
(partially  laminar,   partially turbu- 
lent) may exist.     This  represents  a 
considerable complication for a 
reasonable quick engineering drag 
estimate.     Therefore,  when  an average 
drag force evaluation within a reason- 
able computational  time  limit  is  sought, 
the following procedure  is   proposed: 

(1)  For the  continuum flow regime 
end   the steady  flight  speeds where 
the laminar boundary   layer does not 
comprise more  than   107o-207o of the 
corresponding body  length,   (calculated 
for a plausible critical  Reynolds Num- 
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ber of the  order of  106)  a turbulent 
boundary layer can be considered on all 
wetted surfaces as an acceptable engi- 
neering convenience.     This does not 
imply, necessarily,   that the laminar 
boundary layer is completely non- 
existent,  but rather reflects an approx- 
imate evaluation procedure that should 
yi'ild the conservative average Cf values 
which are acceptable within the usually 
uncertain limits of accuracy of the 
drag-force estimates  in general.     Taking 
into account all possible factors in 
free flight affecting the transition, 
such as atmospheric  turbulence,  adverse 
pressure gradients,   surface curvature, 
surface roughness,  surface temperature, 
local shock and Mach waves, etc.,  a 
probable critical Reynolds Number value 
of the order of I i 10*could be expected 
for normal operational flight conditions 
and for mass-production manufacturing 
tollerances.     A few factors  justifying 
the proposed relatively low valv~  of 
Reer    for engineering applications are: 

(a) -  The  laminar flow length repre- 
sents but a fraction (on the order of 
107o in most cases)   of the total body 
length.    Also,  even the so-called 
"laminar airfoils"  in actual operational 
flight circumstances do not usually 
exhibit their "laminar" characceristics, 
which are obtainable  only under very 
specific and  idealized restrictions. 

With the usually low aspects-ratio 
lifting or control surfaces for the 
semi-ballistic  type  of missiles,   the 
three-dimensional  tip-effects cover a 
relatively significant portion of the 
total exposed areas, inducing a flow 
pattern far from laminar.    With the 
eventual delta or clipped delta plan- 
forms,   as well as with conventional 
swept-back configurations,  the 
inevitable spanwise flow-component 
thickens  the  boundary layer and through 
an additional pressure build-up creates 
conditions unfavorable for a laminar 
type  of flow.     The  leading-edge local 
flow separation  (bubble) phenomena with 
a subsequent  re-attachment of flow 
(associdted with very thin conventional 
airfoil shapes) works in the same sense. 

(b) - A stronger influence of other 
factors  on Cf ,   such as  skin-temperature 
conditions  at higher Mach Numbers  and 
the relatively  low accuracy with which 
it can be predicted under various flight 
conditions   (especially involving accele- 
rations)  renders the  "error" in assuming 
turbulent  boundary  layer prevailance 
rather insignificant. 

(c)   -  In presence  of  atmospheric 
turbulence and gusts,   or in accelerated 
regimes, which constitute the greater 
part of a missile flight history,   the 
whole theory of the fundamental steady 
flow analysis is  invalid,  and even the 
mechanical reciprocity  principle of 
relative motions does not hold(3). 
The "apparent mass" concept,  reflecting 
the acceleration  effects  on  the involved 
air masses, manifests  itself as a 
corresponding drag increase.    The "all 
turbulent" boundary  layer assumption, 
with  its  slightly higher drag force 
value within the steady flow theory, 
may partially compensate for the 
actually unsteady flow  "apparent mass" 
drag increaments. 

Thus,   it follows  that the assumption 
of a turbulent boundary  layer is  a 
reasonable engineering proposition 
for actual atmospheric  flight condi- 
tions.    The evaluation procedure is 
simplified and the number of graphs re- 
duced without adversely affecting the 
relatively low accuracy with which the 
drag force estimates  can be performed 
in general,  both theoretically and ex- 
perimentally. 

It should be.  pointed  out,  that the 
above arguments do not invalidate 
experimentally obtained laminar bound- 
ary layers under carefully planned 
but restricted  test-conditions.     The 
proposed method  simply  reflects,   to 
the  best belief  and  evidence,  a  prac- 
tical and acceptable state of affairs 
under the prevailing atmospheric  flight 
conditions. 

(2)  For higher altitudes and/or rela- 
tively low Re values,   a wider extent of 
the laminar boundary  layer may  occur, 
provided the general  surface smoothness 
is well accomplished.     The criteria for 
the existence  of  the partially or  total- 
ly established  laminar  flows may be 
accomplished  through  the  proposed criti- 
cal Reynolds  Number  value of 1 x  106. 
Evaluations  of an average  "mixed flow" 
skin-friction coefficient require  then, 
correspondingly more elaborate expres- 
sions which are developed  later. 

(ii)   Flow Dimensionality Effects 

The laminar and  the  turbulent  skin- 
friction coefficients   on various mis- 
sile surfaces  (CiN ,CfCYL  ,CfW   ,CfF   ) 
can be,   in a first approximation,  con- 
veniently expressed  through their equi- 
valent two-dimensional  flat plate 
values which are multiplied by re- 
spective corrective  factors,   in  order 
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to account  for  the difference  in  flow- 
dimensionality and the pressure gradient 
variations.     The  flat,  smooth plate 
data are most  abundant for various  flow 
speeds and  boundary layer conditions. 
A more direct method  ofCf estimates, 
pertinent  to various  jpnnetriee.  and  the 
related flow paLterns.,  can be used 
alternatively,   if  the respective data 
are   available. 

The  equivalent flat plate  is de- 
fined  as  having  (1)   the  (one  side) 
area equal  to  the  total wetted area  of 
the comparative  body configuration, 
(2)  the  flat  plate length  equal  to  the 
wetted length  of  the comparative  body 
configuration,   and  (3)   the Reynolds  Num- 
ber of  the  flat  plate and  the Reynolds 
Number of  the comparative body configu- 
ration are  referred  to the  same ambient 
or free  stream conditions  far ahead  of 
the body. 

The  equivalent flat plate corrective 
factors  for principal body geometries 
are  (see  Section 2.3,4): 

(1)  Cones 

The three dimensional average skin- 
friction coefficient on a cone is ob- 
tained by multiplying the two-dimensional 
equivalent flat plate average skin 
friction coefficient by 1.15 for laminar 
boundary layers, and by 1.022 for tur- 
bulent boundary layers(19): 

CfN = I 15 CfFLAT PLATE 

OR 

CfN  =   I 022   CfFLAT pLATE   i 

(2.3-33U) 
Note that both flat plates and cones 

have a constant Mach Number and no pres- 
sure gradients along their respective 
surfaces. 

(2) Ogives 

Although there is a variation  of 
the Mach Number and the pressure 
gradient  on an  ogive surface in an 
axisymmetric  flow field,   for engineering 
purposes, it can be assumed that  the 
same corrective  factors  of  1.15 and 
1,022,   as  specified for cones,  may  be 
used.     It  is  experimentally proven  that 
existence of small pressure gradients 
on slightly  curved surfaces does  not 
affect appreciably  the skin-friction 
values (19,1-27). 

(3)  Cylindrical  Bodies 

For cylindrical  bodies, with  the 
longitudinal  axis  aligned streamwise 
and with radii  large compared  to the 
boundary  layer  thicknesses,   the  skin- 
friction and heat-transfer coefficients 
are nearly equal  to their equivalent 
flat plate values  for  the same  free 
stream Mach and  Reynolds Numbers.     No 
correction for three-dimensional effects 
is  thus necessary.     For very  thin, 
slender cylinders   (L/D>30),     the 
boundary  layer  thickness may become 
comparable with  the cylinder  radius, 
and appreciable  departures from the 
equivalent flat  plate friction values 
occur(19).     The  latter case  is  of  im- 
portance for wind-tunnel  test models 
primarily,   and  far less so for full- 
flight configurations having the  OJD) 
ratio of the  (optimum)  order of 1U to 
15. Thus,   for  full  scale design purposes: 

"-tCYL1 CfFLAT   PLATE (2.3-335) 

(U)   Boattailed Afterbodies 

As  in  the  case  of  ogives,  a mild 
boattailing  of  afterbodies,   (Be <  15°), 
producing small  pressure gradients, 
should have  but  little effect  on the 
skin-friction values,  provided no 
separation or flow-choaking effects 
(due to presence  of  fins)  takes place. 
For zero-lift  flight conditions,   there 
is usually an afterbody expansion wave 
with a subsequent  shock formation in 
the wake. 

Therefore,   it  is accepted  that the 
combination, cylinder plus boattail, 
could be  treated as  a unit with the 
CfCYL+BTtaken as a well representative 
average skin-friction value.     The 
corresponding Reynolds Number value is 
computed and based on the total body 
length including  the nose section: 

ReL: LVu 

where: 

l^U+L CYL + L BT (2.3-336) 
In this way  the preliminary exis- 

tence of  the  boundary  layer build-up 
on the nose surfaces  is taken into 
account.     In  the  final expression for 
the average  skin-friction coefficient 
for the cylinder  + boattail combina- 
tion,  the nose-cone fraction of the 
frictional effects  should be  then 
properly  subtracted. 
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(5) Wings and Fins 

Neglecting the three-dimensional 
tip-effects and the spanwise flow pres- 
sure build-up (for swept wings), and 
irrespective of the airfoil type 
(double wedge, modified double-wedged, 
tv'convex), it is assumed (see Section 
2,3.4) that the equivalent flat plate 
turbulent skin-friction coefficient 
should represent a good engineering 
approximation, i.e., 

Cfw= CfFLAT   PLATE V"     'FLAT  PLATF 

(2.3-337) 

with  the respective Reynolds Number 
value  based  on the mean geometric 
(or aerodynamic) chord of the exposed 
wing  or fin planform: 

Rec -WEXPVH 
WEXP R«;r   = 

'FEXPVH 

-WEXP- 
SWEXP 
bwEXP 

Cr£XP ^H 

Sf EXP 
'FEXP bFEXP 

(2:3-338) 

(6)  Alternatively,   the  actual 
individual values of the average skin 
friction coefficient for a given body 
configuration. Mach Number,  Reynolds 
Number and ambient flight altitude 
can be used, when available.     Partial 
compiled data for usual configura- 
tional shapes and auxilliary vehicle 
parts  are  obtainable from Ref.   21 
(Hoerner)1-32  (R.A.S.   Data Sheets), 
Ref.   133  (Design Dfita for Aeronautics 
and Astronautics),  Ref.   13k  (Wood), 
Ref.   135  (Nielsen),  Ref.   136  (Corning), 
etc. 

(7) The quantitati 
equivalent, two-dimens 
plate average skin-fri 
, Cf » is a function 
dent variable usually 
taneously under operat 
ditions. In evaluatin 
only the most influent 
factors  are taken into 

ve value  of  the 
ional,   flat 
ction coefficient 
of many  indepen- 
acting  simul- 
ional flight con- 
g procedures, 
ial among the 
account: 

Mach Number, MH. 
Reynolds Number, {ReL)H. 
Surface roughness,K. 
Skin-temperature condition /Tw/ TH ). 
Flight altitude, H. 
Flight regime:   steady or  transient. 

Each of the main factors has  to be 
explicitly  specified  for any  particular 

skin-friction computation. 

(iii)   Reynolds  and Mach Number 
Effects 

The Reynolds  and Mach Number effects 
have a pronounced effect en the skin- 
friction  drag values.     In  the  subse- 
quent proposed methods  of frictional 
drag estimates,   this  influence  is 
taken  into account by a proper choice 
of  the respective  semi-analytical  laws 
as  pertinent  to  two-dimensional, 
smooth,   rough,   insulated or cooled  flat 
plates  respectively,  see Figs.   (2.3-UU) 
to  (2.3-49). 

The average  two-dimensional  skin- 
friction coefficient on a smooth insu- 
lated flat  plate  is a strong function 
of  both Reynolds and Mach Numbers. 
There is a marked decrease in the com- 
pressible Cf values with increase in 
Mach and Reynolds Numbers.     The  same 
holds for rough insulated surfaces, 
although somewhat modified by the  in- 
tensity  of  the  so-called equivalent 
surface  roughness conditions,  expressed 
by parameters  (VHk/i/H)   and  (L/K) ,   see 
Figs.   (2.3-44)  and  (2.3-45). 

This  trend persists  also for  the 
average  compressible-to-incompressible 
skin-friction ratios  (Of /Cfj )   on  in- 
sula ced  flat plates with both  smooth 
and  rough  surfaces,  see  Figs.   (2.3-47) 
and  (2.3-49),   the Reynolds Number 
effects  getting more pronounced  for 
higher  supersonic  speeds (M>3).     The 
correct  value  of the Reynolds  and Mach 
Numbers  therefore  should be used  in  all 
computations. 

Generally,   the Reynolds Number   is 
a function  of the true flight speed, 

VH   ,   the  characteristic  body  length, 
L     or  C     ,  and the kinematic  coeffi- 

cient  of  viscosity,v^  .     Since 

Rei 
VHL 

or Res 
vHe 

and      ^H
=
 H-^nh   v^ (^H/pH) , 

TH = T(H)  , 

PH'-PW, (2.3-339) 

it follows   that the Reynolds Number 
is  an implicit function of flight 
altitude, H    ,   for any given set  of 
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flight speeds, VH , and body geometry, L , 
or c . 

The flight Mach Number, MH r VH/aH , 
in view of the relationships aH =c'V 
and TH:T(H) ( is again an implicit func- 
tion of flight altitude, H , for a given 
relative flight speed,VH . 

Therefore, it follows that the skin- 
friction coefficient must be evaluated 
separately for every flight altitude. 
But, from the respective quantitative 
values of the variationa1 laws (see 
Standard Atmosphere, Section 2.2.6); 

TH = T(H) ," 

V^H)  ' (2.3-340) 

it can be shown that for flights in the 
lower atmospheric layers (below 35,000 
ft.), the calculated variations with 
altitude in absolute values of the 
average skin-friction coefficients will 
not be pronounced.  With increase in 
height (H>351000 ft. ), these effects get 
more appreciable.  As a "rule of thumb" 
for engineering purposes, it is recom- 
mended that the drag calculations be 
performed for the following altitude 
steps (in ft.): 

H=0; 35,000; 60,000; 80,000 and 
for each additional 20,000 feet of 
altitude. 

For any other intermediate altitude, 
the drag coefficient value can then be 
interpolated within the general limited 
accuracy of the drag coefficient esti- 
mates at large. 

In order to facilitate numerical 
evaluations of the ReH= Re(H)andMH = WM H ) 
functions for computational uses, i.e., 
fur a given relative flight speed, \/H , 
and a specified characteristic length, 
L or C  , special auxilliary graphs 

are presented in the Figs. ( 1.31) and 
( 1.32 ) and the Table (1.7-2) for 
direct reading of these relationships 
for a Standard Atmosphere (see Section 
2.2-6): 

(Re/L)H = f(MH,H). 

These working graphs have  been 
computed  from the expressions: 

(Re/Uri =    H ^     and    VH=MuaH     . H       "'H "H 

(2.3-31+1) 

ie.,        (Re/L)H = MH ^T-^1-   = M»K-(H)  » 

vshere     K{H)- 
aHpH   . iiL   . 
H-H 

(2.3-3U2) 

(2.3-3U3) 

Other  important altitude dependent 
variations  of  flight dynamics  parameters 
are  compiled  in Ref.   132  (R.A.S.   Data 
Sheets). 

(iv)  Surface Roughness Effects 

The surface  roughness  effects,   en- 
countered with different types  of 
manufactured surface conditions,  have 
been  expressed  through an  "equivalent 
roughness  parameter", k ,  as determined 
by experimentally investigated  sand- 
roughened flat  plates with different 
grain  sizes.     The related  Figs   (2.3-44) 
and  (2.3-45)   of  the average  skin- 
friction coefficient variations  are 
reproduced directly from Ref.   127 
(Clutter) .     The possible  "rough"  types 
of flows  are  thus sub-divided  into 
three categories:     "hydraulically 
smooth",   "transitional" and  "fully 
rough",   each  of  them exhibiting a dis- 
tinct functional dependence  of  the  skin- 
friction  and heat-transfer coefficients 
on Mach  and Reynolds Numbers.     The 
respective average skin-friction values 
of compressible turbulent boundary 
layers  apply  to insulated flat  plates 
without  pressure gradient.     Corrections 
for  transient  or steady equilibrium 
heat-transfer conditions,  reflecting 
actual  surface  temperatures  as   function 
of  various  possible flight  regimes  can 
be correctively  taken into account  as 
exemplified  later.    A detailed  account 
respective  to  the data  is  given  in 
Section 2.3.5.     Here,   only a summary 
is  given: 

Based  on  the Nikuradse-Prandtl- 
Schlichting charts  of  the  incompres- 
sible  turbulent skin-friction coeffi- 
cient  variations with the Reynolds 
Number  and  surface roughness,   an exten- 
sion to  the compressible flows with 
heat  transfer has been worked  out  in 
Ref.   127   (Clutter),  using Van Driest's 
turbulent compressible boundary  layer 
equations,   see Table  (2.3-3    ). 

The  range  of  the main flow  parame- 
ters: 

•, 
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0< W<5.0, 

l05<Re<l09, 

(TW/TÄ)MTW/TH) = |   and   (TW = T0W) ,  (insulated cose). 

The   "equivalent  sand roughness" 
parameter, K   ,   is   introduced   in  order 
to  correlate actual experimentally in- 
vestigated sand-roughened  surfaces  to 
those  used  in missile design  and  opera- 
tion.     The correlating values   of k   are 
given  in Table  (2.2-2).     According to 
the  physical nature  of  turbulent  bound- 
ary  layer flows  over  "band-roughened" 
insulated  surfaces,   and according  to 
subsequent variational  laws   of  the  "in- 
sulated"  skin-friction coefficient 
with Reynolds  and Mach Number changes, 
the  following three distinct  types  of 
rough  surface flows have  been found: 

(1) Hydraulically  Smooth   Flow  - 
existing when the roughness-element 
sizes  are so small  that the  variation 
of   the  skin-friction coefficient with 
Reynolds  Number  is  of  the  same  trend 
as   for an idealized  smooth  flat  plate. 
This   type  of flow persists  up  to a cer- 
tain critical Reynolds  Number  based  on 
roughness height.     Physically,   hydrauli- 
cally  smooth flows  are realized when the 
individual roughness-element heights 
are  less  than  the  laminar  sublayer 
thickness  in compressible  turbulent 
boundary  layers. 

(2) Transitional  Type  of  Flow  -  in 
existence when the  roughness  element 
sizes  are  great enough  to  promote  an 
increase  of  the  skin-friction  coeffi- 
cient  value above  that  of  an  ideal 
smooth  flat plate,   but  the   individual 
drag  force of  the  roughness  elements  is 
not  yet  an all-important  factor,   i.e., 
there  is   still  some modified  functional 
relationship between  the  skin-friction 
coefficient and  the  Reynolds  Number. 
This   transitional  region  lies   between 
the hydraulically  smooth  (or subcritical) 
and   the   fully  rough  types   of   boundary 
layer   flows. 

(3) Fully Rough 
when the individual 
great enough to bee 
factor. Both for c 
(Goddard126) and in 
Schlichting-Nikurad 
flows of uniformly 
roughness, the skin 
sum   of   the  flow dra 

Flow  -  established 
element  sizes  are 

ome  the  governing 
ompressible 
compressible   (Prandtl- 
se)   fully rough 
distributed  sand- 
-friction  drag  is a 
gs   of   the   individual 

roughness  elements,  and  there  is  no 
variation   in  the Cf|NS    with Reynolds 
Number.     The   last feature   is  actually 
a basic  criteria for definition of 
fully rough  flows. 

All  three  types of  flows  are  pre- 
sented  in  Figs.   (2.3-U4a)   to  (2.3-i+i+h) 
for insulated rough surfaces   (i.e.,Tw = 
Tow   ),   the  dotted line representing 
the  border  of  the fully rough  flows 
(from  the  line up).     The  insulated 
average     kin-friction  values  are  cross- 
plotted  against Reynolds  Numbers   for 
various Mach Numbers  from 0  to  5.     The 
roughness  effects are conveniently 
represented  by two parameters :( L/K ) and 
{VK/v )H   . 

The  constant (L/K) curves  show  the 
variation  of   the average  skin-friction 
coefficient, CIINO, with  the   free-stream 
Reynolds  Number,(Re L )H ,   on a flat,   sand- 
roughened,   insulated plate  for given 
(L)  and ( H ) in an entirely  turbulent  in- 
compressible  boundary  layer.     Such  a 
curve  of a  constant(L/K)ratio  passes 
through all  the three  basic  flow 
regions:     "hydraulically  smooth",   "tran- 
sitional"  and  "fully rough". 

The constant (VK/i/)H curves  represent 
variations   inCf1NS   with Reynolds Num- 
ber,(Re L)H   ,   under the  same  conditions 
for a  constant stream velocity f(U=  VH) 
and constant  roughness  height,   k   ,   i.e., 
with  the  plate length, L ,   as  a  variable 
parameter. 

As  an  order-of-magnitude rule,   for 
the  possible  equivalent missive-sur- 
face conditions,  as represented  by  (K) 
values   in  the Table  (2.2-2),   the 
roughness-influence shall  be  felt  as 
a  5%  to  10% increase  in  the CfINS values, 
i.e., very  close  to  "hydraulically 
smooth"  case. 

Heat-transfer effects  are conven- 
iently represented by  the wall-to-free 
stream  temperature ratioC^/Tg or 
Tw/ TH )    on non-insulated  rough  plates. 
These  effects have been computed  by 
Clutter(12 7)   for the extreme condition 
of(Tw/T8)=   1,  which could  represent 
either a highly cooled skin  or  initial 
(take-off)   conditions.     Due  to  the 
general   lack  of reliable experimental 
data,   it was   tacitly assumed  that 
for "hydraulically smooth" non-insulated 
plates,   the  variations  in  the  average 
skin-friction coefficient, Cf   ,   with 
heat-transfer rates  follow  the   same 
pattern  as  defined for  ideally  smooth 
plates   as  expressed by  Van  Driest's 
formula,   see   Table  (2.2-3 ).     The  re- 
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spective calculated  values  oJ^Cf ,versus 
Reynolds Number,R8L,   for various Mach 
Numbers are presented as   the curves 
(Tw / Tg ) =( TW/TH  )=  1  on  Fig  (2.3-45). 

The graphs  in Figs   (2,3-44)  and 
(2.3-45)  are for the  fully  turbulent 
boundary  layers,   i.e., for  the  transi- 
tion  at the  leading edge.     Additional 
graphs,  similar in form,   but with the 
transition from laminar  to  turbulent 
boundary layer occurring  at  various 
distances from the leading edge can be 
found  in the  basic  Reference  127. 
Another set of data  regarding  skin- 
roughness effects  on  the  skin-friction 
coefficient values  on  insulated flat 
plates  is presented in Ref.   132  (R.A.S. 
Aerodynamics Data Sheets). 

(v) Skin-temperatures  and Flight 
Regimes 

The non-insulated missile  skins 
generally undergo  intricate  temperature 
changes  that are strongly affected by 
the  variations  in actual   flight condi- 
tions  and flight regimes,   as well as 
by  respective body geometry,   actual mass 
distribution and  the surface conditions. 
A summary of the heat-transfer phenomena, 
including definitions,   is  presented in 
Section 2.2. 

The heat  transfer rates may have a 
very proaounced effect  on  the  skin- 
friction cDefficient,   especially at 
higher supersonic  speeds.     Since the 
skin-temperature conditions  depend on 
the  boundary layer,   the     thermal pro- 
perties of the skin-material and the 
flight conditions   (acceleration,  alti- 
tude and time),  exact  time-histories 
of  skin temperatures  should  be known 
in each particular case.     In a design 
phase of a missile this  is  almost im- 
possible,  as  it requires  a most com- 
plex and lengthly  trial-and-error 
iteration of the interrelationships 
between the drag,   the  vehicle flight 
performances and a definite  structural 
design.     Therefore,   relying  on  the 
available scarce unclassified experi- 
mental data,  an approximate evaluating 
procedure is  basically  proposed.     It 
is  believed to be acceptable within 
the general accuracy with which the 
skin-friction can be  predicted for 
steady flight  conditions   in  particular. 

Alternatively,   an iterative computa- 
tional procedure for determination of 
the  local skin friction  coefficient 
data in terms  of the  local heat  trans- 
fer rates during  the generally accele- 
rated  (transient)  aerothermal conditions 

on a  prescribed trajectory   is  exempli- 
fied  for  all regimes  (continuum,   slip, 
transitional and free molecule)   in 
Section  2,4,     Since  the method yields 
only  a  local skin-friction  coefficient 
value,   a subsequent integration of  a 
sufficient number  of the local values 
is  required in order to  obtain the 
average  skin friction coefficient 
value.     The procedure  is  obviously 
lenthy and of importance more for  the 
heat  transfer than  for  skin  friction 
drag  analysis.     The more  so   in view 
of  the  fact  that  the heat  transfer 
effects  become pronounced at higher 
Mach Numbers, when  the  skin  friction 
contribution to the total drag force 
coefficient is but a minor  part,   the 
wave  or pressure drag playing a pre- 
dominant  role  (see  Section  1,7.4   ), 
even for zero-lift conditions. 

As  stated,  the missile flight his- 
tories  usually involve  appreciable 
accelerations and altitude  changes 
that,  even without artificail cooling 
devices,   decisively affect  the skin- 
temperature adjustment  rates  and  the 
overall heat transfer conditions,   see 
Figs   (    1.21   )  to  (    1.25   )   and  (  1, 
27     ),     During the accelerated flight 
phases    neither the equilibrium  (non- 
insulated)  skin temperatures , Twt ,   nor 
the adiabatic (insulated)   skin tempera- 
tures  are achieved in general,   see 
Sections 2,2.5 and 2,2.6     .     For in- 
stance,   for short duration  boost  per- 
iods, with acceleration rates  of 10 
to  20 g's,   the early stage   skin  tem- 
perature  conditions are more likely 
to follow close to the  "ambient tem- 
perature" curve on Fig  (2.3-50)   and 
(2.3-S1)  and the  skin-friction coeffi- 
cient  should be estimated  for the  con- 
dition closer to Tw =Ts  from Figs. 
(2.3-39)  and (2.3-40).     This may yield 
values  far greater than for the respec- 
tive   adiabatic  "insulated"  case,   see 
Figs   (2.3-56)  and  (2.3-57). 

The determination of the actual 
time-histories of  the skin  temperature 
variations with flight speed,  altitude 
changes and accelerations,   requires a 
complex  iteration  of  the flight  per- 
formance and the drag force estimates 
for a  strictly specified structural 
and aerodynamic missile configuration 
on a prescribed trajectory.     Obviously, 
this  is  beyond the framework and pos- 
sibilities of the general  aerodynamic 
force design phase.    An order of mag- 
nitude approach,   based on experimental 
evidence,  should be used instead. 
With this in mind,  the possible flight 
regimes  are tentatively grouped  into 
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Fig (2.3-39) Distribution   of   temperature    in   the  boundary   layer   with   fixed 
stream for hot, insulated, and cold plates. 
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two categories: 

CD   Transient  flight conditions, 
characterized  in general  by  the actual 
skin-ttmperatures  being variable  and 
less  than  in  the  respective thermal 
equilibrium,   steady  flight cases,   i.e., 

T*e< row z Tr<Ti<I)»(2.3-3Mi) 

for non-insulated and insulated surfaces 
alike, see Figs (2,3-34), (2,3-39) and 
(2,3-40). 

The transient skin-temperature condi- 
tions are in existance whenever accelera- 
tions or appreciable altitude changes 
are involved. Also, the transient skin- 
temperature conditions prevail in steady 
rectilinear flight prior to the achieve- 
ment of a thermal equilibrium, 

(2) Steady-state thermal equilibrium 
flight conditions, <Tv« rTaJor(T», = T,,, )( 
which are realized only after sufficient 
time intervals in a steady flight with- 
out appreciable altitude changes. 

The respective preliminary engineer- 
ing design estimates of the skin-tempera- 
ture effects on the average skin-fric- 
:ion coefficient, are specified in 
Methods I, II and III, and based on 
the following assumptions: 

(1) It is assumed that an average 
isothermal condition, characterized by 
an average skin-temperature, T„ f 
exists on all missile surfaces.  The 
leading edges of the lifting surfaces 
and the nose cone tips are excluded 
from this consideration.  The approxi- 
ii.ation may be accepted on the rest of 
the missile configuration:  cylindrical 
bodies, wing and fin surfaces away 
from the leading edge. 

(2) It is assumed that the missile 
skin is made of steel with a thickness 
of the usual order of magnitude (.10" 
to .50"),  This restriction is forced 
by lack of other experimental data in 
preparing the corresponding working 
charts.  When other skin thicknesses 
and temperature data are available, 
they should be substituted instead, 

(3) Flights are restricted to the 
lower atmospheric layers, not exceeding 
400,000 feet.  Flight speeds are in the 
supersonic bracket of Mach Numbers(M<5 ). 
Real rarefied gas effects, or high Mach 
Number ionization and dissociation 
effects, are non-existant. 

(4) There is no artificial cooling 
of the missile skin involving auxi- 
liary coolant injection in the bound- 
ary Iflyer. 

(5) For steady, prolonged flight 
regimes, or quasi-steady regimes, and 
relatively small altitude variations 
(AH~0 to 20,000ft. ) , it can be 
assumed that 

Tw = TWe w Tow a T»» 
(2.3-345) 

The quasi-steady  regimes  are  in 
this  sense  conceived  to have 
acceleration rates  small  enough (ng <0.Ig) 
so that  the  skin  temperature  rise  is 
proportional  to  the heat  transfer, 
i.e., that a  thermal  equilibrium exists 
between the boundary  layer  laminae 
next  to the surface  and  the non- 
insulated skin;   the  skin  is  allowed  to 
heat-up to  the  equilibrium  temperature, 

(Twe«Taw).     This  condition  has  been 
experimentally  verified  by Kaye^20) 
for a steel,   0.20"   thick  skin of a 
supersonic  biconvex airfoil wing. 

Since the non-insulated, (without 
artificial cooling) skin-equilibrium 
temperature, 

Twe:T(MH,H). 
(2.3-346) 

is very close to the adiabaric or re- 
covery wall temperature,(Taw = Tr ) of 
an insulated skin (except for skin- 
radiation effects), i,e.: 

Twe « T, aw Tr. 
(2.3-347) 

the  average  skin-friction  values  for 
steady  or quasi-steady  flight  regimes 
should follow closely  the  curves for 
insulated  skin on  the working charts 
in  Figs,   (2,3-50)   and  (2,3-51), 

The expected  accuracy  of estimates 
should be within  the  tolerances of 
the skin-friction estimates  in general, 
i,e., of  the order of ± I57o. 

(6)   For pronouTiced unsteady flight 
regimes,   involving  appreciable accele- 
rations  and / or altitude  variations, 
the skin-temperature adjustment lags 
appreciably behind  the  velocity and 
altitude changes.     The nigher the 
acceleration rates,the  less  time is 
left  for  the  skin-temperature  to adjust 
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to  the changing  thermal conditions  with- 
in the  boundary  layer,   '.e., to an   in- 
creased frictional-heat  production. 
The higher  the  accelerations,   the 
greater the  initial   (i.e., prior  to 
acceleration)   temperature  lag  behind 
its  respective maximum possible  thermal 
equilibrium value,   (!„,   ).     Subsequent- 
ly,   if  the  high-acceleration (ng>20g) P'uise 
started from rest  (boost phase),   the 
initial  skin-temperature  (TW|N )   should 
be close  to  the  ambient  static  tempera- 
ture  (TH )  and would  change insignifi- 
cantly for the  usually short duration 
of  the  boost-launch  phase.     For such 
short  time durations,  no radiation 
effects  are  of  importance. 

The chart  in  Fig   (2.3-52)  can  then 
be used as  an  order-of-magnitude guide 
in predicting  skin-temperature condi- 
tions  for short-duration transient 
flight regimes.     It  should be  stated 
that  the  experimental data  in  the  Fig 
(2.3-52)   are a  corvenient replot  of 
the  respective  experimental data from 
Figs  (2.3-50)   and  (2.3-51), which 
have been  originally  obtained  for a 
biconvex airfoil wing with a  skin  of 
steel  sheet material   .20" thick(70). 
The curves  are   for constant accelera- 
t^ons with  the   initial  skin-temperature, 

T,' M,  equal  to  the ambient  temperature, 
T H .   at  altitudes  above 35,000 feet 

(isotnermal  layers  of   the Standard 
Atmosphere)   and  at  sea-level conditions 
respectively.     Due  to  the  lack of  other 
data,   it  can  be  approximated  that  the 
relative ratio  of  the  instantaneous 
actual  skin-temperature, Tv» =  T(H,MH,ng), 
to the ambient   temperature,TH  =  T(H), 
i.e.. 

Tw/TH =f{MH, ng,H), 
(2.3-348) 

Mach Number and  acceleration  changes 
during  the  boost  phase   is  required  in 
advance.     This  can  be  roughly esti- 
mated by  the usual  approximate  simple 
boost-phase performance  calculations 
in which the drag  force  is  taken 
as  "constant"  by an average,  very 
rough,  guess.     Then,  from the known 

M =M(t,H)and ng=f(t.H)laws,   for a 
set of  intermediate Mach Numbers, 
0, M(, Me,M3-••• Mn   ,   and  the  corresponding 
set ot  acceJera,ion  values, 

the respective(Tw  /TH'temperature 
ratios  from Fig  (2,3-52)   can be read, 
and  from(Cf/Cf|) = f [MH, H, Re. , ( T«./ TH ) , K J , 
graphs  in  Figs   uTs-^)" to  (2,^3-57J, 
the skin friction  drag  estimated  as  a 
function of  time  are then obtained. 
With  the proper knowledge of the drag- 
force  variation with time and altitude, 
the boost-phase  performance can be 
then more  accurately recalculated  in 
a  second approximation,   etc.   This 
iterative approach,   although techni- 
cally feasible and eventually attrac- 
tive,   is still  inadequate,  since it 
does not incorporate the additional 
drag rise due  to  the  "apparent mass" 
effects as created by the accelerated 
motion of  a body  through a real  fluid. 
The problem belongs  to  the general 
type of  the unsteady fluid flow  theory, 
wnich is as yet not amenable to an 
easy engineering approach. 

Alternatively,   in case of a prefixed 
accelerated  flight  trajectory from 
launch,   including  the later atmospheric 
re-entry conditions,  the transient 
local  temperature  time history and 
the respective  local skin friction 
coefficient time-dependent values, 
can be computed by  the  iterative 
method of Section  2 A. 

may be  taken as  a first  order engineer- 
ing estimate for all  flight altitudes 
up to 100,000  ft.     Obviously,  more 
accüxate data should  be substituted in- 
steady,  when available.     The applica- 
bility  of  the  curves  from Fig.   (2.3-52) 
is restricted  to accelerated flight 
phases,   starting from Mach Nuuiber 1  on. 
In the subsonic,   short-duration,  high- 
acceleration boost phase,   it can be 
assumed  that  the  initial skin-tempera- 
ture  is  very close  to  the static  am- 
bient  temperature,   i .e.,Tv»iN ^ TH    . 

Note.     If  it  is desired to  represent 
the skia-friction  (and  the drag-force 
in  general)   variations  in boost  phase 
as a  function  of  time,   then an approxi- 
mate knowledge  of  time-histories  of 

(7) An equilibrium surface tempera- 
ture,  allowing for radiation when 
necessary,   can be  estimated from Figs 
(2,3-53)  and  (2,3-5U),     The equilib- 
rium is achieved when convective heat 
input from the  boundary  layer to the 
surfaces  equals  the heat  loss  from the 
surface Vhrough radiation.     The solar 
radiation is neglected.     The governing 
equation for equilibrium temperature, 
Twer=(Twe  ) radiation < Tow ,   is  taken 
directly from Ref,   132   (R.A.S.  Aero- 
dynamics  Data Sheets): 

1.829 x 10 14 PH h MH 

€ T. z.s [, + .2rM|_(TwSL)]. 

"wer  .4    , Tcp .4 

(2.3-349) 
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where 

r =  on 
- is the temperature recovery 

factor for turbulent boundary Layersf 

T_ - exceptionally here refers to the 
static ambient temperature far ehead of 
the body, i.e.,Jm=   TA= TH , 

Tg - refers to the local inviscid 
stream temperature outside the bound- 
ary layer, 

'TQE
/T8)!:s|0 - for slender bodies and 

wings, zero angle-of-attack, 

€      - surface emissivity, see Table 
(2.3-4), 

h; Os^PSUsda-jü]" a foT'tn of heat trans- 
fer coefficient. The values of h can 
be determined from Fig (2.3-53). 

a general summary note, it 
id that the temperature ratio, 
as a marked influence on the 
kin-friction values for super- 
h Numbers; the absolute value 
rapidly increases as the 
TH) decreases toward unity, 
influences of both the Rey- 
the Mac h Numbers are diminish- 

ce the difference in skin- 
values for high Mach Numbers 

(8)   In 
can  be  sa 
TW/TH  ,   h 
average   s 
sonic  Mac 
of (Cf /CM 
ratioCIV 
while   the 
nolds  and 
ing.     Sin 
friction 

may reach almost 50%  for the two pos- 
sible thermal extremes, (Tw = TH ) and 
(Tw = TH ) respectively, it is evident 
that an accurate evaluation of the 
frictional drag at supersonic speeds 
should start from the estimates of 
the thermal skin-conditions as influ- 
enced by various flight regimes.  Here, 
proposed "order-of-magnitude" methods 
may thus proved inadequate for some 
special transient unsteady flight 
regime analyses, intended for more 
elaborate heat transfer and structural 
design purposes.  A resource to more 
accurate temperature time-histories 
from other sources should be then used, 
and the drag increments due to the 
acceleration effects from the unsteady 
flow theory computed. 

Generally speaking, when the aero- 
dynamic data are used on a prescribed 
flight trajectory, the skin-friction 
drag coefficient estimates, and con- 
sequently the total drag values, 
should be presented as flight dynamic 
variables: 

CDof=f[MH,H,f,(ReL)H.  (Tw/TH),ng] 

(2.3-350) 
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TABLE (2.3-4) 

EMISSIVITIES, € 

|       Material 50oC 250oC 550oC   1 

Aluminum 
Polished 0.04 0.05 0.08    | 
Oiidlt«d 0.1 1 0 12 0.18 

Chromium 0 06 0 17 0 26    j 
Glass 0 9 
Graphit« 0.41 0.49 0.54    | 
Iron 

Pura.polishtd 0. 06 8i? 0.13    | 
WroJoM.gÄ. 8.11 
Cost 0 21 
Cost, oxidl*«d 0.63 0.66 0.7 6    j 

Nickel 
Electrolytic 0 04 0.06 0. 10     | 
Oxidised 0 39 0.49 0.67    j 

Steel 
1       Polished 0 07 0.10 0. 14    1 

Carbonised 0.52 0.53 0.56    | 
Oxidised 0.79 0.79 0.79 

Zinc 
Pure, polished 0 02 0.03 0.04     j 
On Sheet Iron 0.23 '           1 

5 9 

1        Pigments 5 00C 400oC 1 
Lampblack   paint 0.96 0.97 
Blue(C02 03) 0.87 0.6 6    j 
Red(Fet Os) 0.96 0.70    i 
6r«en(Cus03) 0.95 0.67    i 
Yellow (PbO) 0.74 0.49 
Yellow (PbCr04) 0.95 0.59 
White (ZnO) 
White (ThOt) 

0.97 0.91 
0.93 
 i 

0.63    ^ 

SEE    FIG.   (2.3-54) 

REF. 132    ROYAL   AERONAUTICAL   SOCIETY    DATA    SHEETS. 

AERODYNAMICS,   VOL   I,    S.OO.03.20 

2.3-99 



■-..- 

2,3.8 LAMINAR, TURBULENT AND MIXED FLOW EXPRESSIONS 
FOR THE ZERO-LIFT SKIN-FRICTION DRAG COEFFI- 
CIENT, COMMON TO ALL METHODS OF EVALUATION 

' 

• 

Note:  Except for illustrative fig- 
ures, all graphs are compiled at the 
end of the Section 2.3, 

Following the guidelines stated in 
the previous Sections (2.3,5, 2.3,6, 
2.3.7 and in Section 1, 7, the 
estimates of the zero-lift skin-friction 
drag coefficients are performed sepa- 
rately for each principal missile part. 
Possible variations in the boundary layer 
flow are represented by the following 
three distinct cases: 

Case I,  A fully turbulent boundary 
layer is assumed on all missile parts 
for the whole range of Reynolds and 
Mpjh Numbers under investigation, i,e,, 
transition phenomena occur in the 
regions of the leading edge or the nose 
tip.  It represents an engineering con- 
venience allow: g for a relatively sim- 
ple and quick drag force analysis. 
Justifications and limitations for such 
an approach to the drag force problem 
have aeen analyzed earlier; the results 
may be regarded as conservative when 
compared to more elaborate and more 
idealistic treatments stated below, 
but there is no conclusive evidence 
that this simplified analysis falls 
short of engineering expectancies when 
compared to actual flight conditions and 
measurements, provided the general 
representative flight conditions are 
within the possible turbulent boundary 
layer limits, see Fig ( 1.20 ). 

Case II. Eventual existence of a 
fully laminar boundary layer on some 
missile parts is taken into account. 
This corresponds to some Mach Number 
and flight altitude combinations, 
and an assumed critical (transitional) 
Reynolds Number value, see Fig (1,20 )• 

Case III. A partially laminar, 
partially turbulent boundary layer com- 
bination on each missile part is con- 
sidered separately.  For shortness, 
the combination is arbitrarily labeled 
as the "nuxed flow" case.  It repre- 
sents the most general approach to the 
drag force problem and involves a 
rather elaborate and time-consuming 
estimate of the related critical Rey- 
nolds Numbers, which are a strong func- 
tion of Mach Number, flight altitude, 
skin-temperature, the individual body 
geometry and the boundary layer pre- 
history on the other (preceding^ 

missile parts, if so the case. 

In all three cases, the two-dimen- 
sional equivalent flat plate skin- 
friction estimates are taken as a 
common basis, since they constitute 
the best investigated domain, both 
theoretically and experimentally, for 
a wide range of Mach Number, Reynolds 
Number and skin-temperature conditions. 
But, as the flat plate results usually 
reflect the conditions of no pressure 
gradient, a uniform skin-temperature 
and the existance of either a com- 
pletely laminar or a completely turbu- 
lent boundary layer, their applica- 
tion to wings and bodies required 
additional corrections.  Among these 
corrections are nonuniform pressure 
and temperature distributions, vari- 
ations in the associated shock-wave 
patterns, three dimensional flow 
effects, etc, affecting the relative 
co-existance of laminar and turbulent 
boundary layers.  In view of all this, 
a simplified approximate treatment 
of the necessary corrections for the 
mixed flow conditions on different 
body shapes is suggested instead: 

(1) For slender, aerodynamically 
clean body shapes, having relatively 
small longitudinal surface curvatures, 
the associated pressure field varia- 
tions are assumed to have little 
influence on the average skin-friction 
results.  Therefore, the effects of 
small pressure gradients are neglected, 
since their small contribution in 
general is well beyond the possible 
accuracy of the drag estimates, see 
Section 2.3. i+ . 

(2) Skin-temperature effects, 
including the flow acceleration 
and the skin radiation influence 
are treated in a progressive way. 
First, the basic drag coefficient ex- 
pressions are derived assuming  an 
"insulated" skin.  These results may 
be directly used for some flight con- 
ditions as specified later.  The 
effects of the "non-insulated", but 
still presumably uniform, skin-tem- 
perature conditions are then added 
to the basic "insulated" case as 
corrections , comprising effects of the 
accelerated flight and the skin 
radiation, when necessary.  The general, 
non-uniform skin-temperature distri- 
bution is not treated. 
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(3)  Differences  in body geometries 
are represented  by  proper estimates  of 
the associated wetted areas  of  the 
equivalent  flat  plate in each case. 
The associated variations  in flow 
dimensionality  and  tha flow conditions 
behind various   shock wave  patterns 
are reduced  to  a  comparable  basis  by a 
relatively simple  change  in reference 
flow quantities:     the final  skin-fric- 
tion and  the Reynolds Number expres- 
sions  are related  to a common set 
of  the  free  stream parameters  far 
ahead  of  the  body.     This  allows  for a 
direct conversion between  the general 
body  (three dimensional)  and  the equiva- 
lent flat plate  (two-diirensional)  skin- 
friction result?,,   see Section 2.3.7. 

An estimating  procedure  for flat, 
insulated plates   is   outlined first, 
followed by a  corrective treatment 
of the  fundamental results  for dif- 
ferent  body geometries and  skin-tem- 
perature conditions, 

(i)   Flat Plate 

(1) The critical Reynolds Number, 
Recr, determining the type of boundary 
layer, is assumed to be of the order 
of 1 x 106.  Nevertheless, all the 
proposed explicit expressions are de- 
rived in a form suitable for use with 
any other transitional Reynolds Num- 
ber value. 

(2) For computational convenience, 
it is assumed that the transition from 
laminar- to turbulent boundary layer 
takes place instantaneously when the 
mixed flow case is considered, see 
Fig (2.3-41).  Although physically 
incorrect, the approximation is well 
within the possible accuracy of skin- 
friction estimates. 

With any acceptable critical 
Reynolds Number value, location of the 
instantaneous transition point, T , is 
formally fixed by 

^TR- 
Recr^H 

= L 
Recr 

FP ReL 
f(M,H) 

(2.3-351) 

where  the ratio 

bi - LFP 
Re, (2.3-352) 

can be  obtained directly  from Figs 
(    1.31 )  and   (    1.32    )  or  from Table 
CL.7-2)  as a  function of the  flight 

Mach Number and  the  flight altitude. 

(3)  To compute  the  correct Reynolds 
Number value,   ReTURB    ,  which shall  be 
needed  later for determination of the 
average  skin-friction coefficient for 
the  turbulent  portion  of  the  boundary 
layer,  a fictious   "effective" be- 
ginning of  the  turbulent  boundary 
layer  is  tentatively  specified.     On 
smooth flat  plates   this   "effective" 
length can  be defined  approximately 
by assuming  that  the  turbulent  por- 
tion  of  the boundary  layer started 
some distance, A X »ahead  of the  tran- 
sition point, T ,   see  Fig  (2.3-Ula). 
Then,   by matching  the respective 
laminar and  turbulent momentum thick- 
nesses  at  the point,  T   ,   i.e,: 

t«LAM)ATT«   (8^URB)ATT=   emNS 

(2.3-353) 
the required distance ,Ax   , and  the 
associated average  turbulent  skin- 
friction coefficient, ACfTi|RBi  can be 
determined within  acceptaoLe  limits 
of accuracy  as  follows: 

Using  the Eq  (2,3-353)  and  the 
fundamental  relationship. 

Cf -    x (2.3-354) 

which  is  valid  for both  laminar and 
turbulent  boundary  layers,  either 
compressible or incompressible,   it 
is  obtained  that 

2eTR- CfLAMFPXTR-   AC«TURBFP AX 

AC, .= C 'TR 
f-ruRBFP    WLAMFP    AX 

(2.3-355) 

(2.3-356) 

where CfLAMFP    and ACf TURBFP   are the 
flat  plate average  skin-friction coef- 
ficients  related  to  the  laminar, *TR    , 
and  the  turbulent, Ax  ,   portions 
respectively. 

For any  pre-chosen value  of   R«CR   » 
determining both XTR and     CiLAMFp      , 
the expression  (2.3-356)  contains  two 
unknown variables , AX ,   and ACfTURBFp , 
which are  functions  of Mach Number and 
flight altitude.     The unknown quanti- 
ties  could  be found  by  any trial-and- 
error method  in each specific  case. 
Here,   ready  graphs  are  presented for 
this  purpose,   see  Fig  (2.3-58),  where- 
by, ReAX   ,AX and  the  associated  value 
of ACfTURBFp   are directly obtainable 
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TURBULENT     BOUNDARY     LAYER 

VH 

L.E. 

FIG. (2.3-41) SKETCH    OF   THE   "MIXED  FLOW"   GEOMETRY   ON    A   SMOOTH, 

FLAT    PLATE    (AN   ENGINEERING    APPROXIMATION) 

INSTANTANEOUS 
TRANSITION   POINT 

FIG. (2.3-42)   EVALUATION    OF    THE    AVERAGE    SKIN-FRICTION   AND     THE 

WETTED      AREAS      ON     NOSE     CONES     FOR      PARTIALLY      LAMINAR, 

PARTIALLY     TURBULENT     BOUNDARY     LAYERS, 
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as  functions  ofRecRand   M .     The  compu- 
tations  have   been  performed using   the 
respective  data from Fig.   (2.3-4U) 
"smooth" curve (van Driest). 

Alternatively,   if  an  average  value 
of R«CR is  assumed  to  bei  x  10^,   inde- 
pendent  of Mach Number and  flight  alti- 
tude,   the  following  simpler,   but   less 
accurate,   analysis  can be used: 

At  the  point of  a  supposedly   "instan- 
taneous"  transition,   T   ,   not  only  the 
expression   (2.3-353)  holds,   but  likewise 
the actual  boundary  layer  thicknesses 
are  the  same: 

(8LAM)AT T= (8TURB)AT T =   8TRANs 

The above relati 
both compressible a 
boundary layers. I 
that for relatively 
(M<5), the respect 
sible-to-incompress 
turbulent boundary 
approximately  equal 

(2.3-357) 

onship  is  valid  for 
nd  incompressible 
t  is  further assumed 

low Mach Numbers 
ive ratios  of  compres- 
ible  laminar and 
layer  thicknesses  are 
numerically,   i.e.. 

(S TURB^M (8LAM)M 

(8LAM)M=0~   (8TURB)M-0 

=   K 
(2.3-358) 

The ratio  is   plotted   in  Fig   (2.3-59). 

The approximate  relationship  (2.3-359) 
can be reduced  to a  still  simpler  form 
through  the  rather accurate Blasius's 
incompressible,  flat  plate,   formulae 

5.2 X 
Recr^ 

IR._   .STAX 
1/2 ~       Ro.-Z Re cr (2.3-359) 

for laminar  and turbulent  incompressible 
boundary  layers  respectively,   i.e., 
with Recr        =   1 x 106. 

AX=|f IO-|exTR=.222XTR=.222LFp-IO.L. 

(2.3-360) 

With this, the Eq (2.3-356) reduces 
to 

AC*TURBFP-  <*'5CfLAMFP (2.3-361) 

In  both cases,   either  by  using  Fig 
(2.3-58)   or  the  approximate  expression 
(2.3-361),   the  correct  Reynolds  Number 
value  for evaluation of  the  turbulent 
portion  of  the  boundary  layer  is 

R _   (AX + Lrp-XT,,^ 
'TURBFP Vu 

(2.3-362) 

or,   in  terms  of RBL , 

Re 
TURBFP=(ffP

+  LFPL"XTR '^L     ' "FF «-FP 

(2.3-363) 
and  alternatively,  from Eq  (2.3-360), 

ReTURBFP=[<-.778^]ReL   '(2.3.36,) 

ReTURBFP= ReL-.77exio6        ' 
(2.3-365) 

to the   Re-ruRBFP    value in Eqs   (2.3-363) 
or (2.3-365)   corresponds  an average 
turbulent  skin-friction coefficient, 

C'TURBFB =   ^ReTURBFP1M)      , 

obtainable readily from the respective 
graphs  in  Figs.   (2.3-44)   and   (2,3-47). 
Note  that  the   Cf-ruRBFP average  value 
refers  to  the  "effective" total 
length  of  the  turbulent  boundary layer, 
(L-XTR + Ax ) .     It  reflects  the  fact 

that  the  turbulent boundary  layer at 
the  transition point,   T ,  continues 
the existence  of  the preceding 
laminar boundary   layer portion,   i.e., 
the  turbulence  is  not started  from a 
zero boundary  layer condition.     A 
correct combination of  the CfLAMFp    , 

Cf-ruRBFP,  and   A CfTURBFp values  and  the 
respective associated wetted  areas 
is  then required  for evaluation of the 
total  average  zero-lift  skin-friction 
drag  coefficient. 

Note:     Instead  of introducing the 
approximation  (2.3-58), the Blasius' 
incompressible  laminar-to-turbulent 
relationship  (2.3-359)  might  be com- 
bined with the respective van Driest's 
expression for compressible-to-incom- 
pressible relationship  (see Fig 
2.3-59).     But  the relative increase 

in the  accuracy  of  ReiuRBFP estimates, 
which night be  obtainable  in  this 
way,   is hardly necessary  for  practical 
aims,   since  both  the concept  of  an 

i 
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,;^e 

<•. 

"Instantaneous" transition and  the 
estimates of the true R«crvalues are 
largely provisions!. 

(*♦)  Evsluation of the zero-lift skin- 
friction drsg coefficient, C0ofF?   , for 
smooth fist pistes hss to be performed 
by fractions in the general case of 
s "mixed" boundsry Isyer condition 
ss  follows: 

jy A-^fTURBFR  dX •'X-.-Ax    TTURBFP 

(LFp-XTR + Axl 

->"<::. 
XTS        CfT, UMFP dx 

XTH-Ax       Ax 

Case III: 

By definition,   the sverage  two- 
dimensional skin-friction coefficient 
is. 

_   jQx" 
C,rp x       -f{Rex,M)   ,    bFp= comtonl 

(2.3-367) 
where Cf^ is its  local value  at  any 
station  t  ,    Then,   for one  side  of a 
flat  plate, 

(LXb)FpC00.    =(XTRb)FP 
LAM dx 

FP Ktn 

+ (LFp-XTR)b 

/■LFP , 
JXT«C,TU«B dx 
xia 

T"'D"      LFp-XTR (2.3-368) 

The first term in Eq  (2.3-368)   is 
readily  obtainable  from 

Cf LAMFP 
= ja J0     CfL AM 

dx 

^TR 
= f(Re,   M    ,Re<R«i 

(2,3-369) 

Using  a  formally and physically correct 
transformation  of the type , 

/•LFp_   rLFp-XTR /"Lpp-XxB 

"'XTR      ^0 -'xTR-Ax-XTR+Ax 

J*-tn-b*   J*in-** (2.3-370) 
the  second term in Eq   (2.3-368)   cen be 
brought  to the convenient form , 

fl-FP 

tLFp-XTR)bFp_iia_ 
(LFP-XTR) 

=     bFpf/ 
LFP     r.. J.    /"XTR 

'TURBFP 
XTR" Ax JXTR-AX 

dx 

(L     -X      )b      ^TR 
CfTUMFP ** *LFP    XTRJDFP—IS   

»l-rp—XTR' •FP~ATR' 

(l-Fp-XTR)bFP- 
/. 

FP 
Cf'TllR«FPdX 

XTR "'TURBFP 

(LFP-XTR) 

= bFp(LFP-XTR + Ax)CfTÜRBFp-bFpAxACfTURBFp t 

(2.3-371) 

where Cf TURBFP and ACfTURBFpare specified 
by Eqs (2.3-366) and (2.3-356) respec- 
tively. 

Thus,   for the "mixed" boundary 
layer on  one side of a smooth flat 
plate,  using the average skin-friction 
coefficient notation associated with 
the respective wetted areas,  Eq 
(2.3-368)   takes the form: 

cr' (LXb)FpCDofFp=(XTRbFp)CfLAMFp + 
(2.3-372) 

+ bFp(LFP-XTR+Ax)CfTURBFp-(bFPAx)ACfTURBFp) 

and with 

AxACfTURBFp=XTRCfLAMFp t 

v    _,       R*cr   , 

Ax = LFpRea*  =   f(M1Recr)     from Fig .(2.3-58) , 

(2.3-373) 

it becomes,   for two-dimensional  flow 
over one  side of a flat plate, 

]• LFpCDofFp=[LFp(l-Rec'R"^e^   )]cf TURBFP 

(2.3-374) 

.•.C0ofFP=   (I-    ggfiifflUL)CfTURBFp 

= 
ReTURBFP    c 

ReL        ^ 
(2.3-375) 

TURBFP 
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where 

CfTURBFP :,(R*TURBFP,M)      > 

ReTURBFP l/H "V" ReL 

(2,3-376) 
Alternatively, in case of the approxi- 
mate assumption that 

aX=.222XTR=.222LFp-gL ;  (2 3.377) 

Eq (2.3-375) reduces to a very simple 
form, 

6 
C00fFP =(l_,778Re[)C<TURBFP    • 

where (2.3-378) 

CfTURBFp:,(ReTüRBFP'M)      ' 

R'TURBFP1«1--77^» (2.3-379) 

Then,   in the  case  of a  fully  turbulent 
or a  fully laminar boundary  layer on 
a  flat  plate,  Eqs   (2.3-375)   and  (2.3- 
378)   reduce  to: 

Case I:     fully  turbulent  boundary 
layer,   transition  assumed  at  the 
leading edge: 

xTR = ax=o , 

Regr = Reax = 0 , 

CDOfFp:CfTURBFp=f|(ReTURBFp) M), 

ReTURBFP S ReL   • 

(2.3-380) 

Case  II:   fully   laminar   boundary 
layer: 

XTR>LFp,    AX = 0, 

R«^r> ReL ,      Reax =o 

CD0fFPsCfLAMFPi:,2'ReL ' M^     . 

(2.3-381) 
(5)   For rough  flat pletes.   the 

above   outlined analysis  is  less 
accurate;  nevertheless,   in  order to 
avoid  any additional complications,   it 
is  proposed  that  the very  simple ex- 
pressions  (2.3-375)  and   (2.3-378)  be 
used  for mixed flow conditions.     This 

involves   an error  still  practically 
insignificant,  since  even  in  the 
simpler  cases of  a  fully  laminar or a 
fully  turbulent boundarv  layer  the 
values   of   the "rough" Cf's   can  be 
determined  only within ±15%. 

By applying the  foregoing equivalent 
flat  plate method  to  individual  mis- 
sile  parts,   the corresponding  three- 
dimensional  expressions  forCpofare 
determined  next. 

(ii)  Nose Section   (Conical  or Ogive) 

The three-dimensional zero-lift 
skin-friction drag coefficient for 
nose  cones   is  (see   Fig  2.3-42): 

CDOfN=CfN-«gtL cos(eN/2) 
(2.3-382) 

According to Eckertd^), Manglerd^l); 
and Hantsche and Wendt(ll),   the 
average  three-dimensional skin-friction 
coefficient, CfN    )   is  expressed  through 
its  corresponding  two-dimensional, 
flat place   value  by multiplying  the 
equivalent  flat  plate  average  skin- 
friction  coefficient, CfLAMFp with  a 
factor K  =   1.15 for laminar  boundary 
layers,   or  by multiplying  the equiva- 
lent  flat  plate average  skin-friction 
coef f icient, CfTURFp ,  with a  factor *   = 
1.022   for  turbulent boundary  layers. 
These  corrective  factors  comprise  all 
the  three-dimensional  effects  existing 
on a  cone,   provided  the following 
"equivalent" flat  plate and cone  refer- 
ence  parameters are taken as  common 
(see  Fig  2.3-42): 

(1) The   "equivalent" flat  plate   (one 
side)   and  the cone are  of equal wetted 
areas,   (  bppLFP = SNWET ). 

(2) The   "equivalent" flat  plate has 
a  length equal to  the  slant height 
of   the  cone, LFp - LN sec(6N/2)  . 

(3) Differences  in dynamic  pressures 
outside  the boundary layer are taken 
into account by referring  the  cone 
and  the  equivalent  (superscript*) 
flat plate  Reynolds Numbers  to the 
common  free  ambient stream parameters 
at  infinity  (i.e., well  ahead  of  body): 

RtFp.ReL=^- = ReLN sec(9N/2) = 

_  J*^ sec{eN/2) = R?N 

(2.3-383) 
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Thus,  Eq   (2.3-382),   expressed 
through  the  "equivalent" flat  plate 
concept takes  alternatively  the 
forms: 

Case I: 

C0ofN--1.022 C(TURFP 
S^CONE   co8(eN/2)   , 

(2.3-384) 
Case II: 

cDofN = us CfLAMFp SieifigaE cos(eN/2)   , 

(2.3-385) Case  III 

CD0fN:[l.l5CfL™Fpl*iIkpCC)NE_    + 

+    1.022  CfTuRFp   S*ETTURC0NF      _ 

- 1.022 flCfTüRFP^m.]C0S(eN/2)   . 

(2,3-386) 

Explicit expressions  for  the  three 
cases  are derived     below,   using  the 
flat  plate analysis  data  from  the 
previous paragraph  (i). 

Case  I:     a  fully  turbulent  boundary 
layer,   TTe., the  transition at  the 
leading edge   is  assumed   in  a  first 
approximation.     The   imposed  condition 
is: 

XTR;0,    ReCI = 0,    AX = 0 

Then,   fron  Fig  (2.3-43), 

SNWET   . TTD TTD' 

TTD' 

-^-LN sec((9N/2)= 2%- co%ec{9H/2)   » 

"Ip-j^ZlLN/DlsectSN/?)» cosec(eN/2)  . 

(cDofN)T^.022 CfTURFP(-^|^^cos(9N/2)   , 

(cDofN)T -'1-022 CfTURFP   cot{9N/2) =0,0^   , 

(2.3-387) 
where,   for convenience  of  later  tabu- 
lations , 

G, = 1.022 col (eN/2)  Is  a   geometric   factor, 

CfiT = CfTURFP : '(ReFPlM) = f{ReN,M) , 

*        VH L 
Re FP 

H  "-N 
sec(8N/2) =ReLNsec(öN/2) = ReN  , 

(2.3-388) 
Case  II:     a fully  laminar  boundary 

layer exists.     The necessary  condi- 
tions   is: 

ReN=ReFp =    p H   sec(8N/2) < ReCr = (I x 10 eventually), 

s     j    = 2(LN/D)sec(0N/2) = cosec(0N/2), 

_ « TV 

(cDofN)L  -- 1.15 CfLAMFP(-^)LCos(eN/2). 

(CD0fN)L = 1.15y^gi- CfLAMFP cot((8N/2) = 1.125Gi CffL, 

(2.3-389) 
where, 

Gi= 1,022 cot(9N/2), 

CffL = Cf LAMFp = ((Repp, M) - f (ReN , M), 

ReFp = -rr— sec(eN/2) = ReN . 
VH 

(2.3-390) 

Case III:  a partially laminar, 
partially turbulent boundary layer. 
The necessary condition for the 
"mixed" boundary layer existence is; 

»       »       LNVH 
ReN= ReFp = -^- sec(8N/2) >ReCr =(! xlO6eventu0lly). 

Combining Eq (2.3-386) in connection 
with Fig (2.3-43), and tne corres- 
ponding Eq (2.3-375) from the flat 
plate analysis, it follows that in a 
first approximation: 

(c0ofNf+T - [U5 CfLAMFp I^MCONL + 

+ i.022 CfTURFp IwiimcoNX _    (2.3.39L) 

- 1.022 ACfTURFP^MICONL]cos(0N/2)      , 

Af-i .  ^TR  ri Recr ^fTURf:p - -^- CfLAMFp = w-- CfLAMFp      , 

(2.3-392) 
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■ 

XTR = L N|sec(;*N/2) 
Recr 
RfTp 

C'LAMFP = f|{Recr ,M)    | 

CfTURFPr ^2'ReTURFPi M)   » 

Thus,   Eq   (2.3-386)   takes   the  form: 

+   1.022  CfTURFp    x 

Rfwp=Rifp[l.(^ .^)] = .^.„c. =      " ['-{Z - -tf)'] - '-^c—'(^) 
= Re TURN » 

* ** 
Rerpr ReLNscc(8N/2)   =     ReN     ' [(^-(^r-^f)']}-'^' 
Re 

axNvH 

axN 

Re LN 

Re CR 

^H 

LNVH 

^H 

XTRVH 

,    from      Fig. (2. 3-58 ) (2,3-397) 

V* 
(ix I06    eventually) 

(2.3-393) 
The respective wetted areas in Eq (2.3- 
391) are (see Fig 2,3-42): 

or, after rearrangements: 

(Coo,.f.I={1.C22C,LAM„(^)(£|r 

-•^)*'-°"w(tr) 
[-(tr-rteo,(,,"/2) • 

s TTD TR 
(2.3-398) 

WETCONELAM g XTR 

4 
cosec(©N/2) © 

TTD 

(2.3-394) 

TTDäX SWETCONETUR =   "J" LN 560 (GN/2) g^ ( XTR - ÄXN )^ 

TTD' 
cosec(eN/2) 

V R^rp       Repp / 
(2,3-399) 

'FP "epp 

(2,3-395) 
TTD. L/AV 

SiXWETCONE   " SWETLAMCONE   ~        2 ^XTR~AXN' 

TTD' 
cosec(0N/2) (  Recr \ -/^CL.    R«AXN f 

\  ReFp/     Uepp ReFp   / 

cfT[l-(R,-R'e)
E]} 

(2.3-396) 

TTD' 

•   ^TL'- v«0-"cJ JJ-     »      (2,3-400) 

where, 

Gi -- 1.022  cot(eN/2)       » 

CfiL  =   CfLAMFp   =  f|(Recr , M)   , 

IB ^ . 
C'|T   '   CfTURFP s   f2(ReTURFP  • M)  = f2(ReTURN i M) , 
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Re er ■MJ 

ReFp:   ReLN sec(eN/2 ) = 
LNVH 

sec(8N/2) =   ReN    , 

Re 
AXNVH 

4XN = —i?    .    ff0m     Fig.(2.3-58) , 
H 

KeTURFP  =    Re FP 
I R«, cr_ 

FP 

Re AX!L 
ReFP 

= Re TURN 

S    lReTURFp) 

Re- 

NOSE 

ReFp 

Re axN 

R? f? (2.3-401) 

Assuming  that Recr-  I « I06,  Eq  (2.3-400) 
takes  the  simpler form  by   virtue  of   the 
relationships   (2.3-360): 

AXN^ .2<Ld/jH ■• .222LN|sec{ÖN/2^l06/R?Fp = 

.222LN l06/ReLN   . 

ReAXN= .222« I06 . 

Re*p = ReLN5ec(0N/2)  --Re^     , 

Reu/ LN VH/I/H     » (2.3-402) 

16 
ReTURFp =ReFp-.778  X ID6 = ReN|l - ,7 78 —TTJ  = RCTURN I 

(CootN^f  6|{C°T [,-^778^)2 ] - 
m , I06 ,2 "I 

.'.(CoOfN^fGijc," [l- .6O6R0]  - .633Cf°Ro}   , 

where, (2.3-403) 

For fully turbulent flow: 

XTR=0 , Recr =0 , 

11 * ^ H 

(CDOfN'T   = GlCfn = Glx MReTURN I ReFP  = ReN 'M'  ' 

For fully Laminar flow: 
(2.3-405) 

XTR = LN  sec(0N/2) , Recr =ReFP = ReLNsec (0N/2) = ReN , 

Cut  LN sec(®N/2) = Cf°T AX , Cf°T = AOfT , 

AX =.222 LN5ec(0N/2) , 

Cm --(CuL/.Z22), 

'.(CnofNJL =Gl{:^[l-(.778)Z]-.653CffIL}  . 

(CDOfN)L = G, 11.778 Cf"-.6530^}= 1.125 Cf^G, 

(2.3-406) 

(iii) Cylinder + Boattail (Conical 
Frustrum) 

There is no significant difference 
between the flat plate two-dimensional 
and the cylindrical body three- 
dimensional skin-friction coefficient 
values, (Eckertl9)T provided the 
ratio of boundary layer displacement 
thickness to cylinder diameter is less 
than 4%. 

D <'04    (2.3-407) 

Based  on experimental  data,   the 
above  condition may be  extended for 
practical  rH'rposes up  to 

G, = 1.022 cot(0N/2) , 

m e 
Cf IL   : CfLAMFP    :  f| (10 , M)  , 

rm   -c ^flT   ^fTURFP 

, I06v 

[ReN (I -.778- I0
6
%  1 

Re N 
(2.3-404) 

Obviously, Eq (2.3-403) reduces to 
Eqs (2.3-387) or (2.3-389) for fully 
turbulent and fully laminar flows 
respectively: 

(■^fi^-OdO) 
(2.3-408 

without introducing any appreciable 
error. 

Evaluation of the transitional 
Reynolds Number values remains open 
to circumstantial criteria.  For 
supersonic speeds, the wind-tunnel 
experimental evidence (Pitts^-^) 
suggests a definite transition at the 
wing-body juncture, especially so 
far zero-angle-of-atcack conditions: 
the three-dimensional pattern of shock- 
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waves arising  from  the  wings  leading 
edge usually   intersects   the  body  in 
such a manner  that  a  sharp pressure 
rise at,or  in  the  vicinity  of,the wing- 
body  juncture  promotes   a  boundary 
layer transition.     It  would be  safe 
to assume  that   the  possible extent  of 
the laminar  boundary  layer should  be 
limited  to  the   "forebody" region  at 
utmost. 

The explicit  expressions,  taking 
into account  the   influence of  the nose- 
cone boundary  layer pre-existence,  are 
derived  in  the  following  text for all 
the three cases   of  the  boundary  layer 
types.     The method  of  derivations  is 
the  same as  for  the flat plate,  see 
paragraph  (i). 

Case I:     fully  turbulent boundary 
layer on both the  cylindrical part and 
the nose cone  is  assumed,   i.e., transi- 
tion is  at  the  nose  tip: 

R«I>Recr,XTR'0. 

The actual  turbulent  boundary  layer 
build up  on  the  HOSP  cone  incorporates 
three-dimensional  flow effects,CfN = 
1.022 CfTURFpj Therefore,   although  for 
cylinderr   '.he   i.hree-dimensional effects 
are neg;'' ; M   .     CfCYL « CfTURFp ,   the 
boundary  ';    :  r growth  along the  effec- 
tive  (sla-":;  missile  length,   inter- 
preted  in  terms   of an  equivalent  two- 
dimensional  flat  plat  average skin- 
friction coefficient,   takes  the form 
(see Fig 2.3-43): 

(28*)AT POINT e = 1-022 (CfruaFP^osE LN sec(eN/2) = 

8   (CfTURFP^OSE X  AXI 

AXi = 1.022 LN sec(eN/2) 

(2.3-409) 

(2.3-UIO) 

and 

(CfTURFPJcYL + BT   = (C*TURFP)TOTAL     ' 

flXt + LcYL+LBTsecfoe) 

LcYL + LBTSec(eB) 

(CfTURFPJNOSE     LcYL + LBTSec(eB)       (2.3-411) 

(CfTURFp)cYL+BT = (CfTURFP)TOTAL [' +  R^TR^J" 

/ \i    r   Reax   1 
"   (CfTURFPJNOSELRecYL+BTj       ' (2.3-412) 

where, 

(CfTURFp)TOTAL S  f[R«T0T*Li   MJ   =    Cf 
I 
2T 

.«I 
Re TOTAL =   Re^x+ReCYL+ ROBT     ♦ 

Re*T=ReBTsec(eB)=t?I^l^   * 

Re^x = —£& = 1.022 Rea = 1.022 ReuN sec(eN/2)   , 

RecvL^^1-    ' 

Re]I = (ReTURFpWe = Re* sec(eN/2) = 

= [LNsec(9N/2)|] VH 

(CfTURFpW  =  C<IT = f(ReN.M)   .    (2.3-413) 

The corresponding  zero-lift skin- 
friction drag force coefficient is: 

(c )* - (c*       ^I Swrr(CYUBT) 
^tX)fcYL+BT^T - V^TURFPJcyl_<BT Sr 

(2,3-414) 

S*ET,CYL^ = 7rD LCVL + ^fcosec 8BKl - ^) + 

■VDAD/ BJ (2.3-415) 
+ 2 

+ 2(^)(^)sec(eB)}    . 

(2,3-416) 

/ f-ZrI  f. ^   l022Re*N     1 
.VCDOfCYL+BT^    l^L^Re^^Re^J- 

TtCl 
sr (2.3-417) and finally, 

(2,3-^18) 

where, 

Re *l      - oJ 
TOTAL ReAx + RecYL+ReeT 

=   1.022 Re* +ReCYL
+ ReQT     , 
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LBTVW 

*•*'  ReBT ^'«B'  =   T^  9eC(eB)    « 

«ecvL^   ^L    . 

Re^ =  1.022 Re*    ♦ 

*; =".L»-(^)-1^i-(^ - 

. 1.02255, 
Recn. + ^BT 

62 ^4(^) .(cosec eBX,- ^) +2(^)(^)sec(eB)] . 

(2.3-4 
Case III  A:     A partially  laminar, 

partially  turbulent  boundary  layer on 
the nose cone;   turbulent boundary 
layer on the  cylinder,   (see Fig 2.3-43). 
The necessary  condition  is: 

Re» = ReLN sec(^) > Recr = U «IC6 eventually) 

(2.3-420) 
Following  the  same  pattern of deri- 

vations  as  in Case I   for cylindrical 
bodies and using Eqs   (2.3-392)   and 
(2.3-387)   from Case  III  for nose cones: 

{2e*)AT POINT a = 1.022 (CfTURFp)N0SE   * 

« [ax+LN sec(eN/2)-XTRJf 'NOSE 

.H 
= VCfTURFP'NOSE    AXmA       » 

r i"1 

.-.   axmA= 1.022  AX+LN sec{(9N/2)-XTR 
L -I Wit 

and 

\CfTURFp)cYL + BT =  vCf TURFp/T0T,<L * 

ÄX]lIA + LcYL + l-BTSec(eB) 

(2.3-421) 

m 

NOSt 

(2.3-422) 

l-CYL+l-BTSec(eB) 

-ICfTURFPWsE   LcYL+LBTSec(eB) 

(2,3-423) 

.'.    (CfTURFp)cYL + BT = (CfTURFp)T0TAL " 

x 11 + 
1.022 (ReruRFp) i.ui:;aKeTURFP»NosE 

.l+      RCCYL + RSBT 

m 
m     [■l.022(ReTURFp)Nor.E ' 

- (CfTURFP)N0SE L       RecYL+R^BT 
(2.3-424) 

The respective zero-lift skin-friction 
drag  coefficient  is; 

.MA    . .HA SwET(CYLtBT) 
(CDOfcYL + BT)T    :clCfTURFP)cYL + BT Sr "      ' 

>HA    f   HA r        1       ic    ■> 
.'•    (CDOfcYL+BT)T     =   ■[Cf2T[l + R2j-Cf1T R2|G2 

where. 
.IA *KA 

(2.3-425) 

Cf?/ = { CfTURFP^OTAL1  f ( R« "oTAU , M)      . 

ReT0TAL=l'022{ReTURFp)N0SE  +  ReCYL +ReBT    , 

(RBTURFPUSE = R«TURN = Re4XN + ReFp-Recr = 

=   ReiXN + ReN-Recr , 

ne0AW=   aX VH   ■ for   nose cones,  see ^(2.3-58), 

RBN = ReFP= ReLN sec(QN/2) sec(0N/2) , 

RegT = ««BT sec(oB) = ^ä 8ec(eB) , 

CfIT s (CfTURFP)?0SE =  f [{RöTURF^SE . M] = 

::     f   "«TURN »Ml, 

R2 -   '^^(^TURFP^OSF    _   RBTURNX 1.022 
RecYL + RBBT "   RBCYL+RBBT 

62 =[4(^)+(cosec eBKi-^) + 2(^)(^i). 

«»C{»B)J • (2.3-426) 
Case III B:  A fully laminar 

boundary layer on the nose cone; a 
fully turbuleni. boundary layer on the 
cylinder.  The necessary condition is: 

Re^p = Reti  =  ReuN sec(eN/2) = Recr = 

8     (| x I06 eventually)   . 

(2.3-423) 
(2.3-427) 

WWMMMB 
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From Fig  (2.3-U3)   in this  case: 

(^*)AT POINT B = '•'SfCfLAMFpjJjggLNsecCeN/z) = 

(aCfruRFp)™ = CffL -^|M- - from Fig. (2.3-58) 

Re?x
B= f(l.l5Re{J , M) — from  Fig. (2.3-58) 

(2,3-i+28) 

and 
(\]ItB / \1B 
^fTURFp)cYL+BT  =   \,C^TI«FP)TOTAL    * 

aXBB + LcYL+LBT8ec(eB) 

LcyL+LBTsec(eB) 

- (^tf TURFp)CYL 

Re IB 
R,.-^ 

OIIB AXJTB 

LcYL+l-BTSec(eB) 
(2.3-U29) 

(CfTURFp)SJ+BT =   (CfTURFpCAL ['+ Re^^ RegT ] ~ 
KB 

/Ä/, \TnB r       Reax        j 
-(ACfTURFP)CYL[RecyL+Re?TJ        (2_3_430) 

The zero-lift  skin-friction drag coef- 
ficient is: 

Ir™. S"18- (r*       \m*       SWET(CYL+BT)   . 
^DOfcYL+BT^T  " ^'TUfWCYL+BT ^     ' 

(COOfCYL+BT)r=  {Cf?TB[l + R3] - (ACfTURFpß R3j. Gj 

where, 

Cf2T   = (CfTURFp)TOTAL = fl (RöTOTAL t W)   . 

ReroTAL = ReJx+ReCYu + ReBT , 

(2,3-431) 

RecYL + ReBT 

Cfft = ^(ReÄ, M)   , 

*- H^)+(«.«* eBKi-^) + 2(^)(^i)Wc(eB)]. 

(2,3-432) 
Case III C;     A fully laminar boundary 

layer on the nose cone;  a partially 
laminar,   partially  turbulent boundary 
layer on the cylinder.    The maximum 
extent of the  laminar boundary layer 
on the cylinder is  restricted to fore- 
body.     The necessary condition is: 

RBN = ReFP<Recr > RepoREBOOY. 
(2,3-433) 

The average skin-friction coefficient 
of the "mixed" boundary layer in 
terms of an equivalent flat plate is 
(see Fig 2,3-43): 

1.022 (CfLAMFp)I)8E % LNSec(eN/2) =   (CfLAMFp)^ Ax', 

AX' = 1.022 LN w{%H/z), 

and (2.3-434) 

BO 

R«BT = Resi sec(eB) = -!=^1 8ec(eB) , 

RecYu»^   , 

Re/fx = f (l.lSReU , M) — from Fig. 2.3-58   , 

(^fT!jRFp)cYL = cfiL   RegB
N  .or directly  from Fig.  2,3-58, 

Reti = ReTp = ReLN 8ec(eN/2) = -^ sec(eN/2) , 

(CfLAMFp)TOTAL (AX'+AX*)   '   (^TURFpJcYL aXBC     , 

AX'+AX" = XTR +.022LN 8ec(eN/2) = 

XTR=Recr^=[LN8ec(eN/2J|^|   , 

AXKC = ReJS ^ ,   from Fig.  2.3-58 , 

ReJx = f(Recr, M), from Fig. 2.3-58  , 

(^CfruRFp)^. = ^(Re?? , M) ,   from  Fig.  2.3-58 , 

AX" =XT,rLN 860(9^2), 

so that, (2,3-435) 

(CfLAM+TUR)S.+BT [l-CYL+ LBTSec(eB)J : 

i. 
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« (CfTURFp)TOTAL [LCYU-AX" + öXmc + LBT sec(eB)] - 

-(CfUA»*p)i3osE [Ax']  , (2.3-3b) 

•'• (CfLAM+TUfOcYL + BT E   (C<TURFP)TOTAL   X 

L LcYL + LBTsec{8B)      ^J 

r, xn        1.022 LNsec(eN/2)] 
"[(CfLAMFPJNOSE    LcYL + LBTSeC(eB)J      • 

v '   (2.3-U37) 
The average skin-friction drag coeffi- 
cient is then: 

>1IIC / \1IIC SwET(CYL-t-BT) 
(CDOfCYL + BT)L+T =   lC<L+TJcYL+BT Sr 

(2,3-238) 

(2.3-239) 
where, 

LfZT    =   (CfTURFPJTOTAL   =    f2  I "erOTAL  ,    M 

"öTOTAL = RBTURFP +RecYL + ReBT , 

„ »ic        r. *   , „ mc 
ReruRFP = Rew  + Re^x - Recr, 

Re* -- Re?P * ReLN sec(eN/2) = -^ sec(aN/^ . 

R0 .     LcYL VH    . 
RecvL -  —r.  ' 

RBBT -- ReBT sec(9B) = ■!^1- s8c(«B) , 

Recr : XT^H-   = (l x I06 eventually) , 

Re'x = f(Recr , M)    from  Fig. (2.3-58) , 

CffL = f2(Re^ , M) , 

1.022 Re* 

'      RecYi. + ReBT 

,    . Re?x -Rear 

RBCYL +ReBT 

G2  = [4(^) +(cosec  0B)(l-^) + 

^(^)(^)sec(eB] 

Alternatively,   ifRecr =lxl06is chosen, 
together with  the approximation ex- 
pressed  by Eq   (2.3-377),  the final 
Eqs   (2.3-418),   (2.3-425),   (2.3-431) 
and   (2.3-439)   reduce  to the following 
simpler forms   forCDofCvL+BT 

: 

Case I:     Eq   (2.3-418)  unchanged. 

Case III A: 

(CDOICYL+BT)?*  =   |cf^ [l-l-R2]-Cf"T R2j Gz   , 

where, 
(2.3-441) 

mA        , >■* HA 
CfZT     =    (CfTURFp)T0TAL  =     f(ReTOTAL>M)     '» 

ReTOTAL '   1.022 RON   -   .795xl06  +  RBCYL +  ReBT , 

ReN  =   R*¥p  --   ROLM SBCON/Z) =   —p-^ sec(8N/2 ), 

ReBT = ReBT sec(®B) LBTVH sec (9B), 

Re CYL 
LcYLVH 

1.022 ReN - .795XI06 

RecYL +  ReBT 

Cm   =(CfTURFp);oSE   »   f[(ReN-   .778XI06),   M], 

G
2=h-H^)+(cosec 90(1-1*) + 

+ 2(>)(-^L-)(«c9B)].      (2.3-442) 

Case  III   B: 

. .DIB f   DIB    r 1 tt 1 
(CDOfCYL+BTlr       =    \Cf2T    ['   + "^J"  4•5 Cf IL R3 / G2 ' 

(2.3-443) 

where, 

mB lr \lnB * \    *niB 1 
CfZT   =     VCfTURFP.'cYL +BT    =     l|[ReT0TAL   .   MJ ' 

ReT0TAL =   .2 55 x I06 +   RecYL + RBBT , 

ReBT :   RCBT secl9B)  =      LB^VH    sec(9B) , 

(2.3-440) 
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mm - H... 

RecYL =   -tci^H.   , 

D   .   .255 xlQ6 

3 Z i— 
"•CYL + ReBT 

c"L  = f2(l0
6.M)  --   (CfLAMFP );oSE    . 

G2   ^[4(^)+(cosec8B)(,--5g-) + 

+   2(^-)(J^)S«CöB]   . 

Case III C: 
(2.3-444) 

^DOfCYL + BT)L+T   = 

(2.3-445) 

where, 

Cf2T   =    (CfTURFPJri TOTAL 

(RBN -.788 x io6 +RecYL + Relx) , M]   , 

Cf|L   -   (CfLAMFp)NOSE   =   *2 (^N i   Mj   , 

LNV, 
Re*H  = Re*Fp = ReLN sec (®N/2) = -^- sec (0N/2) , 

VH 

RecvL ' 
LCYL VH 

ReBT - ReBTsec(8B) = -!=BJrtL  sec(eB)    , 

_      1.022 Re* 
1 "  RecYL+ReBT 

.778 x IQ6 

n4   -  —z _   v        '> 
RecYL+Reer 

G2=  [4(^)+(coseceB)(l-^)^ 

(^)(^)sec(0B)]     • + 2 
(2.3-446) 

(iv)  Cylinder  + Boattail   (Parabolic) 

In  a  first approximation,   the Eqs 
(2.3-418),   (2,3-425),   (2.3-431)   and 
(2.3-439)  can be used. 

(v) Wings and Fins 

It  is  assumed that  the wings   (or 
fings)   are of relatively small  thick- 
ness  ratio  (~ 6%).     Then,  within a 

first approximation,   the total wetted 
surface may  be taken equal to  twice  the 
exposed planform area.    No corrections 
for the  three-dimensional flow effects 
are  performed,  see Section 2.3.4. 

Experiments by Vincenti^143^   indicate 
that for triangular double-wedge wings 
at zero-angle-of-attack,  under con- 
trolled wind-tunnel flow conditions, 
the  transition from laminar to turbu- 
lent boundary layer is induced at the 
ridge  line  if the flow at the ridge 
is subsonic.     The transition is caused 
by a corresponding rapid increase in 
pressure directly behind the  "subsonic" 
ridge line.     For "supersonic" ridge 
lines  the pressure rise is delayed to 
the point where the Mach lines 
associate with the ridge line.     A 
greater laminar flow area may  be ex- 
pected with the transition shifted 
somewhat backward.    Considering the 
types  of wings and profiles specified 
in Table  (2.5-6),  Section 2.5,   it 
seems recommendable that under actual 
flight conditions the laminar boundary 
layer on  lifting surfaces  should be 
restricted  to the ridge line at ut- 
most.     With a critical Reynolds Number 
fixed at I x IO6 ,  the practical  limit 
for laminar boundary layer existance 
is thus  restricted to, 

XTR > XLAM < XR,OGE a 1/2 c , 

(2.3-447) 
where c   is  the local wing chord. 

For practical quick estimates,   it 
is  proposed  that in a  first approxima- 
tion  the  skin-friction drag due  to 
wings   (or fins)  be computed assuming 
either a  fully turbulent  boundary 
layer or a partially laminar,   partially 
turbulent  boundary layer.     The  pro- 
cedure  is   thus simplified,  and  the 
eventual   "error" in comparison with 
more idealistic fully laminar flow 
conditions   is on the safe  side  of the 
total drajj; predictions under actual 
atmospheric  flight conditions  and  the 
manufactured surface conditions , which 
may render  a  theoretically  idealized 
laminar boundary layer existence  very 
dubious.     Nevertheless,   if  the 
idealized  laminar boundary  layer alter- 
native  is  accepted for any justifiable 
reason,   the  computational  procedure 
of Case  I   (fully turbulent boundary 
layer)   can  be always easily substi- 
tuted  by  the corresponding Case  II 
method   (fully laminar boundary  layer), 
see  the  flat  plate paragraph  (i). 

Case  I:     A fully turbulent  boundary 
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layer is supposed,   i.e.,   a  transition 
at the leading edge is assumed:   X

TR « 0 

Taking the equivalent  flat  plate 
skin-friction results for a basic ref- 
erence,   the zero-lift  skin-friction 
drag coefficient for exposed wing sur- 
faces  is 

(C0OfÄExp)T S (CfTURFp)w     *%*      ' 

Recr s^^i  s (ixlO6 eventually) 

i;2.3-U53) 
Using  the corresponding equivalent 

flat  plate  results,   paragraph   (i), 
the  zero-lift skin-friction drag 
coefficient  is for wings. 

(CoofWEXp)T = Cf3TGj   , 

where, 

CfM a (CfTURFp)w ;  '(««Cw.   M)    ' 

2.3-^8» 

(2.3-^9) 

Rec» 

C^.,.» :   
SWEXP    , 

G3 = 2.55{^SÄE) {**$*■) -  SwE|;wET    • 

(2.3-1+50) 
In  the  same way,   for fins: 

(CDOfFEXp)i   =   NCf4TG4     , (2.3-451) 

where, 

Cfir  ■-  (CfTURFP)! = f (ReeF , M), 

RecF —%— ' 

7« -   SfEXP    , 

t              .   bFEXP         t>F~D     , 
"FEXP  -   —2—   * —2  

N  = number of individual  fins   % 

SFEXP * planform area  of  one fin  f 

r    (2.3-452) 
Case III:  partially laminar, par- 

ti aTTytilrEul en t boundary layer. Ex- 
tent of the laminar boundary restricted 
to ( 5/2). The necessary conditions 
are: 

(CDOfwEXp)L+T   =   (CfWMI 
SwETWEXP 

MIXED ST" 

i.e.,with 

(C»FP)MIXED = (Cf TURFP)TOTAL [' CrRecw     J 

(2.3-U55) 

/r,ni    \ RBTURFP 
iCfTURFPJT0TAL -p^^       . 

(2.3-456) 

it  follow  that 

(CDofWE)(p)L+T = Cf3T Gj Rj, 
(2.3-457) 

where, 

Cf?T =   (CfTU«Fp)TOTAL =  f [(RßTURFp)« .   M] 

^WEXP VH 
Reew  = 

I/M 

75 .   SwEXP      , 
CWEXP   -   bwE)<p 

Re TRW 
X™WVH   < ^w>Recr   =(UI06eventuolly), 

Refixw= '[^«TRW^y Rec«* .Mj '    ,rorn   Fig (2.3- 58) 

(ReTURFp)w 

0,. 2.55(^)(to) 

ReTRW - Reaxw 

) 

(2.3-458) 

Alternatively,  with Recr    =  1 x  106 

and AX =   .222 XT!,,Eq  (2.3-457)   takes  the 
simpler  approximate  form: 

(Coofwtxp)L<.T =    Cfyr G3 R9    , 

(2.3-459) 
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"   -..,,.,, 

where1 

CfV"     (C"URFP) TOTAL    =    f [( ReTURFP Ä  .  M]    , 

(R.TURFP):   ■ Reew[l -    ■776
Re

R^RW] ■ R.CwR5 , 

ReAxw '   •222« I06   , 

ReTRW =   J^iL   <   1" Recy, >  R^cr =    I »I06 , 

R      . (R«TURFP)W       .       f ,  _        ^IIlÜO!_\      , 
5 ReCw \ Reg,,     / 

03      Z'55l       DM       D      / (2.3-460) 

In the same wav, the zero-lift skin- 
friction drag coefficient for N fins 
is 

(til 0 
CDOfFEXP)L + T   s    NCf4TR6G4   »(2.3-^61) 

where   ^   is  the number  of  individual 
fins,  and: 

CUT S   (cfTURFp)T0TAL = f [(R«TURFP)F  , MJ   • 

/o. \W-    c f  I RgTRF~ReflXF   1 (ReTuRFP)F =   RegF [ I — J   ' 

RBTOC   =  :    <   ^r Rege   ^    Herr 5TRF l^H -    2    nccF 

(I x I06eventually)   , 

RefixF   =f(ReTRF<-2-RecF  , M) —   from   Fig. (2.3-58) 

„              CFEXP VH 
Re5F    =  K    > 

r .   SFEXP 
CFEXP -  r   » 

DFEXP 

Ro           -    XTRF   VH    ^       I  D ReTRF   "    T     i:      ^Rer,      » 2nccF 

(R^TURFplf 
m 

[' 
ReT.iF  - ReaxF 

Recc RecF 

G4 . 2.55(^p-)(-^-p) -. ^mmi   , 

'FEXP- 2~ 
bFEXP bF - D 

(2.3~U62) 

Alternatively, with Reer= I i I0 2R«TR 
andÄX   =   .222XTR,Eq  (2.3-UC1)   reduces 
to   the  approximate form. 

(CoofFEXp)L+T 
rNCf4TR6G4 . 

(2.3-U63) 

where   N    is  the  number of   individual 
fins,   and .* 

cf4T = (CfTURFp)T0TAL   = f [(ReTURFp)F , MJ f 

(Re^ppp)1? = Re6F [l -  •778
R^

106 ]  = RecF R6 , 

ReÄxF=.222  x I06 , 

R»,    -   C^EXP   VH 

o    . (ReruRFP^-r,       .778  xl06-| 6 ""^7- -L'- -R^- J ' 

G4=2.55(%X%-P)   • (2-3"it6it) 

(vi)  Within  the state   limitations, 
the  explicit step-by-step  instructions 
for the  total zero-lift skin-friction 
drag coefficient computations are pre- 
sented  in  the following Section,   2.3.9. 
A corresponding tabular form for  the 
computations is also given  in Tables 
(2.3-5)   to (2.3-16). 
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2.3.9     INSTRUCTIONS   FOR USE OF  THE PROPOSED METHODS   FOR 
SKIN-FRICTION  DRAG  COEFFICIENT ESTIMATES 

Note:     All  tables  related to this 
section,  2.3.9,  are compiled at the 
end of the section.     All graphs are 
compiled at the end  of  the overall 
Section 2.3. 

(i)  The Total Zero-lift Skin-friction 
Drag Coefficient Expressions 

The results 
cedures presen 
Section 2.3.8 
(2.3-5a) to (2 
basic refercnc 
used in connec 
tive Tables (2 
direct compute 
lift skin-fric 
the various me 

of   the analytical  pro- 
ted  in the preceding 
are   summarized in Table 
.3-5f),  meant  to serve as 
e data.     They should be 
tion with other instruc- 
.3-6)   to  (2.3-16)  for 
tions   of  the  total  zero- 
tion  drag  coefficient by 
thods. 

In view of  the developments pre- 
sented  in  the  preceding    Section 2.3.8, 
the basic  expression  for  the total 
skin-friction drag coefficient for all 
the  three  boundary  layer  types  (Case I, 
II  and III  respectively)   can be re- 
written in  a common  form as: 

Coofn1 Cf| Gi + Cf2G2 + Cf5 65 + 

+ Cf4G4N + ACoof PARTS 
(2.3-465) 

where CDofM is  t^6  total missile zero- 
lift skin-friction drag coefficient 
and Cf, ,C(2 , C(3 and Cf4 are  the average 
skin-friction  coefficients related to 
the nose,   cylinder  +  boattail,  wings 
and fins,   respectively,  while   G|   ,   62, 
63,64 are the corresponding geometric 
factors. 

The last term,       ACDOIPARTS   »  refers 
to all other external configurational 
shapes,  and  should  be evaluated sepa- 
rately by using  the  corresponding data 
from the related  technical  literature, 
such as Refs.   21,   132,   133,  Uk,   135, 
136,  etc.     It will  not  be  treated here, 
since a generalized  analytical approach 
is  cumbersome  for  the particular geome- 
trical forms,   such  as  canopies,  nacelles 
turrets,   landing  gears,   cabin-domes, 
etc. 

The numerical  values  of the average 
skin  friction  coefficients depend upon 
many variables,   pertinent  to any  se- 
lected flight condition and the 
associated boundary  layer  status. 
Selecting  the   few most  important  param- 
eters  as   independent  variables,   the 

average skin-triction coefficient can 
be conveniently expressed as an ex- 
plicit function of: 

Cf = f [Re, Recr, M , H , (Tw/ TH ) ,k,ng,t, body shopeL , 

(2.3-466) 
where 

MH   - is the flight Mach Number at 
a given altitude, 

(Recr)H - is the critical Reynolds 
Number, serving as a criteria of the 
boundary layer status on the respective 
missile part, 

(Re)H - is the Reynolds Number of the 
particular missile part, based on its 
characteristic length, L , and the 
ambient flight condition /)H , VH , and 

H is the flight altitude, 

(TW/TH)- is the skin to ambient tem- 
perature (average) ratio , 

k    - is the "equivalent" surface- 
roughness parameter, (see Table 
(2.3-2), 

ng   - is the total acceleration, 
in multiples of g , 

t is the time, 

Regarding the boundary layer status 
as referred to the total missile con- 
figuration, the different individual 
cases (analyzed in the preceding sec- 
tion) can be combined to form the 
following resultant possibilities: 

Case I M:  a fully turbulent bound- 
ary layer is assumed on all missile 
parts.  It represents the simplest 
approach to the problem; results may 
be judged on the conservative side 
when compared to a more accurate 
approach, with the actual "degree of 
accuracy" remaining debatable under 
the actual atmospheric flight condi- 
tions.  The corresponding expression 
is (omitting the term ACDofpARTS ): 

CooflM    -- Cf} G,  +Cf
I
2 G2    +0/303   +Ct

1
4G4N , 

(2.3-467) 
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■   CDofiM   = CffrGi + ICf^T^ + R,] - CfITRl}Gz+ 

where 

+     Ct3TG3 f  Cf4TNG4 
(2.3-468) 

or 

I I 
CDOfIW    = (CoOfN)T+ (CDOfCYL + BT)  T + 

I I 
■+   (CDOfWEXP)T + (CoofFEXp) T'(2    3-469) 

where     j (CoofN )T   (CoofCYL + BTh, (coofWEXp)T, 
(CoofFEXp)T are  given  by Eqs   (2.3-387), 
(2.3-418),   (2.3-449)  and  (2.3-451), re- 
spectively. 

Case II M:     a partially laminar, 
partially  turbulent  boundary  layer 
exists  on  the  nose cone;   a fully  turbu- 
lent  boundary   layer on  the cylindrical 
part  of missile  body;   a partially 
laminar,   partially  turbulent  boundary 
layer  on wings  and  fins,  up to  {C/2) 
at the most.     The Reynolds Number cri- 
teria are: 

(1) for nose cones: RefJ > Recr (Case III), 

(2) for cylinder  + boattail  (Case 
III  A), 

(3) for wings: Recr>ReTRwS(Reew/2) 

XTRW<(CWEXP /2)(Case III), 

(4) for fins:   Recr > ReTrF <(RecF /2) 

XTRF <(CFEXP/2)  (Case III), 

and 
.ni 

CoofUM -- Cfl   G,   + Cf2   G2 + Cfj   a,   + cf4 G4 N , 

n (2,3-470) 
coofnM--{CfiT[i-(Ro-Ri)2] + 

+ C™Ro[RÖ-.875Ro]}Gl + {^[n-Rj,] - 

- cS R2}G2 +   Cf?T R5 G3 +Cf™T R6NG4 

)r (2,3-471) 

cDOfnM = (CDOfN)LfT  + (CDOfCYL+BT^
A

+ 

M M +   ^DOfWEXP^L+T+fCoo^Exp),^   ^ 

^ CD0fN Y+T      »     ^CD0fCYL +BT   )7    ' 

(cD0fWEXP )L + T and  (CDOfFEXp )™T 

are given  by Eqs   (2.3-400),   (2,3-425), 
(2.3-437)  and  (2.3-461), respectively, 

Case III M:     a  fully laminar bound- 
ary layer on the nose cone, with 
transition  occurring at the  point B, 
see  Fig  (2.3-42);   a  fully  turbulent 
boundary layer  on   the cylindrical 
part of the body;   a  partially laminar, 
partially turbulent  boundary  layer 
on wings and fins,  with  the   laminar 
portion up to(C/2) at  the most.     The 
Reynolds Number criteria  are: 

(1) for nose-cones: ReJJ< Re^Case II), 

(2) for cylinder  + boattail 
(Case  III  B), 

(3) for wings     Recr ^ Rernw S (R«ew/2) 

XTRW < (CWEXP/2) 

(Case III), 

(4) for fins: Recr * ^TRF i  (Recp^Z) 

XTRF < (CFExp/2) 

(Case III), 

and 

CoofaM' Cfl
IGlfCf?BG2+CffG5 + Cf7G4N , 

(2.3-473) 

.••CDOflIIM .1.125 CfJi.6, +{cffT
B[l + R3]- 

- <ACfTURFp)cVLR3}G2 + Cf?TG3R5 + Cf^R6G4N 

(2.3-474) or 

coofmM' (CoofN)L + (CoofCVL+BT)?B+ 

.m 

(2.3-472) 

+ (CoofWEXP)u+T +(000^,,)" T  , 

(2,3-475) 
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I 

wher« (COO«N)L • (CCO'CLY+BT)?18 . (CootwEXp't+T . 
and   (CootFExp *t+T  «re given by Eqs 
(2.3-389),   (2.3-1*31),   (2.3-^57)  and 
(2.3-461). 

Caae IVM;     a fully laminar boundary 
layer on the nose cone;  a partially 
laminar,  partially turbulent boundary 
layer on the cylindrical part of body, 
the extent of laminar portion re- 
stricted to tha wing-body juncture at 
the most;  a  partially  laminar,   partially 
turbulent boundary layer at wings and 
fins, with the laminar portion up to 
(C/2)at the moat.     The Reynolds Number 
criteria are: 

(1) for nose  cones: R«N < R*er (Case II), 

(2) for cylinder +  boattail: 
(Case III  C), 

(3) for wings:   Rtcr > RtTI,w < (Rtcw/2) 

XTRW  < (5WIXP/2) 

(Case III), 

(k)  for fins:   R«er > RtTM <  (R«er/2) 

XTRF < (CFEXP/2) 

(Case  III), 

and 

CoOtlTM 

■'■CDOflBM 

= Cf^G,  +Cf^2+Cf
1?Gj+Cf

i;G4N   , 

I.IZSCf^G, + {c^C
T[l+R4+ r^r'  - 

■CfI
ILRl}G2   + Cf5TRsGs+ cJTR604N 

(2.3-U^) 
or 

n mc 
CoOfDM     =(C00fN)L    + {CDOfCYL+8T)T   + 

m m 
+ (CoOfWEXFlL+T'1" (CoOfFEXP'L+T 

(2.3-478) 

where {CDO(N)?. (CooicLYf^T^.tCWwEx^L+T 
and (COOIFEXPIRT are given by Eqs 
(2.3-389), (2.3-445), (2.3-457) and 
(2.3-461), respectively. 

The preceding basic expressions, 
(2.3-468), (2.3-471), (2.3-474) and 
(2.3-477) are used with all methods. 
The respective average skin-friction 
coefficients,Cf'«, in general follow 
the functional law expressed by 
(2.3-465).  Since the defined four 
"cases" reflect the possible boundary 
layer status only, the above basic 
two-dimensional, insulated, smooth flat 
plate values of Cf's need to be addi- 
tionally corrected for skin-temperature, 
skin-roughness and acceleration effects, 
which are estimated in form of ACt in- 
crements, and algebraically added to 
the basic C/ivalues.  These incre- 
mental estimates are linked with cor- 
responding flight regimes as specified 
by the proposed methods in the coming 
text and in the Section 2.3.7 .  The 
underlying assumptions, limitations 
and eventual accuracy levels of the 
different methods are stated in each 
case. 

(ii) The Basic Data Preparation, 
Common to All Methods 

To avoid a possible mishandling of 
the basic geometry and the flow 
parameters in various Cool expressions, 
as they are changed in different 
methods, a tabulation of the data, 
common to all methods Is suggested, 
see Tables (2.3-5a) to (2.3-5f) and 
Figs (  1.36) and (  1.37). 

(1) For the given missile geomr< 

define and tabulated all the char 
teristic lengths, angles and geora. 
ratios from a convenient three-viev 
drawing: 

Missile: 

total length, L = LN +LCYL + LBT ,n, 

maximum diameter, D,ft, 

fineness ratio, (L / D), 

reference area, Sr ={7rD2/4), sq.ft. 

Nose Section:  cone or ogive: 

nose length, LN,ft, 

(inscribed) cone vertex angle, 

ON . agrees, 

fineness ratio, (LN/D). 

Cylindrical Section: 

cylinder length, LCYL, ft, 
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diameter,   D, ft, 

fineness ratio, (LCYL/D). 

Boattail Section: 

boattail Length,  LBTI^. 

base diameter, De.ff, 

boattail angle, 8B, degrees, 

fineness ratio, (LBT
/D

). 

diameter ratio, iOä/D). 

Exposed Wing: 

exposed planform area, SWEXP.SQ *♦, 

exposed planform span, bwEXP. *'< 

mean geometric or aerodynamic 
Chord,   CwEXP'^WEXp/byJEXp), ft, 

chord-diameter  ratio, (CyyExp/O), 

span-diameter  ratio,   (bwExp/D). 

Exposed   Fins: 

number of  fins,  N, 

exposed  planform area  of   one fin. 
SFEXP. sq.ft, 

fin  height,   hpexp,   ft, 

mean geometric  or aerodynamic  chord, 
CFEXP^SFEXP^FEXP), M, 

chord-diameter ratio,   (5FEXP/D), 

height-diameter ratio, (hpEXp/D). 

(2)  Compute the geometry  factors, 
G's,   in  the general expression   (2.3-465) 
forCDOfM : 

Nose  section,  cone  or ogive: 

Gi = 1.022 cot(eN/2) , 

l.!25Gi=l.l5cot(eN/2). 
(2,3-U79) 

(2.3-480) 

Cylinder + boattail (conical or ogive 
frustrum): 

rLry.X ./ DB Ga^K^yt-fcosecee)^. -f) 

^-F-X^l^^M^.s-^si; 

Exposed wings: 

CwEXP\/bwEXP\ , tc/CwEXP\/DWEXP\ 

(2.3-/482) 
Exposed  fins: 

G4= 2.55(-r- (-g-) .     one   f,n, 
x . (2.3-483) 

NG4^.55(^)(^)Ni    for   N »ins 

(2,3-484) 

(3) Compute the Reynolds Number 
values for the basic Eqs (2,3-468), 
(2.3-471), (2.3-474), and (2.3-477), 
using Fig (  1.31) or Table (1.7-2) 
for the functional relationship, 
( VH /Z/H ) ^ ( Re/L ) = f ( M,H ): 

Nose section, cones or ogives: 

ReL 
^H 

f(LN,M,H), (2.3-485) 

ReN = ReuN(seceN/2)   , (2.3-486) 

for Cases 1 and II.  Separately, for 
Case III: 

Re cr 
XTRVH f (M,H,XTR) , 

(2.3-487) 

Re^xN^ t (Recr, M),   from   Fig, ^.15 , 
(2.3-488) 

R.*
111

       - fi    (n*c'        ReflxN\1 n *   . ReTURN    - L'-l^jJ   - -R^-jJReN - 

= Re*[l -(RQ-RO)] ,   (2 

Ro 

R^ 

Re cr 
Re^ ' 

RfiflXN 
"Rif  ' 

Ro[Ro- .875 RQ]   , 

[l-tRo-R'o)2], 

3-489) 

(2.3-490) 

(2.3-491) 

(2.3-^92) 

(2.3-493) 

with any arbitrary critical Reynolds 
Number value; or, alternatively with 
the proposed approximation: 

ReCr = I x 10 - constant, (2.3-494) 
.222 x IC'5 = constant, (2.3-495) Re, AXN- 

Re *in ,,a10 TURN 
=ReN(l-.778^) = ReNd-.rrBRo), R3« 

(2.3-496) 
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D'     RgflXN .222  MO6 

. Recr      .    I00 

ReN ReN 

(2,3-497) 

(2.3-U98) 

Ro [Ro--8 75Ro] = -.653R| ,  (2.3-499) 

[l-(Ro-Ro)Z] = [l-.606Rg]. (2<3.500. 

Cylinder + boattail (conical or parabolic 
frustrum), with an arbitrary critical 
Reynolds Number value. 

Case I: 

ReroTAL1 1-022 Re^ + RecvL + Rear,(2  3_501) 

R8CYL= -^M1 = f (LCYL, M, H), (2.3-502) 

Reer = ReBTsec(eB) = ^^a. sec^e),. 

Ri = 1.022 Re* 
RecYL+Regx 

2,3-503) 

(2.3-504) 

Case  III  A: 

ReroTAL z (^ ^TURFPJNOSE + RecYL + ReBT^- 2  3 _ 505) 

(Re?uRFp)NosF = I-022 RBTURN , (2,3-506) 

Recr - -JT^— ' 

R   . K022 ReruRN   . 
RecYL + Rear 

Case  III   B: 

(2,3-507) 

(2,3-508) 

ReT?TAL "- Re?5 + RecYL +Re*BT , (2.3-509) 

ReJx = f(M,  Recr),  from   Fig. (2.3-58), 

Recr = ReN . 

R3 
Reax 

RecYL+ReaT 
1"   ' 

(2.3-510) 

(2.3-511) 

(2.3-512) 

Case  III  C: 

ReroTAL    =RenmC+RecyL    +R«BT    .(2,3-513) 

„ »mc       «       mc      mc 
RexuR   :ReN +Rei)( -Recr   . (2.3-514) 

mc 
c TR (2.3-515) 

Reax = f(Recr ,M,H), from (2.3-58) , (2.3-516) 

_    1.022 Re* 
rC| - 3 

3       Re?X
C  -R^rC 

^4=    R      ' 
RecYL — Real 

(2.3-517) 

(2.3-518) 

m c 
Alternatively,  with Recr = IxlO^ond AX = .222xTR: 

Case III  A: 
*IEA     ,   in     . * 

ReTOTAL   ^ReTURFP'NOSE   +RecYL      "•"ReBT    » 

(2.3-519) 

(ReT°RFp)NOSE = l-022 ReTURN =l-022 [l-.778-^:]Re* , 

R2 = 
1.022 ReTURN 

RecYL ■*■ ReBT 

Case III  B: 

(2.3-520) 

(2,3-521) 

_ » ma   „HEB     , _ , „ * 
ReTOTAL =ReÄX    +RecYL    +ReBT   .   (2.3-522) 

ÜB c 
Reax   =.255 x I06   , 

.255 x  |06 

R, = 
ReCYL + Regj 

Case III  C: 

(2.3-523) 

(2,3-524) 

Re 
*mc 
TOTAL Re 

*m.c 
TUR + ReCYL   + ReBT '    (2.3-525) 

ReTuR = Re^XC + Re*N " ^r     = [Re*N " .778 * 10«] , 

. mc 
Re !ÜX 

mc 

.222 x I06, 
(2,3-526) 

(2,3-527) 

Recr  =   I x 10   ,   but   less  than ReF0REB0[)Y   > 

Re* FOREBODY 

R   =   1.022 Re* 

n6rvi   *  R6 

LFQRE VH 

R4 = 

lCYLT neBT 

.778 x IQ6 

ReCYL"*" ReBT 

(2,3-528) 

(2,3-529) 

(2.3-530) 

(2.3-531) 
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Exposed Wings  and  Fins,  with an arbi- 
trary critical  Reynolds Number value. 

Case I: 

C uu E X P » H   
cwz M—   =  f(CwEXP,M.H)   ,    (2.3-532) 

n 

Re5F= 
CFE,)(; VH    =  fCCFEXP.M.H)  .     (2.3-533) 

Case  Hi: 

m 
<ReTuR'w = Recw 

R5   i (2.3-534) 

ReTRw = ^I^b $ TRe5w • (2.3-535) 

(ReAx)w  =   '(ReTRW,M),   from Fig. (2.3-58)i 

(2.3-536) 

R5 = [l - 
ReTRW     Re 

Re cw 

axw    1 

.m (ReTuR)F = ReCF R6 , 

RetRF rT.   < — Regp 

(2.3-537) 

(2.3-538) 

(2.3-539) l^H        -   2 

(ReiX)F= f(ReTRF,M),  from    Fig. (2.3-58), 

(2.3-540) 
R6   =   [l Recp (2.3-541) 

Alternatively, with  ReTR: I«l06<(Rec/2) 
and AX=.222XTR* 

ReTRW= I x I06 < 

Re, 

< "f Recw . 

!ÄXW = .222  x  io6, 
.  r,        .778 XIQS-, 

ReTRF=   I   x 10   <   4-R8CF 

ReiXF  = .222   x    io6, 

(2.3-542) 

(2.3-543) 

(2.3-544) 

(2.3-545) 

(2.3-546) 

(2.3-547) 

(iii) Limitations in Applicability 
of the Proposed Methods I, II, and III 
for Computations of the Skin Friction 
Drag Coefficient Values'! 

The general limitations and approxi- 
mations respective to the validity of 
the presented aerodynamic drag force 
analyses are enumerated in Section 1.2 
and further analytically elaborated in 
Sections 1.6 to 1.8,  The more impor- 
tant practical aspects regarding the 
skin friction in particular are then 

discussed in Sections 2.3,2 to 2.3.9. 
In a brief summary, the main assump- 
tions and limitations, common to all 
the presently proposed methods of the 
skin friction drag force evaluations 
are: 

(1) The effects of atmospheric 
turbulence as well as gust effects, 
are not taken into account. A Standard 
Atmosphere in a steady equilibrium 
state, rotating as a unit with Earth, 
is assumed. 

(2) The apparent mass and the time 
lag effects in accelerated flight re- 
gimes are not included, i.e., a true 
non-uniform and unsteady motion is 
not analyzed. All flight regimes are 
interpreted as steady, or quasi-steady. 

(3) The missile configurations are 
treated as aarodynamically slender so 
that the equivalent flat plate results 
can be correctively applied. The en- 
tropic loss of the energy of ordered 
motion through the oblique shock pat- 
terns are neglected. Also, shock 
wave-boundary layer interference 
effects are assumed negligible. 

(4) There are no appreciable flow 
separation phenomena. 

(5) The effects of pressure gra- 
dients in the flow direction are 
neglected; the flow dimensionality 
effects are only partially taken into 
account (nose cones). 

(6) The representative average and 
uniform surface roughness and tempera- 
ture distributions are assumed, and 
estimated as functions of different 
flight regimes. 

(7) The noise, aeroelastic and vi- 
brational effects are neglected. 

(8) Symmetric flight cases are in- 
vestigated only. 

(9) The skin-friction drag coeffi- 
cient estimates are performed for 
given sets of Mach, Reynolds and Knud- 
sen Numbers, i.e., for given sets of 
ambient flight speed, V , ambient 
flight altitude, H , and a continuum 
flow regime restrictively. Therefore, 
prior to actual computations, the 
respective general boundaries of 
validity for the here proposed methods 
of the skin-friction drag coefficient 
estimates must be established: 
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(a) Either for the vehicle as a whole, 
or for each individual vehicle part 
(which is more accurate),   the domains 
of the continuum,   the slip,  the  transi- 
tional  and the free molecular flow 
regimes are determined using the respec- 
tive Knudsen Number criteria.     For the 
purpose, the graphs  and  the boundary 
expressions  from Section 1,7 should be 
used,   as  specified  in  terms  ofMH,ReHand 
H   , 

(b) For the restrictive continuum 
flow domain,   the prevailance of  the 
laminar and the  turbulent boundary 
layer types  for various configurational 
parts of a given vehicle should be 
ascertained on the  basis  of a chosen 
critical Reynolds Number value.     Then, 
referring to Fig 1,20,   the conditions 
for predominantly  laminar,  predominantly 
turbulent  or for mixed boundary  layer 
flow types can be  obtained in terms  of 
MH  ,RCHand H , 

(10)  The slip,   the transitional and 

the free molecular flow regimes are 
nominally excluded from  the present 
analysis.     They are considered separately 
in the next Section, 2.4.     Nevertheless, 
the slip and the transitional flow re- 
gimes can be,   in a first  approximation 
and for practical purposes,   tentatively 
included in the present analysis of this 
Section,2,3,  either by  using the  same 
graphs as for the continuum laminar 
flow regime,   or by resorting  to somewhat 
more accurate graphs from Section 2,4. 
The relative acceptability of such an 
approximative treatment   is argued on the 
basis  that  (for a given Mach and Rey- 
nolds Number values), (1)   the  skin  fric- 
tion drag coefficient data in the lami- 
nar continuum and the  laminar slip 
flow regimes are numerically of the 
same order of value,  and   (2)   the 
fractional  skin friction drag contribu- 
tion to the  total drag force becomes 
pronouncedly  less      with  the  increase 
in Mach Number values,   when the wave 
(or pressure)  drag effects constitute 
a major portion of the  overall air 
resistance. 
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AVERAGE S K I N - F R I C T I O N DRAG COEFFICIENT, 

INITIAL GEOMETRY DATA. SEE FIGS 1 3 ond 3? 
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2.3.10    METHOD  I,   TABLES   (2.3-6)   to   (2,3-10) 

Assumptions:     the actual surface  finish 
Is   treated as aerodynamically  smooth, 
iH»0)    ;   the skin is assumed as  nearly 
"insulated",  i.e., the average skin 
surface  temperature is approximated 
by  the uniform adiabatic wall  tempera- 
ture   (TW = T0J ;  radiation effects  are 
not  taken  into account. 

Applicability,     high quality  surface- 
finish prototypes;   prolonged,   steady 
flight  regimes, (M = consf)  ,   or  slow- 
acceleration take-offs (ng<I.Og)    and not 
involving appreciable or rapid altitude 
changes , (AH < 20,000 ff). 

Working graphs and tables: two dif- 
ferent sets of working charts can be 
used alternatively. 

(i)  Set A:     Direct Estimates  for 
Laminar and  Turbulent  B.  L. 

Figs   (2.3-4U)  - Average,   two-dimensional, 
compressible skin-friction coefficient 
(CfiNs)* for laminar and  turbulent  boundary 
layers  on  insulated  flat plates.     Use 
"smooth"curves  (Van Driest). 

(ii)   Set B:     Indirect Estimates  for 
Laminar and Turbulert B.   L. 

Fig   (2.3-^6)   - Average,   two-dimensional, 
incompressible skin-friction coeffi- 
cient (CfüNs)8 ,  for  turbulent  boundary 
layers   on  insulated,   smooth flat  plates. 
(Kar'nan  -  Schoenherr) . 

Fig   (2.3-48)   - Average,   two-dimensional 
incompressible skin-friction  coeffi- 
cient  for laminar b.l.   (Blasius)   on 
smooth,   insulated  flat  plates,   zero- 
angle -of -attack. 

Fig (2.3-47) 
atid 

Fig (2.3-49) 

Variations of (Cf/Cf^iNs 
ratio with the Mach 
(and Reynolds) Number 
changes for turbulent 

and laminar boundary layers on insu- 
lated, smooth, flat plates (Van 
Driest) . 

The expected accuracy of the working 
graphs:  the individual values of 
(C(i)iNS   , (CfiNs)  and (Cf/C(i)|NS agree 
with the majority of the acceptable 
experimental and theoretical evidence 
within ±10% for turbulent boundary 
layers on smooth, insulated flat plates 
and for Mach Numbers up to 5, Accuracy 
of the corresponding laminar boundary 
layer values is within ±5%, under the 

same general conditions. 

Computational procedure - see Tables 
(2.5-6) to (2.5-1.0).  

(i) Using the set of graphs "A": 

(1) From Figs (2.3-44) read-off 
through the lowest ("smooth") curves 
the corresponding average, two- 
dimensional, compressible, insulated 
flat plate skin-friction coefficient 
values, 

C1,NS 
s«M,Re) , 

for the specified flight speed regime 
(MH) and the flight altitude,(H) 

For every missile componental part 
(nose cone, cylinder + boattail, wings, 
fins) a corresponding set of readings 
should be taken: 

(C f INS'NOSE = c: (Cjuje'. 

^flNs'ydlNGS      Uf 3 ' 

flNSXYL+BT 

'SNSVINS  'Cl4' 

(2.3-548) 

following  the explicit stepwise  in- 
structions  in tables  (2.3-6)  to 
(2.3-10). 

For quick estimates,   a  fully  turbu- 
lent boundary  layer can be assumed  on 
all missile parts,  i.e., the Case I M, 
Section  2.3.9,  and the  related Eqs 
(2.3-468),   (2.3-387),   (2.3-418), 
(2.3-449)   and  (2.3-451),   should be 
used.     The CoofM estimates shall be 
then on  the conservative side. 

When allowing for eventual co- 
existance  of both laminar and turbulent 
boundary  layers by choosing a definite 
value for the transitional Reynolds 
Number (Re«)  ,  all three remaining 
Cases  II  M,  III M and IV M may be en- 
countered on any missile part,  de- 
pending upon the particular set of 
Mach Number and flight altitude 
values.     In a first approximation,   it 
has been recommended that the critical 
Reynolds  Number value be fixed, 

Re cr I  X 10 fi const. 
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for all missile parts, Mach Numbers and 
flight altitudes.  This, together with 
the approximation (see Section 2.3.8 
and Fig 2.3-58), 

ßX = .222^00061, 

(2.3-549) 

renders  the computational procedure 
simpler,  without affecting seriously 
the accuracy of the CoofM estimates 
under actual atmospheric  flight condi- 
tions and the usual manufacturing skin- 
finish tolerances.     The respective 
Eqs   (2.3-U03),   (2.3-U41),   (2.3-459), 
(2.3-461),   (2.3-471),   or Eqs   (2.3-389), 
(2.3-443),   (2.3-459),   (2.3-461), 
(2.3-474)   or Eqs   (2.3-389),   (2.3-445), 
(2.3-459),   (2.3-461),   (2.3-477)   should 
be used,   corresponding to the Case II M, 
Case III M and  Case IV M of the Sec- 
tion 2.3.9,respectively. 

(2)  The  total zero-lift skin-fric- 
tion coefficient is  then  obtained by 
summing up the  partial estimates 
according to the Eq   (2.3-468)   for 
Case I M,   or Eqs   (2.3-471),   (2.3-474) 
and   (2.3-477)  for Cases  II M,   III M 
and IV M respectively. 

The steps are clearly indicated in 
Tables  (2.3-6)   to (2.3-10).     The 
initial basic data for three-dimensional 
flow effects and body geometries, 
common to all methods,   should be  taken 
from the preliminary Tables, (2.3-5a) 
to  (2.3-5f). 

Using the set of graphs  "B"; 

(1)   From Fig (2.3-46)  read-off the 
average,   two-dimensional,   incompressi- 
ble,   insulated, smooth flat plate tur- 
bulent  skin-friction coefficient 
values,   or from Fig  (2.3-48)  read off 
the respective laminar skin-friction 
coefficient values. 

{C^m f{R«),      M = 0, 

for a specified flight altitude, H . 
Thus, a set of (Cf|iN8)*     values  for each 
component missile part is obtained. 
Follow all  instructions  stated under 
Step I for the set of graphs  "A". 

(2)  From Figs (2.3-47)  to  (2.3-49), 
evaluate  the ratios  of the  compres- 
sible-to-incompresslble values  of, 

(Cf/Cfi)?N8= f(M,R*), 
(2.3-550) 

which,  with the corresponding  (CfjiNS)8 

values already determined in step I, 
shall give  the explicit compressible, 
insulated,   two-dimensional,  smooth 
flat plate average skin-friction 
coefficient values: 

(CfBiN»)N0St= Cf',    (Cf"iM»)CYL+BT=CfJ , 

^B|N»Uos=C*".   ^•ViN8-CU   '(2#3.551) 

respectively. All other instructions 
are the same as Step 1 for the "A" 
set of working graphs. 

(3) The same as in step (2) for 
the "A" set of charts. 
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2.3.LI    METHOD II,   TABLES   (2.3-LL)   AND   (2.3-L2) 

Assumptione:     The actuaL surface finish 
is considered aerodynamicaLLy smooth, 
(k=0);   the non insulated skin  thermaL 
conditions are approximated  by  the 
respective average ITW/TH) ratios corres- 
ponding to different  fLight  regimes 
stated beLow;  the skin-temperature dis- 
tribution is assumed  to be uniform; 
the  radiation effects can be  taken 
into account,   if needed. 

AppLicabiLity:     High quaLity  surface- 
finish prototypes;   proLor.ged,   steady 
fLight  regimes,   (M = const),   or quasi- 
steady ecceLerated phases   ( ng>0 ) 
treated within the steady fLow  theory 
(apparent mass effects  not  incLuded). 

Working graphs and  tabLes:     Two sets  of 
working charts can be used aLternativeiy: 

Set A:     DIRECT ESTIMATES   FOR LAMINAR 
AND  TURBULENT B.   L. 

Fig.   (2.3-U4)   - Average,   two-dimensional, 
compressibLe skin-friction coefficient 
(CfiNS)A for Laminar and  turbuLent  boundary 
Layers  on  insuLated fLat pLates.     Use 
"smooth" curves.   (Van Driest) 

Fig. (2.3-45)   - Average,   two-dimensionaL, 
compressibLe  skin-friction  coefficient 
(Cf)^   for Laminar and  turbuLent  boundary 
Layers  on non-insuLated  fLat  pLates, 
for   the specific case  of (TW/TH = I).     Use 
"smooth" curves.   (Van Driest). 

Sat  B:     INDIRECT ESTIMATES   FOR LAMI- 
NAR AND  TURBULENT  B.   L. 

Fig.   (2.3-46)   - Average,   two-dimensionaL 
incompressibLe  skin-friction  coeffi- 
cient (CfijNS)8 for  turbuLent  boundary 
layers  on  insuLated,   smooth  fLat  pLates. 
(Karman-Schoenherr). 

Fig.   (2.3-48)   - Laminar boundary  Layer 
(BLasius):     Average  two-dimensionaL, 
incompressibLe skin-friction  coeffi- 
cient;   smooth,   insuLated fLat  pLates; 
zero  angLe-of-attack. 

Fig. 

Fig. 

(2.3-47) 
and 
(2.3-49) 

Variations  of (Cf /Cfi )r°NS 
ratio with  the Mach 
(and Reynolds)   Number 
changes  for  turbuLent 

and   Laminar boundary  layers   on  insu- 
lated,   smooth,   flat pLates.   (Van 
Driest). 

GRAPHS  COMMON TO  BOTH SETS: 

Fig.   L.3L  -  Plot of Reynolds  Number 
versus  Mach Number for altitudes 
from  0   to 35,000 feet. 

Fig.   1.32   - Plot of Reynolds  Number 
versus Mach Number for altitudes   from 
40,000  feet  to 80,000 feet. 

Fig.(2.3-50)-  Skin-free  stream  tempera- 
ture ratios n"wt/TH)in accelerated  fLight 
regimes,   isothermal altitudes. 

Fig.(2.3-51)-  Skin-free  stream  tempera- 
ture ratios    (Twt/TH)    in accelerated 
fLight  regimes,   sea-level conditions. 

Fig.(2.3-52)-  Skin-to-adiabatic   tem- 
perature  ratios    (Tw,/TQW )    versus Mach 
Number for non-insulated  skin, 
accelerations  from 0 to 20g, 

Fig.   (2.3-55)   - Adiabatic  temperatures 
of perfectly  insulated  surfaces, 
neglecting radiation, To,,: f (MH .TH )   • 

Fig.   (2.3-54)   -  Determination of 
equilibrium temperatures with radiation, 
(Tw,r/TH )  =   f ( « .M.TH.h ). 

Fig.   (2.3-53)   - Heat-transfer coeffi- 
cients  for  Laminar and  turbuLent 
boundary  layers, 

hi=f(Re)    ond 

(h/hi)= f [(Tw-TH)/(Tav.-TH) , MH ] 

Fig.   (2.3-58)   -  Estimates  of  the 
equivalent  turbuLent boundary layer 
Reynolds  Number  Reüx,  and  of  the 
respective  product, ACfTURBFp Reax 

in  terms   of   Recr . 

Average compressible 
turbulent boundary 
layer skin-friction 
coefficient  incremen- 

tal ratio {ACfT / Cfi INS'due to actual 
skin-temperature ratio (TW/TH),  both 
for accelerated  and steady flight  re- 
gimes   (with radiation effects  in- 
cluded) . 

The expected  accuracy of  the working 
graphs:     The  individual  values  of 
(Cfi INS ), (Cf INS) and (Cf /Cfi)!,,,agree with 
most or   the acceptable experimental 
and  theoretical evidence within ± 10% 
for turbulent  boundary  Layers  on 
smooth,   insuLated flat  pLates,  and  for 
Mach Numbers  up  to 5.    Accuracy  of  the 
corresponding  laminar boundary layer 
values  is  within ± 5% under the same 
general  conditions. 

The ACfT estimates  in  Figs   (2.3-56) 
and  (2.3-57)  are  recalculated from 
the Van  Driest's(27)  and  Sommer  and 

Fig. (2,3-56) 
and 

Fig. (2.3-57) 
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Short's(80)  data.     Due  to Lack  of 
a unified general experimental  evi- 
dence,   the accuracy  level  is  some- 
what  uncertain,  even  assuming  a uni- 
form  skin-temperature distribution; 
the most  that can be hoped  is   that 
the estimates may be  expected  to con- 
form with the overall accuracy  of with- 
in  the usual ±107o,   provided  the skin- 
temperature  is guessed correctly. 

The  estimates  of (Twt/TH ) = f(ng,M,H) 
ratios   in Figs  (2.3-50)  and  (2.3-51) 
are  based and recalculated  from the 
unique  experimental evidence  presented 
by Kaye(70)  for a steel,   20"  thick 
skin  of a supersonic,   bi-convex air- 
foil wing,  assuming a mean-average, 
uniform temperature distribution.     The 
reliability of a broader  application of 
the specific results  remains  question- 
able. 

Figs.   1.31 and  1.32  are within  the 
general  validity of  the Standard Atmos- 
phere  concept;   the relationship can  be 
computed to any desired degree  of 
accuracy. 

The  adiabatic wall  temperatures , To» . 
in Fig  (2.3-55)  are  computed  by classi- 
cal  thermodynamic  concepts with variable 
specific heats. 

Figs   (2.3-53),   (2.3-54)   and  (2.3-55) 
reflect a first-order approximation, 
including the empirical  estimate  of an 
"emissivity factor",€, see Table  (2.3-4). 
Within  the mean-average uniform tempera- 
ture concept,  a reasonable accuracy of 
the (Tw,r /TH ) predictions  should  be  of 

the  order of ±5%,   see Ref.   132  (R.A.S. 
Data  Sheets). 

Computational procedure: 

The  computational procedure with 
the  proposed method II   is  tentatively 
subdivided into three best  representa- 
tive  flight cases.     Each  of  the  three 
procedures  is clearly indicated  in  the 
respective computational  tables   (2.3-11) 
to  (2.3-14), in a self-explanatory man- 
ner.     The skin-friction coefficient 
estimates are two-dimensional,  average 
flat  plate values;   corrections  for 
flow  three-dimensionality and  specific 
body   geometries  are  included  addition- 
ally  in the usual "factoring" form. 

(i)   Steady. Prolonged Flight Re- 
gimes.   No Radiation Effects,   Tables 
h.s-h to (r-CTsy  

The  computational procedure  is   iden- 
tical with  that of the Method I,   since 
in  this  case,   in a first approximation: 

( Tw / TH ) = ( ^e / TH) » ( Tow / T„ ) 

(2.3-552) 

which  is   the  same condition  specified 
earlier for an  "insulated"  skin. 
Therefore,the  Tables  (2.3-6)   to  (2.3-10) 
from Method  I   can be used directly, 
representing Gases IM,   II M,  III  M and 
IV M,   alternatively. 

(ii)   Steady,  Prolonged Flight 
Regimes,   Radiation Effects  on Skin- 
temperature  Taken into Account.   Table 
(2.S-11)     '  

First,   estimates  of a mean uniform 
skin-temperature distribution due  to 
radiation effects should be  performed 
for all missile parts.     These estimates 
should cover  the prescribed Mach Num- 
bers  and  flight altitude changes. 
Since  the  skin-temperature  is,   among 
other factors,   strongly  influenced  by 
the  boundary  layer flow-type and   the 
associated Reynolds Number values,   the 
same four Cases  (IM,  UM,   IHM,   IVM), 
specified  in Method I,  might  be here 
present  also.     This would appreciably 
complicate  the already  lengthy compu- 
tational  procedure;   instead,   a  turbu- 
lent boundary   layer is assumed on all 
missile  parts   (Case IM,  Method I). 
Such an approximation seems well 
acceptable  for engineering purposes 
since  the  proposed method of finding a 
mean,   presumably,  uniform skin-tempera- 
ture distribution due to radiation is 
in  itself  grossly approximate.     Once 
the incremental drag term due  to 
radiation  effects  is determined  for 
each missile  part,  a total  zero-lift 
drag force  coefficiert  increment  for 
the whole missile configuration can be 
found  by using  the slightly modified 
"governing" Eq.   (2.3-468)   of  the  Case 
IM: 

(ACDofIMT)RA0= (ACflT)*A061 + 

+ {(AC^)R
A
A0[l + R.]-(ACffT)*ADR1}G2 + 

or 
+ (ACfI3T);A0G3+(AC,I4T);ADG4N1 

(2.3-468a) 
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(acoofiMT)'RA0=  {ACflT)»A0G1 + 

+  {^CfiT);w[l * R,] - UCM^RJG^ 

(2.3-468b) 

depending upon the alternative choice 
of sets  "A" or "B" as working graphs. 
In the above equations   (2.3-U68a)  or 
(2.3-4685),   the subscripts  "IT", 
"2T",   "31" and "UT" refer to the ther- 
mal  (T)  effects within  the turbulent 
boundary layer,  for nose section (1), 
cylinder + boattall  (2) , wings  (3) 
and fins  (4),  respectively. 

The total  Incremental drag coeffi- 
cient value due to radiation (ACDefiMT)RAO 
is  then added  vo any of  the already 
computed missile drag coefficient 
values without radiation (CDofiM ), 
(COOIJJM),   ( CoofjnM ) ,   or ( CoofjjTM) as 
performed by Method I   for various actu- 
ally selected boundary  layer flow 
types.    The whole procedure is self- 
instructively indicated  in the Table 
(2.3-11).    The computational steps 
sre as follows: 

(1)  For a given flight altitude 
and Mach Number range,   enter in Table 
(2.3-11)  the  Reynolds  Number values. 

Rew "• TOTAL I   +   R I   ' '•v 
(2.3-553) 

from Table (2.3-5), for nose section, 
cylinder + boattall, wings and fins, 
respectively.  They serve as the 
assumed approximate Reynolds Numbers 
for skin-temperature estimates in 
presence of radiation.  The approxima- 
tion Involves a supposedly fully tur- 
bulent boundary layer on all missile 
parts, as already stated. 

(2) From Figs (2.3-53) and (2.3-5U) 
determine the temperature ratio {T^TK ) 
with skin-to-ambient atmosphere radia- 
tion taken into account as follows: 

Corresponding to given values of 
Re , MH , and H , determine first the 
incompressible turbulent boundary layer 
heat transfer coefficlent N = f (Re) from 
Fig (2.3-5ia), and then the compres- 
.sible-to-incompressible ratio, (h/hi) = 
= f(MH,Tw,r/TH) from Fig (2.3-53b).  Since 
the value of actual skin-temperature 

(Tw»T-tr) is not known in advance, the 
determination of the necessary ratio 
(h/M should be done in two approxima- 
tion*: 

In a first approximation, assume 
B:TW-TH)/(TOW-TH^ = I and read off (h/hi): 
t f (MH)  for turbulent flows.  From 
Table (2.3-4) determine the emisslvity 
factor, e , as a function of the skin 
material and its surface condition. 
With the respective values of « 
^H and h , compute the parameter, 

»   TH i 

€Tk 
Z.5i 

^„h 114 
FIRST       APPROX 

(2.3-554) 

and from Fig (2.3-54) determine the 
respective value of the( Tmr (tnl   ratio, 
i.e., in the first approximation the 
required skin temperature, 

(T, ) Wer /FIRST        APPROX    • 
(2.3-555) 

In a second approximation,  read off 
the corresponding  value of ( Tow / TH   )  = 
= f(MH)from Fig (2.3-54),  assuming (« =0). 
With the (To*)and (TW = TW„.) first  approxima- 
tion,  compute the necessary ratio. 

/ Tw- TH \ 

(2.3-556) 

and then repeat the procedure of 
finding (h/hj) and (T^r/TH ) ratios as  out- 
llnded in the first step above.     This 
second approximate value of  (T^/TH) 
may  be  regarded as  sufficiently  accurate 
for the practical engineering analysis. 

Important note:     On Figs   (2.3-53)  and 
(2.3-54)  all temperatures must be 
taken in Kelvin and ocentigrade re- 
spectively.     General conversion formulae 
are: 

0R =   (9/5) "K , 

"-C. .   "F- 32    .    "K - 273.16   .    "R - 491.69 
5  '        9 5 9 ' 

i.e. »   /    T. wer 
TH       /KELVIN 

(2.3-557) 

'wer 

H      /FAHRENHCIT       ABSOLUTE 
OR        RANKINE 

(2.3-558) 
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^WW KELVIN FAHRENHEIT    ABSOLUTE • 
OR     RANKINE 

(2,3-559) 
(3) Insert in the Table (2.3-11) 

the skin-friction coefficient values, 
already computed in the Tables (2.3-6) 
or (2,3-7) (Case IM, Method I), for 
various missile parts (without radia- 
tion) as follows: 

If the set "B" of the working 
charts has been used, insert in Table 
(2,3-11) the values of 

(CfilNs)N08E 

(C'i|Ns)v 

CYL+ BT 

/WING 

(Cfi|Ns) 

(C^NS )FIN 
(2,3-560) 

as already computed  in Table (2.3-7). 
The subscript "i" means "incompressible" 
and the subscript "INS" means "insulated". 
The average skin friction coefficient 
values are for a smooth flat plate. 

If the set "A" of the working charts 
has been used,  first insert in the 
Table (2.3-11)  the compressible two- 
dimensional values  of the average skin 
friction coefficients as computed in 
Table  (2.3-6): 

(Cfi|Ns) NOSE   ' (Cf*NS ) CYL+ BT   • 

(C,iINs)v»|No   '        (C,"NS)F1N8 

(2.3-561) 

and then compute the corresponding in- 
compressible two-dimensional values: 

(C'WHOSE*     ^C,i"*s)cYL + 

(Cfi|Ns)w,NQ   •      {CtiiNs) 

BT 

FINS 

(2.3-562) 

by using related data from Fig (2.3-47), 
in which the compressible-to-incompres- 
sible average skin-friction coefficient 
ratios. 

«Cf/Cfj) , 
(2.3-563) 

are plotted versus Mach and Reynolds 
Numbers. 

In the case of  the set "B" of work- 

ing graphs, it has been necessary to 
find the respective  incompressible skin- 
friction coefficient values  because 
the basic working graphs  for skin-tem- 
perature effects ot   the frictional 
phenomena represent a replot from Ref. 
27  (Van Driest)   in the form of 

(AC|T/CfjiNs)= f'.M.Re.Tw) , 

(2.3-56U) 
for smooth, flat plates (two dimensional 
values, see Figs (2.3-56) «nd (2.3-57)X 

CO For the earlier determined values 
of (Tw/TH) MT^/Tu) from step (2), deter- 
mine from Figs (2.3-56) or (2.3-57) the 
incremental ratio, 

(2.3-565) 
and compute the explicit value of ( ACfT ) 
using the value of (C,* INS) or ( C^ INS ) 
from step (3). 

(5) Using the Eq (2.3-U68a) or 
(2.3-U68b), find the total drag force 
coefficient increment due to the 
radiation effects,(ACoof1MT)RAD, by per- 
forming in Table (2.3-11), the indicated 
algebraic operations for nose cone, 
cylinder + boattail, wings and fins, 
and by summing up the resultant com- 
ponents . 

(6) This incremental value, (ACi)ofIMT)wü 
is then added to the dra^ coefficient 
estimates without radiation, evaluated 
previously by Method I for the chosen 
boundary layer status on various 
missile parts (Cases IM, UM, IIIM or 
IVM respectively): 

(CDof IMT^g (C00f IM)*+ (ACooflMT)pAO    , 

<CDOfIW^JA0= (C0ofnM)*+ (ACOofIMT^A0   , 

(CDofmMT)RA= (C0of DIM)*   + (ACpof UIT)JA0 , 

(CDofnMT)RA=(C0ofIIM)* + (ACDofIMT)RA0 , 

(2,3-566) 

Or   (C0ofIMT)JA(j= (C0oflM)B+ (ACOofiiiT)JA0 , 

(CoofnMT)pAO=(c0ofnM)B +■ (ACoofiMT)5AD , 

(CDofmMT)pA()= (CooflUM )B+ (ACoofi»«T)5AD , 

(cDofisMT)B
AO = (Coofnt»«)B+ (ACDOIIMT)5A0 , 

(2.3-567) 
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^T$P: 

for the working sets  of  charts  "A"  or 
"B",  respectively,   see Table  (2.3-11). 

(iii) Constant Acceleration Flight 
Regimes, nq>0;   Radiation Effects on 
Skin-temperature Neglected,  Table 
^2.3-12)    

The only constant acceleration 
effects accounted for are  the corres- 
ponding change   in  the average skin- 
temperature conditions. 

The contribution  of the radiation 
phenomena on the average  skin-tempera- 
ture conditions   in  accelerated flight 
regimes is  neglected,   since the  pre- 
dominant effects  of   the  acceleration 
itself are  estimated  only  roughly  by 
the proposed method  (pee  earlier text), 
i.e., by neglecting  the  apparent mass 
effects and all  other unsteady flow 
phenomena  (except  for the  skin-tempera- 
ture changes). 

For the  same  reasons,   it  is assumed 
that a fully turbulent  boundary layer 
exists  on all missile surfaces,   so 
that  the simplest evaluation formulae, 
similar to the fundamental Case IM, 
may be used.     This  yields   the total 
increment  of the  zero-lift drag coeffi- 
cient due  to the changed   thermal con- 
ditions  in acceleration   in  the  form: 

(ACoofIMT)A
A
cc= (WiT)*^,   + 

+ {(WzD^Jl+R,] - (ACfV^R^Gz + 

+ (WsT^G, + (ACf 4T)*C(. G4N , 

(2.3-U68c) 

(ACDofiMT)°cc= (AC/IT{CCG| + 

+ {(ACfI2T);cc[l + R|]-(ACf^T)A
B
ccR1}G2 + 

+ (ACfI3T)JccG3-KACfI4T]JccQ,N, 

or 

(2.3-U68d) 
depending upon  the  set  of working 
charts  that has  been used.     It should 
be  noticed that  the   "B"  set  permits 
a  shorter evaluation procedure. 

In  the  above Eqs   (2.3-U68c)   or 
(2.3-468d),   the  subscript  "ace" means 
"due  to acceleration",   and  the  sub- 
script  "T" means  the  skin-temperature 
effects  of  a fully   turbulent boundary 
layer.    All  other  subscripts and 

superscripts have  the same meanings  as 
in Method I,  Case  IM. 

The  partial  skin-friction coeffi- 
cient   increments,  due  to  the  accelera- 
tion effects on the  presumed average 
skin-temperature change; 

(ACf^T)ACC ,  (ACf2T)ACC , {AC^T)ACC ,  (ACfl4T)ACC  , 

(2.3-568) 

refer to the nose section; cylinder 
and boattail, wings and fins respec- 
tively.  They are expressed in Figs 
(2.3-56) and (2.3-57) as a functional 
incremental relationship, 

(fä)=f'M'Re) •    (2.3-569) 

based  on Van Driest's^27)   semi- 
empirical theory,  where  the reference 
two-dimensional  skin-friction coeffi- 
cient, 

Cf IINS f(Re) 
(2.3-570) 

refers  to smooth,   insulated  (ins), 
flat  plates at a  zero angle-of-attack 
in an  incompressible  (i),   viscous 
turbulent flow,   as determined  from 
charts  in Fig (2.3-U6)   (set B)   directly, 
or    from Figs  (2.3-UU)  and  P..3-47) 
indirectly  (set A)   for each missile 
part. 

The  total three-dimonsional  zero- 
lift  drag coefficient corrective  incre- 
ment  due  to the acceleration effects 
on the skin thermal  conditions: 

(ACoofiMT)ACC        (2,3-571) 

as  specified by Eqs   (2.3-468c)   or 
(2.3-U68d)   (for the  assumed fully tur- 
bulent boundary  layers), are  then added 
to the  basic  zero-lift  skin-friction 
drag coefficient  values, 

(CoofiM) 1 (CoofnM^ 1  (CoofniM) , (CoofUM) , 

(2.3-572) 
which have been computed  by Method I 
for  an  insulated skin-condition and the 
assumed (laminar,   turbulent or mixed) 
boundary  layer status. 

To  summarize,   the  stepwise,   self- 
explanatory computational  procedure 
for  the incremental drag coefficient 
value due  to acceleration effects  on 
the  skin-friction is  performed  in 
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Table  (2.3-12), as   follows: 

(1) From  Figs.   1.31  and  1.32,   esti- 
mate  the Reynolds  Number  value  for 
the given  flight  altitude,  H   ,  and  the 
flight Mach Number, MH. 

(2) From Figs   (2.3-50)  and  (2.3-51), 
read  off the  respective  (TW/TH)  ratio 
as function  of  the  given   nq  value. 

(3) Using  charts   "B"  or  "A": 

(5)   For  subsonic   speeds   (short-dura- 
tion acceleration  from  launch  or during 
take  off)» the  skin-temperature  condi- 
tions may  be  approximated with   the 
ambient  temperature,   i .e ., ( T* = TH ) 
and  Fig.   (2.3-45) for  M = .5    can  be 
used directly  by  reading  off  the 
smooth curve,   yielding: 

(C,T)SSB   3   f(Re) "    (2.3-576) 

From Fig  (2.3-U6), read  off the 
average  incompressible  skin-friction 
coefficient  on an insulated flat plate, 
or use  the  already  computed values  from 
Table   (2.3-7): 

(CfiCs f(Re) , (2.3-573) 

(6) Repeat the procedure for each 
chosen set of accelerations, (ng). 
Mach Numbers,(MH), Reynolds Numbers (Re) 
and altitudes,(H>, as the need may be. 

The final zero-lift friction drag 
coefficient increments due to accelera- 
tion effects on the skin-friction. 

if the set of charts "B" has been 
adopted; or, if the alternative set 
of working charts "A" is used, from 
Fig (2.3-U4) read the value (smooth 
curves) of the average compressible 
skin-friction coefficient on an in- 
sulated flat plate, or use the al- 
ready computed values from Table 
(2.3-6), 

r * 0flNS 
f(Re.M^ .   (2.3-574) 

and  then determine  the  corresponding 
compressible-to-incompressible  skin- 
friction ratios  from Fig  (2.3-47), i.e., 
finally compute  the explicit incompres- 
sible values  of 

A 
(Cfi)|NS 

(4)   From  Fig   (2.3-56)   or  (2,3-57), 
read  off the  incremental  ratio 

VCfi,«.. / 

A  OR   B 

Cfi|NS   'AGO 
f(Re.M. H,   WTH)  , 

(2,3-575) 

using  the value  of   WTH   from step 2. 
The explicit  value  of (ACfT)AccB» should 
then be multiplied  by  the corresponding 
geometry,  (G)   ,   and Reynolds Number, (R) , 
parameters  as   indicated  for each missile 
part  in the governing Eqs   (2,3-486c) 
or (2.3-486d). 

A or B 
(ACooflMT'ACC (2.3-577) 

are  then added  to  the  corresponding 
fundamental  zero-lift  skin-friction 
drag coefficient  values   that were 
estimated earlier  by Method  I   for 
insulated  skins: 

I A or 8 
(CD0flMT   )ACC 2 

or 
ir .A ore A ore 

s     ^DOflM   ) +      VÄCD0frMT ) 'ACC 

A or   B 
(CoofEMT )AOC 

or 
Aora Aors 

VCoofUM' +      UC00fiMT) ACC        • 

A or   B 
(CoofmMT'ACC 

A or B A or a 
(CD0flIIM) +      UCDoflHT)AOO , 

or 

,(A jr   B 

(CDofnrMVV» c 

, _ > A or B 
ICoofnrM) + 

.A or B 
(ACDOfIMT)ACC 

(2.3-578) 

where subscripts IM, UM, I1IM, and IVM 
denote the corresponding cases of the 
actual boundary layer status, as de- 
fined in the Method I. 
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2.3-12    METHOD III,   TABLES   (2.3-L3),   (2.3-1U), 
(2;3-15) 

ABaumptlon«:     The actual surface 
flnlah is approximated by an "equiva- 
lent surface roughness" parameter (k ) 
(see Table (2.3-2)) matched and derived 
from experimental data of the frictional 
behavior of uniformly "sand-type" 
roughened flat plates.    The corresponding 
skin-thermal conditions are approximated 
by  the(Tw/TH) ratio for various  flight 
regimes, estimated in the same way as 
in the case of "aerodynamically" smooth 
surfaces,  i.e., the  eventual  roughness 
effect« upon skin-temperature distribu- 
tion are not taken  into account due co 
lack of any generalized data. 

Applicability:     The same as  for I'ethod 
II,  with the  skin-roughness  aditlonally 
taken into account. 

Working graphs and  tables: 

Set A Only:  Direct Estimates  for 
Laminar and Turbulent Boundary Layers. 

Note that roughness effects  on skin- 
friction for laminar boundary  layers 
are negligible,  i.e., even here the 
"smooc.\" laminar curves are  valid. 
But,   the turbulent  boundary  layer is 
treated using  the corresponding  "rough" 
curves,  presented  in the  following 
figures: 

Fig.(2.3-44)   - Average,   two-dimensional, 
comoressible skin-friction coefficient 
'CfiHS    )* f or laminar (smooth curves)  and 
turbulent (rough curves)   boundary layers 
on  insulated flat plates.   (Clutter(l27)). 

Fig.(2.3-U5)   - Average,  two-dimensional, 
compressible  skin-friction coefficient 
(CfT )A for laminar  (smooth curves)  and 
turbulent (rough curves)   boundary layers 
on non-insulated flap plates  for the 
specific case  of (    li,/TH    )  =  I. 

Graphs Common  to Both Sets--see Method rrr       
Accuracy of the working graphs: 

TheCt values  for "rough curves" 
in  Fig  (2.3-44) are expected  to be 
accurate within ±15%,   (Clutter(127). 
The corresponding  "rough curves"  In 
Fig  (2,3-45)   involve addltlunally 
uncertainty of temperature effects 
upon  the Cfvalues,   due to an approxi- 
mate application of  the  "smooth" flat 
plate  laws,   (Van Drlest(l27)), 

For accuracy of the  figures  "common to 
both sets"--see Method TTT " 

Computational procedure: 

As  in Method II,   the  computation 
procedure  is  tentatively subdivided 
into three representative flight 
oases.     Each of the procedures  is  re- 
presented  for Method III  in the  respec- 
tive Tables  (2.3-13)  to  (2.3-15)   in a 
self-instructive way. 

(1)  Steady,  Prolonged Flight Re - 
.limes.   No Radiation Effects,   Table 
T2.3-13)  

(I)   and  (2)--repeat  the steps   (I) 
and  (2)   described in Method I. 

(3) Determine the  "equivalent  sur- 
face roughness" parameter, k ,   from 
Table  (2.3-2).    Calculate the  respec- 
tive sets  of ( VHk/l/H ) and (L/Mvalues , 
corresponding to the investigated 
flight  regime. 

(4) For the given values  of (   VHk/i/H   ) 
and(L/k),   interpolate the{VHk/i/H)   =  const 
and(L/k)=  const curves,   if necessary, 
on Fig  (2.3-44),  and read off  the 
average compressible adlabatic-wall 
flat plate skin-friction values. 

(C'T 'ROUOH- 'C'iNs'l INS'ROUGH" (2.3-579) 

=   f [Re^M.tL/kM^/^.fTow/^)] 

for a given flight altitude, H   ,  and 
Reynolds  Number,Re  , Mach Number, MH 
and  the  specific values  of the roughness 
parameters. 

(5)   The rest of the procedure is 
the same as  specified in Method I. 
The respective step-by-step self- 
indicative computation scheme  is  pre- 
sented  in Table (2.3-13). 

(11)  Steady, Prolonged Flight Re- 
gimes ,   Radiation Effects  on Skin Tem- 
erature Taken Into Account.   Table 
2.3-14)   ! 

Assuming that the radiation effects 
of a rough surface follow the same law 
as specified for the smooth surfaces, 
the computational procedure stays the 
same as indicated in Method II and the 
corresponding Table (2.3-11). 
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When fulfilling the clearly indicated 
stepwise computations  in  the  Table 
(2,3-11),  the only quantities  that can 
differ in the rough case from their 
smooth values are: 

*  -  the emissivity coefficient,  Table 
(2.3-2) 

cfi INS   . the incompressible,   two- 
dimensional value of the average skin- 
friction coefficient on insulated rough 
flat plates,  estimated directly from 
Fig  (2.3-^),(M=0)for the nose-cone, 
the cylinder and  boattail,   the wings 
and  the fins respectively. 

The computed rough-surface values 
of the average,   three-dimersional,  zero- 
iift skin-friction drag coefficient 
increment for the  total missile con- 
figuration, 

Note  that here only the  set  of 
charts A is used,   since  the  rough sur- 
face data are found only  there. 

(iii)  Constant Acceleration Flight 
Regimes, ng>0 ,  No Radiation Effects. Regimes . ng > o 
TaBle  (i.3-L5) 

Following the same line  of  arguments 
presented above for radiation effects 
Method III   (ii),   the Table  (2.3-12) 
may be used for the computations  of 
the average skin-friction drag coeffi- 
cißnt  increment due  to constant accele- 
ration effects. 

(ACoof^TR^g $ 

(2.3-583) 

(ACoof IMTR)RAD (2.3-580) 

or the already computed smooth-surface 
results,   from Method II   (iii),  may be 
used alternatively,   i.e., with the 
approximation. 

should be thp.n added to the  fundamental, 
insulated values,   obtained earlier by 
Method III   (i),   see  Table   (2.3-12): 

A A A 
'C00flMTR\,.D

=   'C00tiMR'   + (ACooflMTRl RAD 

(2.3-581) 
However,  in a first approximation, 

instead of the above estimates  of 
(ACOO»IMT ' RA0^or rough-surf aces,  the 
smooth-surface results from Method II(i) 
may be alternatively used in view of the 
rather inadequate margin of accuracy 
inherent to the  temperature and roughness 
estimates in general,   i.e., 

(ACooftMTRV.o« (^CDOflMlV RAD '(2.3-582) 

lACoOfiMTR'ACC0 (AC00fiMT'ACC    • 
(2.3-584) 

The total missile zero-lift average 
skin-friction drag coefficient is 
then likewise obtained from (see Table 
2.3-12): 

A A A 
(CDOflMTR'ACC=  ^DOflMR1   + '^DOflMTR'A» 'ACC 

or 

^DOflMTR'ACC0 ^DO'lMR1 + ^CD0limVcC     • 

(2.3-585) 
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2.3.13     FINAL SUMMARY  RESULTS, CoolM ,   TABLE  (2.3-16) 

'INS "T MC II 

The resultT of the CDoiMestimates for 
different skin roughness, skin-tempera- 
ture and boundary layer conditions, both 
in steady flight and with constant 
acceleration, are summarized in Table 
(2.3-16). A schematic instructive out- 
line of the proposed methods and pro- 
cedures of estimates is attached to 
the Table (2.3-16) as a guide. 

Since individual specifications 
of a variety of skin-friction coeffi- 
cients and of their increments necessi- 
tates a rather elaborate symbolic nota- 
tion, a partial reference list of nomen- 
clature is provided below for conven- 
ience. 

Subscripts 

- refers to ' incompressible" 
flow values 

- refers to "insulated" skin 
conditions 

- refers to "Ip.minar" boundary 
layers 

- refers to "turbulent" boundary 
layers 

- alternatively refers to skin- 
temperature effects (caused by 
radiation or acceleration) 

- refers to partially laminar, 
partially turbulent boundary 
layers 

- refers to "rough" surfaces 

- refers to "acceleration" ef- 
fects 

- refers to "radiation" effects 

- refers to total missile, tur- 
bulent boundary layer (Case IM) 

- refers to total missile, par- 
tially turbulent boundary 
layer, transition at the nose 
section (Case IIM) 

Urpt t 

"TUR" 
t fptt 

"L+T" 

"R" 

"ACC" 

"RAD" 

"IM" 

"IIM" 

"T T TVI" IIIM"   - 

'IVM" 

refers to total missile, par- 
tially laminar, partially 
turbulent boundary layer, tran- 
sition at the nose-cylinder 
junction (Case IIIM) 

refers to total missile, par- 
tially laminar, partially tur- 

bulent boundary layer, transi- 
tion at the cylindrical ^art 
of body (Case IVM) 

"M"   - refers to total missile con- 
figuration 

"1"   - refers to nose section indi- 
vidual value 

"2"   - refers to cylinder + boattaii 
value 

"3"   - refers to wing's individual 
value 

"V   - refers to fin's individual 
value 

Superscripts 

"I"   - refers to the individual "Case. 
I"(fully turbulent boundary 
layer) of the respective mis- 
sile part 

'II"  - refers to the individual "Case 
II" (fully laminar boundary 
layer) of the respective mis- 
sile part 

"III" - refers to partially laminar, 
partially turbulent boundary 
layer on the respective missile 
part (Case III) 

refer to the boundary layer 
conditior on cylinder + boat- 
tail, as affected by the bound- 
ary layei condition on the nose- 
section (Cases IIIA, IIIB.IIIC) 

refers tc set of working graphs 
"A" 

refers tr set of working graphs 
"B": . 

Symbol "A" denot'.s an incremental value. 

Example: 

( ACootiMT) PAD  -  the  increment  (A)   of  the 
zero-lii-t  (0)  average skin-friction (f) 
drag coefficient(CDJdue  to  thermal  con- 
ditions   (T)   of a smooth skin  (no R) , 
caused by radiation effects   (RAD),   if 
a turbulent boundary layer on all 
missile surfaces  is assumed  (IM). 
Numerical evaluation  is  performed 
using  set  of working graphs   "A". 

"IIIA" 
"IIIB" 
"IIIC" 

"A" 

"B" 
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1                TAbLE    12    1-16) 
!                  AVERAGF     SKlN-FRlCTiON     DRAG     COETriClENT     Of    THE    TOTAL 

A COMPARATIVE   SUMMARY    TABLE   FOR   ALL  METHODS   AND   CASES 
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Flg.(2.3-44o)   «et Fig. (2.3-34) 

Nott: For ollFigs. (2 3-44o) to (2.3-44b) the "smooth" curve values can be 
obtuipsd  directly from Fig. (2.3-63) also. 
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Fig.(2.3-47) see Fig.(2.3-35) 

Importont note: Alfernofively use Fig. (2.3-60) for Moch Numbers up to 20. 
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Fig. (2.3-49)    Moeh number voriation of  the ratio of the incompressible values of 
skin-friction coefficient for  laminar flow  with and without   heat 
transfer.  (Ref. 127). 
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Fig. (2.3-50)   see   Fig (2 3-32) 
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Fig (2 3-51) set Fig. (2.3-33) 
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Fig. (2.3-52) Ttmptrolurt rotio vt. Mach Numbtr for non intulottd »kint, acccltrationi 
from Og to 20«. (Rtf. 70). 
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Fig. (2.3-53) Heat transfer coefficients for laminar and turbulent boundry layers. 
(Ref.132 R.A.S. Data Sheets, Areodynamics, Vol. I, S.00.03.19) 
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Fig. (2 3-53) Continued. 
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Fig (2.3-56) Skin-friction   coefficient   increment   over   it« 
incompressible   insulated   value,   due   to 
actual    skin   temperature   condition. 
Repilot   from  Fig (2.3-57) 

Average values,  T. B.L. 
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Fig   (2.3-96)   Continued    (I) 
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Fig  (2.3-56)  Continued (2) 

2.3-197 

I 

. 



: 

   ■— 

. 

Fig  (2.3-56)   Continutd   (3) 
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Fig  (2.3-56)    Continued (4) 
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Fig (2.3-56)  Continued  (5) 

Averog«    comprattibU   tkin-frtction   incremtnt    du« 
to    «kin ttmptrotur«,     turbui«nt  B.L. 

I 
2.3-200 

' 
■ 



.«■••■•••••••••■■•••«•••■•■■■• *■■■«■•«■■■■■■■■■•■«••'•■■■*•■ ■■■■•«•«■■•■■■■«>■■ •■■■>■■■•. ■••«■>•■■■■■•■■■■■•■■•■««> ■ ■■•■■*•••>■««■■■«■■ ■*■■■■■■«■■■■«■•■■■■ ■■■■■■■«■*•■«■■■■. •■■■■••■ (■■•■■■■»Baaa> •■■••■«•n ■•■■■■«■■■■ ■■■■•■••■■ ••■■« ■ ■■■•■•■■■«■■■■■■••■■•«■■■•■■i ■■■■■■■■«■■■■■■■■«■■••■<■■■* ■•«■•■«■■■■■■■■■■■■■■• ■■■■■■••« < >••■■■!■■• «■■■■■■«■■»■ia« 
• ••■I ai«t* ■■*■■■■■■■■•«■■■••■■■■■■■■■■■■ ■■>■■»•■■•■■> ■■«■ia ■••■■■• •«■■■■■■■■■■■ ■■«■■■■■•i •■■«■■■■■■ •■■■#■■•■• ««§■■ • ■■«•■•■■•»•■■■■■•■■■■»■■■■■a« «■•■«■«■■■■■•■■■■•■■«■■•<■■■      ■■■■■■■■ !■«■■■■■■>•■■.   ••■■■■•«>   •■■■■■■■■■«■■■■■■■■•■■■■■ 
• ■■■■•••■■•■■■■■■•■a ■««■■■■■■•■»•■■■«■■■ >•■■■•■■■■•■■■   *••! •■•■>••■. «■■••■*•■■■■■<•■•■•■«■• «■■•••■■■a ■■«■•■■•■■■■■■■ 
• ■■■!•■*■■ ■«•■■■■>•■■«•■■■■■■•■■■■«■■••■ ■•■■■•■■•■•■■■t   ■■■■ I ■•■■«■■• «»•■■■•■■••«■   !■■*••■•■       ■••■■«■««   ■■■■■■■■»■■■■■ 

oS 

»s5 

5 5? 

«• u o e   ■ 
- =«-! 

* it •■ - -Sec 
9 
C 

e 
O 

40 

n 

e '^ a o *» -o 
•   C    *• 

2.3-201 

■ 



? \A v '-'Y''. 
■ 

■ 

■ 

0mm tmmm *mmM 

u o 

« 
o ». 

c o 
a. 

I« 
oi- 
u 
c    > 

I» 3 
- > 

Is. 
u 

<• • 
c  > 
» o 
E 
« c 

C   O 
« <J 

s * 0 h O   3 
5 

C   w 

.a E 

i 

■»* !Z 

N 
in 
i 

il 

2.3-202 





*«'■ 

IMW»«MMI»JBIIIM.III. 

2.3-20U 

. 



■w'( 

2.3-205 



. 

. 

■ 

r 

Im 

nil 
t! ! il ' ith  il   It ilj 

e 

S 
N 
in 

i 
ro 

N 

9 
iZ 

2.3-206 



■1 -• 

! 

Fig (2.3-57) Continued   (5) 
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Fig (2.3-57) Continued  (6) 
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Fig (2.3-37) Continued (7) 
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Fig (2.3-57) Continued  (8) 
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Fig (2. 3-57) Continued (9) 
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Fig (2.3-59) ComprtttiM«-to-incomprttfibl«    laminar  boundary   layer    thicknatt 
ratio    (fc'M/SM =0)    vtrtut      Mach   Number;   smooth,   insulatod 

' flat    plat«. (Von Drittt) 
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Fig(2.3-62) f.kin-friction     coefficient   ratio    Cf-ZCfi |NS due   to   actual   skin 
temperature   conditions    (TW/TH) for  flat    plates, 
compressible     boundary    layer. ( Replot    from   Ref 80  and   Ref27) 

Turbulent     boundary    layers 
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Fig (2.3-62) Continued  (I ) 

2.3-224 



■**». 

---# 

Fig (2. 3-62) Continued  (2) 
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Fig (2.3-62)  Continued   (3) 
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