L ALY e a A g

7o .
ey

=3 .

S

VAN,
s e

0 M gy,
"I',.p,}“. v

¥,

¢ it M A,
YATR T

S A A LA Dt o ity

T ATy -~

Ty T erer < SE—— R —
- ;:* “ 5“‘-5"% *f‘i“‘l‘?» g AT R *g,m oy T e ey S e
Sl v S e

. ‘ﬁ

AD-787 635

ADAPTIVE TRACKING ALGORITHM FOR TRACK-
ING AIR TARGETS WITH SEARCH RADARS

B. H. Cantrell

Naval Research Laboratory
Washington, D. C.

23 September 1974

J

DISTRIBUTED BY:

Natienal Technicai Information Setvics
v s DEPAITHENI GF COMMERCE




wor i Ay

P

R ot

By OIS Pty s s iaran ot e e
At L P W A ‘»,ﬁ\‘y»ﬁ@r'ﬁ‘)ﬁhm It I 'S by e

s
P

SECURITY CLASSIFICATION OF THIS PAGE (When Dats Entered)

2 WDt e

.
o

REPORT DOCUMENTATION PAGE

READ INSTRUCTIONS
BEFORE COMPLETLIG FORM

1. REPORT RUMBER

NRL Report 7895

2. GOVY ACCESSION NOJ

3. RECIPIENT’'S CATALOG #UMBER

4. TITLE (and Ssbritle)

ADAPTIVE TRACKING ALGORITHM FOR TRACKING
AIR TARGETS; WITH SEARCH RADARS

S. YYPE OF REPCRT & PERIOD COVERED
Interim repsrt on a continuing
NRL Problem

§. PERFORMING ORG. REPORT NUMBER

7. AUTHOR(s)

B. H. Cantrell

8. CONTEACT OR GRANT NUMDNEX(s)

o s Wit ae e s KT M0 L s o es ikl

LN

3. PERFORMING ORGANIZATION NAME AND ADDRESS

10. PNOGRAM ELEMENT, PROJVCT TASK
AREA & WORK UNIT NUKBERS

SCMECULE

%

i

Naval F.esearch Laboratory R02.97-101 f
Washington, D.C. 20375 RR021-0541 3
15, CONTROLLING OFFICE NAME AND ADDKESS 12. REPORTY DATE 2
Department of the Navy September 23, 1974 g
Office of Naval Research 13. NUMBER OF PAGES :?1}
| Adington, Va. 22217 14 ;
. MONITORING AGENCY NAME & ADDRESS(I( dliferent from Controlling Oflice) 13. SECURITY CLASS. (of this reporit) §
Unclassified g ',E

{Ss. DECLASSIFICATIUN/DOWNGRADING % ;

3

%

%

16. DISTRIBUTION STATEMENT (of this Report)

Approved for public release; distribution v~ .aited.

=

MW
i

17. OISTRIBUTION STATEMENT (of the sbstrect wntered in Block 20, I dilfferent f.om Report)

18. SUPPLEMENTARY NOTES

“racking

a - f Filter
Adaptive filter
Search radar

19. KEY WORDS (Continue on reverse slide I necessary and identily 3y dlock »

20. ABSTRACT (Centinue on reverse side tl necessary and identity by Meck nunber)

‘An adaptive « - § filter used to track targets by search radars is described. The gains aand
are adjusted so as tc minimize the mean square error between the target’s predicted and measured
positions. Several exampies are given. These skow that the filter responds rather rapidly to chang-
ing enwvironments for a time between samples of 4 s.

o b Tk g W 3 4t b o LRI 0O St e AR TR TS SN s O

4

T e

DD , 5585 W73

E0ITION OF 1 NOV 6313 OBLETE

.o

S/N 0102-014- 6601 i

Reproctuced by

NATIONAL TECHNICAL

INFORMATION SERVICE

U 3 Department ¢f Commerco
Springfietd VA 22151

SECURITY CLASSIFICATION OF TiiS PAGE (When Dete Bnteced)

s

3 DRV Y T PUpIr TS

5



ERck "‘@’*swb* ,‘f ,..fa’".‘?f

s

-

J "~"f ‘-

¥ »ot N

:f;;g@:we@ ”zi’s*-i’,i% ;é'?ﬂ'{gﬁ

CONTENTS

INTRODUCTION ......cvviiiiiiiiiiiinnncnnnns
REVIEWOF THEa-SBFILTER...................
LEAST-MEAN-SQUARE ERROR CRITERION .......
ADAPTIVE FILTER WITH UNIFORM UPDATES.....
ADAPTIVE FILTER WITH NONUNIFORM UPDATES.

REFERENCES .............cciiiiiiinninnnne.

Preceding page blank

.

D e W

.10
.10

W VR f*‘%w'; T

Ha

Sar e dteais o

PR TR 73 N

PN YRV T

PPN

L ef bee cve s




NSRRI SRR L T S L B ST N

Pl eai Al

ADAPTIVE TRACKING ALGORITHM FOR TRACKING
AIR TARGETS WITH SEARCH RADARS

INTRODUCTION
Slince the time of the Wiener Filtering Theory, which was based on stationary
processes, there has been increased interest in adaptive filters. Some of the better known
adaptive systems are adaptive antennas {1], phase-lock loops [2], and ‘he Kaiman filter
[3]. Recentiy there has been considerable interest in adaptive tracking systems [4-12].
_ Most of these adaptive systems use a feedback loop to adjust the parameters in the sys-
tem. A popular methol of adjusting the systems’ gains is to use & lesst mean square
% (LMS) error critericn and minimize it with respect to the gains [1,4]. This report de-
2= scribes an adaptive o — f filter based on this LMS error criterion. Although its operation is
5 similar in principle to the adaptive antennas [1] anc tracking system {4], there are marked
= differences. We begin by reviewing the a - § fiiter.
REVIEW OF THE o - 8 FILTER
¥ The « - 8 filter is defined as [13,14]
x, (k) (1-a) Q-a)T(k)] [x,(k-1) a
, = _B- + B [xm(R)] 1)
=2 —— - b _ —
3 K I I R I R B )
g and
E
) (@)
e xp(k+1)= {1 T(k +1)]
. v (k)
E where
x,(k) = smoothed position
v.(k) = smoothed velocity 3
X, (k) = predicted position g 3
: X, (%) = menasured position
9 x, (k) =u(k) + w(k)
Note: Manuscript submitted July 26, 1974. % \
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u(k) = true position (band-limited but unknown)

4, w(k) = zero mean white Gaussian messurement noise

t T(k) = time between samples

: % o, = systeia gains.

‘ sAypszimfm the z-transform to Eqgs. (1) and (2), we find that the transfer functions of the

n et an

H = %) m[“ (ﬁ;a)]

T x,) 2 -z(2-a-b‘)+?]ia) @

. v,(2) ) -1—?(-,6 2(z-1)

v x,(2) 22 -2(2-a-P)+(1-a) '

4)

i The transfer functions, Eqgs. (3) and (4), are placed into standard notation for a second
order system:

. v e \{
o s, ki ¢t a2 IR AN AR 2D N By Al oSN s L 255 -‘h‘

;o Hey= v : (5)
< ‘ 22 - 2267 §90T(R) cog o T(k) + e~ 200T(R)

Bl

\$
T S

Equating terms in the denocminators of Egs. (3) and (4) with that of Eq. (5), we obtain

JRT AT R TP OO WA LI P Y A

. a=1-e2woTk) (6)
B B =1+ 2wWoTh) _ 9o-8w0TWk) cos o T(k), (7)

or conversely,

= (8)

[ S

} “a = Tk) <% ﬁ ©)

(10)
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where &, Wy, and w, are the classic damping coefficient, damped natural frequency, axd

natural frequency of a second order system. In Ref. 13, it was suggested that if one sst
o, then § could be found by

o2
(2-0a) °

B=

(11)

Substituting this expression into Eq. (8), we find that ¢ varies from 0.707 to (.86 as «
varies from zero to unity. We find that by using Eq. (11), th2 system remains near critical
damping for all values of o and that a and T'(%) controls the system bandwidth. This
concludes the review of the a - f fiiter.

LEAST-MEAN-SQUARE ERROR CRITERION
The least mean square error criferion which is defined as the expected value of the

square of the difference between the target’s predicted and measurd position was chosen
os the system’s preformance measure;

&= E{[xp(k +1)=x,, (6 + 112} (12)

The gradient of & with respect to the system’s gains is found by interchanging the ex-
pected value and derivative operation;

! axp(k +1)

: 7 = S A

I Vo=E [xp(k +1)-x, (k+1)] 30 0 (13)

; Bxp(k +1)

.,, VB=E [xp(k+1)-xm(k+1)] T =0 {14)

3
,E ,' The gradients are set to zero and we solve for the system’s gains which yield minimum

error. If Eq. (1) is substituicd into Eq. (2), xp(k + 1) becomes

A

; x4k + 1) = x, (k) + T(k + 1)v,(k - 1) + ofx,, (R) - x,, (k)]
BTk + Vi (k) - 2p00)] |
T(k) ’ (15) {

A

where xp(k) =x,(k - 1) + T(kJv, (k - 1).

The partiel derivatives of xp(h + 1) are proportional to

dey(k+1)  dx, (k1)
v o xn(R)-xp k). (16)
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For notational convenience we define

¥y = () +u,(k - )Tk + 1) - x_(k +1)] a7

y2 = ".x,n (k) -xp(k)}' (18)

Substituting Eqs. (15) and (16) into Eqgs. (13) and (14) and using the definitions Egs. {17)
and (18), we find that Egs. (13) and (14) are identical and are given by

’ 5}'2}'27‘(’2 +1)
Ely,yq tayyy, + TJ =0, (19)

The sel of Eqs. (13) and (14) are singular. To properly constrain the gradients, we use the
relation given bv Eq. (11) as 3 = a2/{2 - «), which yields

Tk+1
£ (az {yzyz [—(-fr"(_k_)_)-} - yzyz} +ol2y,y, - 3,y,] + 2y,y2> = 0. (20)

Finally, since the statistics of y; and y, are not known, the expected value will be re-
placed with a time average:

(21)
Tk +1)
2
« [ 2Y9 -ﬁz)‘" "yg)'2] + a[2y2y3“y2.'r'1] + 2v1y9 = Q.

ADAPTIVE FILTER WITH UNIFORM UPDATES

For uniform updates T(k + 1) = T(k) = T, and « directly relates to the bandwidth of
the filter. Therefore, Eq. (21) becomes

—_ |
=255, j
o= ——— (22)
2yo¥s ~Y1¥2

Defining pl(k) =¥{¥q and PoR) =555, we compute p, (k) and po(k) by passing y,y,
and y,y, through iow-pass filters;

pi(R)=T,py(R-1)+(1-T,)y.¥y) (23)
Py(R) = Typpl - 1)~ (1 - Ty )yeyy). (24)
An example is used to illustrate the filter’s perfurmance. A target is flown away from the

radar at a speed of 1009 ft/s, it makes an 180-cdegree, 3-g turr, and then flies in a
straight line in a crossing cou.rse nerr the radar, as llustrated in Fig. 1. The radar updates
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TARGET TRAJECTOFY
SPEED 1000 ft/s

OISTANCE (ft)

50,000 - 3-g TURN

/RADAR & — D _

100,000 200,000
DISTANCE (ft)

0L A GREA)

od

Fig. 1 — Target trajectory used ir examples

the track every 4 s. The tracking is performed in range and the range measurement error
is assumed to be Gaussian distributed with ¢ = 500 ft. Constents J, and J, were chosen
to be 0.819 and 0.91, respectively. The filter’s equations are summarized below.

Measure x,_ (k + 1)

Py(R)=Tpy(k -1)+ (1 - 5z, (k) + v,(k ~1)T ~x,, (k +1)]
[, (k) - %, (8)]
Po(k) = S'bpz(k -1+ (1 -5)x,, (k) ‘xp(k)]?'

-2y ]
%) - Py ()|

o2
(2-0) °

3:

k=k+1 (25)

x (kS l-a) (1-a)T ['x,(k-l)

=

[0,0) £ oa-p ||oe-n

-

+ [xm(k)].

Nl®

Store xp(k), v,(k -1),and x, 1)
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x,(k +1) = x (k) + Ty, (k)

Repeat. (25)
The track is initialized by setting all positions equal to the firs: measured position and the
velocity equal to zero. On the next two measured positions the slgorithm is operated
uormally, but we constrain a and § to be equal to unity. Afier the first three detections
the algoritbm iz operated normaliy. The mean values of the bandwidth o and the error
X (h) xp(k) are plotted as a function of time in Figs. S and 3. We find that the band-
wxdth decreases when there is only straight-line motion ¢. the target in range and increases
to acrommodate the target’s 3-g turn and acceleraiions caused by the target’s crossing
course in front cf the radar. The mean error is small excent in the regions of high
accelexations "1 which the filter iags the target. The standard deviation of the error de-
creasss as the filter’s bandwidth is decreased and increases when the filter’s bandwidth in-
creaser, which occurs to accommodate the accelerations of the target, as shown in Fig. 4.
It was found that the . vstem acted much better when the gain of the low-pass filter Eq.
(£3) was less than unity (3, < J;).

3-g TURN

t
TARGET CROSSING POINT

T\Qi A

o) 1 i
0 m 200 300 400
TIME (s)

a (dimensionless)

Rig. 2 — Adsptive adjustment of the parameter a as a {unction of time

The adaptive filter was compared to tvro constant-bandwidth filters of o = 0.9 and
0.2 respectively. First, looking at the filter of a = 0.2, we find that the response is
sluggish and the mean errors causel hy the high accelerations are enormous. “lowever,
the standard deviztion does settle to a reasonably small value. The fiiter with « = 0.9
responds rapidly to the accelerations because of its wide bandwidth, but the standard
deviation of the error does not achieve a small vatue, The adaptive systera adapts to the
changing environment and in most cases vields reasonably small errors.

ADAPTIVE FILTER WITH NONUNIFORM UPDATES

For nonuniform updates o does not directly relate to the natural frequency w,, but
is related by

a=1-e AWtk (26)
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as0.2
: ¢ 4
% 5000 /ADAPTIVE e-8 FILTER i
5 N
&
:;( a20.9 ;
: L 100 / z
S of - ‘ 3
. x 200 ’
w TIME (s) :
o ADAPTIVE ¢-8 /
z FILTER .
Y ‘

. { Y
Fig. 3 —Mean error g3 a function of time for constsnt gain and adaptive a ~ § filter operated
with constant update time
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i

g

s
STANDARD DEVIATION OF Xy (k)= Xp(k),
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] 100 200 300 400
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Fig. 4 — Standard deviation of the error as a function of time for constant gain and adaptive fiter
operated with constant update time
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The adjustment of the bandwidth w, is performed by solving Eq. (21) using the defini- &
tion Eq. (26). However, the time averages are difficult to perform and yet solve for w,. : :
We intzoduce an approximation for Eq. (26), !
2ty T(k) ’f
" T TRy e
: 3
Substituting Eq. (27) into Eq. (21), one finds f
2 5 5 0.5w,, :} g‘
Wylygy 2 TRYT(R + 1) +y,y,T*(k) + y,5, TA(k)] + 5
0.5
xlzyzyzqzﬁj*'gyzyl!ﬁ;] + T [y2y1] =0. (28) -
The time averages in Eq. {(28) are computed by first-order, low-pass filters, and the ad- :s
justable bandwidth is computed by solving the quadratic equation. ‘The target trajectory 4
described in Fig. 1 is weed to illustrate the filter performance. The sampling time T(k) is :
assumed to be a uniformly distributed random variable that can take on values of 0.5 to i
8 s. The filter’s equations are sum'narized below. 3
i
k+1 H
j; = e""aﬂ ) K
. ~wyT(k+1)
Tp=e™0 : g
9, (k) =T, (R - 1) + (1 - Tp)lx, (k) + v, (k - 1)T(k + 1) ~x, (k +1)] ;
X [, (k) - x, (k)] §
aa(k) = J,a,5(k - 1) + (1 - Tp)x, (k) + v,(k - DT(k + 1) - x, (k + 1)]
i
X [x,, (k) -xp(k)]T(k)
q3(k) = Toa3k - 1) + (1 - Ty)x, (k) +v,(k - T (R + 1) -5, (k + 1)) i
X (% (R) - x, ()] T(R)T(R) ﬁ
g4(k) = Tyq,(k - 1) + (1 - T, )iax,, (k) - x, ()] [, (k) - x, (R T(R)
. ¢
SO 2,057 = Tya5(k - 1) + (1 - Ty, (k) - 2, (1)) [ix,, (k) - %, (R TC)TR) %
o ol ' .
e 9g(k) = Jyas(k - 1) + (1 - Fp)lx, (k) - %, (R [x,p, (R) - 2, (R)F T (R)T(ke + 1) ;
v 2 . 1 1 3 =
E wilaglh) + qs (k) +ag(t)] + o 5§ (20,00)+ 3a(k)] + 5§ gyiks=0 |
e =1 - e HwoTlke1) (29)
ki
| . 3
.,
E
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b= %

k=k+1
x,(k) (1~a) (l-a)T(k)] x,(k-1) «

=1 - [ [xm@®).
G I I~ B XCEE

Store xp(k), v, (k - 1), x,, (k), T'(k)

xp(k +1) =x, (k) + T(k + 1)v, (k)

Repeat. (29)

Note thut the first order averaging filter’s time constants J, and J, ave adjusted es a
function of the sampling interval where w, = 0.05 and ""b = 0.024. This is done to
maintain a reasonably constant bandwidth in time. { was set equal to 0.75. The filter
was initited by settin,; al! positions equal to the first measured position and the velocity
equal to zero. On the next two measurements o was adjusted by setting wg =0.2. All
subsequent measurements followed the algorithm. Time histories of the bandwidth and
error are shown in Figs. 5 and 6 for a given trial. We find that the results are similar to
the uriform update cases (Figs. 2 and 3) in that the bandwidth of the filter s wide whe~
the target is accelerating, and decreases to a small value when the target is moving in a

straight line.

k=
i~ 3‘9 TURN
~
°©
o2
o
3 g TARGET CROSSING POINT
E b ! | 1
a 1 "
3 1
S oi !
Z o
m
\\
o 1 ] . 1
) 100 200 300 400
TIME (s)

Fig. 5 — Adaptive bandwidth of filter as a function of time for a
random update time
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10,000 ¢

S
a 35000
x
]
=
00 400
3
® 4
« 200 300
- <4
« TIME (s)
W
~-5000}-
-10,000 L

Fig. 6 — Tims history of error for adaptive filter
operated with a random update time

SUMMARY

A means of adaptively adjusting the bandwidth in an a - § fiiter was obtained by

using the LMS criteria. The expected value operations were approximated with time
averages. An example was performed to show that the bandwidth of the filter decreased
when the target was flying a straightline course and opened up when the target was under
acceleration (real and app:rent). The filter seemed to responc reasonably rapidly to its
changing environment even though the time between samples was quite long.
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