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Nomenclature

cross-sectional area

nozzle width

fluid capacitance

specific heat of gas at constant pressure
inlet diameter

tube diameter

frequency parameter (: '_”f_& 8 ,)

RS

channel depth

fluid inductance or inertance
thermal conductivity

tube length

mass flow

polytropic constant

aspect ratio (= h/b)

pressure drop

mean and supply pressure (gauge)/
pressure (absolute)

Prandtl number (= , cp/k)
fluid resistance

Reynolds number (= UD/ )

gas constant

laPlace transform operator

absolute temperature




u_ o, : average supply and jet centre-line velocities
respectively

' voluze

supply power

absolute viscosity

vinematic viscosity

1 density

= connecting line and passive component rise time

pure time del y

(<)

switching time

angular frequency
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. INTRODUCTION

The techniques of successful design often involve the fusing
together of a wide ronge of apparently contradictory requirements
involving mainly technological, social, economic and aesthetic -
considerations. Wwhile some of the facets of engineering design have
the appearance of requiring only a mechanistic use of established
information, nevertheless, technological progress has only been
brouisht about by the designer's willingness to grapple with
! imperfectly understood ideas and transform them into marketable
products in the present not the future. It is in this area that
stesign is truly an art form.

It has been evident for a number of years that fluidics would
present the desigmer with a variety of difficult problems, and to a
large extent the yprowth of fluidics has reflected this. The component
desismer of pure fluidic devices has been faced with reconciling
intractable fluid mechanics problems with a large volume of empirical
data. The systems desigmer has found the dynamic processing of
] information in a fluid media ejually severe. Finally, the
] non-specialist user in designing applicatione has experienced some
difficulties in translating his experience of electronics, pneumatics
and 80 on into the fluidics area.

Fortunately, technology is never static for long and some of
1 the problems of the day disappear as new ideas and design philos- i
ophies emerge. 'while the component designer must still rely heavily
on empirical data for new desgigns of pure fluid devices, the system
desismer and user now has a widenirg range of standard devices at his
disposal which may be used with a high degree of confidence. Whether
or not a designer chooses a fluidic solution to his control problem
depends on many factors, but we are now at the stage where a
comparison with other techniques may be made with some economic
realism.

2 PASSIVE FLUIDIC SYSTEM COMPONENT CHARACTERISATION

The small signal analysis of lumped parameter characteristics
associated with fluid components has to a large extent been developed
over many years in the field of acoustics. Fluid characteristics
analogous to the electrical parameters of resistance, inductance and
capacitance have been identified and described for different flow
regimes. The use of passive components in fluidic as opposed to
acoustic systems does involve some practical differences, such as:-

a) Higher power levels are usually transmitted through the
system.

b) large steady flow levels may be superimposed on the signal.

Preceding page blank




c) Matching to pure fluid amplifiers and switches is required.

d) High velocitiec may occur in the system under compressible
flow conditions.

The most easily measure independent variables in a fluid
system are, of course, pressure and average volume flow which,
unfortunately, loses generality by excluding compressible flow. The
use of mass {low rather than volume flow is more complete but leads
to inconsistent units when measuring power. Both Kirshner (Ref.1)
and Taplin (Ref.2) have suggested modifications to the pressure
parameter to retain consistency when using mass flow as the other
parameter. Kirshner has proposed a mechanical potential from fluid
mechanic considerations and Taplin from a fundamental thermodynamic
approach used

R T log P
€ e

Both suggestions have their merits but neither has found widespread
acceptance for design work, probably due to their dissociation from
the measured physical variable.

The lumped parameter characteristics of fluid components may
be found from the properties of resistance, capacitance and
inductance (o1 inertance) analogous to their electrical counterparts.
Figure 1 indicutes how pressure drop :p and mass flow M completely
specifies each of these characteristics in a linear system. BEach
will now be concidered briefly from the design point of view.

The linear properties of laminar flow through tubular and
rectangular capille passages is attractive for providing
resistance in analogue, and to a lesser extent digital, fluidic
systems., Provided a fairly long capillary length is chosen
(usually greater than 100 diameters) non-linear fluid entrance loss
effects can be minimized to give a linear resistance characteristic
at constant fluid temperature, with the resistance R given by (Ref.3).
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where D = tube diameter
L tute length

provided the flow is laminar. This requires that the Reynolds
Nuzber, Re' satisfies

-
R, = == < 2000 (2)




The effect of viscoeity variations with temperature may not
always be i,mored in determiniry the resiastance value, and indeed
this property has been exploited for temperature sensing in some
fluidic circuits. The main practical desism probler in calculating
lazinar resistor values is the exireme sensitivity tov errors in
measuring the tube diameter in miniature sizes. Iven the diameter
variations in hypodermic tubing give considerable scatter in
calculated values.

¥ary of the channels and orifices in {luidic systems are
rectargular in shape with low aspect ratio (depth, h / width, b). In
this case the resistance for laminar {low conditions ie
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Methuds of calculating the capacitance associated with fluid
pacsase-ways and volumes and the inductance or inertance associated
with fluicd inertia are well rnown for simple geometric conditions.
For a simple chamber of volume V, it can be shown (ief.3) that when
it is filled with a perfect #as, such as air, the capacitance C
caused by compression of the pas in the chamber is given by

where n polytropic constant

For air the value of n can vary between ' and 1.4 depending on whether
the pressure charnges in the volume vary slowly or rapidly respect-
ively. Katz and Hastie (}ef.4) have conducted experiments, using
freguency response methods, ‘o determine the actual value of n under
different dynazmic conditions. Their investigations orn cylindrical
chambers approximately confirms earlier theoretical work that the
polytropic constant n is a function of a frequency parameter F,

defined by
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a1
P & vee o= (5)
2 “Cp
where Fp - Prandt]l nuzber = —
K
x ansular {rejuency of oscillation
\
Por air, approximaie. isothermal conditions occur when F - ' and r
adiabatic ~onditions wi»n F in long cylindrical tubes, although
little error appears to arise when thie is also applied to short
cylinders. Purtheor work is rejuired on the heat transfer mechanism

agssociated with fluid capacitance effects for more complex geometries
and under varying load conditions.

in fluid circuitry, wherever high velocity transient f{lows
ocecur a mass of fluid is accelerated or decelerated causing 2
sismificant pressure chanyse iue to the fivid irertiu. In a
relatively smail diameter tube of cross-sectional zrea A and length
L it can be shown that (Ref.?) the fluid inductance or inertance H
ig wiven juite simply by

Y (6)

The relationshipe of C and ¥ to the mass {low and pressure drop are
as defined in Fisure °

The ideas of lumped fluid inertance could well be extended
beyond the simple veometries of tubes, convergent and divergzent ducts.
Calculations involving inertance must almost invariably be coupled
with a correspondin, resistance term. Wwhen considering the frequency
response of these parameters in fluidic systems, very commonly the
inductive reactance is at leas® one order of magnitude szaller than
the capacitive reactance or the resistance. The exception to this is
in resonant circuits such as the ielmholtz resonator.

Some systems parameters, such as orifice flow resistance, are
non-linear but their analyeis ie considerably simplified if algedbraic
manipulation of linear functione is used. MNost systems designers use
the linearizing approximations of small signal analysis to overcome
this difficulty while digital computer simulation is increasingly
being used for synthesizing systems with large signal changes.

wWhen the physical size of a fluid component becomes significant
compared with the wavelength of the acoustic signal being propagated
through it, the concept of lumped parameter properties for the
component breaks down and it must be considered to have spatial as
well as time v.riations of pressure and flow. This is commonly known




as a dis:ributed paraseter system and is particularly relevant to the
characteristics of the comnnecting passages and lines in fluidic
systems. A considerable volume of literature has existed for many
years or electrical transmission lines and acoustic properties of long
lires but the sgrowth of interest in fluidic systems has siimulated a
frean suryge of regsearch into fluid transmission lines. Farly papers
n fluld transaission lines were based on an elemental one-dimensional
zodel of the line consisting of constant resistance, inertance and
capacitance terus. lowever, it was cbserved that short pulses and fast
ise time steps, such ag might ocour in a fluidic cigital circuit,
isperse much mure rapidly than such models predict.

Althoush the actual transmicsion line is not strictly
one-d.zensional, it is possible to include va ying velocity profile
and heat transfer effects in the model which largely account for

sismal dispersion. (lassic papers by lichols (Re®.5) and Iberall
Fef.») have yiven the {rejuency response of linear fluid lines
using this approach while Brown (Her.7) has developed the
corresponding transient response based on the propagation operator
aneé characteristic "'eianco concepts familiar to electrical
enysineers. lore recently .chaedel (Fe’.8) has extended the analysis
9 fluid transmission lines with rectarngular cross-gection, which is
particularly relevant (o the dmamic analysis of integrated fluidic
circuites "s;.,'“':;utvr prowrammes based on these models, workers

such ag Franve [(1ef.,%) have beern atle to show good correlation
between theoretical and experimental ’re'unnﬂ" response character-
istices for well defined linear load termminations (o the line.

in prectice i tranamiseion line is usually terzminated

hr a valve or orifice producing a non-linear pressure-{low
characteristic. As the control impedance of most fluidic elements

is not high, sismificant mean flows may be superimposed on the sigral
level thereny increasing distortion. In a recent paper .Jtrunk

Ref.: has analysed the distortion in the freguency response

cauged by or.fice type loads using a perturbation technique. He
ghows that a szecond harmonic distortion is produced which is a direct
’unﬂ:ion of the ratio of the siznal amplitude to the mean flow.

Using a lcad impedance greater than the characteristic value reduces
the distortion although at freqjuencies close to resonance conditions
distortion can be expected to increase.

From the desismers point of view, f{luidic transmission lines

0

-
remain a complex area and it is unlirely that accurate predictions
of their characteristics can be made without recourse to computer
programmes. The transient response required for digital systems
analysis is more laborious to handle than the frequency response
and at the present time no fast transform method appears to be
available to keep storage capacity requirements within reasonable
limits.




3 FLUID DIGITAL DEVICES

Digital fluid devices may be broadly divided into non-moving
part ('pure!') and moving part and many of them perform similar
functions. They may be classified as fluidic if they operate
relatively rapidly compared with conventional pneumatic and
electro-mechanical control valves and if they are also designed to
have very high reliability. Operating pressures vary considerably
from 0.1 to 20 bars and are generally dependant on whether they
are ‘'open-czentre', requiring flow through the device continuously,
or 'closed-centre'! requiring flow only during the switching action in
most cases. Pure fluid devices fall into the former category and
therefore operate at low pressures while moving part devices are
usually closed-centre and may have a wide range of operating
pressures. Fig. 2 taken from Bouteille (Ref.11) summarises the
classification of fluid logic devices in terms of operating
pressures.

The main types of pure fluidic digital devices are:-
(1) Wall re-attachment

(ii) Turbulence

(i1i) Momentum interaction

although other effects such as jet impact modulation, vortex
feedback, wall reflection, and so on have been used.

The wall re-attachment of a jet, first described by Coanda,
was used by Bowles in the late 1950's in a series of practical fluid
logic devices which have remained virtually the same in general
operation to the present day. The two basic elements are the
R-S memory device and the two input OR - NOR monostable device which
may be used to generate all the standard logic functions, as shown in
Fig.? (Ref.11). In all cases the elements are active, that is to say
that a separate fluid supply is required, in addition to the input
and output signals, with pressure levels in the range 0.1 to 0.7 bar.

The turbulence digital element was developed by Auger (Ref.12)
a few years later using the well known transition of a laminar jet of
fluid to the turbulent state. It produces only an active multiple
input NOR function and consequently the range of standard logic
functions require rather more elements for their implementation as
shown in Fig.4. (Ref.11). Supply pressures are usually very low in
the range .015 to .15 bar.

Passive momentum interaction elements for digital applications
seem to have been originally suggested by Greenwood (Ref.!3) and has
lead to the development of OR, AND, EXCLUSIVE-OR, and HALF ADDER




functions. Glaettli (Hef.14) and others have also suggested an
active EQUIVALENCE element based predominantly on the same principle
which is useful in some computational circuits. Because of signal
degradation through a passive fluid logiec device, care must be taken
in cascading such elements and usually a prefered arrangement is to
integrate passive elements into the inputs of active wall re-attach-
ment elements thereby giving greater logic power and flexibility and
minimising the danger of the user placing passive elements in
unusable configurations.

While the early development of pure f{luidice tock place
largely in America, the corresponding expansion of low pressure
moving part devices took place mainly in Eastern Zurope at
approximately the same time. Of course, high prvssure pneunatic
poppet and spool valve systems had existed long before then and
indeed had been designed in systems as logic devices by, for example,
Martonair in Ingland. However, the new generation of moving part
devices were highly miniaturized and cimple ceometrically making them
very reliable with good response so that they could be built into
complex circuits.

The main types of moving part digital devices are:-
(i) Double diaphragm stack with static force balance.

(ii) Three diaphragm stack with static force balance or
back-pressure operation.

(iii) Single diaphragm with flow over surface.
(iv) Single diaphragm with ejector nozzle.
(v) Free foil.

Although other moving part devices have been made based on different
principles, undoubtably the high reliability possible with diaphragm
actuation has lead to its inclusion in all the most successful
configurations. Operating pressures ~re usually in the range 0.1 to
1 bar although higher pressures may te used.

Historically the triple-diaphragm Useppa unit developed in the
USSR was the first of the low pressure moving part logic systems to
be reported by Berends and Tal (Ref.'%) and this was followed shortly
by the Dreloba double diaphragm device in the GDR, operating on the
force balance principle, attributed to Topfer et al (Ref.16), Fig.5.
shows the logic function of this device. The configuration was
subsequently refined in a three diaphragm arrangement called
Trimelog by Helm et al in Hungary. Yet a further system developed by
Brychta (Ref.17) independently in Czechoslovakia consists of a
diaphraem restricting the output from an ejector nozzle, which has
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the advantage in some applications that the output pressure may be
switched between supply and suction pressures. More recently
diaphragm valves have been developed in West Germany and a novel
planar diaphragm element which performs the logical NOR function has
been reported by Jensen et al (Ref.18) in America. Very high
packaging densities appear to be possible with the latter
configuration together with rapid response. Fig.6. from Ref.11
summarises the standard logic functions for the element.

Possibly the simplest type of geometry for a moving part logic
device is provided by the foil element originally proposed by Bahr
(Ref.19) in 1965. The basis of the element is a free moving disc or
foil contained in a chamber of a shape to constrain the fcil to move
in a direction normal to the plane of the foil. The parts of the
chamber to which the supply, input and output connections are made
determine the logic function of the element. The main configuration
g&ive NOT, OR, bistable and diode functions.

A number of pure fluid and moving part devices fall into the
category of threshold logic devices; that is, elements with several
input connections arranged co that they switch when a given number
of input signals are present. Such devices have great logic power
but are usually very complex and rather slow in operation. Possibly
the most ingenicus of these is a multiple bag diaphragm arrangement
developed by Stivin (Ref.27) in Czechoslovakia for machine tool
applications. It is possible that its complexity made it unreliable
in operation.

4. DIGITAL CONMPONENT CHARACTERISTICS

The design of fluidic circuits using digital components require
the specification primarily of power consumption, fan-in and fan-out,
pressure and flow recovery, and swi.-hing characteristics.

Considerable attention has been paid to the power consumption
of pure fluid wall re-attachment devices, which by their nature are
open centre devices. For the flow of an incompressible fluid from a
rectangular cross-section nozzle, the supply pressure, Pgs and the
supply power wB are given by

,.
|
N

by = =W = -2 (7)




Small (Ref.”0) has shown that the minimum operating Reynolds
Number for wall re-attachment is independant of elements size so that
the minimum power consumption of an element, (W_) . , for a given
i X s’min
fluid can now be expressed from equation (8) as

Const.
r
(ks)min b

(9)

In other words, the minimum power consumption is inversely proport-
ional to element size. Muller (Kef.21) and others have confirmed

the same relationship. It would also be expected that the turbulence
amplifier would show the same characteristics although the power
levels would be much lower.

Various workers, including Glaettli, Miller and Zingg (Ref.22),
have shown that the minimur Reynolds Number of spontaneous turbulent
wall re-attachment is in the rexion of 7,500 - 2,000 for a unity
aspect ratio nozzle. This may be reduced somewhat for aspect ratios
up to 3 or 4 but increases abruptly for aspect ratios of less than
unity. Tests by Rechten and Zuckler (Ref.”?) show that it is possible
to obtain re-attachzent well into the laminar {low regime, at the
expense of power consumption, by usings acpect ratios of at least 10.
In practice most wall re-attachment devices operating with gases are
designed with an aspect ratio between ? and & based on a nozzle width
in the range 0.25 - 0.40 mm. Cupply pressurec are usually chosen well
away from the minimum Heynolds lumber condition, 0.2 to 0.7 bar being
typical. This correspondis to a power consumption in the range 1 - 10
fluid watts. In comparison the turbulence amplifier normally consumes
rather less than 0.1 watt.

Digital fluidic devices are not confined to air as the supply
fluid but have been used wiith water, oil, steam, kerocine and so on.
It is unlikely that complex logic circuits using pure fluidic devices
operating with liguid supplies will be used to any significant extent
due to high power consumption involved. For example, a small size
wall re-attachment element using hydraulic oil typically consumes
100 fluid watts of power. lowever, there ic an interesting trend
to use large scale pure fluidic elements for process control
applications in which the device is inserted directly in a liquid
or gas stream to provide such functions as flow metering, diversion,
regulation and mixing. [oad matching vent channels are usually
ozitted to avoid re-circulating the process fluid and the element
profile is designed for the particular load conditions required by
the application.

Moving part devices, require little power when used in
pneumatic logic circuits and may operate at pressures often in
excess of ! bar. Most of these elements do not reguire continuous
power consumption in any switched state, apart from that due to
srall leakage flowe, but rather a static pressure signal combination to




hold the device in the required state. However, during switching the
supply and vent ports may be momentarily connected together thereby
causing significant power losses for very short periods of time.
Static switching elements may be designed in which the vent port is
always closed before the supply port is opened during the switching
cycle. They consume little power and are particularly usgeful for
complex, low gpeed circuitry. However, the apparent advantage of
moving part loxic devices over their pure fluid counterpart is not
straightforward as logic power, response time and so on nmust be taken
into account in deciding the best type of device to use.

As the power consumption rejuirements of moving part devices is
low, there i{s some attraction in using them for liquid systems. Of
course, o a larpe extent *his hag been done for many years,
particularly in hydraulic systems where relatively large apool valves
are widely used Uor sequence control. Provided the oil is well
filtered, there is little doub?t that hishly miniaturised valves
could be usze! with the alvantares of high pacringe density, improved
response and reiduced cost

Fan-in, that is the number of input connections, to wall-
attachment levices is usually limited by peometric considerations to
Por 4 with the control channels converging into a passive O junction,
the output of which passrs directly ‘o the wall re-attachment control
port. This allows improved si,mal isolation over earlier desisns at
the expense of some zigmal attenuation. Fan-out, or the number of
parallel output rmections, is woverned by the sismal amplification
at switching in relation to the control input rejuirements. As the
presasure-low characteristics ! both control and output ports are
non-1linear, the fan-out is conveniently determined by graphically
superimposing control switching characteristics on the output
presgsure-flow characteristic as shown in Fig.7. A fan-out of . - 4
is usually obtained for conservatively desismed elements with pressure
recovery sacrificed to obdtain improved reliability. Higher fan-in !
figures are posgsible using ejither planar or tubular turbulence
anplifiers with good isolation between input signals. A moving part
device, on the other hand, is of‘en constructed with a fan-in of ! or
2 but with an infinite fan-out.

One of the main advantages claimed for fluidic digital devices
over conventional mechanical and electro-mechanical moving part
contrl devices, larre and small, is the fast response time. Typical
values of switching rice time found in practical elements is

5= ma for pure fluid types as opposed to 1-100 me for moving part
elements, dependirg primarily on their size. In combinational, and
most sequential circuits, for industrial applications the diflerences
in switching speed are not crucial, except for modules such as
counters, shift registers, pulse schapers and so on. Fven when
couniters are used the cycling rate is often modest so that many
solutions are possible.
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Not* unnaturally, consideratle attention has been paid to the
mechanism of switching in pure fluid element: and to the potential
for increasins performance. In an early paper Johnston (Hef.24)
demonstrated that over a wide ramnge of feynolds llumbers for a
turbulent re-attached jet, the .trouhal Number based on the supply
jet velocity ard nozzle width was essentially constant. In other
words, the switching time, o ;f a wall re-attachment element is

b
. const, — const., — (10)
K = %
5 e
~here T wwerue supply jet velocity
For constant supply Heynolids Number, the switching time would

te expected o decrense wi‘L the square o¢f the nozzle widilhs
However, element desisme with nozzle widihs much smaller than 0.29 mm

run fnto difficultlies with voundary layer growth affecting
re-attachment, Mach Number effects, marmfacturing problems and so on.
It ig therefore unlirely that ai,mificant decreases in present
geneTalion element swilching times can be ablained {n this way. Hor
1im) A% pa*t1cu’1..y attractive (o tlecrease the switching time by
increasing the Heymolds "uwucr ag ;wwn" onsumplion incr _ses

dramal icallj (n?n.". Anuther ; eeibillty is 16 reduce the supply
nozzle aspect ratio while hol & the supply noz:zle velocity constant
in the hope that power "gnsu:;tljn can be lowerel without affecting
wall re-attachment ¢ eignificantiy. liowever, it would appear that
at low aspect ratios (below perhaps ', the gwitching time gtarts

to noticeably increase which susrests that the simple expression for
switching time given above (Hin.' ) s modified. [! is
evident that altlhioush some "eia- ionn in power consumption may be
made In this way these requirements are opposai tn those of minimua
switching time, so inevitably some desism comp-~omise must be mamde.
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70 complete the picture it zust be remembered Lhat the
response time of a circuit sust inc

ude the rigxnl pure time delay
rige or decay time associated
with its transsission characteri . The pure time delay, .
igs given by the locel speed of sound divided by the connecting
line length, which wvaries directly w1t elemen: dimensions, that is
4+
Sh .

fed
through the connecting linesc and the
tie
d

3

p!
with nozzle wid This we may wTlie as

1 consgf. b (11)

1

The transient response of a transmission line has already been
discussed Yut if we assume a rather simple model with the line and
load represented by lumped parameter recis‘ance R and capacitance C,

then the rize time b of the passive components with a iras as the




working fluid can be shown to be

”

const. const,, b°
Y RC e (12)
pm ,he

where Py iz the mean pressuve in the capacitance. This is assuming
that thé compornent shapes are unaltered by scaling. The expression
has a similar form to the switchins time for the element although it
is more sensitive to keynolds Number. Most designers of fluidic

circuits tend to reduce the heynolds Number quite appreciably in the
connecting lines co that the connectiovn rise time may be sisgmificant
in some fast operatins circuits, euch as one-shot pulse chapers,

The problems of rredicting the dynamic performance of a
turbulence abplif‘or are rather different as the transition between
lazminar and turbulen?! supply flow rersimes produces unecual switch-on
snd switch-ot'f charactericztics. Hayes {Hef.7%) has associated a pure
vime delay with both the rise time (ewitch-on) and the decay time
(switci-off) of the amplifier.

‘1

The po time delay and switching rice time expressions are
similar in £ rm to tan.10 for the wall re-attachment device.
Decreasing size and increasins supply pressures would both be expected
to improve response. ilowever, as the cirze of the turbulence amplifier
decreases, the static of{ state outpu! pressure increases and the gain
decreageg, thereby limiting the fan-out. A minimum value of free jet
lensth between the control port and receiver esual to ' cm appears to
be realistic from this consideration. Increasing the supply pressure
significantly reduces the delay times and the switch-on rise time but
the residual turbulence in the jet also appears to increase very
marvedly producing switch-on times approximately one order of
masnitude greater than the gwitch-off time. Typical pure time delay
times are 0,5 ms, switch-off time 1 ms, switch-on time 5-15 mg. It is
therefore doubtful whether giimificant improvements in the dynamic
performance of the turbulence azmpiifier can be made until switch-on
rise times can be made appreciably more repeatable, probably by
reducing residual turbulence in the supply jet

The dymamic response of meving part devices is to a large
extent dependent on the inertia of the {luid and moving parts,
fluid compressibility, and viscous effects. Moet moving part logic
devices use free or clanped diaphra.m configurations operating on
force balance principles. The device capable of the sreatest degree
of miniaturisation with low inertia ig the free foil element. Wwork
by Hahr (Ref.'9) has shown that the theoretical switching time of
such elements has exactly the came form as “~n. ‘0 for wall
re-attachment elements with dimension 'b' reprecsenting now a
characteristic dimension of the foil chamber. He indicates a
switching time of 0.1 ms for a typical air operated foil element of
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diaceter 2 mm althoush it is not clear whether this has been confirmed
experimentally. The limitation on fan-in would appear to impede thie
successful developement of the foil element for fast acting high
packaging density logic blocks but the development of the ridge
diaphragm element 1rom this concept has been commercially more
successful. Jensen, Miller and Scnaffer (Ref.18) in a comprehensive
account give a switching time in the region of 1 - 1.9 ms for a
push-pull inverter ciicuit consisting of three diaphrasgms. The
standard arrangement i: to use a separate diaphrasm chamber for each
input but even so hirgh packaging densities are possible. liormally
some flow is always present throuch the logic circuit so that ‘he
fan-out 18 no longer infinite. 1In practice a value of 4 is used
although higher fan-outs are possible.

Inevitably with moving part lowic devices, if they are
desiymed to have s reater logic power the mechanical complexity
increases and so there is some loss of response. The well-xnown
Ruesian and Fast Jerman moving part logic elementes use multiple
stacks of diaphrasms to achieve a variety of logic functions within
one =tandard block. FPower *wn*urrtion is very low and switching times
ire rather longer than the ridee diaphrasm element due to the higher
inertia of the diaphragm stacx. Topfer (Ref.1¢) has given ewitching
of approximately ! me for the two diaphrasm stack, 2.2 ms for three

diaphragme, 4.» me for five and 8.4 ms8 {or ten diaphrayms.

I have dealt at some lensth with the dynamic characteristics of
lui ic devices in order <o shed some light on f{uture element desiim
encds., It appears unlikely that miniaturisation can be taken much
3 rthe without very hisgh initial costs for tooling and it is probable
that a larger sccatter in elp~nn: characteristice in a production batch
would also have to be tolerated. !None of the elements discussed showed
any dramatic advantase due to scaling down or jncreasing the operating
enersy level 5o it is probable that element manufacturers will not be
abtle to improve sigmificantly on present day characteristics. lowever,
there is still room for manoeuvre in deciding, not so mu~h on element
profile or diaphrasm size, but what logic functions are best suited to
a particular standard logic block.

-

ce ve,
;

Bouteille (%ef.11) has made a comparison between the power
sonsumption and switching "peeds of both fluid and electronic devices
which is reproduced in Fig. This sugger’s that moving part
pneumatic loxic iz the mosi economical in very low speed applications,
guch as supervicory systeme and is very attractive even up to
sperating speeds of 1 i'. At the other extreme, where very fast
ewitching gpeeds are requirec electrunic systeme are unchallenged.
Pure fluidic devices when compared in this way, are prefered to
zoving part devices in the range 1 - 100 M7 of operation. It must
be emphasised that this comparison is not complete ac many other
aspects, such as overall system cost, sensor specification,
reliability, environment, etc., muz!t be coneidered before a final
gyctex choice ic made.
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S DIGITAL MODULES

Until comparatively recently, designers of pure fluidic
devices were slow to exploit one of their advantages over most
moving part devices. This was to assemble in one module several logic
function profiles at very little extra cost and almost negligible
increase in size. Farly wall re-attachment elements suffered from
poor input isolation until input vent ports were added at the expense
of some input signal degradation. It was then a short step to make
the input vent arrangement into a passive OR junction, comnonly with
two or three inputs. More recently passive AND and one-shot pulse
shaper circuits have also been used as inputs in integrated designs
with both OR NOK and bistable profiles.

This has been beneficial in several respects. Logic function
power has been increased without increasing air consumption.
Pacracing passive elements within the standard logic block has
reduced the circuit design probleams of the user, as signal
matching becomes easier. Improved dynamic response is also
possible in some cases.

Element desismers are now more conscious of the need to make
their fluidic components into standard logic blocks suitable for
general industrial usage with the minimum of assembly difficulties and
maximun immunity to air supply and environzental contamination. Most
current commercial pure fluid devices have filters built into the
profile to protect the supply and control nozzles from internal
contamination and similar filters protecting the vent channels and
bias ports from external contamination. Experience has shiown that
the hich degree of reliability irherent in the ~oncept of pure
fluidic elements may only be realised by nttention tc¢ *his sort of
detail.

Many processes have been tried for manufacturing pure fluidic
elezents but the main types which have involved for small elements
are etched slass, etched metal and epoxy resin casting. With correct
bonding the first two processes may be used over a very wide operating
temperature range while the latter has the advantage of comparative
cheapness. Although injection moulding has been successfully used,
it has not lead to a mass produced very low cost element. This is
largely due to the trend towards rather more complex profiles
mentioned earlier which would significantly increase die costs. The
etching processes are particularly useful for multi-layer
configurations required in compact integrated desigms which can be
achieved without appreciably increasing manufacturing costs. Circuits
of this complexity would be very difficult to achieve using injection
moulding methods.
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6. SENSORS

In the majority of industrial fluidic aprlications the primary
reason for choosing this type of control is the attractiveness of
detecting or sensing pneumatically. The construction of many types of
fluidic sengor is simple and may give rise to an appreciable improve-
ment in reliability and lower cost compared with other methods of
detection. If sensing is attractive pneumatically the extension to
signal processing and amplification using fluidic circuits is a
natural development. This can give rise to cheaper overall systems
as, for example, expensive interface valves between different media
are avoided.

The najority of fluidic sensors use the variations in the
physizal paraceter beins measured to modify the characteristics of
one or more fluid jets. Position, liquid level, temperature,
flowrate are examples of common parameters senced directly with jets
and this list way bte extended if simple moving parts are used in
corjunction with jets. ¥or example, relatively inexpensive pressure
caures may be mcdif ed so that a high pressure may be detected with
a low pressure fluidic circuit by attaching a back pressure sensor to
a bourdon tube subjected to the high pressure. Alternatively, if
oultiple digital output cignals are required for different pressures,
interruptible jets may be placed round the periphery of a pressure
dial gauge so that the pointer interrupts the jet at the deasired
pressure. This method can be extended to ary dial indicator (for
exazple, weight, temperature, voltage) with the advantare that the
fluidic detectirsy circuit is completely isolated from the variable
being measured.

The commonest types of jet configurations used for sensing are
the back pressure, interruptible jet and conical or proximity jets.
The back pressure sensor has been used for many years as an
anplifying device in pneumatic and hydraulic circuits. A regulated
supply passes flow through a restriction into the back pressure
chamber which is then vented, usually to atmosphere. An object
placed close to the venting flow causes the pressure in the chamber
to increase, which in the extreme case has a value equal to the
supply pressure when the vent nozzle is completely blocked. The
device is very sensitive to changes in the position of the object
when closer than approximately one-quarter of the nozzle diameter.
Hiowever, as the vent nozzle diameter is usually kept as small as
possible to limit power consumption, the useful working gaps are
very small, 0.05 to 0.2 mm being typical. The signal generaited

by the sensor usually activates the fluidic digital switching

element directly requiring the input nozcle to be sufficiently small
so that no appreciable flow is taken from the sensing element. Apact
from the good dynamic response of these sensors they also possess the
advantase of negligible hysteresis, a factor which is important in
sensing.




The interruptidble pneumatic sensor is useful for sensing
objects in the range 0.2 or 10 cms. The simple form of the sensor
consists of a supply Jjet nozzle and receiver axially aligned but
separated by a gap. A relatively high pressure signal can be
recovered in the receiver when the supply jet passes across the gap.
Any object passing through this gap interrupts the jet streum and
reduces the receiver pressure nominally to ambient conditions. The
two pressure levels may be readily detected by fluidic switching
elements. The sensor has the important advantages that the texture
of the objects is not important and the gap setting is not critical.
The confisuration doe. suffer from the disadvantage that the receiver
may entrain ambient contaminated air with the jet thereby causing
unreliable operation.

By slightly pressurising the receiver the problem of receiver
contamination may be overcome. when no object is present, the supply 1
jet impinses on the lower pressure jet leavins the receiver thereb:
restricting the vent flow which in turn raises the pressure at the
sensor outlet. Wwhen an object interrupts the main jet the receiver
vent flow increases causing a corresponding reduction in the outlet ]
pressure. Another solution is to use a diaphrasm operated back
pressure sensor for the receiver. This has the advantage that the
diaphrasm isolates the contamination from the pneumatic circuit |
and also provides more sensitive detection. Jet gaps with this
configuration may be increased to over ‘0 cm.

The sensitive laminar jet has been used to sense objects over
zuch larger distances. A supplementary jet is used to trigger
turbulence in a main jet-pressurized receiver configuration with the
£ap now being between the supplementary and main jets. Wwhen an
object interrupts the supplementary jet a laminar main Jjet is
re-established which causes the vent flow to fall, thereby
increasins the sensor output pressure. Jensing distances may be as
large as 100 cm with good shielding of the laminar jet from
environmental noise.

If an annular nozzle is used for detection the structure of
the conical jet issuing from it may be utilized to sence the
presence of objects approximately one noz:zle diameter away. The ]
range of faps is usually from 0.05 to 5 cms. By a suitable choice |
oi cone arsle, the jet may be deflected by Lhe presence of an object
into an asymmetric configuration so that an output sensing port
located close to the deflected je*t indicates a relative reduction in
pressure. An advantage of the sensor is that it acts as a switch
itgself with a zero cross-over pressure for object distances of
approximately one nozzle diameter. Agsainst this must be weighed the

relatively large air consumption of most of these sensors, together |
with their rather slow response. Illysteresis effects may also be
present. J
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Air powered acoustic vensors are similar in principle to well-established

electro-acoustic detectior systems employing continuous wave and pulse
echo transmission technigues. A continuous wave system involves a

transmitter, which emits a continuous wave, and a target which reflects
a portion oi it tack to the receiver. The received wave is time delayed

compared with the transzmitted wave thus giving an indication of the
tarcet distance. These sensors, while being in their infancy, show
promise of listance resolution to one-half a wavelength with a range
of from 7 ¢m to several metres. lowever, the circuitry involved with
the sensor is appreciably more complex than with the types previously
described.

s COMBINATIONAL AND SELUENTIAL CIRCUIT DESIGH

Diswital fluidic elements are very largely assexbled in
cozbinational or sequential circuits configurations for industrial
applications. Most simple circuits are combinational in nature; that
is, the output sisgmal combination is always a unique selection of the
input signal combination. In more complex circuits a particular
output signal may be reguired more than once during tne complete
machine duty cycle, 3o that it is no longer possible to specify a
unique input sismal combination. Jequential circuits are designed
to overcome this problem by senerating a memory function so that
the time sesuence of events in the cycle may be identified.

The difference between these two fundamental types of circuit
can be quite simply illustrated by an example of two mechanically
interconnected yneumatic cylinders A and B, shown in Fig.9. A+
denotes the extension of the rod of cylinder A while A- signifies the
retraction and so on. Jmall letters a-d denote the positions of limit
switches at the end of cvlinder strokes to detect completion of that
part of the cycle. If a ()zplete machine cycle is A+, B+, A-, B-
then the rod of cylinder A traces a scuare pat‘ern in space through
a, b, ¢, d. ZFach limit switch signal then uniquely delines the next
cylinder action rejuired and the control logic required is said to be
cozbinational as there is no sismal ambiguity. However, if the cycle
had been A., B., B-, A- then it is seen that the rod of cylinder A
traces an [~cshaped pattern in space which does not require the use of
lizit switch 4 but requires two signals from limit switch b which
have to provide different cylinder actuation command signals. The
circuit must therefore remember the order in which the actuation
signals are performed which implies the use of memory elements.

This would be an example of sejuential circuit design.

Yo particular problems should be encountered now in designing
fluidic combinational circuits as element characteristics such as
fan-in and fan-out, pressure recovery, and so on are conservatively
specified by manufacturers. OCtandard synthesis and reduction
procedures using Boolean Alsebra, mapping and tabulation methods may




all be used to advantage by the designer familiar with these
techniques. Fluidic coumbinational circuits rarely reach the level
of complexity that excludes the intuitive approach of the practical
engineer, and in some cases, alternative designs may all provide a
correct solution to a problem while displaying different features.
The criterion for selection under such circumstances is usuzlly on
the basis of overall system cost but air consumption may alsc be of
congiderable importance in a pure fluidic circuit.

‘igh pressure pneumatic sequential circuits are still commonly
desismed by intuitive practical methods although systematic design
procedures, such as the commercial Martonair, lucas and Fn»is methods
in the U.K. are available. Taking the Martc: iair cascade method
(Rer.?) as an example of this group, the cyc.e sequence is divided
up into groups of operations in which no cylinder operation appears
more than once. A three-port valve acts as a limit switch on each
c¢ylinder movement and each cylinder has a five-port pilot operated
valve associated with it. In addition, one less five-port memory
valves than the number of groups are needed. Fig.10 shows the
resulting circuit to implement the A+, B+, B~-, A-, sequence. The
two groups are A+, B+, and B-, A- and the memory valve Y serves to
energize the sensors x for the appropriate group of the sequence at
the appropriate time whilst de-energizing those which are not
reguired. In this particular circuit the limit swit:h xA_is used
instead as a start valve so that the circuit does not
continually cycle. Limitations of the method are that it may lead
to the use of rather more logic and memory components than
abaolutely neceesary. with conventional high pressure pneumatic
components this could be expensive and space consuming.

In a more general way sequential circuite using digital
elements of any type may be desisgned systematically using the method
of Huffman (Fef.2€) and others, first developed for the synthesis
of electronic circuits. This involves drawing a timing diagram for
the sequence using the inputs x from the limit switches, called
primaries, to give the logic functions required for the output
signals Z which actuate the cylinders. This is then reduced to a
oinimum form using a merged flow table which enables the signals
required for the memory functions, called secondary excitation, to
be determined. Application of a modified form of Karnaugh map,
with a separate map for each state of the memory elements, then
allows the logic circuit for the output signals to be constructed
(see, for example, Ref.? for further details). For example, using
such a procedure tne aequence A:, B+, B-, A-, is obtained using the
circuit shown in Fig. 7. The figure indicates that the memory
element occurs in conjunction with AND gates on the outputs in
circuite of this type which has lead Retallick (Ref.27) to suggast
using these three elements in a fluidic etandard block. The nunber
of AXND gates increases as more events are added to the cycle with
a consequent limitation in practice due to fan-in problems with
passive AND components. Cole and Fitch (Ref.?8) have suggested
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rather similar memo>y element blocks with a systematic synthesis
method for event controlled sequence circuits.

me of the big advantawes of fluidic logic elements for
sequential control is the greater flexibility in the choice of logic
and memory functions possible compared with conventional high
pressure pneumatic elements. Also more complex fluidic elements
do not carry a significant packaging size and cost penalty. A
simple illustration of this is afforded by again returning to the
simple two cylinder sequence A+, B+, B-, A- but using instead
one-shot pulce shaping functions on the limit switches; that is,
when the pressure rises as the switch is activated a short duration
pressure pulse is generated. OSuch fluidic circuits are well known
and may be intesrated into memory elements to perform set and reset
action with short pulses. Halford (Fef.”9) has shown that using
pulsed memory elements a very simple solution to the above sequence
results, as shown in Fig. 12, which may be easily extended to other
cylinder sequences,

{ cource, all cylinder seguences are not as simple as the
example which has been used up to now. Fach event in a machine
cycle may be stored in a wvariety of memory units, such as a binary
counter, shift rescister, ring counter, tape or card reader, zna
decoded to provide the appropriate command signal for the next
event in the seqguence. Binary counters suitable for sequence
circuits have been discussed by Hantle (hef.30), Foster and
ketallick (Hef.?') and others and are ususlly based on the T
Flip-Flop with pulsed inputs. The sejuence may be time controlled
with synchronous operation of the counter using pulsed signals from
a relererce oscillator or, alternatively, event controlled with
asynchronous 2ounter operation. 1In thie case the limit switch
associated with each event must produce a pulsed input to the
counter. Alternatively, an event based seguence may be controlled
using AND-OR memory modules [Fef.. %) and is particularly useful as
a programmer.

In some casec part of the sequence ic repeated which requires
each repetiticn to bte counted as well as the provision for the
normal memory function in the sequernce. This may be simply provided
by a binary co.nter circuit which counts each repetition of the
sequence and, with appropriate decoding, switches the control logic
out of the repetition after the specified number of cycles. Fig. 13
(Ref.29) shows a cimple way of implementing A+, (B+, B-) repeated 7
times, A- using a binary counter and making use of composite fluiilic
elements such as AND/UR memory and inhibited OR memory functions.

Some use hac been made of ring counters, instead of birary
counters, as decodiry the output to provide a command signal for the
next event it rather simpler. lowever pulsed inputs are still
required and a bistable elenent corresponding to each event in the
senquence ic needed ir the ving with a consequent difficulty in




fan-out for the input signal. More recently work by Foster and Cheng
(Ref. 32 and 33%) has suggested the use of special codes in conjunction
with shift registers for the control of the sequence which has the
advantage that pulsed operation is no longer required¢ and decoding the
register is fairly straightforward.

The designer of fluidic sequential circuits must also be aware
of the possibilities of signal hazards within the system. In the
event-based circuit the steady state behaviour is adequately
described by the Boolean representation of the logic used. However,
during the transient change of state when the system is responding to
a change in input variables, signals entering some elements in the
system may not change at precisely the same moment in time due to
the unequal time delays of different connecting channels and also due
to variations in element switching time. During this transition
period the actual output may be quite different from the steady state
value and is known as a hazardous condition. The effect of such
hazards on overall system performance depends upon whether the circuit
has memory. Combinational circuits are not permanently affected by
hazards whereas sequential circuits many adopt improper stable states.

Hazards in fluidic circuits are likely to occur mainly in high
speed sub-circuitr such as counters and adders (Ref.34) and in
sequential circunits with significant connecting channel differences
(Ref.35). Rec:ntly Zissos and Grant (Ref.?6) have given a desism
procedure for sequential circuits which provides hazard-free
operation.

8. CONCLUSIONS

Quite significant gaps remain in our knowlege of passive fluid
component dynamic characteristics. For example, heat transfer effects
in capacitive components and a more general representation of fluid
inertias in complex geometries. While much attention has been devoted
to transmission line characteristics, simple programming methods for
identifying such systems with non-linear load conditions have not yet
materialised.

The review has attempted to show that little commercial advant-
age can be expected from new basic designs of miniature pure fluid
digital elements but we may expect more complex digital modules to
appear as the design emphasis shifts towards circuit organisation.

In low speed circuits an increasing use of moving part devices is to
be expected. The decision to use pure or moving part fluidic devices,
as opposed to conventional pneumatic valves, in sequential circuit
applications is not clear cut. Undoubtedly pure fluidic modules will
offer the greatest logi. flexibility and packaging density thus
allowing rather straightforward design procedures to be developed.




Some work remains to be done in optimising logic blocks for
particular design methods. Moving part devices will be particularly
useful in applications involving moderately complex circuits where
power consumption must be minimised or alternatively where the
higher signal pressures can be directly processed. For example, in
process control. Conventional pneumatic values must not be under-
estimated as, properly used, they have good reliability, can operate
as a high pressure amplifier and logic component and can be somewhat
miniaturised. However, it does ap,ear that in most cases systematic
design procedures for sequential systems would carry a cost penalty
compared with fluidic solutions. The life expectancy generally of
fluidic devices, both non-moving and moving part, should exceed 50
million cycles which is better than can be achieved with most
electro-mechanical systems.
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Digital-Analog Hybrid Fluidic Feedback Systems

Charles k. Taft, Professor

University of New Hampshire

In recent yvears digital fluidic elements have been used to process
analog signals. In addition, pulse-width modulated analog amplifiers
have also been constructed and developed which use digital power elements
to process analog information. Compensators to provide lead compensa-
tion can be placed in the crror signal path of an otherwise analog sys-
tem. Lead compensators shich are very useful in the compensation of
resonant syvstems have becen constructed.

Basic Concepts

Feedback systems can be controlled by rather coarsely quantized
information. The advantage of this approach is that it allows onfoff
clements to control the power in a feedback system. Often there are
many devices such as power transistors and fluidic power amplifiers
which operate best in un on/otf mode. On the other hand the use of such
devices in a feedback system necessitates the analysis and design of a
highly nonlinear svstem. Looking at a basic feedback system with an on/
oft element in its forward path processing the error signal, as shown in
Figure 1, we see that the levels of etfort which can be applied to the
continuous part of the system are limited to a finite number. In this
casc two levels of information are fed to the continuous part of the
system. For the moment let us assume that the continuous part of the
system has one integration since this describes a very interesting class
of fluid control problems. If two levels of control are available, 1l
[it is always possible to normalize 4 quantizer like this and include
its gain K in G(s)] then the system is forced to oscillate continually
between one level and the other, unless the error signal e (t) is always
positive or negative because input r(t) is changing too fast for the
output to follow.

If the input to this system 15 a step, then the output will also
be a step. Superimposed on the step will be a steady state oscillation
or limit cycle. The frequency of the limit cycle is determined largely
by the dynamics of the continuous part of the system. The amplitude of
the limit cycle is determined by the same dynamics and the magnitude
of the system gain K. It can be shown that such a device must always
exhibit a steady state oscillation to step inputs of any size and fur-
ther that the magnitude of the limit cycle will be smaller as the gain
or maximum corrective rate K decreases.

It should be mentioned that very satisfactory control systems can
be constructed using this concept. However, such systems always exhibit
a steady state oscillation or limit cycle,
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By adding another level to the error signal ac construct o three-
level quantized control as shown in Figure 2 which can exhabit several
response torms to step inputs. Again, assuming that tie continuous part
ot the system has an integration, this system can exhib.t a step responsce
with no oscillation. A response which is the least osci.latory kind of
response that the system can eahibit has been classified as two-step
rcsponsc.( ) With this tvpe of response, the system wil]l exhibit a re-
sponse for a step of any magnitude which has only twe changes in level
of the crror signal, This response 15 shown in Figure 2p.  In Figure 3
Is a vesign chart which relates the parameters' e, ond k to obtain two
step response. </ Figure 3 applies to systems of the form shown in
Figurce - in which the continuous part of the system has dynamics which
[ we might -lassify as being overdamped. This can be stated mathemat-
ically by requiring that the continuous part transter functions have

[ the form
-th = w
KQ Z“_:%‘“S Q'iJ\ A3(+)

T (e PN

where g(t) 1s the continuous part impulse response

G(9) =

7”0 FOr “L~7(D

Ihis so-called two-step response torms a lower bound or least
oscillutory response for the response of a svstem of the form shown in
Figure 2. In a like wav as the maximum corrective rate K is increased
or the dead cone 2a, decreased, the system response will become more
oscillatory exhibiting four, six, or more steps until finally it exhib-
1ts g limit cvele similar to that of the two level quantizer, figures
Jc, d, e. The nature ot the system response depends upon ag/K, the
ratio of one halt the width of the error region in which no signal is
applied to the output (ay), divided by the maximum output rate in the
steady state (K). This so-called characteristic time is very useful in
the design of digital feedback systems. Furthermore, other response
forms can also be related to this same number. For example, 1f a sys-
tem of the form shown in Figure 2 is subjected to a ramp input it can
be shown that it will exhibit a limit cycle and the magnitude of the

limit cycle can be determined by a describing function analysis; this
[ has been demonstrated by Limbert and Taftf3) The magnitude of the limit
cycle depends on ag/K, the magnitude of the ramp and the system para-
meters. Increasing the number of levels of the error quantizer to 5,
7, and so on, does little to change the basic notions that we have out-
lined here. There are least oscillatory response forms which depend
upon the size of the input step, and the system can be designed in
general to have a least oscillatory system response for step inputs of
any size. However, it will always exhibit a steady state oscillation
or limit cycle for ramp inputs.
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Pulsce-width Modulated Amplifiers

There are several advantages an control in using systems of the
type shown in Figure | an a steady-state oscillation mode. This mode
can be 1nduced by adding to the error a sinusoidal signal or a periodic
stgnal of some other wavetorm. It this injected periodic signal is of
high enough trequency, 1t 1s eftectively tiltered by the continuous
part of the system, and so does not appear 1n the teedback signal e(t).
A missile control system was constructed by Campagnuolo and Sieracki
using this dpprndth.tJ' It is useful to cxumine the spectrum of the
signal entering the quanticer, whether ot be 2, 3, or n levels. If it
contains a dc level compenent, and 4 high trequency dither component
the output will also contain a Jd¢ level and harmonics of the dither,
These high frequency components, 1t they are high enough 1n frequency,
will essentially be greatly reduced an amplitude by the continuous part
of the system. 50, effectively they can be ignored. 1t s useful,
therefore, to examine the spectrun of the output of the guantizer when
the input as a de signal applied along with a dither, or high frequency
signal as shown 1n Figure 4. The relationship between the de level of
the output LlO and the de¢ level of the nput by provides a low frequency
picture of the svstem. Much more complex methods can be emploved to
analyze such svstems in which two frequencies exist.(3)  However, great i
insight 1nto the response of a system with a dither signal can be ob- ]
tained by simply looking at the relationship between de signal 1n and
the de signal out.  This relationship 1s known as the "altered char-
acteristic.” For example, in Figure 4 we see a two level quantizer 1
subjected to a dc level and a sinusoidal dither signal. Take the
Fourier series representation ot the output of the quantizer operat.ng
under such conditions, and look at the de level component, ignoring the
component due to the high trequency dither,  Then plot the relationship
between the dc level Ll out and the de level in ko In Figure 5a. In
Figure 5h the altered characteristic measured for a fluidic Schmitt
trigger is shown., ANotice that an this situation, the altered character-
1stic 1s nearly linear over a wide range ot input de levels, and that
this range of input dc¢ levels depends upon the amplitude ot the dither
signal. The effect ot the dither amplitude B upon the behavior of this
on/off clement has been to control the gain and range of proportioned
operation, If the dither signal were a saw tooth wave, then the re-
sulting normalized (Lo/B) characteristic would be shown in Figure o.

The same result could be obtained with o triangular wave. Further, a
square wave has the effect of altering the characteristic of 4 two level
quantizer to make it appear as a three level quantizer. In this way a
high frequency periodic dither signal can be used to alter the behavior
of a quantizer  Lastly, a two-level quantizer with hystersis can also
be examined and the altered characteristic developed as shown in Figure
7. Notice the effect of hystersis up to J0 percent of the dither is
minimized for inputs Ly which are 0 percent of the dither amplitude.
The effect of the high frequency dather signal has been to linearize
the highly nonlinear quanticzers, Hanafusa, and Miyata postulated a
pulse-width moduluted amplifier in which the dither signal was tri-
angular. (0)




e i

\ further retinement of this approach results when a feedback loop
15 closed around the basic amplifier element to provide a high frequency
limit ¢vele, This 1s shown 1n Figure 8 where the transfer function l(s)
describes feedback dynamics.  If this loop is closed so that the fre-
quency of the limit cvele is large compared to the natural frequency
of the continuous parts of the system that is being controlled, then
1t 1s possible to provide the dither signal internally by a self-induced
oscillation. This basic notien has been used to build up amplifiers
which operate with digital elements to provide analog-like behavior,
bermel and Limbert described a fluidic operational amplifier which was
constructed by Corning Glass works,(7) Lloy¢ also constructed a pro-
portional amplifier using digital clements. ®) ‘the model for the Bermel
amplifier is shown in Figure 9 and the resulting 1nput-output altered
characteristic measurcd on the Bermel power amplifier as shown 1n Figure
10.  This approach has some advantages although the trequency of the
limit cycle tends to change with the input amplitude r(t) and it is
tarrly low for smuil or large i1nputs. On thc other hand, if the rest
of the svstem contains an integration, this cffect is hardly noticeable
except during large transients. This approach nakes the power amplifier
very useful as 1ts behavior is independent of the amplitude of some
external dither signal, As was shown, wh n the external dither signal
1s provided, 1ts amplitude must remain nearly constant, otherwise
changes will result in the "altered characteristic.” In this way a
very effective pulse-width modulated power ampiitier can be constructed,

There are some difficulties with this approach, which lie in the
fact that we have assumed that the trequency ot the dither is large
compared to the natural frequency of the rest of the svstem. As the
trequency of the dither approaches the natural frequency of the sys-
tem, several problems begin to arsse.  The tairst, and most pronounced
ot these is that the dither signal begins to appear in the output of
the system, 1n manv systems this is objectionable behavior. It results
because the filtering action of the svstem upon the dither is reduced
as the frequency of the dither approaches the natural frequency of the
system.  But more important, as this happens, the subharmonics can be
generated. [t the 1nput to a PWM amplifier is a sinusoidal signal,
whose frequency 1s a ratio of integers times the dither frequency, it
is possible for the output e'(t} to have subharmonics. That is, har-
moniies which are of lower frequency than the dither signal (), or a
signal being applied (W) this is illustrated in Figure 1l. The magni-
tudes of thesce subharmonics are usually small unless the frequeacy of
the dither and the frequency of the sinusoidal signal approach onc
another. As they do, the magnitude of the subharmonic component becomes
larger and larger. Of course the system will have difficulty in fil-
tering the subharmonic signals. The answer to this is, of course, that
the dither frequency must be large compared to the natural frequency
of this system. As long as this situation is maintained then problems
with subharmonics are not likely to occur and the Jdither is likely to
be filtered. A rule of thumb which can be used is to keep the dither
frequency five to ten times the natural frequency of the system,
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The dual input describing function can be used to further inves-
tigate the effects as w3 | however, the computational problems with
this approach are quite severe as there are a large number of para-
meters associated with the response.(5)

Pulse Compensators

e have shown how analog information can be handled by relatively
coarse quantizers of two levels. A further refinement exists in the
ability to construct compensators which provide lead compensation in
control systems. Wwhenever anformation is processed in a control sys-
tem by a quanticzer, the output of the quantizer can be decomposed into
a sum of steps. If this signal is to be compensated by a lcad compen-
sator, such as is often used in a control system, then the resulting
signal out of the lead compensator should be the original step plus an
impulse as shown in Figure 124, Obvious limitations on signal magni-
tude, and band width limit the magnitude and duration of this pulse to
the fainite values., 1t one were to recognize that whenever a uniform
quantizer changes from one state to another, it produces a step of
tixed magnitude, then an approximation could be made to this lead com-
pensator which consisted of an impulse of fixed magnitude (o) and
duration (T'y) added to this step. Indeed, as the magnitude of this
pulse (&), is increased and its duraticn decreased (T')), this ap-
proximation becomes quite good. To investigate this, suppose that we
look at the step response of such a compensator, A step applied to
such a compensator produces a step plus an impulse as shown in Figure
12b, Figure 12¢ shows how it could be mechanized. We can write a
Laplace transfom for cach of these two signals. Because the type of
signal we are inputing to the conpensator is fixed, we can develop a
transfer function for the device, even though it is operating with non-
lincar elements.  This transfer function can be obtained by simply
dividing the Laplace transform of the output by the transform of the
input. The resulting cquation is shown below:

-T.'s
e'(s)= L e (s) ¢ 'TH: | e
S J s
E
T’s
X1 -—
Gs) = €'(s) . | p o, - o6 !
e'(

This transfer function can be examined further to show its relation-
ship to a conventional lead compensator. If a sinusoidal signal is
applied to a two level quanticer, the output is a square wave. |If
this square wave is in turn applied to the pulse compensuator described
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above which produces a pulse of fixed amplitude and duration each time
that the square wave input to it changes level, then the output ot the
compensator will appear as shown in Figure 13, 1f we expand the input

to the compensator uand the output of the compensator in a Fourier series,
and look at the fundamental components of this series, it can be shown
that fundamental component of the compensator output has phase lead

and that the lead is determined by input frequency Wl , pulse height°(l,
and pulse direction T'|.

if e+)= E,sinwt

then €)= L sinwt + hacmonics
and @¥(4) = 4#[\ +o, -, cos0T,’ ] sinmt 4+ hacmonaics

. !
+ %.o(, sirwT, coswt

A describing function for the output e¢' (t) relative to the input
e¢(t) can be shown to be

Goer 2 T i
r 2| )+, -, ']
dC T"E|[ 1 |

However, the describing function of the two level quantizer is:

This implies that the frequency response function for the compensator
operating on the fundamental of the quantizer output is:

Gc(.jw) T | + °(, - 0(.6'-]—' Jh)

So for <he configuration shown in Figure 13, a quantizer followed
by a pulse compensator, the describing function can be written as

Cae= Gy G (§w)
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It can be shown that for a more complex quantizer this same relation-
ship is valid. Therefore, the frequency response function for the pulse
compensator G<( w) can be used for design purposes and combined with
the s 'stem anJmlCS in the normal way using polar, Nichols or Bode plots
as if 1t were a linear device.

However, this same frequency response function (;¢(}-0) would result
by allowing: s = j« in the transfer function just as is done in linear
systems. For this reason it can be shown that the frequency response
function for a pulse compensator can be determined from its transfer
function. The polar plot of this frequency response function is quite
useful in designing the compensators and evaluating the effect of the
compensator on any given system. In a similar way Bode or Nichols plots
can also be used for design. For example, the frequency response function
can be plotted for a single pulse compensator by normalizing the fre-
quency response function. This can be accomplished by setting: 5111'43
This relationship normalizes the frequency of the frequency response
function. A further normalization can be performed:

< 5%
Gl = | + o — oA, €3

or -\ S
G((SJL)“ = o, ("‘C ) )
finally Gc(‘)n)“ = = e_-)g-= 6(( )S_L)

o

The resulting function G((‘\Q—) is a normalized frequency response
function in the complex plane. It is a circle which is the basic shape
of the polar frequoncy response function plot. The actual plot for a
given o ), T! is shifted to the right by one and has a radius of e
the complex plane as shown in Figure 14. Thus all single pulse compensa-
tors have a frequency response function which has a circular shape. The
effect of pulse height can be casily shown since when the height of the
pulse is increased the amplitude of the vector in the frequency response
function polar plot increases which increases the size of the circle in
the complex plane. Obviously as the height of the pulse reaches infinity
the circle approaches a vertical line located at +1 and the effect of the
frequency response of the pulse compensator is identical to GC(]")‘I"'I“‘ R
or proportxonal plus derivative control. The effect of the pulse duration
time T,' on the frequency response function is to cause the frequency at
which a vector from the origin to the point on the frequency response
function plot occurs to be larger as ,’ decreases.
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Motice further that the frequency response function plot is a
periodic tunction of frequency with period 21f<1]lo =82 . This can be
shown in a bode plot of the frequency response function for a single
pulse compensator which 1s shown in Figure 15, Since a Bode plot is a
log plot, the magnitude and phase angle of the frequency response function
becomes compressed at high trequencies.

Single pulse compensators are useful in the compensation of the
overdumped systems. However, many significant control systems are lightly
damped, in particular pneumatic and hydraulic systems which are required
to move large masses are often very lightiy dumped. Therefore a compen-
sator which would be capable of handling more complex systems is useful.
Such a compensator results if two pulses arc usced for compensation pur-
poses. This kind of compensator is shown in Figure lo. On each transi-
tion of the quantized signal the two pulses are produced rather than one.
The pulse heights and durations are described by the parameters of, a:d (e
and T,' and T, where the senses of ey, and &, are shown in the figure.
In a like way it cun be shown that the transfer and frequency response

functions for this compensator are: ,

{
Qcls) = | +of, - (o, +—o(,,)eT' T o/ch;' 2
let s = Ju.)

[

I o
Gc(.\“‘ﬁ = 4o - (¥, +°(1.)€—T' 4 A2 e—Tz 3

leb S2=T,'w
= S ‘.Eé: X-SI-
GJ,Q): L+ of, — (v, v+l )e 4+ ¥, eT

_ T !
The frequency response tunction shape depends upon CV., X2 and T, .
First let us examine the effect of the T5'/T;'. 1t can be shown that
the frequency response function for a two pulsc compensator will contain
cusps or loops and the number of these cusps or loops will be equal to
Ta'/Tp' - Lo Hf T2'/1)" 1s not an integral quantity then the frequency
response function will have a period in the complex plane which is 2 X
(the denominator of the T>'/T)' ratio when expressed as a reduced
fraction). For example T'/T)' - 5/2 repeats in frequency with period
of L2 =4w . Several cexamples of this are shown in Figure 17. The
most useful of thesc compensators appears to be the one in which Tp'/
Ty' is equal to two. For a fixed T2'/T;' (in this case,Z ) the
effect of o |, ©G is shown in Figure 18. e ; is plotted versuso& )
and this plane is divided into regions in which a particular formm or
shape of the frequency response function results, The dots in cach of
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tnhese shetches is the +1 point where Q = ©. The arrow shows the
direction of increased £ . A number of useful compensators can be
developed. The dotted lines in this plane represent compensators

which are cero-pass, that is, which have a frequency response function
that is :zero at some frequency, cither atQ =1 or at some lower value
of £1. Two of these compensators from this infinite set of zero-pass
compensators are of particular interest as they were postulated by QM.
Smith in his posicast concept.(9) They are indicated on the plot. One
of the compensators of this infinite set is very interesting as it is

a tero-pass compensator which requires no new signal levels., That is

the case where (e,=0,%, =1 ). The frequency response function in this
case 1s shown in detail in Figure 19 as a  polar plot and in Figure 20
in a Bode plot. Furthermore, the mechanism by which this compensator
operates can be shown quite casily, Suppose, for example, a sine wave

of frcqucncyuoziﬁi: is fed to a two level quantizer to produce a square
wave as shown in Figure 21. This signal then is fed to the zero-pass
filter with T'> = 2T'|. Because of the filter configuration, the out-
put of the filter is a square wave signal of frequency 3w . Con-
sequently, the zero-pass effect is accomplished by frequency multipli-
cation in this case. This form of filter is particularly useful in

the compensation of resonant systems., However, there are problems in

its use. These problems result from the fact that at low frequencies

the compensator introduces a phase lag while the amplitude of the com-
pensator is decreasing as shown in Figure 21. Above the zero-pass
frequency the compensator provides phase leads of as much as 130° and

its amplitude is increasing. When applied to a resonant system it

moves the imaginary axis crossing to a much higher frequency. However,
because of the phase lecad, the system and compensator ficquency response
function will exhibit loops in the complex plane requiring careful design
at high frequency. This is shown in Figure 22. A more cffective approach
to the resonant system compensation problem is to use compensators which
are in the sector of the o 7,ef | plane which is enclosed by the &;=z0 ,
Oy +Xa lines in the first quadrant. In these compensators, it is
possible, as shown by Foster and Taft, (10) to produce compensators which
are capable of compensating a resonant system and providing a large in-
crease in system gain at no increase in system overshoot or decrease in
system stability. Foster investigated a system of the form shown in
Figure 23. Me chose %,=&,=n and T2'/T1,) ¥2. For various values of
open loop damping ratio I and closed loop maximum frequency response ,
function magnitude Mms, he chose a compensator specified by n and T, and
compared compensated and uncompensated re<ponses. Examples of the results
are shown in Figures 24-29. As with the .ingle pulse compensator the
larger the magnitude of the compensation pulse the more effective it

will be. Foster demonstrated for this digital system how the compensa-
tor could be mechanized and produce exceedingly effective compensation
for resonant systems. Bermel and Taft also demonstrated that the zero-
pass filter could be used for compensating resonant systcms.(ll)
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It is obviously possible to add additional compensation pulses and
three pulse compensators have been classified. [t has been shown that
when the three pulses have equal duration their polar plots will exhibit
two cusps or loops and that the shape of these freguency response func-
tions is considerably more complex than those tor the two pulse com-
pensator. As vet no applica:ions have been made of this three pulse
compensation method, however Porter did classify the forms of response
which were possible.(12)  Typical frequency response function polar
plot shapes for the three pulse compensator are shown in Figure 30.
Note that these have been mormalized and so tor the actual polar plot
the small circle represents Sle© at +1,

Dithered Pulse Compensation

The notions ot the altered characteristic, the use of quantizers
with dither to provide proportional behavior and the idea of pulse com-
pensation can be combined to produce compensators which can be added
to otherwise analog systems to provide lead compensation or resonant
system compensation. This approach essentially uses a combination of
the two ideas prescented so far. fthe notion as originally developed by
Taft and Hamlin(13) is shown in Figure 3la. The system crror signal
e(t) would be added to a dither signal, The resulting signal would be
processed by a two level quantizer and the output operated on by a
pulse compensator. The resulting pulse compensated signal would then
be applicd to the system.

This notion can be illustrated by examining the waveform of sig-
nals in a compensation circuit of this type. In Figure 32 assume that
the input to the compensator e(t) is a sine wave as shown. It is fur-
ther assumed that triangular wave dither b(t) is added to the signal to
produce the wave form shown. This signal 1s fed to a two level quantizer
which produces a pulse-width modulated signal e'(t). At cach transi-
tion of the pulse-width modulated signal a pulse of height Z&; and
duration T)' is produced. These compensation pulses arc shown as e"(t).
These pulse trains are periodic with the same fundamental trequency as
the original signal e(t). The fundamental and DC lcvel of the positive
and negative pulses is shown. Notice that the sum of these two sig-
nals or the total low frequency effect of the pulses is a sine wave
which leads e(t) by 90°., The magnitude of this sine wave increases with
o) and T;'. Thesc waveforms illustrate how the dithered quantizer
and pulsec compensator produce a phasc lead signal, they also show how
compensation can be accomplished by only applying the positive or
the negative compensation pulses. This approach was used by Bermel
and Taft in a resonant system compensator, 1) The difficulty with
this approach,of course, is that it requires that the signal must be

e




quantized in order to provide the pulsc¢ compensation and several dif-
ficulties result from this. The first of these is that dither and the
higher harmonics generated by the quantizer show up as ripple in the
output,

A further step was taken to reduce the ripple in the compensated
system. This was accomplished by operating on the error signal, leaving
the original error signal path present in the feedback system as shown
in Figure 31b. The error signal is mixed with the dither and fed to
a quantizer then compensation pulses are produced from this signal
which are added to the analog error signal. This approach greatly re-
duced the ripple in the output due to the compensator. In addition it
allows the compensator to be inserted in the existing system as a
parallel path so that very little modification needs to be made in the
existing system to add the compensator. This approach has advantages,
for the application of this notion to the control fluid systems since
it allows an easy addition of the compensator to an existing system.
The efrective transfer function of the compensator is determined by
the magnitude of the compensator pulses 2Mo,  the mugnitude of the
dither @ and the on.tput level of the quantizer M

The system shown in Figure 31b can be replaced by an equivalent
low frequency system where the dither and quantizer are replaced by
the altered characteristic as shown in Figure 3lc. For error signals
less than .7B, the altered characteristic is very nearly linear with
gain M /a3 . Therefore since the pulses arc added to the
error signal the overall transfer function between error e(s) and sys-
tem input c¢"(s) is:

iy 'i
20 of .
(;c(s) - ;Figf'( = 2 J

Notice that either quantizer output in or dither amplitude B can be con-
trolled to provide simple adaption control of the compensator. Another
problem in the use of the compensator results because as compensator
pulse duration T;' is made larger and larger the possibilities of pulse
overlap begin to occur. That is, it is possible for a second or third
compensation pulse to be called for before the original pulse is over.
This would, in effect, require memory 1in the pulse compensator and in-
creases the amount of hardware necessary to mechanize the pulse com-
pensation concept. Nawaz developed fluidic circuitry to accomplish

this but it does require more hardware.(14)

The finite operating times of fluidic clements and the desire to
keep dither frequency high and pulse duration low puts limitations on
the application of the compensator. Further the operating time of the
fluidic digital elements can be of the order of the compensation pulse
duration. This has the effect of degrading compensator cffectiveness.




For example consider the system shown in Figure 33 with a two
pulse compensator whose transter function is G¢(s) . The fluidic
elements used to produce the compensation pulses have switching times
of tg which is equivalent to a transport deluy as shown, Fore, =&,
= 5 and Tp' = 2T;' the resulting effect of various transport écluys
on the first two quadrants of the compensator frequency response
function Gc()\w)c-*d 3= are shown in Figurc 34. As would be
expected, the time delay causes less phase lead to be contributed by
the compensator and considerably less compensator magnitude. The
tformer effect is detrimental, however, the latter effect may actually
be beneficial.

Bermel and Taft (31 used the compensiator torm shown in Figure 32b
in the construction of a very resonant pncumatic positioning system,
In addition, no dither was used and only positive pulses were applied.
An all-fluidic system was built by Bermel which positioned a mass using
preumatic cylinder and vortex sensor as the position fecdback element.
The resonant compensator used in the system has the form shown in
Figure 35. Furthermore these compensation jpulses were added at the
high power levels directly into the actuat.apy cvlinder. The approach
proved quite effective although Bermel did rot use a dither signal
and operated the system with only pulses i ore direction which meant
that the compensation was highly nonlinear. The resulting response
of the system was considerably less oscillatory than the one without
compensation. The results of this approach arc shown in Figure 36.

SUMMARY AND CONCLUSTONS

bDigital fluidic clements can be used to process analog signals.
By adding a sinusoidal or periodic signal to an analog signal and then
processing the result by two or three level quantizers it is possible to
produce an output whose low freguency components are nearly proportional
to the input over a range of inputs. This in effect alters the char-
acteristic of the quantizer. This "altered characterisitc" demonstrates
analytically the linearizing eftect of a dither signal. The dither
signal may in fact be generated internally by closing a feedback loop
around the quantizer itself. This process is producing the dither by
causing the system to exhibit a limit cyvcle. [Pulse-width modulated
amplifiers are the result of an approach like this and can be used for
proportional control.

A further refinement results if one notices that the output of any
quantizing processes is a sum of steps. The resulting signals can be
compensated by adding pulses whenever these steps occur, The added
pulses can be produced by digital clements and so a digital compensa-
tion results. The resulting compensators can be analyzed by linear
methods. A transfer function can be developed for these devices and
a frequency response also developed. This allows compensators which




result from one, two and three pulses to be designed.  The design of
these compensuators also involves problens associated with the overlap
of pulses which can occur when pulse durations are long and signals

are changing rapidly. Furthermore, these compensiators tend to produce
a ripple in the output due to the high frequency components of the
dither, which arce accentuated by the compensation pulses., Some of
these effects can be reduced by producisg the compensation pulses alone
rather than processing the signal with the quantizer in order to allow
the use of the compensation pulses.  This approach involves applying a
parallel error path ain o fluid system through which signals are pro-
cesses and compensation pulses produced to provide system compensation,
This approach should offer considerable advantages in many fluid sys-
tems espectally those which are very resonant.  In this way fluidic

| elements can be used to provide ruther sophisticated forms of com-
pensation without any moving parts nor any signal conversions. The
advantages of using tluidic devices tor this purposce show promise.
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Am

b(t)

Bn
c(t)
e(t)
e(s)
e'(t)
e'(s)
e"(t)
e''(s)
e, "(t)

0

Symbols
s SR

One halt of deadzone

Coetfficient of mth power of s 1n inumerator of G(s)
Dither signal

hons tnusoidal dither amplitude

Coetticient of (n ‘l)th power ot s an denominator of G(s)
Output

Lrror (input minus teedback)

Lapluce transform of e(t)

Output of quantizer

Laplace transform of e¢'(t)

Compensator output

Laplace transform of e (1)

Fundamental frequency component of compensator pulse output
e level of e(t)

e level of e'(t)

Fundamental frequency component of e(t)

Fundamental frequency componen® of ¢'(t)

Inverse transform of G(s) - impulse response
Continuous part forward loop transfer function
Compensator transfer function

Compensato: frequency response function
Dimensionless frequency response function
Descraibing function for e'(t) relative to e(t)

Describing function for ¢'"(t) relative to e(t)
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Symbols - (Continued)

3
H(s) Feedback transter function
) -1
A Loop gain ]
M 2 level quantizer output i
My Maximum magnitude of closed loop frequency response function |
n 15 pulse herght when both pulses =
po Input difterential pressure
po' OQutput diftferential pressure :
r{t) Input 1
R Magnitude of step input
S Laplace operator
t Time {
Y Time delay
ll,...ts Times at which ¢'(t) changes
r Time constant ?
Tn nth time constant
Tl"TS"TS' Compensation pulse times
u(t) Unit step = 1 t 0, = 0mt 0

o3 Compensation pulse heights ;
ther frequency 1

Hystersts

bimensionless frequency Tl'uJ

l ’

D

(AN Signal frequency
ek

bamping ratio
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<o THREE-LEVEL QUANTIZED FLLDRACK CONTROL SYSTEM STEP RESPONSE FORMS
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3. THREL-LEVEL QUANTIZED SYSTEM DLSIGN CHART BASED ON STEP RESPONSE
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6. ALTERED CHARACTERISTIC FOR TWO-LEVEL QUANTIZER WITH SAWTOOTH DITHER
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11. SUBHARMONICS IN PULSE-WIDTH MODULATED AMPLIFIER
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19, ZLRO-PASS TWO PULSL COMPENSATOR FREQUENCY RLSPONSE FUNCTION POLAR PLOT
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21. ZERO-PASS COMPENSATOR WITH INPUT AT ZERO-DASS FREQUENCY
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30. FREQUENCY RESPONSE FUNCTION POLAR PLOT FORMS FOR THRLE PULSE COMPENSATOR
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31. EVOLUTION OF COMPENSATOR WITH REDUCED OUTPUT RIPPLE
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32, DITHERED QUANTIZLR AND COMPENSATOR WAVEFORMS WITH SINUSOIDAL INPUT
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35. FLUIDIC POSITION CONTROL SYSTEM WITH RESONANT COMPLNSATOR

93




SwWo=

- -
A\Q'0D !._.l.—- |JSI!
‘ll|l<
Jas _ﬂ.ﬂu___.._., x

.._Tl.))\/)N

O3 1YSNIdMmOINN

T

L NOILVMNG 3SINd LSHId QNV © j@
JANLITdWY ISTNd ANODIS NI SIAONVHD HLIM SISNOASTY dILS WILSAS INVNOSIYH *9¢

o =p
SpoO= ...u.
28 $20'0 r.F

f.

m.r"NU

X

3 -—

s'p=%o

M_.ll

€=

X

Y

Q31vENEdmoINN Y

94




T ——— . . : . g
O —————————————=,

N T = 8 e

|

el

-

Regenerative Process-Fluid Switching Circuits

J.R. TIPPETTS, B.Sc.Eng. Ph.D.

Department of Chemical Engineering and Fuel Technology,
University of Sheffield, Sheffield.

Summary

Usefu. new hardware and theoretical insight have evolved from the
study of process-fluid switching in "regenerative circuits"., Such circuits
may be applied in furnace air supply systems in which hot waste gas and
cold incoming air flow alternately over regenerative heat-exchangers.
Other potential applications are in toxic fluid pumping or filtration.

The circuit incorporates two sub-circuits:

1) an "alternator" (or inverter), and 2) a rectifier (full-wave bridge
rectifier)., In heat-exchange systems the rectifier must not allow flow
to bypass the load (furnace) and several new devices have been constructed
to meet this requirement. Six distinct types of active node-elements
are identified which correspond to the six types of 3-terminal junctions
in these circuits. 2l basic circuits are listed which result from com-
bining these devices in different ways; many more circuits can be derived
from the vasic list. A form of duality is shown to relate alternators
and rectifiers; in general an item of alternator-type is matched by a
rectifier-type.

These topics give rise to questions of a general theoretical nature
and within the confines of what may be termed "thzory of Eulerian net-
works" certain definite answers are given. The power transmitting prop-
erties of 3-terminal elements are emphasized and an "indefinite" charac-
terisation scheme is defined which concisely relates these elements to
ideal network devices, cuch as gyrators and transformers, and to fluid
systems such as pumps and aerofoils. Circuit design procedures are put in
terms of "data transformaiioris" which are analogous to matrix operations
in linear circuit analysis.
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Nomenclature

\,B, & C Performance yarameters (Ratios of pressures).
a,b,c, & d nodes in lattice network, Fig. 18.
Cp pressure coefficient (Fuler number).
d diameter.
E Non-dimensional pressure, Performance parameter of FJ
and Bistable Amplifier.
pressure difference, arrow goes from high to low.
function.
function.
Performance parameter (Ratio of pressuﬁes).
resistance coefficient of the form e/q".
ratio of resistance coefficients.
non-dimensional flow.
flow.
e Reynolds number.
radius (independent polar coordinate).
radius (dependent polar coordinate).
Turndown ratio (Flow ratio).

l°

sV, & W dependent terminal variables.
velocity.
Performance parameter for VA and RFVA.
Y &2 independent terminal variables.
-state Flow state in which all-but-two flow variables are zero.

Angle (independent polar coordinate).

Angle (dependent polar coordinate).

Angle (independent polar coordinate in an indefinite
system).

Angle (dependent polar coordinate in an indefinite system).
Multiplier.

kinematic viscosity.

density.

efficiency (ratio of powers).

T DT W OWN NXNLE TN DOOXRIO 'Y

Subscrigts

a,b&c) terminals of a 3-terminal device).
X,y&z)

L load.

m maximum.

o] reference value. Output.

bo function defining r.

s supply. Function defining s.

B function definingg.

Abbreviations

A-RFD Alternator type Reverse Flow Diverter.
csv Coanda-Switched Vortex device.
CSVRFD a specially designed vented CSV,
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DT Tee joint connecting two diodes.

FJ Flow Junction, a special Y-joint.

JPD Jet-pump-diode, a jet pump with a diode.

R-RFD Rectifer-type Reverse Flow Diverter.

RFDVA Rev:rse Flow Diverting Vortex Amplifier, a specially

designed vented VA,

VA Vortex Amplifier.
I
|
|
'
 {
|
4
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Introduction

This paper concerns the application of fluidic (no-moving-part)
techniques to the control of flow in networks. The fluidic devices are
regarded primarily as process-fluid handling valves and this role makes
special demands of theory and hardware that are not encountered in pure
information-switching systems (logic). In this conteit, fluidics can be
related to electronics and it is to be expected that a theory of fluidic
networks must exist which is, to some extent, distinct from fluid dynamics
in the same way that electrical network theory is distinct from electron
dynamics. There is some justification for this because there are relation-
ships and techniques of design and analysis which are uniquely useful in
fluidic circuits but which depend only on the most elementary aspects of
fluid mechanics. Needless to say, the comprehensive design of a fluidic
(or any) system requires a wide range of already well-understood engin-
eering science; here only the special factors which apply to fluidics are
emphasized.

These topics arise almost inevitably in connection with "regenerative
circuits", the study of which has resulted in new devices and general
design methods which are already being used in a wider field.

Regenerative Networks

The network shown in Fig. 1. represents the path taken by process
fluid in a regenerative system. Its significance is made clear by con-
sidering a furnace air supply system with regenerative pre-heating. The
"regenerators' are regenerative heat exchangers, which could be stacks of
metal plat.cs. The "load" is a furnace in which the heated air is burnt
with fuel (not shown) and hotter waste gases are produced; the flow in the
furnace is steady and unidirecticnal. The "source'" represents a steadily
operating air blower; it also represents the chimney and ‘the "connection",
by way of the atmosphere, to the blower. The "alternator" and the "recti-
fier" are flow switching circuits which cause hot waste gases and cold
incoming air to alternate in the regenerative heat exchangers.

This application of [luidic switching was envisaged by Swithenbank
and Taylor (Ref. 1.) and various aspects of the design of such systems have
been described in Refs. 2, 3 and 4. The advantages to be gained with
fluidic switching are:-

1) Valves which do not wear out at high operating frequencies.
2) Reduc:d size of heat exchangers resulting from 1.

3) Reduced cost resulting from 1 and 2.

L) More applications, thus saving heat.

Regenerative flow swiiching circuits of this type may have many other
applications however:

The alternator is equivalent to a directional control valve; it is a
circuit able to cause a piston to reciprocate.

98



The rectifier ideally acts as a full-wave bridge-rectifier converting
alternating source flow into unidirectional load flow.

The alternator and rectifier can be used separately or in conjunction
with conventional (moving part) circuits. A method of pumping abrasive or
"difficult" fluid with air is shown in Fig. 2. Here the switching circuvits
are represented as L-terminal networks and the load is simply the head
difference between the two reservoirs. The regenerative elements are "gas-
pistons" - simply vertical cylinders in which alternating gas pressure
drives the liquid up and down. Hence, the circuit enables a steadily flow-
ing easily-pumped fluid to induce a relatively steady flow of a hard-to-
pwnp fluid.

A pumping system in which all of these elements are identifiable was
described by Walkden and others Refs. 5. andé. and it enabled molten
salt at 1500°K to be pumped by air pressure. Walkden's "Alternator" was
electromechanical but the "rectifier" was basically a jet-pump with two
driving jets to which the alternating flow was applied.

Various other applications for these systems can be envisaged depend-
ing on the type of regenerative elements used, several types of which are
shown in Fig. 3. The diaphragm, or a series of gas-pistons, allows pumping
energy tc be commnicated through a pressure vessel. A pressure amplifying
system results from the double-area rams, and a self-cleaning filtration
system can be devised by using filterscreens which are washed-clean by
reverse flow.

Criteria of Merit

Many types of circuit can be made so it is useful to have criteria
by which they can be judged.

"Flow control" implies that the fluid must take a prescribed path;
such is the case in the rectificr used in the furnace system. Here, no
heat-carrying air must by-pass the load (furnace) nor must flow be recycled
through it, as can happen in some fluidic circuits. This can be described
as a '"no-leakage" criterion.

The running cost of a circuit is determin~d by a suitably defined
vefficiency" 7. In some cases it is possible tu maximise the efficiency
by judicious circuit design. In the case of a pump supplying a known,
fixed load, efficiency can be simply defined and it is a direct measure of
the merit of the circuit, but if the load is variable or unknown the merit
will depend on various characteristics of the circuit.

Scope of the Analysis

The analysis concerns the steady-state operation of systems of chara-
cterised devices with incompressible non-cavitating flow. It is, therefore,
subject to some obvious, but quantifiable, restrictions, however, recent
experience has shown that such analysis is useful. As a result, the cir-
cuits are considered to be "Kirchhoffian non-linear networks" which have
been studied extensively, for example by Chua (Ref. 7.,. Such studies are

99




comprehensive and very general but they are mainly carried out in the con-
text of electrical networks. Fluidic networks are distinct, however, in
that 2 "similarity" condition (described later) applies which can greatly
simplify the analysis. Also many fluidic devices are "active" in a
special sense which distinguishes them from pipe-networks and from many
circuits using semi-conductor electronic devices.

These special features can be conveniently described in terms of an
idealized "3-terminal device" which can represent a vortex amplifier, tee-
4 Joint, or a large number of fluidic devices. The following discussion is
therefore ;lightly abstract, but this is necessary in order to derive con-
cise ger.cral statements which apply to the numerous devices and circuits
which .ire useful in controlling flows.

3-terminal Devices

A 3-terminal device, having 3 pipe-connections, is representative of
many fluidic devices and it may also be used as a basic unit of sub-divi-
sion for more complex circuits.

The objective considered here is the determination of the device
operating point from characteristics defined by the continuous variables.
Boolean or logical variables are sometimes necessary in characterising
devices with multi-valued characteristics such as bistable amplifiers but
a change in the value of the logical variable simply means a repetition of
the procedures described in the following.

In finding the operating point these factors are important:

Three flows (q) and three pressure differences (e) are the terminal
variables as shown in Fig. la.

If it is Xirchhoffian (using the "zero-sum" allocation of variables):

qa % qb + qc I

vasssv (1)

5 e +e +e = 0
a b c

also the power dissipated in the device is given by any of these express-
ions.

(]

- Seade ()
eb qb ec qc ea qa

A single operating point can be described adequately by a minimum of four
suitably chosen "characterisation variables" which are denoted by x, y, u
and v. These can be allocated in 21 ways. x and y denote independent
variables and these can be allocated in 30 ways, 6 of which are homogeneous
allocations (x and y both pressures or both flows). Any 2 variables can
identify uniquely an operating point. At any operating point, four partial
differentials completely describe a local linearization of the character-

istics:




g0\ du av v
ax| ¥ dy| x x|y dy

(representing gains, impedances, admittances, etc. depending on how x, y,
u and v are allocated to flow and pressure variables)

i aweg VI

X

The characteristics can be regarded as a useful range of operating points
listed systematically by imposing constraints on the independent variables.
Consequently the operation of a device may be described in many different
but equally valid ways dependent on these artificially imposed allocations
of:

1. Signs to variables.

2. Characterisation variables.
3. Independernt variables.

L. Constraints.

The effect of changing any of these allocations greatly affects the appear-
ance and utility of the characteristics but the effect is always predict-
able.

The re-allocation of signs and of certain characterising variables
depends on simple linear relationships. For example, the zero-sum desig-
nation of pressures is useful in emphasising certain general features and
in programming but for many purposes it is convenient to use a "2-port"
format as shown in Fig. Lb. in which one terminal is chosen as a datum.
The datum terminal can be chosen in three ways and Table 1. shows the
values of the pressure variables (primed) in the 2-port format in terms of
those in the zero-sum forma* (entries in the table)

2-port variables
t L} '
e, ey 8
datum a * -e e
c b
terminal b e 3 -e
e a
¥ - e
% a
Table 1.

The ability to determine easily the effect of re-allocations 3 and
L can be regarded as the essence of circuit analysis. In a linear system
this is accomplished by standard matrix methods. Thus, device character-
istics in one format (impedance, admittance or hybrid) can be converted
into any ctner format to suit the circuit topology (series, parallel or
hybrid). This applies, of course, to local linearization of non-linear
systems and Shekel, Ref. B8, has described simply-applied routine methods.




The significance of "constraints'" can be understood by analogy:
consider linear dynamic systems; these are usually characterised by their
response to sinusoidal functions, i.e. one of the independent variables
is constrained by a sine function. The Laplace transform determines the
effect of changing the constraint algebraically.

In fluidic systems subject to Eulerian similarity, the analysis can
be partly accomplished algebraically by forimlas ("data transformationg')
that apply to all devices. Also, certain characterising functions can be
defined which are invariant with respect to the constiaints and concise
"large signal" parameters can be defined which complement the small signal
linearizations which feature so much in electrical circuit analysis.

These topics are next discussed in detail for conditions of ideal
Bulerian similarity. The results also apply to quasi-steady dynamic con-
ditions; also quickly converging iterative solutions can be deduced in
terms of the ideal even when only moderate similarity applies. When simi-
larity does not apply and the system is completely non-linear or if
detailed dynamic response must be predicted, the analysis becomes the
province of programming and mathematical modelling - subjects which are
receiving much attention elsewhere.

Eulerian Similarity

The consequencesof similarity can be explained easily by using an
extension of Paynter's (Ref. 9.) characterisation of turbo-machines (pumps
and turbines). For this it is simplest to consider a device characterised
by two homogeneous independent variables x and y. An operating point is
represented by a point in the x y plane and a corresponding point in the
u v plane. These points can also be located by poiar coordinates our and
Bs as shown in Fig. 5. The polar representation and associated functions
are useful for conceptual purposes but ultimately they must be put in
cartesian form.

Characterisation concerns the mapping of points in the x y plane to
points in the u v plane. To simplify the representation of the mapping,
constraints may be imposed on x and y by means of a functional relation-
ship which may be defined by r = fy.(&) ; also an auxilliary function g =
fn(a) may be defined. A curve r = fr(as in the x y plane therefore maps
into a curve s = fg(B) in the u v plane and the point-by-point correspon-
dence is specified by the function f = (a).

Eulerian similarity is characterised by
1. Radial lines in thc x y plane map into radial lines in the u v plane.

2. Two points ary and ar, on the same radial line in the x y plane map
into two poinls Bsy and B32 on ‘he same radial line in the u v plane.

and their radial positions are related by

] n
i S, . /7o
5 \71/ (4)
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where n = 2 if r represents flow (and s pressure); and n = % if r
represents pressure (and s flow).

Also, if there is a change in the fluid density or the size of the
device, for a fixed value of a, the effect is easily predictable.

This form of similarity is expected in ideal flows dominated by
inertial forces as considered by Euler in his conception of turbomachines.
But it is a fortuitous chzracteristic of many flows that turbulent shear
stress is generated in such a way that the came form of similarity still
prevails in real systems. The extent to which this is true must, however,
be determined by experiment. (The range of validity can be put in terms
of Reynolds number, Mach number, Cavitation number, etc.).

Three fluid systems which are subject to Eulerian Similarity may be

compared:
System Representative of
1 Centrifugal pump 2-port elements internal
2 Vorter amplifier 3-terminal network elements . flows
3 Aerofoil Field-controlled elements (external flows)

Characterising variables may be 21located as follows:

Independent variables Dependent variables
X y u v
pump flow shaft speed pressure shaft torque
VA control pressure | supply pressure | control flow | supply flow-—_
o r u v
Aerofoil pngle of attack air velocity 1lift force drag force

The three systems have a basic feature in common: they depend on two flow-
like and two pressure-like variables. There are differences in detail:

for the aerofoil, "air velocity" is idealized as "velocity at infinity v v,
for the pump or the VA the idealization applies instead, to the pressures,
which must be measured under well-defined conditions. (Variables approp-
riate to fieclds are different from those appropriate Lo networks).

F Also, in a pump the shaft and the pipe connections cannot be inter-
changed, so although it has two energy-transmitting ports it cannot be

r represented as a 3-terminal device. Its characterisation is therefore

1 subject to fewer "allocations" of variables.

Consequences of Similarity

When similarity prevails, the mapping of a single curve in the x y
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plane is sufficient to determine the mapping of all points. Characteris-
ation therefore involves three functions which in polar form are f,, f|
and fg. But it is the shape of these functions, not the magnitude, which
is distinctive since the effect of changing r is easily predictable and
is the same for all devices but the effect of changing @ is a unique
characteristic of a particular type of device. It is therefore convenient
to standardize the magnitude in some way.

Numerous methods can be devised; for example, simple graphical tech-
nigues result from plotting virtually raw data on a double logarithmic
flow-pressure plane as described in Ref. 10, For more general use it is
convenient to define non.dimensional characteristics as in the following.

The function f; is dimensionless already. The functions f, and f
can be represented ag the products of non-dimensional functions F, and f‘s
and certain characteristic reference magnitudes r, and 8,

rI‘ ¥ I‘O FI‘ )

(5

fs * % Fs
The reference magnitudes r, and s, can be defined as the values of the
functions f, and f_ in a certain selected "non-dimensional reference
states" denoted by @, and Bo'

Characteristic Reynolds and Euler numbers (Re and C,) can be defined
in terms of r, and s,. Suppose, for example, that r represents flow and s
pressure and d a characteristic diameter of a nozzle, say:

vd 2 so L I'o ( 6)
Re —_ C = = andv = =
v P pv md

A resistance coefficient k may also be defined which can be used to
describe the effective size of a device in terms of the fluid variables:

(7)

~

]
g ] 1"}
o Jo

k is simply a convenient combination of other more basic characteristics.

Obviously, non-dimensionalizationr is a further source of artifici-
ally introduced complexity, however, the basic characteristics of a partic-
ular device can be related to these non-dimensional functions:

1) r = r, Fr (o) an independent constraint
2) B = fB(a) a characteristic independent of Fr
3) 3 = & Fg ®B) a dependent characteristic (8

The distinctive characteristics of a device are therefore functionsofa
single va. “able a, and there are certain "invariant" characteristics fﬁ which
are incependent of the artificially imposed constraints.
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The same factors can be observed in local linearizations which can
be based on these partial differentials:

o) ¢ 3 as 9
£ %2 & # (
The first of these differentials is the gradient of 13, the second

is zero, the third can be put in terms of the gradients of fB and Fq and
the fourth is calculable from the similarity property.

Relationship to Cartesian Characterisation

The polar relationships emphasise some basic features Lut, in
general, characteristics are most useful in cartesian form plotted on a
flow-pressure plane.

Consider, for example, the vortex amplifier. The variables are
defined in Fig. 6 . A convenient reference state is when q. = 0, and con-
straint: eg = cons'ant = e, (represented by a horizontal line in the x y
plane, Fig. 5.). Non-dimensional variables may be defined by

h e q
Ec = ei Qs = gﬂ Qc = _C_ (IO)
| SO SO qSO

and the two non-dimensional characteristics are Fs and Fc:

Qs = Fs(Ec) a transfer characteristic

Qc = Fc(Ec) a drivine-point characteristic. w

These functions are shown in Fig. b .

The polar functions are implicit in these characteristics, thus E
is representative of a since E, = cot a, also cotg = Q /Qs A graph ochc
against Qc/Qs is representative of the invariant functfon f 5. The partial
differentials can similarly be inter-related and these are described in
Ref. 11; here, however, the main objective is large signal analysis.

Performance Parameters

The "large signal" properties of a device can be concisely given by
"performance parameters" defined in a few self-evidently significant
states. The turndown ratio T and control pressure ratio G of a VA, def-
ined as follows, are typical:

Name of State Qs Qc Es Ec

"Normal" (N in Fig. ) 1 0 1 %

"Vortex" (V in Fig. ) 0 1} 1 G

The entries in the table denrcte values of the variables non-dimensionalized
. in terms of Q4 and E; in the normal state. X is a necessary, but less
) important, characteristic for the VA; also the ratio: T/G is an important
]
; 1
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"power index".
Z-states

The normal and vortex states are "Z-states", defined when all-but-
two terminals carry flow. The direction of flow is significant so a 3-
terminal device has ¢ Z-states.

In flow control circuits it may be necessary that all devices operate
in Z-states, in which case analysis is simplified (see Ref. 12.). Further-
more, circuit operation may still be calculable if fluids of different
densities flow in the circuit.

Parametric Characterisations

For theoretical or computational analysis it is interesting to con-
sider various constraint functions.

Consider this constraint detined in terms of the parameter 6:
= ; = . il :
x = r Sin@ y = r_ Sin(0 + 3—) (12)

This is an ellipse in the x y plane. This subjects all independent vari-
Ssles to the same sequence of magnitudes. Furthermore, a change in 6 by

represents a re-orientation of the device in a ne.work. This suggests
ggother polar coordinate system in terms of 6r and @¥s in which 3 radial
axes, one for each independent variable, intersect at 120° as shown in
Fig. 7. The constraint is then a circle and @ and @ take the place of «
and B. If the zero-sum allocation of variables is used, certain general
characteristics can be simply stated. For example, if ¢ = @ or @ -1 the
device is lossless; also the characterising function s = constant (a
circle) represents a 3-terminal gyrator, a device with useful general
properties described later.

Other functions can be considered; for example, by an iterative com-
putation the independent constraint function could be made identical to
the dependent function, i.e. Fr = Fs. It could be argued that the result-
ing function is least dependent on changes of magnitude (which are predic-
table).

Also, for each device there may be a particular constraint Fr for
which the characteristics are least affected by change ol Re.

Data Transforms.ions

The effect of changing the independent function can be determined by
a "data transformation".

The characteristics can be regarded as a list of operating points
and the basis of the '"data transforma*ions" are described here by opera-
tions on a single operoting point.

The most important operation represents a radial shift of points in
the x y and u v planes snecified algebraically by:
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original values q q e e,

new values uqa uqb llzea u e,

Suppose the "original values" correspond to characteristics with q, =
constant = q_ and the "new values" are Eeqvt'ed for which e, = constant =
e, The mulgiplier must be such that e, = €, This multiplication is
carried out for each operating point, and, as a result, the characteristics
can be said to have been converted from an impedance format to an admitt-
ance format. To regenerate the old values, p is defined by pq, = Qy- In
the parametric representations, | is a function of both q, and q, Or e,
and ey.

Other operations described in Refs. L. and 11. determine the effect
of resistances in series or parallel with a device.

Circuit Analysis

These types of relationship apply to Eulerian 3-terminal devices:

1) Linear (Kirchhoffian)

2) Square-law ("Eulerian")

3) Non-linear (two characterising functions of one variable, c.g. ©.
Unly relationship (3) is different in different devices.

As fluid mechanics, these facts are unremarkable, but in circuit
analysis they are highly significant. The two characterising functions
can easily be stored (or, sometimes, calculated as described by Wormley,
Ref. 13.) and manipulated by computer. For example, programs have been
written in an interactive language (FOCAL) implementing various data trans-
formations which analyse circuits simply and indicate the degree of extra-
polation from test conditions implied by the analysis.

Also numerous graphical methods can be devised as described in
Ref. L.

Needless to say, the utility of this generalized analysis depends on
the availability of hardware; this is now discussed.

The Existence and Non-Existence of Basic Network Elements

The regenerative elements shown in iig. 3. are equivalent to certain
basic network elements; the diaphragm is eyuivalent to series capacitance;
the pressure amplifying ram is equivalent to a transformer. These two
elements, and a third called a "gyrator", are frequently desirable but
they are difficult or impossible to construct without using moving parts.
Their elusive character can be explained as follows:

i T T S w—

r Series Capacitor
: A rotating ring of fluid resists compression "elastically". Such a
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ring, confined in a cylinder, would act as an elastic membrane separating
a central terminal from a peripheral terminal.

Unfortunately, this has obvious shortcomings.
Pressure Amplifying "Transformer"

The essential characteristic of a flow amplifying transformer is
also a characteristic of a jet-pump as indicated in Fig. 8. But, the jet-
pump is non-reciprocal: it cannot be used as a pressure amplifier.

The existence of a complementary device to the jet-pump is discussed
in Ref. 1L. and it is concluded that it must depend on a rotating flow
field maintained by the radial spread of vorticity from a central line-
source. At increasing radial distance, pressure increases. This elfect
contrasts with that in a jet-flow in whic ow increases at increasing
downstream distance. -

A practical embodiment of this effect has yet to be demonstrated.
Gyrator

The gyrator is a two-port element by which the roles of pressure and
flow variables are interchanged. For example, a short-circuit at the out-
put port is "seen" as an open-circuit in the input port.

As a 3-terminal element it has a flow-pressure modulating function
J vhich is basic in the same way that certain “ogic functions are basic
(e.g. NOR, NAND, etc.) i.e. a large number of flow control networks can be
synthesised with gyrators alone. It is therefore a desirable element,

In a vortex flow the orthogonal relationship of tangential velocity
and radial force is a "gyrational" effect and as Paynter Ref. 9. has
emphasized, it is strongly apparent in the characteristics of turbo-
machines. The effect is also available to fluidics but peripheral jets
seem to be the only practicable source of vorticity and Eﬁese jets are
therefore subjected to the vortex-generated pressure. This is analogous
to an inevitable feedback which dominates the otherwise gyrater-like qual-
ity of vortex devices. (A simple model vortex device is repcresented in
Table 2. by a gyrator plus losses and feedback). Clearly, a range of {
devices is needed since no single one corresponds to the ideal represented
by the gyrator.

Two Distinctive Fluid-Dynamic Phenomena

Despite the elusiveness of "Pressure amplification", there is great
scope for the evolution of new devices and in this context these two
effects are noteworthy:

1) Jet-pump action occurs in many fluidic devices and this distinguishes
them from simple electronic elements. The effect can be re-stated:
a jet-pump can only be represented by interconnected branch-elements
if one of these is "active" (i.e. acts as a pump).

ot
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2) Non-reciprocity is idealized mathematically in the gyrator, physically,
however, it is strongly apparent in the difference between sink-flow
into a nozzle and jet-flow from a nozzle as emphasized by Walkden,

ReT. 6 .
Development and Classification of Devices

The development of new devices can be guided by some criteria which
may be stated concisely in terms of the ©-@ parameters. (@ being used to
denote a flow state, and @ for pressure).

It is desirable to have devices which are efficient for a wide range
of 8. The angular difference between © and @ is a measure of inefficiency
and over certain ranges of @ the "best device" is the one for which this is
least. So, for operation over such ranges, optimality is easily defined,
but, for operation over a wider range covering the "territory" of several
devices, no simple generalizaticit can b= made.

A characteristic operating range (of ) may also provide a form of
classification of devices, fo." example: a jet-pump belongs to the class
of devices which carry out a useful function even when their "range" of
operation is confined to a single value of 6.

It would be premature to carry out an elaborate "classification' at
present but the list of comparative performance parameters, shown later,
is a step towards this objective.

Special -Purpose Flow Control Devices

Some special-purpose devices are next described. Their names empha-
size their gpecific role, thus a "reverse flow diverter" is like a vent
but must have very special properties. In many cases the devices were
constructed from a "kit of parts": diffusers, housings, nozzles, etc.
and further development would be justified. .\lso, planar and axi-symmetric
configurations can be considered.

Some devices result from "merging" two existing devices to obtain a
beneficial interaction.

Only the basic "©-dependent" characteristics are described. Eulerian
similarity certainly prevails over a useful range but the detailed effects
of Re variation have not been determined. "Pressure" represents total-
pressure measured at points where the dynamic component is small compared
with the greatest terminal pressure difference.

In the following "port" means pipe-connection (i.e. "terminal").

Flow Junction (FJ, Figs 9. and 28.)

The ¥J is a symmetrical Y-joint specially designed for high effici-
ciency in the two Z-states when flow enters ports a or b and all emerges
from port o. Characteristics are shown in Fig. 10. with q, constant.
Non-dimensional variables, denoted by capitals, are defined in terms of
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the values of e, and q, in the Z-state for which q, = 0. A single per-
| formance parame%er E is defined as eo/e in this sgate. It is advanta-
| geous for E to be large and the best vaiue so far is .47.

For a symmetrical device the characteristics apply also when a and
b are interchanged, also, as a consequence, characteristics for which
Q > 2 are redundant. The parameter E applies, therefore, to two states.

Reverse Flow Diverters (RFDs) Fig. 11.

RFDs operate in a "forward" and a "reverse" state; in the reverse
state, flow in one port is reversed and the flow path through the device
is different from that in the forward state.

Several types of RFD can be constructed to suit different circuits.
Some of these are shown in Fig. 11. The desired performance of each type
can be described in terms of the performance parameters A, B and C as
defined in this table.

Type State qQ Qy e e

a a b

X Forward 1 1 1 A

Reverse 0 -1 -C B

A Forward 1 1 1 A

Reverse 0 -1 o] B

| R Forward 1 1 1 A
' Reverse -1 0 -B -C

! For all RFDs, A, B and C are positive pressure ratios between O and 1;
also A should be large and B should be small.

X-type RFD

In this RFD, the pressure at port a should be low in the reverse
state, this simplies that C should be large. These requirements are con-
sistent with this hypothetical application:

| A pump supplies flow to a pra2ssure vessel via an X-RFD operating in
the forward state; if the pump fails, the RFD diverts the reverse flow
from the vessel without impeding i% but without applying back-pressure to

the pump.
I It may be useful in certain alternator circuits and several designs
{ were tested by Holmes (Ref. 2.). In two of these, swirling flow and recov-
ery in a radial diffuser was used as a diverting mechanism (not an impeding
‘ one).

I Typical values of the performance parameters are
A = 0 B = .22 c = .3

however improved designs could undoubtedly be made.
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Alternator Type RFD

This RFD is useful in alternators and the pressure at port a should
be high in the reverse state so C should be large. An axi-symmetric
design is shown in Fig. 11 (without swirl vanes); the radial diffuser
helps to reduce pressure loss in the reverse statc. The design and
characteristics of an effective device are given in Ref. 2., typical
performance parameters are

A = .64 B = .165 cC = .15
Rectifier Type RFD (Fig 11.)

This RFD is useful in rectifiers; in the reverse state the pressure
at port b should be high implying that C should be small. It consists
basically of two diffusers; for optimum performance in Z-states the
diffuser consituting port b should be the larger of the two.

Characteristics non-dimensionalized in terms of the forward Z-
state are shown in Figs. 12. and 13. The forward Z-state occurs when
G, = 1 in the forward characteristics, and the reverse Z-state occurs
wRen Q. = 1 in the reverse characteristics. The best parameters measured
so far are

A = .69 B = .19 c = .0t
Symmetrical R Type RFD

An R-RFD with equal diffusers is useful in rectifiers and pumping
circuits but it is not primarily intended for Z-state operation and its
Z-state parameters are worse than those of the R-RFD. The two diffusers
can be regarded as two rather inefficient diodes but when they are em-
bodied in the R-RFD they interact so that their diode-like action is
enhanced.

Jet-Pump-Diode (JPD) Fig. 1L.

The JPD (see Ref. 11.) is a merger of a jet-pump, designed like an
R-RFD, and a diode. It is not intended for Z-state operation but it is
able to operate at nodes b and c in rectifiers (see Fig. 18.) and may be
compared with two interconnected diodes. )

-
Coanda-Switched-Vortex Device + A Type RFD (CSVRFD) Fig. 1lL.

The CSVRFD is a specially designed vented CSV created by merging an
A-RFD into the outlet of the vortex chamber of a CSV. 1¢ is not primarily
intended for Z-state operation but it ¢2n be used at nodes b and ¢ in
alternators.

Only moderate performance has been proven but no special development
has been carried out.

Reverse Flow Vortex Amplifier (RFVA) Fig. 15.
The RFVA, described in Refs. 15, 16, 17, is a VA designed to give
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minimum resistance to flow passing the wrong way through it. It is use-
ful in the branches of rectifiers; its Z-state performance parameters are
defined by

peasn Qa Qc Ea Ec

Normal 1 0 1 =X
1 1

Vortex -7 7 -1 G

T, G, (1-X) and the ratio T/G, have the same significance as for the VA.
It can be expected that comparable values can be achieved for the RFVA.

Vented RFVA Figs. 15. and 28.

The swirling control flow can be extracted, with some pressure
recovery, from the RFVA by adding a vent in the form of a radial diffuser.
A main stream can therefore be halted without a large volume of control
fluid entering the system and, in principle, with the least loss of energy.
In this respect, the vented RFVA is potentially superio:r to other compar-
able sub-circuits in which control flow is substituted for main flow.

(This applies, by analogy, to vented VAs).

The main attributes of this device have been proven but further
development would be worth while.

Vortex Amplifier + A-RFD (RFDVA) Figs. 1. and 28.

The RFDVA is a specially designed vented VA created by merging an
A-RFD and a VA. A usefully effective design is described in Ref. 15. but
it could be improved by incorporating a well designed VA section (such as
Saunders' design Ref. 18.).

Two Parallel-Connected Turn-up Vortex Amplifiers (Fig. 17.)

A special type of vortex amplifier can be constructed in which con-
trol flow cancels-out a vortex which is normally created by the main flow.
Two such "turn-up vortex amplifiers" can be connected in parallel, as
proposed by Boucher et al (Ref. 19.) to form a 3-terminal sub-circuit with
uniquely useful characteristics. The combined devices can be used at one
node in alternator circuits and for this application the following char-
acteristics are important:

when the pressure at terminal a is high, the resistance to inflow
at b is low (and vice-versa when a and b are interchanged) outflow is
from o.

Comparative Performance Parameters

The "large-signal performance parameters" of several devices in one
or two operating states are listed in Table 2. Each row describes a
single operating point in terms of variables non-dimensionalized in terms
of reference-state values. For each device, the reference state is the
first state listed. The objective is to show concisely the relationship
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Comparative Large-8ignal Performance Parameters,

q, 4

Table 2,
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between flow and pressure states, so the zero-sum format is used for
subscripts and signs.

Certain parameters have the same significance and the same ideal
values for all devices as indicated here: T @), A and E (1), B (o) and
G (1 or less, less implies pressure amplification).

Ideally for flow control applications a range of devices should bz
available which generate useful pressure states at various pairs of Z-
states but because "pressure amplification" is unattainable this cannot
entirely be achieved. The last four fluidic devices listed in Table 2.
are subject to this restriction but they represent those devices which
come closest to the ideal.

Included also in the table are the distinctive characteristics of
the ideal transformer and gyrator.

Alternators and Rectifiers

These circuits can be considered separately, since they are only
connected at two points in the regenerative circuit. They have an inter-
esting dual relationship which may be observed in two electronic circuits:
a L-diode bridge rectifier and an inverter (i.e. alternator) using four
semiconductor-controlled-rectifiers (TRIACs). The corresponding fluidic
devices are diodes and CSVs but the dual relationship extends to other
devices as shown in this list.

Class No. Alternator Types Rectifier Types
1 Coanda-Switched Vortex Device Diode
Vortex Amplifier Reverse Flow Vortex Amplifier
Bistable Amplifier Flow Junction
Lo A-type Reverse Flow Diverter R-typg Reverse Flow Diverter
5 CSV RFD Jet Pump Diode
2-Parallel Connected Symmetrical R-type
Turn-up Vortex Amplifiers Reverse Flow Diverter
Integrated Vented Bistable Integrated FJ-2-RFD
Circuits Amplifier Rectifier
and and
Pressure-Switch Reciprocating Jet-Mump
(Rimmer, Ref. 20.) (Walkden, Ref. 6 .)

Other devices can be conceived by merging the listed devices; the
integrated circuits represent the end result of certain mergers. OUne of
these, described by Rimmer, Ref. 20., is notable because it has a very
small pressure loss.

The devices are classified with a number to faciliate a concise
listing of basic circuits from which any such mergers may be considered.
The circuit list represents different allocations of devices tou the
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nodes and branches of the L-terminal lattice network shown in Fig. 18.

A steady pressure difference occurs across terminals a and d and alter-
nating pressure across b and ¢. The circuit represents an alternator or
a rectifier according to which types of devices are used.

Circuit NODES BRANCHES Notable for
Number a bé&c d 1&2 3&bL
1 1 1 Li-diode rectifier
2 1 2
3 2 1
N 2 2 Li-VA Alternators
5 3 L Simple no-leakage
rectifier
é 3 (3 FJ-Symmetrical-R-RFD
rectifier
7 5 JPD pumping circuits
8 3 1 FJ-2-Diode rectifier
9 3
10 L 2 RFDVAs for efficient
alternators
11 6 1
12 6 2

List of Alternators and Rectifiers

Only symmetrical circuits with some special practical or academic
significance are listed. An infinite number of circuits cculd be made by
parallel or series combination of the listed circuits and devices, but it
can te -uspected that some of these are redundant. Hence, there is scope
for theory to investigate the suspicion.

The main characteristics of the circuits can be expressed in terms
of "supply" and "loagd" variables denoted by subscripts s or L. Also the

efficiency n is important: 1 = e/ qL/eS a,

and a load resistance coefficient kL: kL = eL/qi . ('3)

O
Branch-Element Circuits

The effectiveness of circuits of type 1, using four diodes or CSVs,
depend entirely on the performance parameter T of the devices. For a
fixed load, , there is an optimum size for all four devices in order
to maximise tHe efficiency. The maximum efficiency . and the optimum
size ratio denoted by K are functions only of T as shown in Fig. 19. K
is the low-resistance-state resistance coefficient divided by k;. The
flow ratio Q plotted in Fig. 19. represents the flow leaking past the
load via one of the high resistance devices divided by qp; 2 Q) repres-
ents the total leakage.
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The maximum value of T for current CSVs is about 5 and the corres-
ponding value of n(25%) represents a very poor alternator. The potential
efficiency of rectifiers however is much better, but as one would expect,
high efficiency is paid for in increasad complexity: the best diodes
appear to be '"cascade" diodes (employing a series of swirl vanes in a
pipe) and even using four of these, it seems that an efficiency of 50%
would be difficult io achieve.

McGuigan and Boucher, Ref. 21., have obtained results for a recti-
fier using L vortex diodes which had a measured Tm equal to 30% and a
potential v, (at high Reynolds number) of about LO%.

In this type of rectifier, leakage must always occur for all prac-
tical designs of the diodes so it cannot be used directly in the heat
exchanger circuit, however, it has a characteristic which makes it suit-
able in pumping applications when the load may be unknown or varying:
when q; diminishes to zero the value of e; increases steadily to within
a small fraction of e;. The circuit serves as a "fluid coupling with a
high stall torque.

Controlled Rectifiers with No-Process-Fluid Leakage

By adding tee-joints on either side of each diode in circuit 1 and
supplying a suitable set of control flows, the "leakage flow" in each
high-resistance hkranch can be substituted by control flow. The circuit
therefore offers no l:akage path for process fluid.

Here, it is useful to represent the circuits by rectangle diagrams
(see Refs. 22. and 23.) as shown in Figs. 20. and 21. The height, width
and area of each rectangle represent the pressure-drop, flow and power-
loss in each branch of the circuit. The circuit in one state together
with the rectangle diagram is shown in Fig. 21. and it is interesting to
note that the missing "corners" of the diagram indicate that it has a
potentially higher efficiency than the original L-diode circuit. An
efficient control circuit would be needed to take advantage of this.

The two-tee-joint-diode combinations can be replaced by vented
RFVAs and, with well designed devices, both zero-effective-leakage and
high efficiency (at least S0%) may be expected. The control flow
circuitry is a complication but it would allow a degree of "adaptation"
to take place to cope with varying load, (in order to maintain the no-
leakage condition)}.

Alternators using Vortex Devices

The alternator of circuit L consisting of four VAs is of practical
importance because an 7, of about 50% can be expected with current
devices. This estimate is based on Z-state analysis described in Ref. 3.
It would appear, however, that a well designed RFDVA would yield a simpler
vut efficient circuit. Two RFDVAs are needed and, in fact, circuits equi-
valent to this, using two vented VAs, have been investigated by other
workers.




Flow Junctions in Hectifiers

An F&jcan be located at node a and, if it is the correct size, and
if the load is fixed, the leakage in the upstream branches of the recti-
fier can Le eliminated. Another attribute is that the FJ is much simpler
than the branch elements which it can replace so it is interesting to
determine the effect of this replacement solely in terms of efficiency.

A simple example is described next.

Redundancy of Circuits

The FJ is comparable to two other devices shown in Fig. 9: 1) a
two diode tee-joint (DT) and 2) an FJ with diodes connected in series
with its upstream terminals (FJD). By comparing the invariant functions
of each of these devices, some of them can be shown to be redundant under
certain conditions.

P A sui&able representation of the invariant function is a plot of
;3 against 69 and this is shown for the FJ and for the DT (with various

d%odes chara®terised by T) in Fig. 22. Only symmetrical DTs are con-
sidered and their characteristics are calculated assuming .deal square-
law resistance with T representing the forward-reverse flow ratio with
a constant pressure drop.

The corresponding invariant function for the FJD can be put in
terms of those of the DT and the FJ:

(3\ i <:_:)FJ . <;)DT (%)
Y 14K 1+

FJD
where K = (ea)DT/(ea)FJ

The factor K depends on the characteristics of the DT and the FJ,
and on the relative sizes of the diodes and the FJ. This means that a
range of FJD devices can be constructed by changing the relative size but
the value of ey/e; for the FJD must always lie between the values of this
ratio for the DT and the FJ. As the diodes are made relatively smaller,
so their characteristics predominate in the FJD; if the DT had been con-
nected in parallel with the FJ instead of the series connection the oppo-
site effect would have occurred.

The redundancy of these circuits can now be stated:

For a fixed operating point-pair, denoted by a single valuc of
qo/qa, an FJ or a DT should be chosen according to which has the higher
value of eo/ea. Under these conditions a device such as the FJD is
redundant.

When a range of overating points must be covered, an FJU may be
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useful. A Judicious choice of relative diode size may yield an FJD
optimally matched to the operating range.

Comparison of the characteristics on Fig. 22, shows, in particular,
that the FJ is superior to all diodes for qg/q > 1, over this range it
exhibits the transformer-like action which it the special “"active" feature
of fluid-dynamic circuit elements. This type of analysis shows that it is
advantageous to use an FJ-2-diode rectifier (Circuit 8) rather than a
L-diode rectifier if T for the diodes is less than about 8.

Comparison of Diode-Tee-Joint and a Symmetrical R-RFD
The invariant function:. og the RFD ag; the comparable diode-tees age

shown in Fig. 23., in terms of ;X against B - In this representation, Ez
p'q X x

should be as small as possible and it is obvious that the embodiment of

the diffusers into the RFD yieldu significantly better characteristics than

the equivalent "diode"-tee using conical diffusers (for which T is about

2.5).

The FJ-Symmetrical-R-RFD Rectifier

This circuit (No.6 .) shown in Fig. 2L., is the simplest with which
to describe some useful techniques of design and analysis.

Analysis

The characteristics of the circuit can be determined by using the
data-transformations to put the FJ and RFD characteristics into a suitable
form. These steps indicate the method.

1) The topology of the circuit means that a particular hybrid format is
needed. A suitable allocation of variables is:

independent y & dependent ¥
FJ q, ea q, %
RFD qy . % ey
Circuit q % % ‘L

2) The characteristics are put into the desired format. A suitable con-
straint is y = constant = €y

3) For each value of q; (equal to q, for the FJ and qy for the RFD) find
er, and qg by summation:

= = ¢
e e, ey

Graphs of e; and qg against q; constitute the main circuit characteris-
tics. At a certain value of q;, the efficiency will be maximum for a
given circuit; repetition of %he procedure for different relative sizes
of FJ and RFD would enable an overall optimum circuit design to be found.
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Optimum Circuit Design

The circuit with maximum efficiency can be determined solely by
considering the invariant functions of the two devices as shown here:

The efficiency can be expressed in terms of the device variables by

q, (e, - e)

"R g

Noting that . ey and q, = qy

-1
e e q
p = (e_O_Sz\;(_s+3> 16)
a %/ \% %Y
Hence, 1 has been put explicitly in terms of the ratios which constitute
the invariant functions and so 7} can be regarded basically as a function
of the two dimensionless flow states of the FJ and RFD. By partial
differentiation, the optimum states can be put in terms of the gradients
of the invariant functions. The resulting maximum efficiency is about
28% with current devices.

Circuit 5
Vented Bistable Amplifier Alternator

The devices constituting this circuit can be merged to form a fami-
liar form of Alternatsr: a vented bistable amplifier. The potential
efficiency of an un-merged circuit operating in Z-states with no-leakage
is simply determined as explained in Ref. 2., M equal to 2L% was feasible.
A measured maximum efficiency of 26% was obtained for a demonstration cir-
cuit not confined to Z-state operation. It is to be expected that by a
careful merger of the three devices a more efficient integrated circuit
would result.

No-Leakage-Rectifier (FJ-2-RFD Rectifier;, Fig. 25.

This rectifier, supplying a fixed load, can be designed for Z-state
operation (with no-leakage) and it simultaneously can have a relatively
high efficiency as determined here.

Z-State Analysis

Consider a unit flow passing through the circuit. The resulting
pressures are indicated in Fig. 25. in terms of the RFD performance para-
meters and the unlmowns ey €, and eb. By summing pressures in Fig. 25.

e, = 1+B e, T A+C e, = e -C (m
By definition for the FJ E = eo/ea (18)

so the circuit efficiency is given by
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L E(A+C) -C
”"e—"in—gl— (19)
]
This implies an efficiency of 38.6% using current devices. i

Integrated FJ-2-RFD Rectifier

By merging together the two RFDs and the FJ, the second diffusers {
in the RFDs can be eliminated and increased efficiency can be expected. :
A planar form of this integrated circuit is shown in Fig. 26. An optimum d
circuit would have rounded channels but since a planar device is very j
simply constructed it is worthwhile determining a good planar design. ]

3

A prototype planar rectifier was tested and yielded the character-
istics shown in Fig. 27. The supply flow qg is constant, the reference i
state is when the load flow is zero and dimensionless variables denoted 4
by capitals are derived in terms of eg and q in this state. The effici- 1
ency is 3L4% at the zero-leakage point (QL s ?) and the peak efficiency is k
about 37% at a slightly reduced load flow.

An improved planar rectifier, shown in Fig. 28. and undergoing deve-
lopment, has a peak efficiency of LO%.

An air powered liquid circulating pump using a planar rectifier and
a vented bistable am.lifier is shown in Fig.29.

A range of rectifiers can be considered which depend on similar
principles as shown in Fig. 26. This includes a 3-phase rectifier, which
avoids the discontinuous acceleration occurring in 2-phase rectifiers,
and Walkden's reciprocating jet-pump which represents the end rosult of
merging the FJ-2-RFD rectifier.

Conclusions

New flow control devices and useful theoretical insight have resulted
from the study of regenerative circuits. The theory has been based on
ideal similarity in steady-state networks. This involves the very simplest
fluid mechanics but it has useful and interesting consequences in the
design of flow switching circuits. When exact similarity does not pravail,
analyses based on the ideal still describe effects which largely predomi-
nate in many real systems. If these are not calculable, they obscure the
really distinctive features of a particular device.

The fluid devices can be combined to form many types of flow and
power control circuits and in particular a range of regenerative circuits
are feasible and could be applied to furnace systems or the pumping of
"difficult" fluids.
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Figure Captions

Regenerative network.

Regenerative circuit used as a pump for toxic liquids.
Mechanical regenerative elements.

3-terminal element and variables.

Polar representation of characterisation.

Typical cartesian characteristics of a vortex amplifier.

~N s VL Ew NN -

Indefinite parametric characterisation for Eulerian
3-terminal devices.

8 Active property of transformers and jet-pumps.

9 The flow junction and related synthetic devices.
10 Characteristics of a flow junction.
1" Reverse flow diverters.

12 Forward characteristics of an R-RFD.

13 Reverse characteristics of an R-RFD.

1L Typical merged devices.

15 Diode-like active branch elements.

16 Reverse-flow-diverting vortex amplifier (RFDVA).

i/ Parallel connected turn-up vortex amplifiers (Boucher et al).
18 li-terminal network representing alternators and rectifiers.
19 Uptimum characteristics of L-diode and L-CSV bridge circiits
20 Bridge circuit and rectangle diagram.

21 L-aiode rectifier with no process-fluid leakage.

22 Comparison of a flow junction and equivalent diode-tees.

23 Comparison of a symmetrical-R-RFD and equivalent diode-tees.
2L Flow-juncticn-symmetrical-R-RFD rectifier.

25 FJ-2-RFD reztifier shown operating with one unit of flow
and no leakag:.

26 Integrated fluidic bridge-rectifier circuits.
27 Characteristics of a planar integrated FJ-2-RFD rectifier.

28 a) Revoise-flow~diverting vortex amplifier b) Vented reverse
flow vo:uvex amplifier c) Flow junction d) Integrated planar
FJ-2-RFD rectifier.

29 a) Regenerative circuit consisting of a bistable amplifier,
two A-type RFDs, two vortex diodes and a flow junction
b) Air-driven liquid pumping circuit consisting of a vented
bistable amplifier and an integrated planar rectifier.
Both circuits controlled by a fluidic oscillator.
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FIGURE 2%a. REGENERATIVE CIRCUIT CONSISTING OF A BISTABLE AMPLIFIER,
TWO A-TYPE RFDs, TWO VORTEX DIODES AND A FLOW JUNCTION
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CONCEPTUAL MODFLS FOR TLUID LOGIC NETUORKS

ADSTHACT

Conceptual models are important to control designers because the
"model" is reallv a definition or visualization of the problem, The
problem definition usually dictates the senlution method; and this is
ecspecially true for switching networts., This paper describes existing
conceptual models for fluid logic networks and points out that the use
of one of these models provides an opportunitv for the development of
new fluidic devices,

INTRODUCTION

A common statement among design engineers is that a problem well
defined is alreadyv half solved. Wowever, because of the emphasis placed
on analysis, an inexperienced designer often makes the mistake of plung-
ing into a problem solution without first carefully defining what the
problem should be., DNefinition is hipghly important because it usually
estahlishes the solution method to he followed. Sometimes, the hest way
out of an impasse is to simply redefine the unsolvable problem into one
that can be solved.

In controls vork, conceptual models are used to help define and
visualize problems. For example, in modern control thenrv, the "state
space" model is used to mathematicallv represent continuous control sys-
tems,

Models are also used in defining digital control svstems. A digital
system processes information consisting of phvsical quantities constrained
to have only discrete values. These quantities are called variahles or,
more often, signals. Most digital svstems vork with sipnals vhich take
on only two discrete values, Such signals are termed as binary.

Switching circuits or networks nerform the logical functions re-
quired in digital svste.s., This paper describes the conceptual models
which are available to helpr define logic networks using fluidic devices.

GINERALIZED SWITCHING NETWORY.

A generalized switching networ): is indicated by Figure 1. The x's
collectively represent a set of binary input signals and the 2's repre-
sent a set of binary output signals, If there are n input signals, the
set of input signals mav be thought of as an ordered n-tuple or vector
consisting of n binary variables. UWhen all of the variahles are in a
stable condition (not changing), at some time interval 1, then the n-
tuple may he represented hv the input state vector, ;1. The stabilized
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k-tuple, consisting of the k output variahles, can similarly he repre-

sented at time interval i by the state vector ?1.

xl B e 21
xz — Switching . > z,
i Network 5
R — %

Figure 1, Generalized switching networlk.

A switching network with inpu? terminals and output terminals
accepts a time sequence of input states and as a result, produces a time
sequence of output states, When the input state at time i uniquely
determines the output state at time i, for everv i, the network is
called combinational, That is, the output state is always a function of
the combination of input variahles. However, if the output state z
depends not only on ii. hut also on previous input states, the network
is called sequential. The sequential network must possess a logical
menmory, enabling it to keep a record of what has happened preceding the
time interval i, If a clock pulse is not used to synchronize the
switching operation, the sequence is called asynchronous,

Fluid logic networks almost always operate in the asynchronous
mode, Synchronous operation is, in general, not feasible hecause of
the difficulty in generating suitable clocked pulses and the prohlem of
maintaining pneumatic pulse shapes as the signals travel through the
transmission lines, Then too, many processes are ideally suited for
control by asynchronous fluid logic networks,

COMBINATIONAL NETWORKS

The combinational network is adequately represented by Figure 1.
Output equations, expressed in Boolean algebra notation, are easily oh-
tained. The main task in designing combinational networks is to mini-
mize the complexity of the output equations; and is readily accomplished
through the use of Karnaugh maps or hy tahular techniques,

Or :e minimized equations are ohtained, the physical network can be
1 implemented by replacing the Boolean algebra connectives with fluid
logic gates which perform such functions as “AND", "OR", "NOT", "NOR",
and "NAND".
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SEQUENTIAL NETWORKS

As previously stated, output equations for a sequential network
cannot be obtained by simply combining input signals as in the manner
of combinational networks, Memory must be included, and the synthesis
problem is generally regarded as much more difficult.

Tvo basic approaches may be taken in defining the mequential proh-
lem, and conceptual models are used to help in the visualization,

PSEUDO-COMBINATIONAL MODEL

This approach effectively converts the problem from sequential to
combinational by adding auxiliary inputs to the network., These aux-
iliary inputs must be produced by the switching network itself, The
chief task 1s to assign the minimum number of suxiliary inputs and to
obtain equations to produce the assigned inputs. Once this is done,
the problem is reduced to that of minimizing the output expression in
the same manner as for combinational networks,

Two equivalent forms of this model are used., The first is shown
in Figure 2, Here, the network is made up of gate elements (AND, OR,
NOR, etc.). Memory is provided by inserting delay elements in the feed-
back paths., The x’s and y's, combined together, form the network inputs.
The system may now be treated as combinational, because for each unique
input combination, or state, there corresponds one and only one unique
output state. An alternative is to use flip flop elements for the memory
' function, as shown in Figure 3, Ej» Eyy eee, E, are the flip flop ex-
| citation signals, The y's are the flip flop output signals and hecome
inputs to the combinational network,

?
|
t

Level X, —» —— Z; Level
Inputs xz — p——— zZ, Outputs
xn —-—. Combinational ——.——> zk
y Y,
—m-—l— Logic
' DIy B o5
[ m m

Figure 2, Sequential network model,
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Nalice o e Y e ——re

Excitation
; Signals
o IR Secondary - El r
. y2 Inputs . 2
e Y ! E
X; —— —— 2z
Level X, —— Combinationa) — 2z, Level
Inputs : Network : = Outputs
x — 2z,

Figure 3. Sequential model with flip~flop memory.

Methods for assigning the auxiliaryv inputs and for obtaining
Boolean algebra expressions for assigned inputs are presented in numer-
ous modern textbooks on switching theory. Marcus (1)! has a clear,
easy-to-follow presentation. Although these synthesis procedures were
developed for electrical and electronic switching networks, Fitch (2)
has shown that the procedures can be applied equally well to fluid
logic networks. Some recent papers present minor variations in the
method of assignment of auxiliary inputs, but the basic approach is the

The synthesis technique associated with the pseudo-combinational
model is sometimes called the "classical" method hecause it was the
first procedure which was totally rational, and did not depend on in-
tuition,

While, intuition is avoided, the classical method is limited in
usage hy the number of variahles it can handle, lNetwork equations are
obtained by constructing and interpreting a series of rectangular
matrices, known as Karnaugh maps. These maps provide a cell space for

INumbers in parentheses refer to references a the end of this paper,
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each possible conhinntion of the input variablea. Three Xariablen call
for a map having 2- or 8 cells, Four variahles require 2° or 16 cells,
etc. As the number of variables increases the map size grows exponen-
tially, After 5 or 6 variahbles, the maps become difficult to interpret
and digital computers must be used to aid in the reduction,

STEERING GATE MODEL

This model of a sequential network is made possihble by the concept
of a steering gate as a logical memory device., The steering gate is a
passive device without an output of its own, 1Its function is to direct
or distribute an incoming signal to different destinations within the
network, Ita role is much like that of a switch in a railroad yard, with
the train being thought of as the signal to he directed.

The steering gate is also called a "Y-gate" because it acts as a '"Y"
in the signal path and can direct the signal in either one of two direc-
tions, Figure 4 is a symbolic representation of a Y-gate., When the in-
put signal x is absent, the gate has no output, That is, terminals
labeled xy and xy¥ both have 2 logicai value of zero, When input signal
x appears, it is steered in one of two directions, depending on the state
of the Y-gate, If the gate is in the set state, signal x will cause
terminal xy to have a logical value of 1 vhile terminal x¥ remains zero.
Conversely, 1f the Y-gate 18 in the reset state, signal x will cause
terminal xy to become 1 while terminal xy remains zero., The atate of the
gate is established hefore the arrival of signal x and the state is not
changed again while signal x is present,

xy - - Xy

Set —_— Y Reset

x
Input signal

Figure 4, Steering gate symbol.
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A signal may he distrihuted in as many directions as desired simplyv
by cascading Y-gates, Three-way distribution 1s accomplished bv two
Y-gates as shown in Figure 5, Note that the signal output laheled x¥
is independent of the state of pate Y;. If four vay distribution were
required, signal xy,;y, would he used as the input to a third Y-gate,

Ya. In general, if an input signal is to he distributed in n direc-
tions, (n-1) gates are needed.

xy,¥, - - xy,¥,

Set —_— v o Reset

x

Input signal

Figure 5. Three-way signal distribution using steering gates.

The concept of the steering gate has nermitted the formulation of
a second bhasic model of the peneralized switching network, This model
is {llustrated in Figure 6., !lote that onlv the input variahles enter
the comhinational logic section, producing discrete input vector states
that depend on the values of the input variables,

Now, the switehing network can he Aefined as a memory operator
which translates the input vector states into corresponding output
states as defined hy the machine specification. 1If the specification
is combinational, the operator simply has zero memory, Vhen the spec-
ification 1is sequential, the operator must apply memory modification
to those input states vhich do not produce unique output states, If
an input state alvavs correspnnds to a unique output state, then the
1 operator will perform no memory nodification on that input state, Only
input states corresponding to multiple output states vill receive memory
modification, Thus a switching network mav e completelv comhinational,
completely sequential or anvvhere in hetween.
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Relatively nev synthesis techniques are used to derive working net-
vorks based on the steerine gate model. Teference (3) presents a method
for deriving network equations vhen the sequence of input states is
constrained to alwavs occur in a specific order. References (4, and 5)
treat the case vhere alternate transitions hetween input states are
allowed to occur, Since Y-gates and their svitching signals can he
chosen without the use of Farnaugh maps, the procedures are more direct
and it {s easier to svnthesize large netwvorks than with the classical
method,

References (3, 4, and 5) also show hov Y-gates can bhe made from
existing fluid logic devices., A miniature pilot operated, detented
spool valve can be used directly as a Y-pgate, Also, two "AND" gates
combined with an active flip flop can make up a Y-gate., A third way {is
to use a passive flip flop cascaded vith an active flip flop; but
special care must be talken in the design.

When all NOR logic 1s used, the steering gate suffers in economy
of components; for it i1equires eight NOR gates to make one Y-gate.

There is a real need to develop a nev fluidic Y-gate tn enhance the
attractiveness of using the steering gate model, Perhaps a unit con-
sisting of 3 Y-gates in cascade, with the option of using all or part of

{ it, would be an optimum configuration,

SINMARY

Basic conceptual models of fluid logic networks have heen presented,
Designers are encouraged to become familiar with these concepts and the
synthesis procedures associated with ecach, in order to achieve maximum
versatility in design capahilitv,

The model selected should he determined by the complexitv of the
problem and by the hardware to he used in implementing the networlk,




1,

2.

4,
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Fluidic Threshold Logic - State of tne Art

by
Charles A. Martin

General Motors Institute
Flint, Michigan

Abstract

The state of the art of fluidic, threshold logic is perhaps more de-
veloped than is commonly known. Threshold logic is not just another tech-
nique used to simplify the complex problem of digital design. It is a new
philosophy, for it involves not only the mere presence of a signal but al-
so its relative strength.

With threshold logic, logic functions may be implemented with fewer
gates than the usual AND, OR/NOR combinaticns. Thus, the possibility
exists for increases in system speed and savings in equipment by the proper
use of threshold elements.

This paper will summarize the present state of development of fluidic

threshold logic from synthesis to implementation, with single thresholds,
variable thresholds and multi-thresholds.
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Introduction

The synthesis of digital control systems involves the proper intercon-
nection of elementary building blocks or elements to realize specific out-
puts from a given set of inputs. Classes of elemeiits vary in richness,
that is in the ability of a single element of one class to realize nore
output functions than an element of a poorer class from a given set of in-
puts. One class of elements consists of AND, OR, and NOT gates. Another
richer class consists of NAND and NOR elements. A still richer class con-
sists of THRESHOLD ELEMENTS.

In digital fluidic control systems, NOR, OR, and sometimes AND gates
form the usual basic building blocks. These building blocks are connected
to one another in one way or another so that specific combinations of sys-
tem ON-inputs result in particular ON-outputs, such as in the construction
of adders, counters, etc. With these blocks or elements, any digital log-
ic function may be implemented.

This approach, however, can be too diffuse, that is, it accomplishes
its ends with too many devices and in too many steps. Long ago, manufac-
turers and merchants learned that the weighing of small objects was faster
and cheaper than the counting of each ore. The same principle is used in
threshold logic and with threshold gates.

Since the logic function realized by a single threshold element is
relatively complex in comparison to that realized by the usual AND, OR,
or NOR gates, a given function can, in general, be implemented with few-
er threshold elements. Thus, the possibility exists for increases in
speed and savings in equipment by the proper use of threshold elements in
logic circuits.

Threshold elements, probably the most potentially powerful, logic el-
ements currently being studied and used in logic circuits, were first theo-
retically discussed in 1943 by McCulloch and Pitts and later by von Neumann,
with emphasis cn reliability. These authors regarded such logic elements
as mathematical models of neurons, used for the processing of neurological
data in living organisms (Ref. 1 and 12). Since then, logic elements based
on the threshold principle have been used in both electrical and fluid cir-
cuits.

Threshold elements may be placed in three general categories:

a. Single threshold elements
b. Multi-threshold elements
c. Variable threshold elements.

Single Threshold Elements

A threshold element (T.E.) is a device with at least one two-valued
output and a number of two-valued inputs. Associated with each input is
a real number called the weight. The output of the device is a constant
denoted by the logic value ZERO (off) unless the weighted sum of the in-
puts equals or exceeds a real number called the threshold, in which case
the output assumes a distinct!y different constant value denoted by the
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logic value ONE (on). In threshold logic, this is the basis for the def-
inition of a single threshold element and may be stated as (Ref. 1):

n
£=0 iff T> ] wx
(OFF) i=1

n
f=1 iff T< ]wx,
(ON) i=1

where f is the logic function realized
T is the threshold value

LA is the weight factor

x. is the logic input values for the
ith terms, 1 or 0
iff means "if and only if" (1)

This is shown graphically in Figure 1.

The sum and product operations used in Eq. (1) are the usual arithmetic
ones. The notation

n

f= i£1wixi T (2)
is sometimes used to represent Eq. (1). The function f may also be thought
of as a Boolean-function representation,

£f=F (x1,X2, «+0 X) (3)

in vtich the value of the function is expressed in terms of only the inde-
pend nt variable X5 and the Boolean operators, +, OR; *, AND; and —, NOT.

Figure 2 shows diagrammatically a single threshold, threshold element
with two binary inputs, the independent variables XA and Xps and a single
output.

The translation from the function representation in terms of thres-
hold notation, Eq. (2), to the Boolean-function representation, Eq. (3),
is straightforward. The problem is to translate from the Boolean-function
to the threshold representation.

Multi-threshold Elements

The multi-thresnold element is a generalization of the conventional
threshold element in which k thresholds (k = 1, 2, 3...), rather than the
usual single threshold, are used to separate the true inputs from the false
inputs. The following is a definition of a k-threshold T.E. (Ref. 2):

n
f=1 iff Ty < Jw

PR
n .
o T2j 3-121"1*1 2 Tyia1 GE=L, 2, 3s..) (4)
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Figure 1. Definition of a threshold function.

Figure .. The symbol for a single threshold element with two inputs.

1.0}

T, T, Ty J Wi X
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Figure 3. Definition of a multi-threshold function.
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f = 0 otherwise,

! where n is the total number of inputs
i k is the total mmber of thresholds.

The multi-threshold, threshold element with a number k different thres-
hold levels (Figure 3) will switch ON and OFF as the weighted input is
increased. Aawy arbitrary logic function can be realized, theoretically,
by ;1: single k-*hreshold, threshold element having sufficiently large k
(Ref. 2).

Variable Threshold Elements

! The variable threshold element has a variable threshold, fixed in-
I put weights and a variable output logic funct.on (Ref. 5). The output
f logic function is variable with a variable threshold element because as

the threshoid is varied a set of logic functions is produced. This is

best demonstrated with an example.

In Figure 2 is shown a representation of a single threshold element
with two inputs, Xy and Xp- If some arbitrary value of an input control
variable q 1s chosen to be a basic unit, then let the threshold level be
set at Tq. Let the weighted input WaXa be a value of either 2q or 0.
Let the weighted input WpXp have a value of either 1q or 0. Let the ele-
ment be ON when the input is greater than or equal to Tq, where in this
case we set 1 > T > 0. When WpXy is 0 and WpXp is 1q, the element is ON.
When WpXp is 0 and WaXp is 2q, the element is ON. When WaXp is 1q and
WaXa is 1q, the element is ON. When WaXp is 0 and WpXp is 0, the element
is OFF.

A truth table and a Karnaugh map will be used to see what function

is realized. When an input is ON, it will have a logic value of 1, and
when OFF, it will have a logic value of 0.

Xp» XB | Element State| f
0 0 OFF 0
0 1 ON 1
1 0 ON 1
1 1 ON 1

The function realized is then A + B, A OR B, (a logic OR function).

The switching setup is now modified by increasing the element's thres-
hold level. Using this modification with several threshold levels, the
functions that will be realized may be found by using a tabular technique.




T — e

Threshold | ¥A*A | ¥B®B | Element Effective Input
T 0 0 -T
T 0 1 1-T
T 2 0 2-T
T 2 1 3-T

(In the form of a truth table when an ON condition occurs, the effec-
tive input is non-negative.)

Let the threshold be set so that 2 > T > 1. Using a Karnaugh map,
it is seen that the function realized is then logically A.

When the threshold is set so that 3 > T > 2, the function generated
is then AB, A AND B, (a logic AND function). If the threshold is more
positive than three, the element will never be turned ON, f = 0. If it
is negative, the element will never be OFF, f = 1.

Thus, by varying the threshold level, one two-variable input config-
uration can realize at least five logic functions. If the output comple-
ment is also available, eight different functions are realized.

Input Weights | Threshold Values f f

Wy =2 T<0 1 0

wg = 1 0<T<1 A+B A B
1<T<2 A A
23T =3 AB |A+B
3<T 0 ]

To demonstrate the power and versatility of threshold logic elements,
a two input, single threshold element can be used, ideally, to realize
fourteen of the sixteen .ogic functions that it is possible to realize.
It cannot realize the EXCLUSIVE OR function or its complement.

The Threshold Element

Essentially, a threshold element consists of weights with correspond-
ing binary inputs (which may be OFF, logic ZERO, or Uﬁ, Togic ONE) a de-
vice to sum each input weight-product and a quantizer to dichotomize the
analog sum into a binary output. (See Figure 4.)

From an analysis of work in the field, there seems to be three basic
possible approaches to weights in fluidic threshold logic design.

1) Pressure: Each weighted input could correspond to a given input
pressure.

2) Restriction, resistance, flow: Each weighted input could corre-
spond to a given restriction value or flow value.

3) Momentum flux, jet positioning: In this method, jet streams in-
teract so that the resultant stream is positioned according to
relative momentum flux strengths.
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Figure 5. Idealized summing junction model.
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"Sumation'" may be accomplished in two ways:

A) Continuity: The sum of the mass flows into a fluid junction,
under steady flow conditions, is zero.

B) Momentum flux vector summation: The sum of the input momentum
flux vectors equals the output momentum flux vector. 3

Of the summation techniques described, "continuity" is perhaps the i
most useful and the most versatile. With this approach, a manifold sum- .
ming chamber is used. ;

3

The first question that may come to mind with a summing chamber is, ]
what is it that is being summed? Looking at the basic fluid relations of :
continuity or energy, it could be either mass flow or energy flux. Energy
flux is, however, a function of mass flow and the total mass flow is a
function of the energy losses. Whatever the '"actual' sumed parameter,
since all fluid control devices may be considered pressure controlled de-
vices, pressure may be considered as the summed parameter in the summing

chamber.

Pressure summation in a manifold type chamber is generally not a lin-
ear sumation. Fortunately linear summation in connection with threshold
logic is not necessary and in many situations it is not desirable. All
that is necessary is a repeatable, known relation between the pressure
"sum'" (the chamber pressure) and the inputs present. This means that the
variation in chamber pressure may not even resemble a summation in the
usual sense. However, since the basic intent is to bring together or sum
the input signals, the term ''sun'" may be used to denote this intent.

The manifold summer is a versatile device, as it can be used in con-
junction with dead ended input devices such as spool valves, or with flow
input devices such as fluidic units. A wide variety of summing character-
istics may be obtained by varying restriction and input pressure values
and relative vent conditions, even multi-threshold characteristics can be
obtained. Figure S shows an idealized manifold summing model. Figures
6 and 7 show some manifold summing characteristics.

Eristing Fluidic Threshold Elements

Figures 8 through 11 show examples of fluidic devices that have been
used in a threshold logic manner. These devices will now be examined in
light of the past discussion.

In Figure 8 is shown a threshold gate which consists of four basic
clements (Ref. 3). This unit has three sumning devices. Two identical
devices, which operate on somewhat of a momentum principle, are used to
sum pressure signals on either side of a proportional amplifier. The pro-
portional amplifier then sums the two summed signals. The bistable device
is the quantizer.

This gate which was used as a single threshold element in a fluidic
binary comparator may also be used as a two threshold element, if the pro-
portional amplifier is overdriven. ;
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In Figures 9 and 10 are shown examples of momentum flux operated thres-
hold gates (Ref. 4). The unit in Figure 9 realizes a one threshold func-
tion and the unit in Figure 10 realizes a two threshold function.

Shown in Figure 11 is probably the most versatile of the threshold
units (Ref. 10). This unit, using a manifold summing chamber, can be made
to have a variety of characteristics. It can be used to realize a still
undetermined number of different logic functions. It can easily be used
in a variable threshold mode. It can also, with proper summing input con-
ditions, be used in a multi-threshold mode.

Threshold Logic Syntieasis

As stated carlier, the problem is how to realize the threshold repre-
sentation of a given Boolean-function. If the Boolean function is real-
ized by one single threshold element, this is not a difficult problem
(Ref. 8).

For the synthesis of these Boolean-functions, the first thing that
must be done is to limit the problem to one of single thresholds. This
may be done by using the criteria as stated by Winder (Ref's. 8, 12).

Using the technique outlined in Reference 8, the magnitudes of input
weights and relative threshold values may be easily calculated. The keys
to this method are the application of the definition of a single threshold
function, Eq. 1, and the use, for weight values, of a base number raised
to integer powers N0, N!, N2, etc. N! # 1.

Conclusion

Fluid threshold logic offers the designer a new tool for implementing
control systems. Individual threshold gates may cost more but they'll pro-
duce savings because fewer will be needed for specific control functions
and some will be able to realize different functions at different times,
perhaps resulting in further circuit simplifications. It is hoped that
the system reliability will increase and the price will decrease with the
prudent use of threshold logic. With these elements previously unusable,
design approaches are now possible. Threshold logic should prove to be a
big step forward in fluidic technology.
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STATE DIAGRAM SYNTHESIS FOR FUNDAMENTAI, MODE SEQUENTIAL
FEEDBACK CONTROL CIRCULTS

P. I. Chen
Applied Science and Engineering Department
Portland State University

Y. H. Lee
Physiology Department
University of Oregon Medical School

Portland, Oregon

The authors present their state diagram method for designing fluidic
sequential feedback control circuits of the fundamental mode. To illus-
trate this method, two hypothetical systems are used. They consist of a
series of events characterized by the piston positions of some double-
acting cylinders, Each extension or retraction of a piston provides a
feedback signal which can initiate the next action through a fluidic
circuit. If different control signals are resuited from a unique com-
bination of feedback signals, the circuit design is straight forward.
Otherwise, secondary variables are required in order to avoid ambiguities.
Two kinds of ambiguous pairs are defined and their implication in ob-
taining the secondary variables are described. When a sufficient number
of secondary variables are achieved they ar shown graphically along with
the feedback and the contro! ciinals to for: a state diagram. On this
diagram, "don't caies" and bistable conditions are identifiable which,
when fully utilized, a set of final control equations for circuit implemen-
tation can be obtained. Possible signal hazards can also be detected from
the state diagram.

INTRODUCTION

This paper presents a newly developed method for designing fluidic
sequential feedback control circuits of the fundamental mode. A general
model of such a circuit with feedbacks is shown in Figure 1. In this
figure, X1, X2,.., and Xm stand for external control signals, or the
external inputs; L1, L2,.., and Ln express the feedback signals, or the
feedback circuit inputs; Y1, Y2,.., and Yp indicate the secondary variables;
and Cl1, C2,.., and Cp are the circuit outputs, or the control signals. If
a change in one input occurs while there is no change in other inputs until
the transition of each secondary variable and each output signal is stabil-
ized, the circuit is said to be operating in the fundamental mode.

To i1illustrate this method, two hypothetical systems containing a series
of events characterized by the positions of two pneumatic (or hydraulic)
cylinders are used. Each extension or retraction of a piston provides a
feedback 1input signal as a base for logic decision to initiate the next
action through the fluidic circuit that is to be designed.

When an operating function of a system has been selected, the logic
condition of each feedback signal and each control signal at every state is
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determined. A logic relationship between these two classes of signals can
be established. According to this relationship, a control circuit may be
designed by using the feedback signals as inputs to obtain a proper control
signal for each state, However, if there are two states in the operating
sequence which possess a same combination of feedback signals but different
control signals, a secondary variable is needed to differentiate between the
same appearance of the ambiguous feedback combination. These two states are
said to be an ambiguous state pair,

In this method, a secondary variable 1is obtained by set-reset of a
flip~flop element with a pair of feedback signal combinations. If any two
states in a system possess a same feedback signal combination but different
control signals, these two states are called an ambiguous pair of the first
kind. If two states with a same feedback combination and their respective
following states are ambiguous, they are called an ambiguous pair of the
second kind. A secondary variable must first be found for the ambiguous pair
of the second kind. This variable together with the feedback signals if used
to set-reset of a flip-flop, another secondary variable can be obtained for
the ambiguous pair of the first kind. Now with the aid of a secondary
variable two ambiguous states can be made differentiable between each other.
Therefore, if enough secondary variables are obtained, an ambiguous system
may become non-ambiguous. These variables are then shown graphically along
with the feedbacks and the control inputs as a state diagram, On this dia-
gram, '"don't cares'and bistable conditions are easily identifiable which
when fully utilized a set of control equations for circuit implementation
can be obtained. These control equations may be combined with other system
requirements, such as start and stop, to form a complete circuit.

ILLUSTRATIVE EXAMPLES

In order to illustrate the synthesis technique, two simple control
systems involving the extension and retraction of two pneumatic cylinders
are provided.

Each system requires also a start button that will initiate the
operation, a stop button that will stop the operation at the end of its
cycle, and an emergency stop which will halt the operation immediately and
retract both cylinders fully. Assume the cylinders are double-acting, the
power valves controlling the cylinders with fluidic interface valves con-
nected at each end and the remainder of the system fluidic. The piston
positions are detectable by fluidic touch sensors which are installed at
the extremes of the piston stroke. When a sensor is tripped by each exten-
sion or retraction of a piston, it delivers a feedback signal to initiate
the next action through the fluidic circuit to be synthesized.

A schematic diagram of the hypothetical system is shown in Fig. 2, in
which we have used Ci for control signals and L1 for feedback signals.

Example 1: A certain industrial automation consists of two pneumatic
cylinders which will perform one event at each step in the following order:

Step 1 Cylinder 2 extends
Step 2 Cylinder 2 retracts
Step 3 Cylinder 1 extends
Step 4 Cylinder 2 extends
Step 5 Cylinder 2 retracts
Step 6 Cylinder 1 retracts

Operation begins again J%rstops
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Let us begin with the formulation of a table of the logic output
form for the complete cycle of the event, From the table we may in-
vestigate vhether additional variables are required in order to identify
each unique combination of outputs for certain specified inputs. In
Table 1, the first column represents the state of event, the second
column, the feedback signal combinations and the third column, the
appropriate control signal for initiating the next action,

The function of control signal Ci is to extend or retract the
piston as soon as it receives a proper feedback signal generated fiom the
actuation of the piston movement. From columns 2 and 3, a relationship
between Ci and Li can be found, for examples,

C3 = L1L3 at state 0O
C4 = L2L4 at atate 4

By examining the feedback signal combinations, we notice that
there are some combinations that appear more than once during the whole
) cycle, such as L1L3 at state 0 and 2, This combination will activate
C3 at state 0 and Cl at state 2, However, only C3 is permitted to go
4 "on" at state 0, while Cl must be "off"; in the same manner, Cl must be
"on" while C3 must be "off" at state 2. Same situations exist for L2L3

at states J and 5.

Lo
T

Since there 1is not enough information available in all these cases
on which a logical decision can be made, secondary variables must be
introduced in order to differentiate each of these appearances of ambiguous
feedback signal combinations. We can see that there are two secondary
variables X and Y present in column 4, From previous definition, these
variables are used to differentiate the ambiguous pairs of the first kind.
With these new variables, one can obtain a new set of relationships be-

tween Cl and C3 as,
i C3 = L1L3X at state 0
‘ ! €l = L1L3X at state 2

SECONDARY VARIABLES

D ATy
R

A way to generate the secondary variables is through the use of
the feedback signals to set and reset the memory flip-flop elements.

By examining the condition of the feedback signals at each state,
along with the required condition of the secondary signals at certain
states (shown by the solid segments), one can assign a pair or a number

. of pairs of set and reset conditions for each of the secondary variables
(as shown in Fig. 3). Once these conditions are assigned, the states of
secondary signals are determined after connecting the solid and the

! dotted segments.

O

Frequently, there are multiple pairs of set and reset conditions which
meet the requirement of each secondary variable. And, among these secondary
variables, there may be some redundancy, i.e., variables having the came out-
put forms. These variables, often referred to as pseudo-equivalent variables,
should be combined for the sake of circuit simplicity. In this example, a
variable Z can meet the required conditions of the secondary variable X,
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while ¥ can meet the required condition of the secondary varia* ‘e Y.
So, we can reduce two variables X and Y to simply Z.

STATE DIAGRAM AND CONTROL EQUATIONS

The secondary variable Z can be combined with the feedback signals
Ll and L3 and the control signals, Cl, C2, C3, and C4 to form a state
diagram as shown in Fig. 4. Since L2 = L1 and L4 = L3, only L1 and L3
are needed on the diagram. For the control signals, solid segments
represent the required conditions, while dotted segments stand for
the "don't cares."

The control signal, Cl, requires "on'" at state 2 and 'don't cares"
at states 3 and 4, This requirement can be met by using a combination
of the secondary variables and the feedback signals as follows,

Cl = L3Z + L1L3

where we have underlined the 'don't cares."

Similarly, control signal C2 must be "on'" at gtate 5, and "don't cares"
at states 3 and 4. It can be expressed as,

C2 = L3Z + L1L

We can also express C3 and C4 as,
€3 = L1Z + L1Z
C4 = L1Z + L1z

The foregoing logic equations obtained intuitively can also be obtained
by using Karnaugh Maps. However, for a problem involving more than six
variables, the ugse of Karnaugh Maps becomes rather tedious and, therefore,
not recommended. The control signals, Ci, on the state diagram indicated
that if each control signal covers not only the '"on" conditions but also
the "don't cares," then there exists a bistable condition between Cl and C2,
also between C3 and C4. There are three possible selections for Cl and C2:

(1) Cl = L3Z
C2 = L3Z
(2) Cl = L3Z + L1L3

C2=Cl
(3) c1=c2
C2 = L3Z + L1L3
Also, there are three possible selections for C3 and Cé4:

1) C3 = L1Z + L1Z

C4 = L1Z + L1z
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(2) C3 = L1z + L1Z

C4 = C3
3) C3 = C&
C4 = L1Z + L12

Based on the criterion of using minimum number of components, we have chosen
the first selection for Cl and C2 and the third selection for C3 and C4 for
circuit implementation.

START AND STOPS

Since the system requires start, stop, and emergency stop controls,
they must all be integrated into the circuitry.

The start action is generated by activating S1, so that C3 will be on
and the operation begins. The start pulse is also used to set the flip-flop
to ersure that the secondary variable Z will go "on" at state 0; therefore,
every operation will begin at state 0. In order to terminate the operation,
we may deactivate C3 at state 0. This is accomplished by using the start-
stop circuit as shown in Fig. 5. The control signal, C3, can then be ex-
pressed as

C3 = C4 (S1 + 2)

A stop pulse which can turn Sl to "off" wil! terminate the operation when
it reaches the Oth state.

All that remains to complete the system requirements is the addition
of any emergency stop button, S2, which when pressed will stop the cylinders
movements at any state and retract all cylinders instantaneouslv. This is
carried out by using a flip-flop to activate C2 and C4., The logic equation
for control signals are now changed to

Cl = L3ZS2

f C2 = L3Z + S2

C3 = C& (S1 + 2)

C4 = L1% + L2Z + S2
As soon as C2 and C4 are act,vated, the respective interface valves are
energized which accordingly will retract all cylinders. At this time,

power supply to the - ystem is ready for shut down.

PHYSICAL IMPLEMENTATION

The final control equations when implemented by using fluidic elements
is as shown in Fig. 6. We notice that the bistable characteristics between
C3 and C4 has been utilized in the control equations.

In the final circuit, all components except that of interface valves and
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cylinders are fluidic. The subcircuit shown in the dotted enclosure repre-
sents the control signals generated by the control equations, the subcircuit
above the enclosure is for the start-stop controls, while the subcircuit on
the left 1s for the secondary variables.

Example 2: An industrial operation requires the action of two pneumatic
cylinders according to the following steps:

Step 1 Cylinder 2 exte 'ds
Step 2 Cylinder 1 extends
Step 3 Cylinder 1 retracts
Step 4 Cylinder 2 retracts
Step 5 Cylinder 2 extends
Step 6 Cylinder 1 extends
Step 7 Cylinder 2 retracts
Step 8 Cylinder 1 retracts

Operation begins again or stops

With the background of the synthesis technique as provided in Example 1, we
can immediately establish Table 2. On this table, three secondary variables,
namely X, Y and Z are obtained such that states 1 through 6 can be maue non-
ambiguous. Also, from previous definition, we know thet the states 2 and 6
belong to the first kind ambiguous pair, thus make states 1 and 5 an ambiguou=z
pair of the second kind. Also, state O and 4 become an ambiguous pair of the
second kind., After identifying the nature of each ambiguous pair we can pro-
ceed to find the set-reset pairs for both secondary variables X and Y first
before employing Y to obtain secondary variable Z. This has been shown in
Fig. 7.

It must be mentioned here that there i1s no need to find all possible
set-reset pairs for secondary variables whose function is to differentiate the
ambiguous pair of the second kind. Also, it must be noted tha: there are
cases in which more than one additional variable must be sought in order
that they may be employed ~long with proper feedback combinations to obtain
the secondary variable for differentiating the ambiguous pair of the first
kind.

We shall now form the stite diagram from the feedback signals L1 and L3,
and secondary variables X and Z together with the four controls Cl, C2, C3
and Cé4 (see Fig. 8). According to the previous process, following control
equations are obtained:

Cl = L3X + L3z

C2 = XZ + L3

C3 = X+ L1Z

C4 = LIX + XZ
Similar to that in Example 1, we shall incorporate the start-stop controls
as well as utilize the bistable characteristics between Cl and C2, also

between C3 and C4 to obtain the final control equations as follows:

Cl=C¢C2




€2 =XZ + L3 + 82

C3 = (X4L1Z) S2 (S1+2Z)

C4 = X + L1Z)

The fluidic circuit based on these equations are shown in Fig. 9. Again,
the subcircuit in the dotted enclosure represents the control signals;
the one above it is for the start-stop controls; while the subcircuit on
its left is for the secondary variables.

POSSIBLE SIGNAL HAZARDS AND THEIR REMOVAL

By having the state diagram, one can detect all possible signal hazards
in the control equations before he proceeds to construct the circuit. This
is done by examining the control output form along with its input signal
characteristics on the state diagram.

There exists two possible signal hazards in the final control equations
ir Example 1. 'n the equation for Cl, the hazard may occur between states
¢ ané 1, while ‘n C2 it may occur between states 3 and 4, These hazards can
be removed by a delay of Z and Z respectively. There is no possible hazard
for C3 and C4.

In Example 2, the only possible hazard is located between state 3 and
state 4 for control equation C2. It can be r.moved by delaying the XZ signal.
The delay of each signal as stated above can be accomplished by sending that
signal thiough a series of capacitor and resistor prior to entering its
immediate following loglc element as an input.

CONCLUSION

A digital circuit synthesis technique using the state diagranm is pre-
sented ir this paper by example of two simple two-cylinder systems. This
technique provides a systematic procedure in obtaining the <juplified final
¢ ntrol equations. By using the state diagram, a circuit .esigner may select
proper set-reset concitions to reduce the number of the secondary variables
needed, he may detect possible circuit hazards as well as visualize the
"don't cares" and the bistable conditions associated with the control vari-
ables., This semi-graphical method pertains not only to fluidic circuit
synthesis, but 1{s also equally applicable to analysis of digital feedback
circuits to be implemented by pneumatic, hydraulic, and electronic components.
In each case, considerations must be given to relate the physical character-
istics of inputs and ovutputs with respect to the equations of control variables
for proper system implementation. The p.wer supply to the control elements
and that of the actuators must be scaled to certain required levels of
operation.

By this new technique, one can easiiy identify the state of each signal
on the state diagram so that he can obtain the final control equations intui-
tively. When the complexity of the system increases, the complete prorecdure
of our outlined technique can be programmed on a digital computer to facili-
tate the seeking of the final control equations. Therefore, as compared to
other available method:, this technique offers in addition to the afore-
mentioned advantages, a means for designing control systems of varying
degrees of complexity.
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Table 1 Table for Determining the Requirement of Secondary Variables

State Feedbzck Signal Control Secondary
Combination Signal Variables

0 L1L3 c3 X

1 L1L4 c4 =

2 L1L3 Cl X

3 L2L3 c3 Y

4 L2L4 C4 -

5 L2L3 C2 Y

Table 2 Table for Determining the Requirement of Secondary Variables

State Feedback Signal Control Secondary
Combination Signal Variables
0 L1L3 c3 Y
1 L1L4 Cl X
2 L2L4 c2 z
3 L1L4 c4 X
4 L1L3 c3 Y
b] L1L4 C1 X
6 L2L4 Ca 2
7 L2L3 c2
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A work in eou. (2.17)
A area
a aspect ratio = /b
a four pole parameters in equ. (4.25)
b width
c spe:zd of sound
Ca speed of sound in free air
€ capacitance
Cer pressure recovery coefficient
Cpre ideal pressure recovery coefficient
Ck resistance coefficient for the rectangular duct
Ce specific heat at constant pressure
cy specific heat at constant volume
D diameter
Dnr radial damping number
e mechanical potential
f frequency
f friction coefficient in equ. (3.7)
Far radial frequency number
G conductance
a height
1,H  pressure head in equ. (2.16) and chapter 3.3 and 3.4
k correction coefficlient
1 length
L inductance
m mass
o massflow rate
n gas process constant
P power
overpressure

average overpressure
absolute pressure = P+ FPo

reference pressure (e.g. atmospheric pressure)
Prandtl number

energy factor
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resistsance

Reynolds numper

gas constant in equ. (2.15) and equ. (5.1C)
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coefficient
etficiency

angle

specific heat ratio
wave length

loss coefficient in
dynamic viscosity
kinematic viscosity
thermal diffusity

characteristic angular frequency

[{ density
T propagation time
L) angular frequency
Wy
Subscripte
a adiabatic
ap apparent
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e effective
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ire irreversible
1l loss
L load
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m mechanical
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8 sectional
st steady state
turb turbulent
v,V viscous
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Introduction

Problems of signal processing in fluidic networks are very
similar to those in electrical communication engineering.
Because we have in communication engireering excellent methods
for treating networks it is convenient to modify the basic
equations of flow mechanics and thermcdynamics in such a way
that it is possible to apply tnose me:hods to fluidic networks.

Due to ite linearity electricsl circuit theory can be handled
with relative ease. The equations of motion in flow mechanics,
however, are nonlinear, inveclve momentum, temperature and tur-
bulence effects. To find a general fluid circuit theory therefore
seems to be hopeless.

I1 we restrict our considerations to small signals the problem
turns out to be not so serious. The governing equations then
can be linearized tnus admitting a linear circuit theory for
application. The most important step therefore will be to derive
equivalent circuits for the single fluidic components.

For dc-behaviour, we mostly will have nonlinear components even
if compressibility is neglected. The linear ac equivalent then

is derived on the bagig of small changes of pressure and flow

from a given operating point.

Although the assumption of small signals restricts the appli-
cation to fluid circuits it seems that results obtained in
optimizing fluidic circuits are promising.

Anyway, solving the set of fluid equations for each particular
circuit will not be possible or at least extremely cumbersome.
Therefore as long as we are concerned with signal processing in
fluidic networks a small signal circuit theory will be of great
help. In this case the whole circuit theory of communication
engineering, a powerful tool for complicated system design,
will be avsilable to the system engineer. However, tnis will
only be possible if we make use of equivalent circuits, where
we consider the peculiarities of flow mechanics and thermody-
narics. Ne may not foreget that these equivalent circuits are
only an interpretation of the basic equations under certain
essumptions.

In order to describe the behaviour of fluidic networks using
the methods of communication engineering we need two quantities
analogous to current and voltage.

Mass flow rate m as analog to current i is easily found because
mass flow is conserved. The node theorem in fluidic circuits
therefore will be 2 m =0 | To find an analog for the electric
potential is more difficult. Mostly the pressure p is taken as
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fluidic potential. The advantage is that it can easily be

measured. But the product of mass flow rate and pressure does
not yield a power term directly. In order to find a compatible
potential Kirshner (ref.l) derived & mechanical potential out
of the energy equation. He finds that the change in mechanical
power Pm is equal to the chunge of entropy alonz a streamline

/

(2.1) dPm = mcl( j“—;ﬁ.*‘ Z—z) = =l (T Jeb s, ) -

)

For convenience in measurement the pertinent quantities are
averaged over the cross-seciional srea. The losses in a fluidic
circuit are due to irreversible process the working medium
undergoes.

From equation (2.1)the mechanical potential is found as
/d'. “ 2
fcp v

(2.2) de =l (jf +_—z‘)-

p~ is denoted as absolute static pressure and p as pressure
above a reference pressure, especislly above atmospheric
pressura p,. This mechanical potential can also be enterpreted
as meclanical energy per unit mass. In a lossless duct the
mechanical energy per unit mass is constant. This is expressed
by the BERNOULLI-law for a nonuniform duct along a streamline

(2.3) ]%P_’»f ‘7’—2 = const

The BERNOULLI-law therefore expresses that the mechanical
potential in a lossless duct does not change. That means de = C.

Por incompressible or low Machnumber compressible flow the
mechanical potential becomes

* ve
(2.4)e=-ff—+ —;_/—

This again is identicel with the BERNOULLI-law for incompressible
flow

» e
(2-5)'5— + '2\{'* = const
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The energy per mass unit is found to be the sur of potential
(27/p) and kinetic (V¥/2) energy per mass urnit. In a lossless
duct the sum remains constant whereas the sinzle portions
can change rather strongly depending on the cross-sectional
area.

One serious dissdvantage of the mechanical potential, nowever,
is the fact, that it cannot be measured directly. It must be
calculated out of pressure, flow and density measurements.

For ac flow this will te rather difficult, because pressure
and flow in ceneral are not in phase.

2.1.1 The interpretation of the BrRNOULLI-law by_an eguivalent

To avoid these ueasuring protl:.ms we will define a so called
cross-sectional resistance (ref.2). The mechanical potential
can be written as follows

o -2
(2.6) e = £+ ¥t +st)

If we only use the pressure p &8 fluidic potential we can
interpret the term §V3/2 | representing the xinetic portion,
as pressure drop across a nonlinear cross-sectional resistance

-
.7 Ry= 725

where A is the cross-sectional area.

swe find the followinz relation

(2.8) e = —;—-(P"«LRSV;\).

Ter small changes the dynamic cross-sectional recsistance

(2.9) r. = 2

must be taken into accornt
= A . . 4 .
(2.10) clc =-;—,(r(p"+ d(S'-Z—Z»’-' J,,—(o(,ﬁ f%z((m)zf—(dp+ r\gr(m).

As long as the pressure variations are small enouch tc neglect
compressibility we can use the pressure p as fluidic potential,
i1 we take into account the cross-sectional resistance.

196




e ————

The expression for power then will be

5 (R 0 |
(2.11) Pm': me = 3,— (,3"+MR3)- T ™ Prot

where
-

P{of. =P*+n;' RJ

is a sort of source pressure. Pressure p will be equal to P,
if the massflow rate is zero. If the massflow rate increases,
the pressure drop across the cross-sectional resistance
increases, so that p decreases.

He will now establish the equivalent circuit for a lossless
nonuniform Guct shown in Fig. 2.1.

Referring to the two cross-sections 1 and 2 we can write the
BERNOULLI-law as

v

B . ok
2 =Pz#+?—z_z' - P{ot - COMSt'

8
(2.12) p/+ §
where we refer p to the atmospheric pressure

Introducing the cross-sectional resistances

O"CL RSZ:: ——m

m
2

we find a mesh theorem

(2.18) p ¥+ Rgm =Pt Ry = pl

which can be interpreted by the equivalent circuit in Fig. 2.2

The change in pressure between the areas 1 and 2 becomes

(2.15) PY-p,* = m(Re,-Ry, ).

The change in pressure which is caused by a change in cross-
section can therefore be described by the pressure :'rop across
a nonlinear positive resistance

. =2
RSZ—ZgAZZ

and a nonlinear negutive resistance
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Fig. 2.1 Nonuniform duct
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Fig.2.2 Interpretation of Bernoulli law by a network

Fig.2.3 Interpretation of the mechanical potential
by a network
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The positive resistance is responsible for the pressure
decresse and the negative resistance for the pressure in-
cresse.

The geometrical relations determine which resistance is
dominating. An increase in cross-sectional area causes a
pressure-increase, a decrease in cross-sectional area causes
a pressure-decrease.

It must be emphasized that the cross-sectional resistances

have no dissipative nature. In those cross-sectional resistances
static pressure is transformed into dynamic pressure and
inverse. As lung as pressure and flow are taken as measuring
quantities one can not determine whether a pressure drop is

caused by friction or change in ares.

So using the idea of cross-sectional resistance we are working
in reality with a potential

¥
= &
(2.18) py 4 ==
§
2.2 A _fluidic potential for high pressure and density
variations

Taplin (ref.3) takes the work of an irreversible steady flow
machine to define a compatible force.

The total power available for work by processing from pressure
P to pressure p, Csn never be larger than

(2.15) P, = M RyT, n B, .
2

For the case of perfect turottling all energy is made unavailable
and we can define a potential

(2.16) H = RyT, L {(3)2; |

Ne come to the same conclusion if we take the change of entropy
to calculate the expression for unavailable work.

(2.17) AL"=|—AS= ng (K—l) (-"—/EJ;
2

' - n({w-1¢

from this we find the unavailable power to be

-
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- 4/1_”' CRT. n-v ¥ 5
(2.18) F,, ="y =m RSTH(”_')("’ ﬁ,—*‘ =P

For isothermal conditions this expression will become
raxiral

(1.19) Pirp = m Rg T Ln _,E'iv
2

or

(1.190) ol = mcl( ET] 9-(’-33’)

and using the state equation for a perfect gas
(2.19¢) olP = Md/%ﬁ*,

The mechanical potential defined by Lirshner

do m ol ([4E4 )

therefore differs from the potential defined by Taplin

dH = CL(‘?S{T(n J;':j)

N|<I
~

in the term for kinetic energy

Taplin shows that this potential can be used with sufficient
accuracy up to pressure ratios of ﬂ’/ﬁ“.&-z.

So this potential seems to be of great wvalue for circuit
decign if compressibility cannot been neglected.

In order to find a complete mechanical potential using the
ideas of Kirshner, Tapliz and Schaedel would be to complete

the potential of Taplin by a term considering the change of
potential on a cross-sectional resistance.

(2.20) cle = cl(RqT 4n -1;—2;) +rdu,

where
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-2 ¢ 2 ”:, ZTl o
(2.21) = d(ve) _ i<_@_> & Gl o B
AZ

TR T -

,Z 'z
is the dynamic cross-sectional resistance.

A2 _ﬁ___
& Ry T*

The dc-resistance is found to
r* . RZT8

2! i ZAZP"Z

(2.22) RS =
The modified BERNOULLI-law will then be

(2.23) c((l?g Tlnp,) 4 ri;dm =l (1?37‘(" o, ) +refelmw

The equivalent circuit is shown in Fig. 2.3.

So the mechanical potential e appears as the source potential
in the network. It differs from the logarithmic potential
after Taplin by the potentiel drop across the nonlinear cross-
sectional resistance.

In our further considerations we will refer to the network
theory where p is used as fluidic potential as small density
variation theory and where we use the logarithmic potential

H = RgT,{n(p,*/P ~) we will refer tc large density variation
theory. &

Using pressure as fluidic potential the fluidic resistance
is defined as ratio of pressure drop to massflow

(2.28) R =Pl - 42
m m

where the pressure drop for dc can be caused by friction losses
as well as by change in cross-szection.

Fluidic networks also have the abllity of storing potential
and kinetic energy. Accordingly one defines fluidic capacitance
s and inductance.

In & volume with the dimensions shown in Fig. 2.4 the mass
m =f_lA can be stored. Massflow into the volume then is

proportional to the change in density per time unit

s

o df
(2.25) m-LAdt,
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Fig.2.4 Volume




Assuming adiabatic conditions massflow in dependence of
change in pressure per time unit follows as

de dpt _ LA dp
dp’ dt Ca df

(2.26) m = LA

where
&
(2.27) Ca = ¢ velocity of sound

According to the electric analogy (( =( %% ) the adiabatic

capacitance is defined as
A( vV
Py
In & tube showr in Fig. 2.5 a change in pressure can be ceused
by accelerating the mass m=¢{A 1in the tube.

(2.28) Cq

The force acting on the cross-section A is

(2.29) F = d s (m7)

From this the pressure follows as

2.3 p =44 (ptav).

The pressure induced by change in massflow then becomes

(2.31) p = £ 22

According to the electric anslogy ( U = L,d ) the adiabatic
inductance is defined as

= |
(2.32) L, T

DC - Circuits

3.

3.11

In the case of laminar velocity distribution the uniform duct
may be described by a dc-resistance R(am . The pressure drop

along the line is
(3.1) p = Rlam‘ w




e e e
T TTTTTT] |

Cr 100 %(

90

80

. 8(1+q)?
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r 20 J
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Fig.3.la Laminar DC resistance h
of & rectangular duct Q- -
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The dc resistance of a uniform line with circular cross-section
is

(3.2) Rigpm= 31;\\:_‘

For rectanguiar cross-section the dc-resistance becomes

(3.3) Rigm = vl e

A2

where
-1

o) o .
(3.4) CR=i—<Z ﬁ(%—%anh%)>
with c=t

as= '%%5‘?}1\— aspect ratio of the duct

24t =
2 i]

and 4; = eigen values

A good approximation for CR is given by

2
(3.5) C o = Eral

In Pig. 3.la C,is plotted as & function of a.
R

3.1.2 Turbulent resistance

Por turbulent flow the Blasius law gives the iriction factor
b 4 as
turb

03164
(3:6) {0 = 255

Introducing this into

.7 L8 = L
st De

4 area
Circumaference

tubulent resistance as

¢ 0316% Re V4
(3:8) Rl:u.vb = R(am' Re —w_ = K{am (ﬁ) .

where De = is the hydraulic diameter, we find the
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This formula is valid in the range of Reynolds number
27300 & e < 20,000.

The Reynolds number may be celculated from massflow by

(3.9) R, =1 -2
Y De/h

3.1.3 Resistance due to_flow_development

A fluid enterinz a duct with an initially uniform velocity
profile undergoes a hydrodynamic development until the fully
developed laminar profile is achieved. This flow development
in the entrance recion results in an increment in pressure
drop. Using ref. 4 and 5 the resistance of & channel including
the pressure drop resulting from entrance effects follows

out of

(3.10) 2OIRW _ (L peqq)
¥ 2= De

as a series connection of the known laminar resistance and a

nonlinear resistance K(() 22— to
2¢ A

(3.11) R, =R,... +L<Z—;1Az,

The distance necessary for fully developed laminar flow can
approximately determined by

(3.12) {{; = 0.02 R, D .

Tor a duct length 1‘:1f the prcfile will be fully developed

and k is constant. For gircular cross-secticns one finds kfd=4/3.
For rectasngular cross-secticns krd is plotted in Fig.

301b.

For a guct length 1-‘].fcl HAN gives the followino approximation
(ref.6)

DR
with
112
(5.14a) Cap =15.) ( Dc( RC) rectangular cross-section
12
(3.14YH) C°l° =13.2 (—QETR‘C) circular cross-gsection .

Combining ecu. (3.13) and (3.14) we find
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(3.15a) 3(0).— ,_m = 12.2 (‘ ri") circular cross-section
m l/u ‘

2
ZgA ]
. _l/z

J 1 1
(3. 150)_ELQLJ_L) ?jﬂ \Z“ ) rectangular cross-section, i
i¢ A‘ M | .
‘ 1

In terms of massflow rate the lenzth for flow development is

i found as
(3.16a) leg = 0.02555 circular cross-section f
(3.16b) lpy = G.08 Rad rectangular cross-section.

3.2 Nonuniform ducts :

[ In chapter 2 we have already derived an eguivalent circuit
for & nonuniform duct irtroducinz nonlinear cross-sectional
resistances (Fig.%.2), assuming an incompressible and lossless :
medium

E (2.14) ﬁo{:F'J- )?gl'n'q =’:>z+ Rs‘,_m

3.2.1 Nozzles

From equ. (2.14) and Fig. 3.2 the nozzle resistance is found as

(3.17) R,,=4—’irlhﬁl ZS)AZ(A—(Q)) |

assuming that there is not Jjet comtraction.
For A, = O R, becomes infiaite (no flow) and for Ay=A R

s een

becomes zero (short CerUlt)

Expressing the flow through the nozzle by pressure difference
across the nozzle we have

(3.18) —Az]’%

Considering compressibility at higher pressures for adiabatic 1
! conditions we find

o PP ™

P

E
XK

1
(3.19) :Azf,(q(&fj/x i

E ﬁ‘ L A

Q
i;j:
\—’
/—\
~——

Q
<
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Fig.3.2 Equivalent circuit of a nonuniform duct
withcut losses

Aj

Fig.3.3 Nozzle geometry

Fig.3.4 Diffuser geometry



For nozzles exits with several nozzle widthsas shown in Fig.
3.5 the entrance lnsses due to flow development have to be
considered (see 3.1.3).

3.2.2 Diffusers

Using equ. (2.14) the pressure drop in an ideal diffuse may
be written as

(3.20) P)-P2 = m (R52°RS|): -2;":412 ('1— (_/A‘;_)z) '

Because the cross-section A, in any case is larger than Al
the negative resistance is 3ominating. The pressure drop
turns out to be negative, the diffuser therefore causes a
pressure increase. Using the ideal pressure recovery coefficient.

2
(3.40) Cppry ™ A= %)

the diffuser resit ance of an ideal diffuser becomes
(5.22) Kd."deq(. == R Cpri .
The diffuser resistance of a real diffuser becomes

(3.23) R [ real = 1y Rd cdeal =~ C pr Ry
where

7d = <C-r diffuser effectiveness

Cpri

and

CPr pressure recovery coefficient of a
real diffuser.

Detailed data on the performance of strasigzht-walled diffusers

are found in ref. 7 and 8. It should be pointed out that
investigaticns of diffusers in flow mechanics were carried out

at confiaurations which were larce compared to those of fluidic
elements. The results of diffuser design of enerzy flow mechanics
can therefore not be directly transfera2d to fluidics. The common
methods assume that the boundary layer is small compared with

the cross-sectional dimensions. For the large dimensions of the
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flow mechanical energy technique this is nearly always valid.
In fluidic circuits, however, the boundary layver is of the
order of the cross-sectional dimensions. Investigations of
fluidic jet deflection amplifiers showed that the pressure
recovery of the diffusers is strongly dependent on mass flow
and sometimes extremely pocr (ref.g).

Gibson found in 1911 (ref.l0) thst the losses in a diffuser
compared with an ideal diffuser can be expressed as a function
of the carnot-losses and the total angle 2/ (Fig. 3.4) ]
m Al ‘
25’/4:' A,/

Citen elbn s o, -

(3.24) p, = KI(6)

f where k(6) can be expressed in the range 0 <2 @ 4350 by
] the relation

(3.25) K(O)=S3(+an O)""

o aro e o

The experimental results from 3ibson show that his formula

only describes the losses in the range 10<2 6 ¢ 35°with sufticient
accuracy. Below 2 ©=7° the losses in these experiments again
increased. It seems therefore to be convenient to interprete
these losses by friction losses. If we assume that the flow is
laminar and does not significantly change the velocity profile,
the laminar resistance of a small fluidic diffuser (ref.9)
becones 4{

(a(x)afz)&ou
alx)Alx)
o

(3.26) Ry (g = €¥

Inserting the geometrical conditions for a straight-walled
diffuser we obtain

(3.27) Rd,lam = Sr e {c

? with an effective diffuser length
/ 2 4, 1@ ,‘;
2o (1= A1 L(=(5T (G
' (3.28) {, =4 y . \ T
i (Z:'-M(G:*”

Combining equ. (3.27) and (3.28) with the equation for the
ideal diffuser the pressure increase in a real diffuser becomes

m Ay 'y ’*a'z % (e
(3.29) Pz'Pc =2'r7’; o - (E) —k(@)M - %z)—“(vh/(/‘)(f’{) ((7 '

i.IIIIIIIIlIIIlIi---nn-u-n----nx-_-uu-a-n-u---ﬁH---uuﬁhruﬁ . R TIE——
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and from this the diffuser etficiency

_ 1._.lﬂ)£_ 16 (1+a, Y a, &
(AN wh i a el Lt
e

1-(&’) :

| (5.30) L Rt

Fig. 3.5 shows the diffuser efficiency/, plotted aczainst the
caseflow rate. The damensions of the diffuser are b, » 1 mm,
ha=1l,05mm, 208 =8",

For fturther information see ref. 9.

The diffuser resistance now will be

(3.23a) Kd'""(:-;;ié 4 _(_%’_;)2_ L((@)( _/Jﬁ;)lJ + K({,(OM.

Raqu. (3.23%a) very accurately describes a diffuser with an
approximately uniform velocity profile at the diffuser inlet.
This is nearly always ziven for Jet deflection amplifiers,
where the recejver takes a small part out of the jet profile.
In wallattachment amplifiers the assumption will not hold

any longer becsuse of the nonuniform velocity distribution at
the receiver inlet. iNeverthcless equ. (3.23%a) will give a cer-
tain guide to estimate the lcsses which mostly are higher than
predicted by energy flow muchanics,

'.% Jet receiver nozzle

. .t of a8 supply nozzle a Jet emerges which is received by a
! nozzle as indicated in Fig. 3.6.
If we block the nozzle we obtain the maximum pressure wnich we
call source pressure p,. If we load the receiver channel by a
finite resistance the static oressure at tne nozzle mouth
decreases by )/2:¢v?. The pressure in the receiver mouth
tnerefore becomes

f (3.51) P, =Pq " 37Y = Pa-R w

. _m
where RL =R =

The equivalent circuit for the nozzle movth is found as a
pressure source p-~ with a8 nonlinear internal resistance Rl'
At tnis internal “resistance we find the pressure drop

i R.m. The difference between source pressure p and pressure
4 d}op at the internal resistsnce R, ic the pregsure in the

| routh of the norzle. In reality t%e source pressure pQ will
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Fig. 5.0 Jet receiver nozzie
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*1g.3.7 Typlical jet receiver characteristic
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Fig.3.8 Jet receiver nozzle with diffuser
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not remain constant for ditterent loadin= because ot chanaes
in the velocity rrofile. The equivalent circuit could tiherelfore
be cnancved by introducinz 8 load dependins pressiure source.
This again ca: be interpreted by an additional internal
resistance.

In ret. 11 Kessel has calculated the pressure source and this
additional internal resistsnce of the receiver source dDressure
tor a jet deflection amplifier.

For tluidic wall-attachment amplifiers the calculaticn ot tne
intern-l resistance will be very diffticult., Nevertheless tne
equivalent circuit for the receiver gs 8 pressure gource with
nonlinear internal resistence is valid, even if the single
quantities lisave to be deterrined out the pressure-flow
cniaracteristics.

A typical pressure-flow characteristic shows fig.3.7.

If we now combire a receiver nozzle with a diffuser we can
directly draw the equivalent circuit fer the whole con-
figuration (*ig. %.8). The viscous losses in the nozzle are
considered by a resistance RV which is calculatel py egu,
Fel la

3.5 The i{luidic_line_branching (ref.12)

Unlike in electronics line brenchines in fluidic networks are
of very complicated nature even for dc. «~hilst the electrical
line branching is fully described by the node theorem

we find potential jumps in the fluidic lines branc:ing off
caused by different velocities in the branches (Fig.3.9).

A further influence factor is the vector characteristic of
the velocity which results in a preference of lines depending
on ceomttry.

5% Dre-ll 'ne_equivalent circuit of the 'ideal' line brancaing

[l Phnuuniphihanpumgiuinguip S phuip=apihighumu e i e T =Y 3 Pt iaupeing

Consideraticn is to be limited only tc the chance at sectional
areas that are marxed by the dotted 1ines shewn in Fiz. 3,10.
#e assume that the medium is incompressible or at least that it
nas low compressibility. Considerinea the losses, we form the
RTRNQULLI equation for the streamlines from brancnh 1 to 2 gand
from branch 1 to 3.

¢v,* ﬁf‘.fpn“qw

(5.§28) [+, +

(3.528) Pyt 3 v = p +~l 7y His o

- LA -~

The total losses H,, and H ir the brsnches ! to 2 and 1 to 3,
respectively, c2n %g devidéé into the mixinz loss h,j ana the
tfricticnal losses. Bv introducing the mass flow rate WwWe obtaln
(5052/9) p'*,?‘h;l|=Pz"le’\:\a+HI)

(3350) P, 4Ry W, = Py Howh b My
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Fig.3.9 Electric and fluidic line cranching

A" v7: p’

Fig.3.10 Dimensions of a fluidic line branching

Fig.3.1l1 Zquivalent circ.it for the "ideal" line branching
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where hl‘ R2 and R;5 are the nonlinear cross-sectional resistan-
ces

L .
s

Azl

iy = ml [ =
2rhe ‘B Tsd¥ '3
<] /*, L-DAL ;

(3.34) ,="

4
3

#e snall decignate R and Rna as arbitrary terminating
resistances, eg. nozZles.

Using the mash-theorem we obtain two equations to describe

the line branching. In addition we have the continuity equation
for use here. Nexlecting the losses the equivalent circuit for
the 'idesl' line braanchine in Fig. %.11 can be found.

This equivalente circuit is used as reference for the real
('lossy') line branchineg that considers the losses.

5.3.2 The_lossy_line branching

ppmnip peptpuageed P RPR el P T =

In ref. 13 Vazsonyi finds a mathematical approach for losses
in duct branches. His calculations were pased on the extensive
tests at the Hydreaulic Institute of the Technical University
of ¥unich (ref.l14 and 15).

The losses can be devided into pressure losses caused by the
frictional losses in the ducts, the hydromechanical develop-
ment of the velocity profile and the mixing losses in the
region of flow division.

The mathematical approach of Vazsonyi for the mixing losses
is given as

(3.35)zh,, = f{/{,{d)-\;’l P (2 A0 = 2, ))V,% - 2 INENAA 'o.w('J

(3'36);—”1‘1 gl:l“{l)_\;il e (2 /\.1({:‘)~ .“(L»Q; =& 12(/“)6173 (og{&uJ .

The loss coefficients A, and /. and the effective angles in
equ. (3.35) and (3.3€) can be taken form Fig. 3.12 and 3.13.

Considering the mixine losses the equations for the real line
branching can be written as

(5.37) Pc'Pz=‘R4-’\.‘\4*l?24’;\l+t\42

(3.38) pi-py=-Rywr,+ Rym, whis,

From eau. (5.%5) through (3.48) we obtain the equivalent
circuit snown in *ig. 3.14, where

(3.39) R, = - k,n,

¢ 2
" A /'\PMNM

{

n::;_'l .
R‘|2= R,l‘(n(—.‘) APy~ mzz

(2 W]

217

Pl Sk

Ceah T




) _ _Vr‘s . 5
(13—[? k 1 AP43~ My My

v 2
R21‘R?_k24 AP21~ L))

- V2
Ry = Ry Kay A Pyy ™ ™My
w = Rag A Pag™ ™y s

The correction terms k only depend on geometry, sior a given
branching they are constant.

(3.40) K, =1- A,(4)

K= A4(p)-
iy =2 41 Ayh)cosa!
Kyv= 2 A4()-2, ()4 1-2 A- N (A)cosd & (A_ (2 )~ ,((S))

Ky, = 2 ()= A4 42 5 Auldeosp o (£2)(2, (1) -20)
s =2(42 (a9 1) 2 :—Az/lz(-f)coso('-z 2 0yt

The resistances Ry, , Ry, and k,, consider the pressure losses

in the single branches caused by friction end the development
of the velocity profile. The resistances R,, , R, and Kj, only
depend on the mass flow rate through the branch tbat they are
appointed to in the equivalent circuit. The resistances Ry, ,
R, and Ri; depend on the several flows simultaneougly. In order
to describe them in & network a parametric representation with
respect to flow is necessery.

Using flow-controlled resistances it could be possible to find
other constellations of resistances in the equivalent circuit.
However, in ref. 12 it is shown that the chosen configuration
is convenient for the measuring techniques used.

Combining the single resistances in the branches we find the
equivalent circuit using the branch resistances (see Fig. 3.15).

(5.41) Ry = Ky R,
R0 = L(Zo Rz_

R30 - k’&o R,’b

which are related to the cross-sectional reaieiarces shown in
*ig.3,11, where
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‘ Fig.3.12 Loas coefficient as function of angle of deflection
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Fig.3.13 Effective angle of deflection as function of
angle of deflection
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Fig.3.14 Equivalent circuit of a general line brancning
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Fig.3.15 Equivalent circuit with branch resistances
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Fig.3.16 Eqiivalent circuit of a line branching
f with flow diodes showing flow direction
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It should be emphasized that a topological agreement of the
equivalent circuit with the test model is only valid for the
three terminating points 1, 2 and 5, because the equivalent
circuit merely describes the pressure transfer for the hatched
rezion in Pig.3.10 if the viscous resistances R,take into
account the losses in the lines. In addition the equivalent
circuit depends on the direction of the input flow.

In order to show for which flow direction the equivalent
circuit has been developed flow diodes can be introduced as
shown in Fig. 3.16.

5.3.2.1 Eguivalent circuit for symmetrical line branching
The branching is defined to be s; ‘metrical if the cross
sections A; and Ay, and the angless and(> are equal. For
this case the equivalent circuit can be simplified to that
of Fig. 3.17. The resistances R,, and R, disappear.

For equal lengths in the output branches the total resistances
for the branch 2 and 3 have the same flow characteristic. The
single resistance can be described by

(3.43) Ry = R, (1= A, (8)

. A n, ™
Riy = R, (-ZA;_ Ai(*)(oso\') mr;":

Rar = Ry =R, (2, ()= A, («)+ 1 -2 1/‘_1‘_2_ A, (<) Cosa')
|

3.4 The fluidic line junction

Problems in fluidic line Jjunctions are very similar to those
in fluidic line branchings. In ref. lc tnerefore Kohl derives
an equivalent circuit in analogy to that of the line branching,
using the results from Vazsonyi (ref.13) for the mixing losses.
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Fig.3.17 Equivalent circuit for the symmetrical line branching
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5.4.1 The eguivalent circuit of the 'ideal'line_ junction
Assuning that the medium is incompressible or at least that
it has low compressibility, we form the PSRNOULLI-equation
for the streamlines from branch 1 to 3 and from branch 2 to 3
(Fig. 3.18)

(3.448) 2y« 2 ¢V = Bk 4 et W,

(Boaub) FZ + —;-3\722 = P: Py _‘2. 7\7::C 4 Jl?‘ i
The total losses Hj;aand H;;can be devided into the mixing

losses h and the frictional losses.
By introducing the massflow rate we obtain

(5-458) P,‘ + r’, m.af = '»"34 f?: r.‘/\.li "l1‘~

4

5

(3.45b) Py + Rym, = Pa+ Ranig- Hys

where Rl’ R2 and R, are the cross-sectional resistances

y [ rvas 2 = m3
A - b LAY - -
Al < 2-48 L ZpAS

(3.46) [ =

[

L)

{ Neglecting the losses the equivalent circuit for an 'ideal’
line Junction is found in Fie. 3.19,
This equivalent circuit is used as reference for the real
('lossy') line junction that considers the losces.

The mathematical apprcach of Vazsonyi for the mixing losses
is given as

i e 2 A - VY\:'H ) sz\:\ '
L= < n

ma oa
| e _ (Ve Vema ooy
= )V, Va2l T [ 2 o'+ =22 cosa
(001 2y = g+ T2 T B e T o]

~




Fig.3.18 Fliidic line junction

I Fig.3.19 Equivalent circuit for the "ideal" line junction
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Fig.3.20 Loss coefficient as function of angle of deflection
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The loss coefficient A;can be taken from Fig. 3.20 and the
effective angles can be taken from Fig. 3.13.

Considering the mixine losses the equation for the real line
junction we obtain the equivalent circuit shown in FPig. 3.21,

where
(3.49) K, =R, «,, AP, ~ 2
o \2
Riz=R, W;z( - ) APy ~ mM 2
—-— '.Y\Z .
Rﬁﬁ— in‘uz o A Pas V'V‘1 w5
&
'221 _RZL(21 APZQN r:qzl
- Y:'\A 2 a
Ria =Rk, (2 > APay ~ 2
I 2
- ”"71 2 3
' Ren= Ra2Wyy— Bfya ~ M,
3

The correction terms k only depend on geometry, for a given
line branching they are constant.

(3.50) K, = Ay(a)-1-2 A sy Z(ﬁ)"—

As A
A' z. AZ
k\‘l =2_(7:) = 7 A_Z',Z} Cosﬂl
| "{43:‘1’( ﬁ;)z

L,\N:/]}((s)-4-2%(05/3,42(%)2
\J& -
un:z(ﬁi)z— 2 £ corp

A Ay
Koa=14 (ﬁi)&

The resistances Ry,, Ry,and R, consider the pressure losses
in the single bianch caused by friction and flow development.
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Fig.3.21 Equivalent circuit of a general line junction

Fig.3.22 Equivalent circuit with branch resistances

Fig.3.23 Equiéalcnt circuit of a line junction with flow
diodes showing flow direction
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Sdmilar to the equivalent circuit of the line branching the
resistances R,, and R, only depend on the massflow rate through
the branch thney are appointed to in the equivalent circuit.

The resistances R, , R,4, R: and R;; depend on the ratio of

the flow rates m, and i,. In order to describe them in a network
& parametric representation with respect to flow is necessary.

Combining the single resistances in the branches we find the
equivalent circuit using the branch resistances (see Fig. 3.22).

(3.51) Ry = UoR

Rzo = ‘/ZORZ

which are related to the cross-sectional resistances, where

(3.52) ki =k14+klz(%)2+ by 75
1

ny \2 m
74 = + Kk J@H F -TJ
o 21 22( z) sa e

As already said above for the line branching the equivalent
circuit depends on the direction of the input flows. In order
to show for which flow direction the equivalent circuit has
been developed flow diodes can be introduced as ghown in

Fig. 3.25.

For a symmetrical line junction (A1- A,and A-F)we obtain
(3.53) k, =k,

k«? = W2

kﬂﬁ =:L(21>.
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4, Transmission Lines

Contrary to processes in fluidic networks with lumped com-
ponents pressure and flow depend on time as well as on space.
Comparing the pneumatic and the electric transmission line
webfind that the velocity of sound in air is about the factor
10" smaller than the velocity of light. de therefore obtain
in fluidic encineerinz the same wave lenvths at frequencies
which are about 1C® lower than in electrical engineering.

For instance 6CC Hz in fluidic engineering (wmedium air) may
te compared with 600 Mz in electrical engineering. The wave
length A in both cases is 50 cm. In Table 1 the frequency ranges
of electronics and fluidics (medium air) are compared.

Frequency range ____ ____________ wave_length range
Electronics Fluidics (air)

0,3 — 3MHz 035 = 3Hz AMF 100C - 100 m
3 - 30MH2 3 — 30Hz HF 160 - 10 m
3C -300FHz 30 - 300H2 VHF 10 - lm
0,3 — 3kHz 0,% - 3kHz UHF 10 - 1 dm
) —~ 30kHz 3 - 30kHz SHF 10 - l cm

Table 1

The above mentioned frequencies of 600 Hz therefore belong to
microwave rancge. But even for frequencies of 30 Hz we must be
aware of handling ultra short waves.

4.1 The eguivalent circuit_for a_short length of fluidic

Analogous to the electric transmissicn line an equivalent
circuit for a short length of the uniform fluidic transmission
can be derived as shown in Fig. 4.1,

where

R' resistance per unit length

L' inductance ?inertia) per unit length
c' capacitance per unit lenath

G!' conductance per unit length

Unitorm means that the transmission line characteristics do not
change along the line (same geometry and flow conditions).
Putting up the mesh theorem for the pressure

(4.1) Zl's =0

and the node theorem for the massflow

(4.2) 2 m =0
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mam(z) R dz U' -dz m(z+dz)=m+g_'h dz
— e z

=p+9P.
p(z+dz)=p+ 3z dz

Fig.4.1 Equivalent circuit for a short length of a fluidic
transmission line

Fig.4.2 Fluidic transmission line with arbitrary load
impedance

m

P

Fig.4.3 Fluidic transmission line as four pole



we find the followine relations

(4.3)-,3—5 =(R'vjwl')m =2;m

om

o ' i
()= 50 = (&lejml)p =Y p
where
(4.5) 2,‘= Q'fJUJL, series impedance per unit length

[l .
(4.6) Y; = Gﬂ+qu c* shunt admittance per unit length.

Out of the equations for the series impedance per unit length
and shunt admittance per unit length the differential equation
for the pressure is obtained as

% VY
This linear differential equation can be solved by

(4.8) P = ae(“?

where

S A D I
From equ. (4.8) the zeneral solution is found as
(4.10) f): Q'e-(‘a +qa€‘r‘&.

&1 is called propagaticn factor, with

(6.11) f, = omj/‘:

where




d, attenuation factor
P' wave number,

The solution of the differential equation for the massflow
rate gives

(4.12) m = —“2-'-@'('2— G gt

0 2o
where
_ RWiwL"
(4.13) 20—{ AT

Z, has the dime:nsions of a fluidic resistance and is called
'surge impedance' or 'characteristic impedance' of the line.

Using the conventional complex time notation one obtains

A gt * (it - A (wt
(#.28) ped™® 2g M2, tﬂ'2)+azc*'*ed(“ wh2)

wt g, -42 j(wt-B2) ¢ . .
(4.15) ﬁaer _—_ %e [ eJ - (S +%ed,£ ed(wt+fs, )
[»]

-}

Pressure and flow along the line result out of the super-
position of & wave travelling in positive z-direction ard a
wave travelling in negative z-direction.

The amplitudes decrease with increasing direction of propagation
according ¢ %2, The phase changes with wt and in addition
along the propagation coordinate with /32 .

The phase velocity is

L.
[
The phase velocity in general is smaller than the velcecity of

sound C, in free space (or lossless transmission line).
The relation between frequency and wavelength is given by

(4.16) C =

(4.17) ¢ =3 .

Calculating the constants a,6 and a, out of the boundary con-
ditions we find the characteristic equations for the trans-
mission line which gives the correlation between pregsure p,
and mass flow rate m, at the beginning of the line and pressure
p, and massflow rate m, at the end of the line.

231

T =




(4.18) p, =p,coshp l + m, 2, bl

(4.19) m, =w,coihr L + g_?- con bl

Using

(#.20) 2, = £2

Mo

f~r the load impedance of the lirie the transfer function for
pressure and flow are

Zs .
(4.21) -F"FZ= (o.stvr,( t 22 ,(Mhr‘(
(4.22) 2 =CoSh[,( , 22 SCLIE
M;_ 20
“.2.5  Input impedance of a uniform line with arbitrary

The input irpedance Z, of a line loaded by an arbitrary impe-
dance is found out of equ. (4.21) and (4.22) as

2o
+ - tan {
e 2”': 1 Zzt hr« 22..
1+ %’ fanhr‘l.

Loading the line by its surge impedance Z, = Z, , one finds
that the input impedance is equal to its surge impedance

(4.24) Z;,=2, with 2, =2,

The main wave is fully asbsorbed by the load impedance. The
transmission line is 'matched'.
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4.2.4 The_four-pole _equivalent circuit_of_ the_transmission

=TTV R-Y=Tr—T 7 “T-F=LF T 2—P==F"- PPy PPt P Wp=@—FF TP T3P op g2

line

The four-pole equivalent circuit of a line (Fig. 4.2) can
be derived from the characteristic equations (4.18) and
(4.19) which can be written as

/

!
‘ Q 2 Fl

(4.25)

= Ay Q,, "
where
a, = coshpd
Q, = gosiwkr4[
)
Q,p = coshyr, [,

Por the T-type equivalent circuit in Pig. 4.4awe obtain

(4.2€) z

ir -22T =29£C‘V’A(é[4()

4
= Sinhn[

(4.27) 2,

and for the type equivalent circuit

*28) Bom32 = 1
m 27 20 fawh(%rql)

(4.29) 23W'='2o5(”h[}1-
For small argument X}L assuming

A p2g2
R LRSS
the transmission line can be described by the T-type or

T~ -type equivalent circuit with lumped parameters in Fig. 4.5.
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P 2y P2

Fig.4.4a T-type equivalent circuit
b T-type equivalent circuit

Rei+jwler Reytjwie,

—C d )
Ge,+ij,;
o ) <0 b.)
2 2
Gey+jwCe, Gey+jwCey
o . )

Fig.4.5

Four-pole equivalent circuit for a transmission
line assuming % (¢ <<4
a) T-type, b) T-type
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A comparison between both lumped end distributed parameter
models is given in ref. 17. In the same reference the various
matrix presentations for the distributed parameter model forms
are given.

4,3% The lossless uniform transmission line

Assuming that the losses of the transmission line can be
neglected the series impedance and shunt admittance per unit

length reduce to

(4.30) 2‘\ = JW[—'
(4.31) Y1 =J~»C.

The enuivalent circuit for a short lengtnh of the lossless trans-
mission line is drawn in Fig. 4.¢, where L' is represented bLy
the adisbatic inductance per unit length L, and C' by the
adiabatic capacitance per unit length C! (see chapter 2.3)

T -4
(4.32) 2,0—6‘*"”1 where L, = A
] iy C' | = A
6.39) Yo = Ca Ca =4
CO.
The surge impedance now becomes
2,101 L:z‘ Ca
(4.34) 2 = ; == = —
B I G A

The propagation factor 5] reduces to

(4.55) K—co= Z:oY':) :JwVL'aCaI =J‘% =jﬁ40.

Equ. (4.34) and (4.35) are mostly used in acoustics, where the
diameters of lines are so large that the neglection of friction
will not significantly influence the results. In fluidics the
nexlection of losses will not be permissible. Nevertheless
those equations are of importance for fluidic circuit design.
The surge impedance can be roughly calculated only with the
knowledge of the cross-sectional area and the speed of sound,
so giving an idea how to match the line (see chapter 5).

Havinz only a real component the surge impedance Z¢, can be
used in graphical techniques (see chapter 6.2.1).
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Fig.4.6 Equivalent circuit of a short length of lossless
fluidic tranemission line
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Fig.4.7 Equivalent circuit of a short length of fluidic
transmission 1ine with frequency independent
line parameters

236

S




T Ty Y Ve PR T T v T

4.4 The_lossy uniform transmission line with constant

An improvement of transmission line theory is obtained by
considering the dc-resistance per unit lensth (Fig. 4.7)

From this the surge impedance Z and the propazation factor
are obtained as

(4.36) 2,52,

C W oo
(“.37) [ =|c f-J;/—wV :

The characteristic angular frequency is defined as

Rl _ &y

(4.38) w 2w, =
e =2l . A

This theory is also called constant parameter theory.

4.5 The_lossy uniform transmission line with_frequency

The first descriptions of fluid transmission lines considering
frequency dependence of the line psrameters where carried out
by Crandall already in 1927. In his work (ref.18) a frequency
dependent resistance and reactance are calculated for the
acoustic line with circular cross-section. Richardson presented
measurements which showed the dependence of the profile in

an acoustic line on frequency (annular effect) (ref.19).

In ref. 20 Iberall gave the first general theory for fluid lines.
The first comprehensive studies on frequency dependence of
transrission line parameters have been done by Nichols (ref.21)
and Brown (ref.22) solving the linearized flow equations for

a transmission line with circular cross-section. In ref. 25 and
24 Schaedel presented a theory for transmission lines with rec-

tangular cross-section.

The assumptions of Brown, Nichols and Schaedel are
1. Smal perturbations with small mean flow

. Laminar flow

. Retain only first order terms of equations

. Wave length of signaly cross-sectional dimensions
c Isothermalzwalls

3
w <ce 2.5
G

| d

O\ FEWN
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4.5.1 Transmiission line with circular cross-section

Series impedance per unit length
. -1
.39 2/'=jwls(1-3(2))

where

w o\ _ 23(2»*)
.3( N\’) T 3:3.2))

av=]/8j3§v

8wV
A

UQP‘—‘

Shunt admittance per unit length
@a0) Y =l (A+ e-0)¥( )

where 3 )= 23,(2¢)

w 2730(21'3

.
= '3 W
2y = vgl We

8wV Wy
W = =
i A Pe
SN
Yr .

Fr = Prandtl number (= 0,708 for air)

oi2) = Besselfunction of zero order
3,(2) = Besselfunction of first order

4.5.2 Transmission line with rectangular cross-section

Series impedance per unit length
' 2v w
(4.41) 2, a A2 S( wy)

where

A s T

R i
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Fig.4.8 Velocity profiles for small frequencies in a
circular duct
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Pig.4.9 Velocity profiles for high frequencies in a
circular duct
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daz(dizi-J 2iTa —Ub:_r‘)
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a aspect ratio,d =
wiclth r Wt T

T eigen values.

Shunt admittance per unit length

(4.42) YI' =Jw(a'(»c-j(x-1) &‘rﬁa S(_:)_T))
fanb (£1 44270 2 )

Ly V

o /-
where 5( s )_ Z Eﬁl«%i&ﬁ‘a %r
= '(az(d'fﬁi 2fa -uwT)

(=1 T

4.5.3 The_frequency dependence of the_line parameters

For laminar dc flow the velocity distribution in a circular tube
is parabolic. The same parabdbolic distridbution we find for srall
frequencies. The magnitude varies in the same phase with that
of the pressure gradient (see Fig. 4.8). Y, ie the velocity
referrad to the average velocity for dc flow. W#ith increasing
frequency the amplitude diminishes. The maxima are found in the
neighbourhoud of the wall (see Fig. 4.9).The fluid in the center

of *he tube flows with a phase lag of 90° to the pressure gradient

Only the fluid near the wall is in phase with the pressure gra-
dient. Nith increasing frequency the amplitude of the velocity
diminishes and the region in which the velocity and the pressure
gradient are in phase is getting smaller. The pure resistance
of the series impedance increases with increasing frequency.
This annular effect is very similar to the skineffect in elec-
trical engineering.

The following figures will show the frequency depence. of the
single line parameters defined in the equivalent circuit for
lines with circular and rectangular cross-section. The frequency

f is referred to the viscous frequency {,,.-:Zﬁfg = 1
0 A -

Por small dimensionless frequencies, i.e. for small frequencies
and small cross-sections the ac-resistance is equal to the dc-
resistance. With increasing frequency and increasing cross-sec-
tion the ac-resistance may increase to a multiple of the dc-
resistance. (Fig. 4.10)

The inductance approaches the adiabatic inductance for large
cross-sectioins and high frequencies. For low frequencies and
small cross-sections it can grow about 30%. (Fig.4.11)
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The capacitance for high dimensionsless frequencies{/h benaves
adiabaticslly. For small dimensionless frequencies it increasses
up to X times the adiabatic capacitance. This is the value we
calculate for isothermal conditions. #hether the capacitance
hehaves isothermally or adiabatically is not only determined

by the operating frequency but also by the cross-section.
Technical capacitors in nearly all cases behave adiabatically
because of their large cross-sections even for frequencies

of a few Hz. In transmission lines the behaviour mostly is
polytropic. (Pig.4.12) The dissipation factor of the capacitance
tawé==67u:c' passes through a distinct maximum. The same
pnenomenon we find in electric capacitors using a dielectric
with orientation polarised dipoles. It is caused by the inertia
of the dielectric dipoles. (Fig.4.13) The dissipation in the
fluidic capacitor is caused by the fact that the density varia-
tions do not follow the pressure variations with out inertia
because of thermodynamic effects.

In Fig. 4.14-4.17 the surge impedance and the propacation factor
are plotted as a function of the dimensionless frequency.

¥e see that only for high normalized frequencies the surge impe-
dance approximates the value of the surge irpedance of the
lossless transmission line. The phase velocity also for high
normalised frequencies only is approximately equal to the ve-
locity of sound in free air. Por low frequencies and small cross-
3ections the deviation from free air velocity may be considerable.

From this follow: that the individual frequencies of a frequency
mixture suffer different phase shifts and attenuation. This
results in dispersion. Therefore the rise and decay times of
pulses in fluidic transmission lines are increased.

In ref. 2, 24, 25 and 26 reasurements have been carried out
which show excelient accordance between theory and practice.
In Pig. 4.18 and 4.19 pressure transfer functions are shown
for a circular and rectangular duct for blocked load conditions.

For the line with circular cross-section karsm (ref.27) developed
] a high frequency model for w>>/w, that may be very helpful wien

a computer is not available. The line parameters in slightly

modified notation are

T

|_8ﬂ'P—3 K ‘w_—_ ' -g_ 1afw
k"= At :3’—+2 W —Rlo.mh8+2 WV}
K A 7 ) 3

O (R P

1 A L 2 W/, L 2 Wy
' (4.43) C'-i[4+f_’__(_j_ +_4__)__C'[“_K-'/4 4)]
2 2 w =AY ot S
Ca war ﬁ; a \Lt‘*’r {‘“’—r
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From this the unit phase shift and attenuation become

{ v-{ Ywwy
d, = -1+
(4.44) "1'( Pr Ca }
fo, = ‘2)_

P
T T .

For the line with rectangular cross-section until now no
approximations are available.

In ref. 25 Shearer, however, shows that the equaticns (4.39)

end (4.40) for the line with circular cross-section can be
tpplied to the line with rectangular cross-section using the
hydraulic radius with good accuracy if the aspect ratio is in the
rsuge of about a = 2.0 to 1.0, resp. a = C,5 to 1.0, It may

be therefore possible to use the equations (4.43) and (4.40)

for the high frequency approximation of the rectangular line

in the range of aspect ratio mentioned above.

e i e ——

|

4.5.4 Higher modes_in fluidic_lines

All the information given up to bhere was concerned with the
fundamental of longitudinal mode of propagation in s fluid line.
In ref. 28 it is demonstrated, that other modes of propagation
may exist in a fluid line. These adiitional modes which are
called higher modes, are excited at the ends of the line, or
at points of line discontinuity, because the fundamental mode ]
alone is generally not capable of satisfying the end conditions,
which occur at these locations. These modes are more prevalent :
as the fluid viscosity increases and for frequecies of engineer- t
ing interest, do not propagate far from the point of exitation. )
For long transmission lines and low frequencies the effect of |
these modes may be generally neglected, for short lines, however,
it may not be neglected.

Fig. 4.20 shows typical velocity profiles for four modes. In i
Pig. 4.21 and 4.22 thespatial attenuation factor as a function i
of radial frequency number is plotted, !

Wre
Ca

Dnr = -‘-2—"‘2 radial damping number .
Q

It is clearly to be seen that up to a critical frequency the
attenuation factor of the higher modes is large compared to
that of the Oth mode, so that the higher modes can be neglected.
Above the critical frequency the attenuation factor of the
higher modes becomes smaller than that of the Oth mode. This
effect is similar to that in hollow wave guides in microwave
techniques. Tor a transmission line with a dismeter of 3 mm
the critical frequency for the first mode is about 140 kHz,
and for a line of D = 10 mm about 43 kHz. These considerations
indicate the possibility of transmitting fluildic carrier fre-
quency signals at higher modes with less attenustion than found

where Far = radial frequency number ]

PR -

.
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at the Oth rode.

4.4.5 Influence of superposed dc-flow

Little knowledge presently exists about the influence of signi-
| ficant dc-flow on the frequency behaviour of a transmission line.
’ in ref. 30 Brown applies the method of characteristics to cal-
I culate quasisteady wall shear on unsteady flowintubes. The

work is based on ref. 29 in which Zielke shows that the method
of characteristic can be adapted to handle frequency-dependent
wall shear. In ref.3l the investigations of ref. 30 are extended.
The results of semiempirical analytical and experimental studies
’ of the acoustic fregquency response of circular tubes with a
mean turbulent flow are given.

The influence of dc-flow is considered by tsking into account
the velocity profile for different Reynolds numbers. So a con-
i stant parameter (I-R-C) model for frequencies considerably
below w, is establishes with

: (4.45) 2 =Rv'+jwl..'
(4.46) Y' =\J'wn:Ca'L :

|
The resistance Rv 1s found from the widely established data
for the friction factor f (see chapter 3.1) as

(4.47) RV,zZ’:_A“ g?:)

The incuctance L is calculated on the basis of the velocity
profile depending on Reynolds number.

: \ vidA
(4.48) L' e I(L(EC)LQ = LQ A;‘{—z
;( ﬂdA)

where I(L(Rc) is given in Table 2.
The capacitance Ca is the isothermal capacitance.
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Laminar flow
2500 (turbulent)

10° 1.020

10° 1.012

107 1.008

oo 1.000
Table 2

This low frequency model is extended for high frequencies.

4.6 Nonuniform transmission lines

Considerable work has been devoted to the nonuniform transmiesion
line in electronics and acoustics, where those tapered lines are
used as impedance matching elements between systems, filters

and puls transformers. A comprehensive collection of literature

can be found in ref. 32.

All these investigations are limited to lines with small taper

and negligible losses. For electrical and acoustical lines this
turns out to be sufficient. Because of dc-flow influence in
fluidic transmission lines solutions obtained can only be applied
to fluidic transmission lines with blocked load conditions or

no dc-flow. Until now there is no general solution for the loss-
less nonuniform transmission line with arbitrary shape. One of

the few nonuniform lines where a mathematical solution is possible
is the exponential line (exponential horn in acoustics).
Neglecting the losses we obtain for a short length of the non-

unifore line

(4.45) (—Dﬁ =-J'uol_'(&)-w.1

Y
9m _ _ 1w Clea)p,
(4.46) s Je P

Assuming that the inductance and the capacitance change exponen-
tially
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ok
wap) L) =Lye
wae) C'@)=C "

the pressure and flow distribution along the .ossless exponential
transmission line are found as

Lka- Py las P2
(4.49) p=aqa,c” i ta, e’ ”S“

. x-S Lias,
e T
o o2

where

j(&)Lolekz
P ¥ z k

(4.510) Py =1/52— Lk witn p= %"; ,

For

(4.518) 2oy, =

%kc<ﬁ

W >> (. gf
z0 1.2 approximately ies a pure resistance
’

or

. ke Ca ka

L
=0

P e = -
S Aiék2

where A, input cross-section of the line.
If the 11ne is loaded at it end by a resistance

— okt
2, =2,.¢
the main wave is fully absorbed and the line is matched. The
input resistence then becomes

Zdn =2of. 5
The 1line acts as a transformer that transforms the load
resistance 22 to the resistance Zoi‘
The line will be matched for frequencies which are about three

times the cutoff frequency { = fak
b -

= 20

(4.52) 2¢p =

AT T

T

o " -
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Such an exponential horn has been used in ref. 33 for a fluidic
circuit in order to match the sending and receiving amplitiers
to a long transmission line with a diameter of 3.5 to %26.0 mm.

For nonuniform lines where no mathematical solution is known,
the line can be approximated by a number of uniforr lines (ref.
34,35), as inlicated in Pig. 4.23. !

Experimental results show good agreement between theory and
grncticg for the acoustic case (no dc-flow, blocked load) ;
ref.35).

For dc-flow the pressure increase or decrease caused by the
varying cross-section has to be considered. This is possible »
by introducing the cross-sectional resistances rs==*“/f/ie) ]

at the points where two uniform lines are connected. For the [
acoustic case the cross-sectional resistances become zero (» =o),

In ref. 9 the transmission line parameters for a short length
of these equivalent uniform lines have been redefined for a
straightwalled tapered line (see Pig. 4.24), where

(4.538) re = K[Qm— ;%2[4_(%)&-14(@)( - j—;)z]

L A A
A A:'/41—1 Az

Afpt! L
(4.53¢) Cf%ﬁ;
2

The surge impedance for the lossless equivalent line follows as

Ny A
Ca Z(%z)lh;l—;’, _ Ca

(4.530) [, =

(“.54) 2;0__-— 2 S
Ay Ar\e _ -
(&) -1 Acft
! and the effective aspect ratio is defined as

In ref.9 a number of different straight-walled nonuniform lines
t has been investigeted under different load conditions and for
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nonuniform transmission line
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different dc-flow rates. Under blocked load corn?itions agreement
between “heory and exy iment was extremely good. Under finite
load conditions agreement differed rather much with the rodel.
It is supposed that number n cof segments taken for simulation
has been too small. The hirghest number of sesments nas teen lu.

In ref. 32 a numerical simulation of nonuniform electrical trans-
mission lines for a claimed calculatiou accuracy has been
evaluated. Results show that the number of segments necessary
may differ from some 10 to some 1000 for aa accuracy of 1073

for the reflection coefficient. The number of segments necessary
is determined by the computer.

It should be therefore worthwhile to apply this computer simul-
tation of ref.32 to the problem of the nonuniicrm transmission
line using the equivalent circuit of Fig. 4.24.

5. AC=-Circuits

5.1 Signal transfer on a transmission_line considering

In real fluidic circuits the trasnsmission line is fed by a
pressure source DQ with an internal impedsnce Z.. At its end
it is loaded by a‘load impedance Z, (Fig. 5.1).

The pressure and mass flow distribution alons the line are

'y and T} are the reflection coefficients at the beginnins and
at the end of the transmission line

given by
—_ .2 2 -
s -t 4+lzeJNt t)
(5.1) pY)=py —— e B .
ditzo 1-T3T, ¢ 40!
2n(2-4¢)
. Po ‘(f} 4--'—'1C ('(
{ (5.2) m(2}= +—— e - 2l
5 2t Py 1-T, T e <l
i
':

i (5.5) 7—' =§_.L__._2_° . F - .L?L."‘?o
: 2‘:*20 ! 2L+2° .

Pressure and massflow at the end of the line become
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C e r——

20+ 2o ST = ’lf«(-.

If the line is matched at the end(l—}_=0) we see that pressure
and massflow rate become

; Zo “d.‘(
06 J(ﬂ = )
(5.6) plt) = pq 2”2“@
o) -6"(
e e = _‘.i
(5.7) m(l) 2.5 .

If the line is matched at the beginning (T7=0)we obtain

(5.8) pll) =3 pq e’r‘((H'—L)

The dc-behaviour of nozzles is described in chapter 3.2.1.

In order to determine the ac-behaviour of the nozzle we assume
that the operating point is fixed by a certain dc-flow and that
a srwall sc-signal is superimpcsed. The resulting pressure and
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flow variations determine the ac-resistance of the nozzle. We
thus linearize the nonlinear resistance in its cperating point.
Out of equation (3.18) we have the relation between flow rate
tnrough a nozzle and the pressure difference across the nozzle
for an incompressible or low compressible medium (see Fig. 5.2).

. 2 L l*_ ”)‘
m = A, ¢ P&\Qz
A|i

(5.18)

| Tne massflow m through a subsonic orifice is to a good
| spproximation given by ref.3 as

| - . 2p,° RT(p? pzf) AV 2Ry T ]_f_,"_
. (5.10) m = A, |— A 2 pz*] oy
| (%)) 1-(2%) :

Taking to total differentials

Om b 4 O

- lwm = +
(5.11) cm op P, 2%

one finds similar to ref. 3

s s
(5.12) don = m, | SB2 4 _d_fiﬁ__ pt _dpt
FE ey =) 2 2 (£ -¢)

P.¥ 2 P*
where
A ‘IZR
(5.13) rho= =2 o }[
- (—‘

is the dc-massflow rate.
Equation (5.12) can be written as

m m *
J14) dm = ° lp, ~ 2o (H- £ )d
e g i Z(P,'Pz) <P Z(ﬁ'PZ)( P2* ) P2

which can be interpreted by the equivalent circuit in Fig. 5.3.
The dynamic nozzle resistance in PFig. 5.3 is




dn:’ h= 2Rn

p | | doyi2- £

Fig.5.3 AC-equivalent circuit of the dynamic nozzle resistance

am m=2R,

dp, ] fp}é?

Fig.5.4 AC-equivalent circuit of a nozzle for the
critical preasare ratio

dm ,;;——2/?,,

| @, | @ |

Fig.5.5 AC-equivalent circuit of a nozzle for small overpressures

| dm
E

dp, l [] h= 2R

Fig.5.6 AC-equivalent circuit of a nozzle for constant
exit pressure
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(5.15) r, =2 #oF = 2R,

wnich means that r,, 1is twice of the value of the dc-resistance
in the operating point.

It should be noted thet¢ when f,*/fP.” 2 2, greater than the
critical pressure ratio there is no influence of dp, on the
tlow rate. Flow changes are only effected by the upStream
cressure dpl. The equivalent circuit of Fig. 5.% reduces to
that in Fig, 5.4.

For small pressures above athmospheric Eressure Py

P)
Py = P, we obtain dhe o 1

P

P =

and the equivalent circuit reduces to that in Fig. 5.5.

For low pressure fluidic circuits the equivalent circuit of
Pig. 5.5 will be sufficient.

For constant nozzle exit pressure p, = const. the equivalent
circuit further reduces to that in gig. 5.6.

This for instance is the case where the flow of the terminating
nozzle discharges into free atmosphere.

The dynamic nozzle resistance for this case can be expressed as

Az
(5.15) (a \/— V A.

where ) f7;€:'

[ =
= ¢
o |

»*
Fl =FI+P0.
The dynamic resistance is referred to the surge itpedance of
the lossless transmission line.

For (/b/%02<<4 we obtain a very useful thumb rule

T k[P
(5.16) = 1= ]‘
25m Az Po

Considering the compressibility the expression becomes more
corxplicated. For adiabatic condition follows
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The evaluation of equ. (5.17) is shown in Pig. 5.7 (ref.2). The
dimensionless nozzle resistance is plotted against the dimension-~
less dc-pressure. The ratio of the cross-sections is used as
parameter. It can be seen that for a given dc-pressure the line

is only matched (r, =32, ) at a distinct area ratio.

Fig. 5.8a and 5.8b show the results of experimental investigations
which are in high accordance with theory. (ref.2)

5.2.1.2 Varying nozzle exit pressure

A typical example for a nozzle with varying nozzle exit pressure
is the input nozzle of a beam deflection amplifier (Fig. 5.9).
with increasing pressure p, the beam is deflected and thus the
nozzle exit pressure decrefises. If we assume a linear relation-
ship between dp1 and dp2 for small deflection angles

(5.18) dp, =-€dp,
the nozzle resistaence is found as

é& - Zfs{;

dm 4+g(2-.%5)

where Rst is the steady state resistance.

(5.19) r, =

For small overpressure equation (5.19) reduces to

2
(5.20) r, = ——p.
"= e Ks

Fig. 5.10 demonstrates the influence of ¢ on the dynamic
resistance. For constant exit pressure (¢ =0) the characteristic
of the resistance 18 represented by the tangent in the operating
point. W#ith increasing ¢ the slope of the dynamic resistance
becomes steeper and for ¢£=1{ the dynamic resistance is equal to
the dc-resistance.

The differential or dynemic input resistance of a beam deflection
emplifier in push-pull operation can be determined frcm the dc
input characteristics measured for constant input pressure dif-
ferences indicated in Fig. 5.11.

For pure push-pull operstion we can seperate the input pressures
into a common mode pressure ?& and differential mode pressure
A Pgs where :
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Fig.5.9

iy

Inpat nozzle of a beam deflection amplifier

7ig.5.10

— = A

Input resistance of a nozzle with varyine
downstream pressure




Fig.5.11 Input characteristics of a beam deflection
amplifier
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Fig.5.12 Jet receiver nozzle

Ps

| Tl
I T - e

Mg.5.13 Simulation of a jet receiver nozzle
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Ev = [e = APg/2

(5.21)
fea = Pr = APgf2

Care has to be taken that the common mode pressure p. remains

} constant durinz the neasurement of the input charactérictics
for the single pressure differences pg, -pg,. Sco when orecontrol
port pressure is increased the other has to be decreased the
same amount, keeping the average of the two at the fixed bias
or common mode pressure.

5.2.2 AC-behaviour of diffusers and Qet receiver nozzles

For ac-behaviour the diffuser behaves as a nonuniform transmission
line which has been discussed in chapter 4.6. The Jjet receiver
nozzle can be interpreted as an ac-pressure source with an in-
ternal resistance r, according to chapter 3.2.3 by the relation

(5.22) P, = P = rim

where ridifferential internal resistance.

In fluidic circuits it will be important to determine the pressure
transfer function Pc[pg according to equ. (5.4)and (5.5? and
Fig. 5.1. It is obvious that this is not possible for an arranee-
ment in as shown in ¥Fig. 5.1. b. It is therefore convenient to
simulate the receiver nozzle by an abrupt nozzle a= shown in

*ig. 5.15. The source pressure can be directly measured before
this nozzle (ref. 9).

A total agreement with the arrangement of Fig. 5.1 a can not

be expected because to velocity profiles at nozzle inlets will be
different.

5.% Linear_lumped components

T

5.4.1 Inductor_and _capacitor_ (ref. 24,3€)

- - ———— e G - - s e - ol - -

lising the surre impedance and the propacation factor we are able
to calculate the input impedance of a uniform transmission line
with arbitrary load impedance (Fig.5.14).

Ot special interest are the blocked and the short circuited line
(®ig,5.15).

The input impedance of the short circuited line results in

(5.25) W, = 20£°wh[4(
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Fig.5.14 Input resistance of a fluidic transmission line
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Fig.5.15 BRBlocked and short-circuited lines
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Fig.5.16 Equivalent circuit of short
a) short-circuited line, b) blocked line
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and the input impedance ot the blocked line in b
(5.24) w, = —=° *
%whp('

e may expand the nyperbolical tangent per small argument snd i
obtain under the conditions

(5.25) 5 rifllce

i e

that the short-circuited transmission 'ine may be represented
by its series impedance (Fig.5.16a) :

(5-26) M() = F+JI‘)L

and the blocked line by its shunt admittance (5.16b)

(5.27) W, =

‘1*JNC : 3
The short circuited line therefore behaves as a lossy inductor i
and the blocked line as a lossy capacitor.

e ke

Fig. 5.17 shows the geometrical conditions under which lumped ]
components can be realized. It is assumed that the complex :
deviation of the lumped components may not exceed 1l%. For a §

frequency of 100 Hz we permit a tube length of 10C mm. For a
frequency of 1 kHz this maximum permissible length is reduced
to 10 mm. h
In electrical engineering the ratio of absorbed wattless power ‘
to absorbed wattful power is commonly called energy factor «.
Q is the reciprocal of the loss-factor tané . In the case of
the capacitance it is the ratio of susceptance to conductance
and in the case of the inductance it is the ratio of reactive
to active irpedance.

A
(5.28) Q. = 2
uoL
(5.29) O = = -

In Fig. 5.18 the energy factor Q of the capacitance ancd the
inductance is plotted as a function of the dimensionless

frequency f/f,

Because of their relatively larze cross-sections tne dimension-
less frequencies of tecnnical capacitors are of the order of
t/fy = 1000. This means they can be regarded as adiabatic.

The Q is about 1C0-200. The dimensionless frequency of technical
inductors is about 50-100. From this we find that the @ of an
inductor is about 10-20.

The calculation of Q for the inductor has been carried out
considering only the frequency dependent laminar resistance.
Equation (5.29) tnerefore is only valid if flow development
can be neglected e.g. small or vanishing dc-flow. How to con-
sider the series resistance of the inductance due to flow
development and change in cross-section is shown in chapter

5.3.2, 7
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For very short inductors the exit correction term of acoustics
nas to be taken into account.

Caused by the resonatine mass of the surrounding medium an
apparent elongation of the inductor by 241 =A/results.
Using tnis the adiabatic inductor becomes

(5.30) Lo = j—{u ‘1' %—)

5.%.2 Resonant Circuits

Tie. 5.19 shows a fluidic resonator using a tluidic inacuctor
and capacitor. The signal passes the resistance R, and reaches
a lossy capacitance. In parallel to the capacitsnce we find a
lossy inductance. The shunt capacitance is represented by a
volune and the inductance by a short circuited 1line.

This type of resonator in acoustics is known as Helmholtz-
resonator. Fiz. 5.20 shows the pressure transfer function.

The resonance frequency is

(7-§1) {O e 7‘7‘"«__C_\

Tne energy factor Q can be determined as quotient of resoaance
frequency to bandwidth

(5.52) Q= %

The 4 of the resonance circuit can pe calculated vy aciinz the
reciprocals of the sinele o factors
1 4 1

5. AL IS

('5.52) a o .
This means that the loss factors must be added. In any case
the ¢ of the resonator will be smaller than the q ol tne sinucle
element. From chapter 5.4%.1 we Kknow that the - o0f the capacitor
‘g about 10 times higher than that of the inductor. Therefore
a Q of 10-20 can be expected for the resonator. This is only
valid as lonrg as resistance B, is so high that it does not in-
fluence the Q@ of the resonato¥.

Usually in a real circuit the internal resistance r., of the
generator feeding the resonator and the load resistédnce can not
be neglected (Fie. 5.21).

Assuring a g, ot more than 10C the loss resistance, in parallel
to the capacstance. will be large cormpared to the loadina re-
sistances. So tne resulting enerzy factor of the capacitance
will be determined only by ry and r .

(5.%4) Ocres __:__gp__C__
AL
_ / _ 4
rhere 3;— ;: and 3L-}L.

From this the resulting q of the loaded resonator becomes




Fig.5.19 Fluidic parallel resonator
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Fig.5.70 Tranafer function of a fluidic resonator
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Fig.5.21 Loaded resonator
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5.3.3 Low pass_filters

5.3.5.1 RC_low_pass filters

The desiegn of fluidic filters should take care ot the fact
that the input resistance of fluidic amplifiers are relatively
low due to flow control. Tnerefore it should not be tried

to copy electronics but to find solutions which consider the
peculiarity of fluidics.

For voltare controlled amplifiers in electronics, e.g. valves,
a low pass arrangement as shown in Fig. 5.22 is senseful. The
transfer characteristic will not be influenced by the high
input resistance of the valve for a proper design.

In an equivalent RC-network in fluidics (Fig.5.23) the low
input resistance of the amplifier will change the transfer
characteristic of the unloaded filter

(5.36) LX - —

P 4+J'0\3I‘C
to
re 1
BIEpI e mtee e e —
e ,+Jw et r C
The break frequency then is found as
1 1+ =
(5.38) wg = —
rc_.r\ C r‘C .
et r

The influence of the resistance of the control input on the
break frequency can be mirnimized by introducing a series
resistance as indicated in Fig. 5.24,

re 1
(5.39) £2= —€ -
Pi FediEATE et ol ctresr)
JuJ —_——
fevrsrs
Yor very low input resistance r_  (r _<<r) tbe series resistance

r_ is chosen equal to r. The trfinsf&r characteristic then
f8llows as

4 1
(5.1&0)'12-l S o
1 2 1+ w.':_c.
J 2
with r, << T, Tg and r's I,

272




Y

&
o
|1
1
c

e

r
-

i
—
?

Fig.5.22 RC-low pass filter in eiesctronics

Fig.5.23 RC-low pass filter in flnuidics

Fig.5.24 RC-low pass filter with series resistance




2.5.%.2

An arrangement which is matched to the flow control is the RL- §
low pass filter in Fig. 5.25 (ret.9).

The massflcew rate = controls the input for the following
amplifier. as ions, as the length of the line is small compared
with the wavelength of the operating frequencies the arrange-
ment of Fig. 5.25 can be described by the network in Fig. 5.26¢.
p2 take into account the varyine nozzle exit pressure as dis-
cussed in chapter 5.2.1.2. The dynamic resistance r is composed
of the nozzle resistance r, , the resistance due to profile
development ry.. = kr, and the laminar resistance r.,, .
Assumine the linear relationship between p,and p, in equ. (5.18)
P, = -¢£p, and cnly small overpressures the massflow rate at
tge amplifier input is found as

. A
(5.41) m=-pfe = P - _fi
rejwb -L;f—;' r/(14¢) 4+Jw%-

For a line length which is longer than the leagth of flow
development the break frequency vecomes

(5.42) { =LJ‘4 + -(‘,

1
where 1 = rl+ krdrl'* Rlam‘ L = e

tl = % transport time in the channel
fv = characteristic frequency

In most cases the line leagth i3 smaller than the length of
flow development. Using equ. (3.15) the dynamic resistance r
for a device with rectansular cross-section is obtained as

ERYUP]
(5.43) r ?AZL + 9 e A&Z. L/U .

The treak frequency folilows as

(5.44) {E=214T—t—t<11-5,?. %4 (f‘;f -f/z).
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Fig.5.2% BRL-low pass filter in fluidics

m r (1ev MNam

(%)l £p =P

¥ig.5.26 Equivalent circuit of a RL-low pass

]

Fig.5.27 RIC-low pass filter
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5.5.3.3 RCL=-low_pass filter_(ref.9)

Tke low pass characteristic of the arrangement described above
can pe made steeper by adding a capacitor as shown in Fig. 5.27
thus obtaining a second order system.

Trne equivalent circuit is given in Fig. 5.28.

o avoid additional series resistances r_  to the capacitor tre
coupling hole has to be taken as large af possible. The con-
ductance of the capacitor usually can be neglected.

The massflow in tne inductance results as

. 14—'(/0—&-— f,C
(5:48) m, = b . — J g
) ‘ Doty Wy Toly 3
t T 4+JU\) 2 C -V\)Z 2 L
Fat g Fot 1y

if r, can be nezlected.

¥or neglicable pressure variations at the nozzle exit
we obtain a pure second order systems where

¢ Lrerr,
+r
(5.46) {u = 1 fotle 2 resonant frequency
t le {_C
[ 1 re
—<Ge +)

N = = ey TR
o 2 {T;;:?B/ro' damping ratio.

11 ¢ is not neelicable a PD-term with a break frequency

, A
o fe = £(03)

becomes effective, which lowers the steepness oif the filter
above that break frequency defined in equ. (5.64).
lieasurement.s at RL and KLC filters have been made in ref. 9.
Some applications in carrier frequency systems can be found

in ref.37, where also methods of coupling the capacitor sre
discussed.

KL and RLC-filters are appropriste for integrated circuits
where breslkfrequencies of some hundred hertz are needed.

For nreakfrequencies below hundred hertz RC-low pass filters
have to be used. Zquation (5.60) shows that the lowest break-
frequency for 2 Rl-filter will be f, = f¢ . For room temperature
we find {, ::A%2—7 Ha . 'his mears for a cnannel of C.5 mm”

™Mo

crisas-section that the lowest oreakfrequency would be f == 120 Hz
it the transport time is negliwgible.

276




— e mw—w “srery

Mml'm' TR D e T L
Mo Mo M
o—t -
Mmc

-
- —
0
-
(@)

=

Fig.5.28 =qgiivalent circuit of an RLC-low pass filter
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F1g.5.29  OPTIMIZATION OF LOW - PASS FILTER
CONFIGURATION
a,b: ",\=7.5-107 1/sm;c : r;{-=3.5-107 1/sm
d:2,=1.25107 1/sm+jw2.0-103 1/m
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Fig.6.2 Trapezoidic pulse
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5.4
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In ref. 48 honl prcposee to use multiple brarnched transmission

lines as fluidic low-pass, uirkh-pass, band-psss and band-stop

tilters.

“ig. 5.29 demonstrates the computer aiced optimization of a

lowpass filter configuration. In Fig. 5.29a the two blocked

loaded lateral transmission lines cause & relatively sharp cut-

oif ccmbined with a good signal attenuation in the frequency

ranre trom % to & kHz. Tnis range coincides with the ranze of

riniral input%t impedance of the lateral lines. For freauencies

where 1 = A /4 2 plocked line has its =inimum input impedance.

Using eau. (5.24) tor a blocked line the input impecance results i
as f

Zo 5

(52000 W e ™ =
) [ oa«t"(,('

Assuminz u lossless transmission line where (, = g =3 %? S
tne input irpedance of & tlocked line at 1 = A/4 vanisnes.

The proper location of the lateral lines is investigated experi-
mentally by a computer provsramme. The reduce the peak 3t nifher
trequencies a blocked lire with stepped cross-secticn is intro-
duced. This configuration zives a lower input impedance, when
oscillatins on a A /4 wave leneth, compared tc lines with uni-
tore cross-sections. This blocked line with stepped cross-section
can be interpreted as a Helrholtz-resonator. The result in Fiz.
5.29b is a very <ood low-pass filter with a low sisnsl attenuation
in the vass-band, a very shary cut-o:f behsviour and a very hi~-h

sirnal attenuation.

It the low-pass filter geonetry is enlarsed by 2 scaling ractor
of two, we et the charscteristic ot a low-pess filter with halt
the cut-of! treaquency (*ig. 5.29c). Tae frequency vehaviour ot
this rilter cen be improved by introducins a third blockea line
as snown in ¥ig. -.294.

The low-pass contiguration ol r17., S.290 nas veen 1nvestigzated
exoerimentallv. Fig. 5.3C shows the results compared with theory
in the freaquency range from C - 4 k¥z,

The way of usinz line branching systems for filtering tecnnigue
seems to he veryvy promising as to their high attenustion in the
ston-band and low attenuation in the pass-band compared with
FC, Ri and RILC-filters. It veems, however, that they will be
restricted to frequencies of some kilohertz because tneir
zecmetrical dirensicns will become too larse for frequencies

of scme hundred Hertz. "or a frequency of 100 Hz A /4 is about
.,85 m for air. Sc the mrain appiication will be in carrier
frequency systems with carrier frequencies of some kilohertz

or as noise tilters.
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c. Pulses in fluidic networks

Like in electronics, pulse distortions on transmissionmn lines in
digital fluidic networks are determined by the line characteris-
tics as well as by the load impedance. When rise times are less
than the propagation time on the transmiassion line reflections
from the beginning and the end of the line cause distortions.

6.1 Predicting pulse distortions on fluidic transmission

The transmission of sinusiodal signals on uniform fluidic trans-
mission lines has been investigated theoretically and experi-
mentally with success. From this the problem for periodic trape-
zoidal pulses can be handled without difficulty.
Using Fourier analysis the periodic trapezoidic pulses can be
separated into the harmonics. Each of those harmonics suffers a
certain phase shift and attenuation along the transmission line.
At the end of the line the sing’~ harmonics are superimposed
again.
Fig.c.1l shows the equivalent circuit for a fluidic transmission
line which is fed by a source p, with an internal impedance 2
and terminated by the impedance“Z,. The characteristic impedaﬂce
of the line is Z , the propagatioﬁ factor (s, and the line length
Propagation fact8r and characteristiz impedance depend on fre-
quency and cross-section (see chapter 4.5). #We assume that the
source impedance and the load impedance are linear so that
superimposing of the single harmonics is permissible.
Pressure p and massflcw m at the end of tkhe line for a sinusoidal
siznal are given by equ. (5.4) and (5.5) in chapter S5.1.
Zo -rd 1+ T

(5.4) p(t) = e A

P Pa e el

20+ 26 4"7_”16
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.he oressure signal at the end of the lime is found by super-

ir:c3inz tnhe sinzle cinusoinal sienals as
N LD 5 = ’ "‘ CPI ~f-‘, *Dgégtﬂzﬁ( ZIW(ZWt“f—_;)-‘ )
where trne atrenuatjon o a-” the pnasesnift*ﬂqare calculated 1

usineg ecu. (5.4) an: (5.5,
Ti~, r.% shows 'ne ccrputer results for a uniform line with
recrangular cross-<secticn with the following dimensions
leneth of the line 1 = 15C m

crosc=cectional area A = 3 mm

ascect ratio a = 4

Thne pulce reretition rate is (00 Hz with a rise angle of « = C.1.
Tne scur-~e irnedance nhas bh=en cnosen Z.=C and the lcad impedance
has opeen chanced between Z; /Z-. = 0,5 &nd Z,/7. =100. The
inflience ol line ~israte is ecvident.

For nonliresn.” cource- ant 10Ad resistances the procedure dis-
cussed apove 15 not app.icable, because super-position o1 sienals
is onlvy valid in linear retwor«s.

Tre transient resoonse of iniinite or matched fluidic transmissiocn
lines has bec: cubject to many investigations, mostly using the
vatlace transform (ref.-2.. Ia ref. 45 Tsao gives computer results
tor deat ended cransrionicn lices snowing the pressure transient
at the end of the line and profile development along the line.

Tre results are cttained by intezrating the linearized governing
ditterential equations ty numericel rethods.

G2 fredictineg rulse dictertions on fluidic transmiscicn

Fiz. ©.4 snows a transmission line which is loaded by a nozzle
ant ted tv a iree Jet *nat ic periodicslly interrupted by a
cno~cer-wnerl.

If «*» recreiver nozcle ~t ‘me teginnine of the transmission line
is fed by the free ‘et it can te interpreted by a constant
rreacure ~aurce witrn tne internal recsistance Z,. If the jet is
=arewate~ ravr ‘ne rnaoccle by the chopoer-wheel™” the receiver
nazcle tirectls is connacted to the atrosrhere. The beginning

ct th- line i snort-cirecuitel. The swvitchine 'on' and 'oft'

of *he Jet ftrerefore can te intercreted in the equivalent circuit
by a awitech alterna’ive1v connectinz the bexinning of the trans-
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mission line to the atmosptere and to the pregsure source with
internal irpedance Z.. In reneral it will pe necessary to con-
sider an additicnal impedance Z{ tor the line switched to
atmosphere.

The confiwuration in Figz.tc.4 can be regarded as a simulation
of a diiital element tecding a transmission line.

c.2.1 Predicting pulse distortions on_lossless_fluidic

transmission lines with nonlinear source and load

assuring neglicible losses a very simple graphical method can

pe applied to the oroblem, the fundamentals of which hsve been
ziver by Rerreron (ref.39).

In Fiz.€.6 the source and loaded characteristics of a network
described ty Tig. ©.5 are plotted.

I'he free Jjet veina switched off the source characteristic is
identical with the ordirate (short circuit). The dc operating
points are A_ and A,. For a lossless transmission line the surge
irpedance beQomes nﬁre resistive and therefore also a charac-
teristic can be plotted in ¥ia. €.6.

Pressure and flow alonz a transmission line result out of the
supervositicn of a wave travelling in positive z-direction and
a wave travelling in neeative z-direction (see chapter 4.2.2).
Qut of equations (&.14) and (4.15) we find

o]

(¢.3) p = Pg- Pr = forward (+2z)

(6.4) m = Ef-fi r = reverse (-z) .
fo Z o

The forward travelling tiow wave is related to the forward
travelline rressure wave by the positive surce impedance and
the reverse travelling flow wave is related to the reverse tra-
velling pressure wave by the negstive surrge impedance.

~e now send an observer along tne line who travels with wave
speed. Travellinz in forward direction ne will only see the ce-
verse travellineg wave where pressure and flow are related by

the negative suree imrpedance. .ravelling in reverse direction he
will only see tne forward travellino wave where pressure and
flow are related ty the positive suree impedance.

Le* us ccnsider the line in Vig. €.7 where at the time t=t, at
the locus E a chansge cccures that causes twy waves in 2z an&
-z-diregtion. The initial conditicns at the locus £ are to be

Py and m; .

! If an observer leaves the locus £ where we have the initial

conditicns p. and m,, at the time t, travelling with wave speed
he will ctate that %t ary locus of %he line pressure p and mass-
flow o are related by tne sare linear equation which only depends
on surece impedance, travelline direction and initial conditions
(=ee Fig.c.&).

TERr—
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Fig.6.7 Initial conditions on a line at the locus E
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Fig.6.8 Characteristics of a forward and reverse
travelling observer
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#c will now investigate tne case when the line is switched on at
the time t=u. Tne time tne wave needs to travel from one end ot
the line to tne other results as ~= 1/-, . "he observer is to
start att = -7 at the end of tne line so that he reaches the
beginning of the line at t = O, where the line is switched on.

At the time t = - T pressure and flow at tne ead of the line are
zero. This condition is described by the operatine point (1, -7T)
in Fig.6.9. During tne travel from the end to the beginning of
the line pressure and fiow are related by the characteristic of
the positive surize impelance. At the moment wnen the observer
reaches the berinnine or the line at t = C the Jjet 1is switched
on. The poine of intersection of tre characte:istics of the surge
impedance and the source yields pressure and massflow rate at

the time t = C At the bezinning of the line.

The observer now starts at the time t = O for the end of the line
and finds pressure and flow related by the characteristic of the
negative surwe impedance. The 1nter89ctlon of the characteristics
of the load and the surge impedance (1,T ) yields pressure and
massflow rate at the time t = T

Continuing in this way tne static operatine point (OP) is
approximated in a sort of cobb-web,

Fig. 6.10 shows the step response at the end of the line.

Vith the same procedure the switching-off process can be eva-
luated. At the time t = U the jet is switched of tne receiver
nozzle of the line.

#hilst in Fig.6.9 an overmatched iline was shown, in Fig. €.11

the line is undermatched. The cbserver in Fig. €.11 leaves the

end of the line at the time t = -7 . In contrary to the ringine in
Fig. 6.10 now tne final value cf the pressure at the end of

the line is slowly approximatea continocusly decreasing steps.

Out ot the considerations made above the procedure to match
the line is obvious. As demonstrated in Fig.€.12a and b the
cnaracteristic of the sur.e impedance has to cross the inter-
sections of the load and source characteristics. In the point
of intersecticn the loail resistance is equal to the surze re-
sistance.

It should be pointed cut thut for A eiven seometry a complete
matching is only possible for a dictinct source pressure. An
increase or decrease of the source pressure will cause mis-
matching. On the other hand a rmismatch can be compensated by
a proper change of source ores:sure.

An other case (ref.40) csn be considered in which the transmission
line is overcized but intersects tne source characteristic at a
point such that the retlected wave readjusts flow conditions

in the line to the final, stecdy-state vaiue (see Fiz.t6.13) for
the switchine-on process. The oversized lines, because of tneir
larzer internal diameter. wili nave much lcwer trictional losses
and pulse distortions than lines acoustically matched to the

load impedance.

Care rust, however, be taken tnat operating point &

: 3 3 . s 0

is reached in the same way tor tre switching - off vrocess.
This will exsctly only be poca~ible it the source resistances
in the =witched-on and switchet conditions are the same.

The craphical method deccribed above is applicable to arbitrary
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pulse trains and arbitrary nonlinear load and source characteri-
etics, which also can be time dependent. Furtner applications of
this method are branched and stepped lines. In general it will
be necessary to establish an accurste time table for the fictive
observer.

In Fig.€.14a and €.15a the oscilloscope traces and the graonical
fesults)are shown for a line with tne following dimensions
ref.41).

1l = 150 mm 2
A = 3,25 mm
a = h/b = 2,75

The characteristics for both cases ccnsidered are plotted in
¥ig. €.14b and Fig. 6.15b. In Fig. 6.14 the line is undermatched
end in Fig. 6.15 the line is overratched.

It is remarkable that rise and fall of the outnut pulses are
ditterent, which is predicted rather accurately by the graphical
procedure. Due to the neglection of friction the heicht of the
output pulses is overpredicted.

In ref.42 this graphical method has been used to investigate

the influence of the switcning process of a bistable amplifier
on the pulse matchinz at the amplifier input. By tne application
of this method if could be shown that a dyn-mic input charac-
teristic exists in addition to the static characteristic.

In ret.43 Keto determines the area ratio for which no reflections
at an oritice terminated line exist (see Fig.6.1€¢). The solution
is found by seeking the nozzle size that will sustain the same
upstream flow rate as would exist if the line were continuous

and is not concerned with the transient reflections

(63 2L - = (#)E((&):_K'q) e
Aline vl’t(ﬁﬁjf‘((ﬁi} 3 _4)-2—((3:)%: )

Fo ye-4 Po

where

pQ source pressure
P, pressure wive amplitude
Po smbient pressure

TQ source temperatur
ambient temperature .

The assumptions of ref.43 are

a) ideal gas

b) one-dimensional flow
¢) inviscid flow

d) subsonic flow

e) homenereic flow

f) inelastic walls
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Fig.6.14 a) Oscillosccpe traces and graphical results for an
undermatched line
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If TQ results from isentropic compression from To the term
re-1

FXR) ™

becomes equal to unity and equ. (6.5) reduces to

1= @l

(6,6) == o=

Sl (GO

c -1

In the acoustic case, when overpressure and density are con-
sidered very small equation (6.6) can be written as

In this case the dc nozzle resistance R_ is equal to the surge
irpedance Z__. Equation (6.7) is equivaTent to equ. (5.16) for

small signafomatching, where T, - Zso’

6.2.2 Predicting pulse distortions on lossy fluidic

The graphical method evalusted by Bergeron (ref.39) can also be
applied to lossy transmission lines by considering the losses

in additional resistances. The sinplest way will be to introduce
resistance at the beginning and (or) the end of the line (ref.42).

If the reflections at the end of the line have to be determined
the dc-resistance of the line is added to that of the pressure
source. If the reflections at the beginning of the line are of
interest the dc-resistance of the line is added to that of the
terminating nozzle (Fig.6.17).

This procedure guarentees exact operating points. The dynamic
behaviour, however, can not be predicted exactly because the
losses in reality are distributed along line causing a dispersion
of the waves. A much better approximation is achieved by dis-
tributing single resistors along the line which in sum are equal
to the dc transmission line resistance. The results will be much
better than for one single resistance at the beginning or the
end of the line. But the amount of graphicel work will increase
rapidly with the number of resistors, because the reflections

at every resistor have to be considered. A further disadvantage
is, that the frequency dependence of the losses can not be taken
into account.
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when the frequency dependent wall shear is to be considered,
computerized methods should be applied to solve the governing
equations (ref.30, 44 and 45).

In ref.44 Manning presents a computerized method of characteri-
stics, which can be applied to systems where the gas velocity is
not neglicibly small relative to lccal wave velocity. The con-
vective terms in the equations of motion and the actual variation
of wave speed with zas pressure and temperatur must not be
neclected.

A very remarkable work in the field of numerical solutions of
transients in pneumatic networks seems to be that of Tsao
(ref.45). The assumptions in ref.45 are the same as in chapter
4.5, In part I the dead end response of circular transmission
lines and the pressure and velocity profile development along the
line are shown. Part II discusses the problem of nonlinear loads
and part IIl1 na2twork problems with branchings.
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TWO TERM ANALOGUE FLUERIC CONTROLLER

E.C. HIND* and J.D. BLACK*

ABSTRACT

A proportional plus integral flueric pneumatic controller is described
which uses the principle of flow summation at each of two control

ports and operates over the standard signal range of 3 psi to 15 psi .
Only proprietary proportional fluid amplifiers were used each having
only one pair of control ports. Equations are developed which define
the conditions necessary for an ideal integral component in the control
action, when only a moderatelgyhigh open loop gain 1is used, and the
conditions necessary for equal controller gains for set point and
measured value inputs. The performance of the controller was evaluated
by testing it in isolation and when used in place of a conventional
pneumatic controller to control a fourth order level process subjected
to set point changes and process flow disturbances.

LIST OF SYMBOLS

A Dimensionless open loop gain of operational amplifier.

C Pneumatic capacitance, 1n51b-1 o

G Diriensionless proportional gain of controller.
) See Il .

Pb Bias Pressure, 1b 1n-2 .

Pc2 Left hand control port pressure, 1b 1n-2 0
. Right hand ccntrol port pressure, 1b 1n-2 o

Pl Left nand input pressure, 1lb 1n—2 .

Po Output pressure, 1b in-z ]

Pr Right hand {input pressure, 1b 1n-2 .

ibl Left hand bias resistance, 1b sec 15-5 5

ibr Right hand bias resistance, 1lb sec 1n-5 F

* The University of New South Wales, Australia.
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Rcl Left hand control port resistance, 1b scc in-s 0
. Right hand control port resistance, 1b sec in-s 3
Rf Left hand feedback resistance, 1b sec :I.n-5 .
RfI Right hand feedback resistance, 1b sec 1n-5 .
RI Integral resistance, 1b sec 1n-5 .
RR. Left hand input resistance, 1b sec 1n-5 .
Rr Right hand input resistance, 1b sec 1n-5 A
r See Ir .
S Laplace transform variable, nec-l 5
‘I‘I Integral time constant (RI c) , sec .
Ti Effective integral time constant TI IR » 8€c .
1+ L
Rer
t time, sec .
| A Resistance valve opening, 1in .
|
L Sum of left hand reciprocal resistances,
L = R_1+—1 +%+RL . 1n5 lb-l sec-l 5
1 R Re Reg
; Ir Sum of right hand reciprocal resistances,
i Ir = -i-1-+—l+RL+R—1— 5 1n51b-1uc-1 .
1 r For fI cr
' T Dominant term only in IL ,
i.e. Ifd = il— . ins lb-l sec-l 3
cl
¢ Ird Dominant term only in Ir ,
i.e. Ird = RL 5 1n5 ll:o-1 u!c-1 ¢
cr
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INTRODUCTION

The purpose of this paper is to report the results of a study of the
use of the principle of flow summation at each of two control ports in
the first stage of the flueric operational amplifier for the generation
of proportional plus integral control action. Of particular interest
in the study was the problem of obtaining an ideal integral component
in the control action.

The controller was to have no moving parts. It was to be constructed
using only proprietary proportional amplifiers each having only one
pair of control ports and using proprietary needle type resistance
valves and a capacitance tank. It was to replace a conventional
pneumatic controller operating on the signal renge 3 psi to 15 psi
(or 20 k Pa to 100 k Pa) which was mostly set at about 100%
proportional band with an integral time constant in the vicinity of
one minute.

Of the work on fluidic controllers reported in the literature | (1), (2),
3), ), (5, (6), (7), (8), (9), (10) *] some refer to special
applications, Some to controllers in which four control ports are used
in the first stage amplifier and some refer to controllers in which

the modular approach is used for function generation; resulting in as
many as four fluidic operational amplifiers in the one controller. As
far as the authors are aware, only one paper refers to the use of flow
summation at a control port of a fluid amplifiexr. B.G. Bjornsen (1l1)
has described a controller which uses the principle of flow summation
at an input to the first stage of a five stage high gain amplifier.

His controller used a summing impact modulator as the first stage
followed by three transverse impact modulator stages and then an

output stage consisting of a conventional moving part pneumatic relay
of gain 10 : 1 . He claims a very high gain in the open loop
condition of between 30,000 and 50,000, a figure which the authors
believe cannot at this time be matched by five stages of proprietary
proportional fluid amplifiers.

DESCRIPTION OF TWO TERM CONTROLLER

A schematic arrangement of the proportional plus integral controller
using a five stage amplifier is shown in Fig.l. As the performance
of the amplifiers was best when the control port pressures were
approximately 10% of the power jet pressures, the two bias resistors
Rb? and th were used to achieve this optimum first stage mean

* Numbers in brackets refer to the list of references at the end of
the paper.
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pressure and also to compensate for any differences between left and
right control ports, and to enable the output pressure Po , to be

set at the required value when the two inputs PE and P_ were at
specific initial values. t

The output signal pressure had to range from 3 psi to 15 psi . Tests
on the last stage amplifier showed that this could easily be achieved
if the power jet pressure was set to 25 psig although this was above
the maximum power jet pressure shown on the characteristic curves
supplied by the manufacturer.

The seven resistance valves were of the tapered needle type fitted with
isolating diaphragms and spring loaded against micrometer heads which
enabled valve openings to be read in thgusandths of an inch. The
needles were cones of included angle & . The matchirg conical
valve seats were of length 0.34" and the small end diameter was

0.04" .

The two input pressures to the controller Pl and Pr represent set

value and measured value inputs or vice versa. The input signal
ranges were also J psi to 15 psi . The resistance valves R2 and Rr

provide left hand input and right hand input gain adjustments.

The valves R_ and RfI provide negative feedback and positive feedback

f
gain adjustment, and hence controller stability adjustment. The
valve RI provides integral time constant adjustment and the volume

chamber provides the fixed capacitance for the generation of the integral
action.

CONTROLLER ANALYSIS

In the following analysis, the flueric operational amplifier is

assumed to have a moderately high pressure gain (e.g. 100 to 1,000), and
to respond fast enough for time dependent terms to be neglected. The
amplifier may consist of any suitable number of stages. A stage may

be any type of fluid amplifier such as conventional analogue or
proportional amplifier, impact modulator or vortex amglifier, provided
its characteristic is essentially proportional. It is further assumed
that all resistances and the capacitance are linear.

The block diagram of the proportional plus integral controller is shown
in Fig. 2 , with output pressure, Po , and inputs left hand side

pressure, Pz » right hand side pressure, Pr » and bias pressure Pb'
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The blas pressure input was useful for studying the effect of noise
emanating from the bias pressure regulator. For the following
analysis the bias pressure is assumed constant so that P_ =0 in the

e et R i e e i i, -l

block diagram. '
Let If -7(l+—1—+§l+kL .
% Ry R Ry
1 1 1 1 1
Ir + + R + R ;

and TI =- RIC .

The block diagram of Fig.2 may be reduced to that shown in Fig.3.

R
Provided the term i S S is much smaller than unity, it
R R_.Lr
fI fI
may be neglected (for this controller its value is about 0.0025,
and neglecting it results in an error of only about 4%
which is acceptable.

R

When the term e Sy WS is neglected, the block diagram of
RfI RfI ir

Fig.3 may be reduced in that shown in Fig.4. The effective integral
time constant is

It may be seen from Fig.4 that for an ideal proportional plus integral
controller it is necessary that

1 1 )
Re LL R, o 1 M
RfI ir 1l + '§—- 1+

f1

A

. If the left hand side of equation (1) 1is greater than unity
then the controller is unstable as shown in Fig.5a.

If the left hand side of equation (1) 1is equal to unity then the
controller is critically stable as required and the integral
component in the controller response is ideal as shown in Fig.5b.
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If the left hand side of equation (1) is less than unity, then the
controller is stable as shown in Fig.5c.

Equation (1) may be written in the following form, which is more
useful when selecting® rontroller resistance values:

S 9 ) R, I
Wy ¥ Rir 1+ 173 &

Alternatively, the followine form of equation (1) is useful for the
determination of Rf

) )
Rg [(Rf_I—+ R)Ir _A] il B )

From Fig.4, it can be seen that the condition for the controller to have
a right hand side proportional gain of G is:

Rf A Rf L2
Rr):r" T+=<% & )
The condition for the controller to have the same gain on the left hand
side and right hand side can be seen from Fig.4 and 1is:

Rt Ir = RZ L (3)
Another useful relationship may be derived from equations (2) and (4)
which allows Rr to be determined, i.e.:

R.., + R

s Ml
Re = =% (6)

A condition imposed on A by equation (3) is that

A > (RfI + RI)Zr .

ESTIMATION OF INITIAL #ESISTANCE VALUES

It is not possible to solve the above equations to determine the
required resistance values, as there are too many unknowns for the
number of equations available. Hence an Engineering approach must be
used if estimates are required for the resistance values and hence for

valve settings.
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For these values to be determined, the following details must be known
(in some cases reasonable estimates will suffice): The open loop
pressure gain of the operational amplifier; the pressure-flow
characteristics of the first stage control ports; the pressure-flow
characteristics for the type of valve to be used; the required
controller proportional gain and integral time constant; and the value
of the integral capacitance likely to be used.

The steps in estimating the initial values of resistance are as follows:
1. From TI and C choose RI :
2. Fig.3 may be reduced to Fig.4, provided the term

R
I 1
= === | <& 1 .
Rer [RfI Lr ]

It will therefore be necessary to keep il small. Provided
fI

G 31, choose RfI as the value corresponding to the smallest

convenient valve opening. If G < 1, the input resistances
RE and Rr will be thie higher values, and the smallest convenient

valve opening will fix these values approximately. In this case

(G < 1) the approximation E{l - or Rf1 - ¢ vinl
Rl R
r
determine the initial value of RfI 0
3. As the effective integral time constant is
' =
7 T, 1 ,
RI
1+r
fI

this equation should now be used to make a new estimate of TI and

hence RI by using the ratio RI determined in step 2. This
Rep R
will result in a second estimate of RI and so '

4, Obtain Rr from equation (6) i

55 Assuming that the control port resistances are much smaller than
the other resistances, they will dominate the terms I% and Ir.

Hence as a first approximation, substitute Lid = El- for L&
cl




o Rk oM o

and Ird = El_ for Ir in equation (3) which becomes
cr

- [___Iud ) | 4
3 |_(RfI +R}) Ird T A ) (3d)

lcl and Rcr being determined from the slopes of the pressure~flow

T O - - PSSO P W TG

characteristics of the control ports at their optimum operating points |
will allow the first estimate of Rf to be made. .

6. Substituting ZI2d for LfL and ZIrd for Ir 1in equation (5) will
allow an estimate to be made for Rl . :

7. Using the pressure-flow characteristics for the valves and assuming
that input and output controller signals are at mid range, i.e. at

e

the nominal zero level of 9 psig , PE = Pr = Po = 9 psig , and 3
that the control port pressures Pc£ and Pcr are at their optimum 4
values, the sum of the flows through RE and Rf into the left hand 3

summing point may be found. Also 1f the pressure {in the capacitance ]
is assumed to be 8 psig , the flows into the right hand summing
point through Rr and RfI may be determined. Now from th~: control

| port characteristics, the flows from the sumuing points int., the
| amplifier may be determined. Hence the bias flows can be deter-
mined by difference and, provided a bias pressure Pb is known or

| assumed, the valve characteristics will yield the bias resistance

| values Rbk and Rbr 5
8. Estimate Lf und Ir from

. zz-§l+—1—+k—1+k—1-
' ) £ o
and
r‘"a_l*—l'*iz_l'*il_'
| T Rbr fI cr

9. It is advisable to make a second estimate of Rf from equation (3)

using the values of If and Ir determined in step 8 and hence
determine the initial setting for Rf 5

From the above nine steps, resistance values, mean operating points
and valve openings are determined for Rz, Rbl’ Rf, Rr’ Rbr’ RfI

and RI which may be used in the controller setting up procedure.
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SETTING UP PROCEDURE

The setting up procedure for the controller is based on the input and
output signal range of 3 psig to 15 psig with a nominal zero signal of
9 psig . It involves matching input, bias and feedback resistors to
achieve the following:

The required controller gains for left hand and right hand inputs.

A good integration component of the control action with an integral
time constant in the vicinity of that required.

‘orrect zeroing of the controller.
The operational amplifier functioning in the maximum gain region.

The control port pressures of the first stage amplifier operating
in the region of optimum performance.

The following recommended setting up procedure for the controller assumes
that the operational amplifier has been previously set up and {is
operating satisfactorily.
1., Set bias pressure Pb to an appropriate value. Set pressures

PQ and Pr to 9 psig with all resistance valves shut:

2. Open the left or right bias valve so as to cause the amplifier to
function in the region of maximum gain with the output pressure some-
where near mid range. When the open loop gain is relatively high,
the output will be extremely sensitive to very small changes in
bias valve setting.

3. Gradually open both left and right bias valves to increase the
control port pressures to the optimum value with the amplifier
operating still in the maximum gain region.

4. Gradually open left and right input valves, and compensate with bias
valves, to hold the amplifier operation in the maximum gain region
and with control pressures at their optimum values. Continue until
the input valves are set at their initial values.

5. Gradually open the left hand feedback valve R_ , and compensate
with the left hand bias valve to hold the requircd operating condition
until R_ 1is at its initial value and the output pressure, Po is
at 9 psgg,

6. Open the integral valve RI wide open and gradually open the integral

feedback valve , coupensating with the right bias valve so that

R

fI
the controller output will HOLD (i.e. not drift), in mid range with
the control port pressures at optimum, until RfI is at the

required initial value. By setting R, wide open, the maximum

I
integration rate will result and drift tendencies will be more
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readily observed.

7. Set the integral valve to the requ’red initial opening and check
left and right gains. If necessary, adjust left and right input
resistors to correct gain errors and compensate with bias valves to
maintain optimum operation.

8. Use step changes in left and right inputs to check integral action

time and if necessary adjust the integral valve RI to obtain the

required integral action time and hence the required effective

integral time constant Ti .

9. Re-check ie&ft and right hand gains, input error linearity and hold
characteristics. Check also to see that the integral component in
the control action is ideal. If the integral action is not ideal,

| adjust the integral feedback resistance R_. . It will be seen by

| referring to Fig.4 or equation (1), that the stability of the con-
troller, and hence the nature of the integral action component is

influenced directly by the ratio _f

l Rey

Reference to Fig.5 shows that if the controller is unetable RfI

should be increased, whereas if the controller is stable RfI

should e reduced, i.e. valve opened further. Note that changes
in RfI may require compensation by adjusting Rbr ]
While a change in any one resistance setting will have a numbcr of
effects, the following summary of the main functions of each resistance
valve will assist in setting up and subsequent adjustment o the

controller:

R2 Left hand side gain;

Rr Right hand side gain;

Rf Gains of both sides similarly affected and the nature
of the integral action or controller stability;

RfI Controller stability;

Rbl Left hand contrcl port pressure and so amplifier
operation;

Rbr Right hand control port pressure and so amplifier
operation;

RI Integral time constant.
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CONTROLLER PERFORMANCE j

Experimental verification of the feasibility of using the principle of
flow summation at each of two control ports in the first stage of a ;.
flueric operational amplifier was obtained by using proprietary |
proportional amplifiers having only one pair of control ports each and
proprietary resistance valves.

The controller was set up as described earlier in the paper using both
a four stage and a five stage operational amplifier.

The controller was first set up and tested in isolation and tire foregoing
theory and setting up procedure verified., Of particular interest in the
study was controller stability. The controller was adjusted so that it
operated as an unstable element, as a stable element, and as a critically
stable element, producing quite a satisfactory integral component of the
control action when adjusted for this critically stable condition.

Fig.6 shows a plot of the controller output when subjected to an input
step change of 1 psi in the right hand input pressure Pt , after
being adjusted for ideal proportional plus integral action.

The pressure-flow characteristics of the resistance valves were
significantly non-linear. This had a noticeable effect on the zercing
of the input signals at the low pressure end of the signal range. For
the valves used in this study, the effect could be minimised by selection
of blas pressure. Fig.7 shows a plot of values of right hand input
pressure plotted against left hand input pressurc, which indicated to the
controller that zero error existed at the input.

The controller performed satisfactorily over a range of gains (0.5 to
2.0) and over a range of integral action times (20 sec to 120 sec)

Some indication of the relative values of the terms in the equations
developed earlier can be obtained by considering a particular case.

The values in the following table applied when the controller was set up
for unit gain. The operational amplifier open loop gain was 750 , when
the first stage control port pressures were in the vicinity of 0.8 psig.

As all resistances are non-linear, the values quoted were obtained by
taking the tangent to the pressure-flow curve at the nominal zero

controller signal level, i.e. PQ = Pr = Po = 9 psig ; for a bias

pressure Pb of 15 psig ; and for the first stage control port pressures

of 0.8 psig . The pressure-flow curve, used to evaluate the adjustable
resistors, was for the tvpe of valve used, and no information was avail-
able on the likely variation from one valve to another, which could be
quite significant at small openings such as 0.015" . To the authors'
surprise, the two control port resistances were significantly different.
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Resistance Rl Rbl Rf Rcl Rr Rbr RfI Rcr RI
v.1v:“2:en1ng 0.016] 0.026| 0.015| - | 0.024] 0.025| 0.016] - | 0.050
Resistance Vajue g3| 26| 90l 2.0{ 105| 28| 83| 2.4| 8.3

1b sec in
Table 1:
Valve openings and resistance values for the controller when set up for
unit gain.
{
1 1 1 1 1 1 1 1
L = =4t F == = ===t ==+
\RQ Rb R . > 2] 83 26 90 2.0
= 0,012 + 0.038 + 0.011 + 0.500 = 0.561
» S
1 1 1 1 1 1 1 1
Ir v Rt gl gla) = shr gk d O %
‘Rr Rbr RfI R J 105 83 t7.a
= 0.010 + 0.036 + 0.012 + 0.417 = 0.475 .

Check the condition for ideal integration, equation (1)

[Re 2 1 [ 1 . G
ln “Ir R R. L&
£1 1 £
1+R—- 1+ e
£1 ~

90 x 0.561 1 1

. [83 X 0.475] L+ 83| |7, 90xo0.561
) 750
1.28

S = T7x1.067 - 10

Indicated error is 9% .
Check proportional gain of left hand side (see Fig.4)

R
f 1 90 1 3
LR R, IZ)| " 8 [1.067] 1.016
1+ £
A
Indicated error is about 27 high.

Check proportional gain of right hand side using equation (4).
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4 Ry 34 1 _ %0 x 0.561] (_1 S
R LT R, Il 105 x 0.475| |1.067 ‘
r & % f
A

Indicated error is about 5% 1low.

R
Check the condition that the term El— §——lf—- e g R
than unity. fI % fhaad

R
1 1 8.3 1
Rer [fo z'] Y [83 x 0.475] = 0.00254
Indicated error caused by discarding this term
is about %X .

Determine the value of the effective integral time conste.t, Ti .
in terms of the integral time constant, T

1°
T = T —1—— = TI = TI
I 1 R P 7% R 9
1+ o 83
f1
' =
TI 0.91 TI.

The controller was also tested by using it in place of a conventicnal
pneumatic controller to control a fourth order liquid level process
which was subjected to set point changes and process flow disturbances (12).

The controller performed at least as well as the conventional
controller. However, changes in the settings of the flueric
controller, particularly gain settings, were more difficult to
accomplish than was the case for the conventional pneumatic controller.
In addition, the flueric controller did use much more air than the
conventional controller.

CONCLUSION

A proportional plus integral flueric controller, using the principle
of flow summation, and constructed by using proprietary proportional
fluid amplifiers has been described. Equations have been developed
which define the conditions necessary for an ideal integral component
in the control action, when only a moderately high open loop gain is
used. The conditions necessary for equal controlier gains for set
point and measured value inputs have also been determined.
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A method for determining the initial resistance settings for the
concroller has been outlined, and a setting up procedure given.
These are especially useful when the two cor:rol port resistances of
the flueric operational amplifier are significantly different.

Some indication has been given of the controller performance, when
tested in isolation and in closed loop control of a process subjected
to set point and load disturbances.
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FIGURE 1

Schematic arrangement of proportional plus integral flueric

controller with five stage amplifier.
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FIGURE 2
Block diagram of proportional plus integral fluerie controller.
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FIGURE &4

Reduced hlock diagram of proportional plus integral flueric controller.
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(1]
Time

(a) Response of Unstable Controller.

T SR

S

Outpul pressure

0
Time

(b) 1Ideal response of critically stable controller.

pressure

0 Output

0 .
Time

(¢) Response of stable contreller.

FIGURE 5

Responses of the two term controller to a step change {n either

fnput at t =« 0 . The responses apply for the following values

of the Left Hand Side of equatien (1):

Diagrsm (a) applies when LHS > 1
Diagram (b) applies when LHS =1
Diagram (c) applies when LHS < 1
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Output pressure, K = 9 psig constant
4
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Left hand input pressure p.s.i.

FIGURE 7
Values of right hand side input pressure 9' » which caused the

controller to experience zero error, plotted against left hand side

input pressure P! vhen the output pressure Po was 9 psig .
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ABSTRACT

Both proportional (DC) and carrier modulation (AC) fluidic techniques
have their own particular advantages in fluidic control system applications.
In some cases, one is preferable over the other due to types of sensors
used, length of signal transmission, and complexity of computation to be
done by fluidics. In many cases, a combination of the two teciiniques is
used,

This paper deals primarily with fluidic carrier techniques including
pulse modulation. Proportional fluidic operational amplifiers are also
briefly described, since they often appear in conjunction with fluidic carrier
systems, In addition to the ""building block' techniques of fluidic carrier
systems, examples are given of their applications ranging from air motor
governors to jet engine and missile controls.
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NOMENCLATURE

Frequency of sensor output

Differential frequency between two sensor
outputs

Forward gain of closed loop

Feedback gain of closed loop

Open loop gain of operational amplifier
Gain constants of temperature sensors
Pressure

Differential pressure

Fluid resistance

Laplace operator

Absolute temperature

Time constant

Weight flow

{Hz)
(H2)

(Hz/°RY?)
(psig)
(psid)
(sec/in?)
(sec-?)
(°R)

(sec)

(pound/sec)




FLUIDIC CARRIER TECHNIQUES

by

Willis A. Boothe*

General Ele:tric Co.
Gas Turbine Products Division

Schenectady, N. Y.

and

Carl G. Ringwall
General Electric Co.
Specialty Fluidics Operation
Schenectady, N. Y.

1,0 INTRODUCTION

Fluidic devices are particularly attractive for use in many applications
due to their insensitivity to vibration, radiation, and temperature extremes
as well as their poterntial for high response and reliability. Equally impor-
tant is the fact that fluidics presents an opportunity to use techniques analo-
gous to electronic circuitry but without the restrictions imposed by the elec-
tronic art. Other papers presented at this symposium cover digital devices
and proportional or analog circuitry. In this paper, the use of carrier tech-
niques in fluidics is described. Temperature, position and shaft rotational
velocity are among the parameters that can be sensed fluidically to produce
a frequency proportional to the sensed parameter, Techniques for compar-
ing such sensed signals to various frequency references are described in
this paper as well as applications including pure carrier systeiuis and those
where a combination of proportional and carrier techniques have been used.
Among the former are speed governors and temperature controls, Combined
carrier and proportional control applications include a control for J-79 jet
engine, a gas turbine overspeed control, and missile thrust vector controls,

2.0 PROPORTIONAL FLUIDIC TECHNIQUES

2.1 Basic Amplifiers

Since most fluidic carrier systems ultimately employ some proportional
stages in their circuits, a brief review of proportional amplifiers is in order.
(Professor Brown covers them in greater detail in his paper.

* Formerly with Corporate Research and Development, Schenectady, N.Y.
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A basic typical proportional amplifier stage is a beam deflector ampli-
fier of the type shown in Fig. 1 with a steady-state characteristic as shown
in Fig, 2. The device has relatively low gain and the negative gain region
after passing the maximum output point shown in Fig., 2 can be tro