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NEW MATERIALS AND CONSTRUTTION FOR IMPROVED HELMETS

ANTHONY L. ALESI, MR.; RICHARD P. AMES, MR.; ROGER A. GAGNE, MR.;
ALAN M. LITMAN, MR. § JOSEPH J. PRIFTI, PhD.
ARMY MATERIALS § MECHANICS RESEARCH CENTER
WATERTOWN, MASSACHUSETTS

Three new materials are now simultaneously available for
exploitation in personnel armor. They are (1) XP, a highly oriented
polypropylene film, (2) LMLD - a low modulus, low density glass
fiber, and (3) Kevlar - a high modulus, high strength aromatic
polyamide fiber. All three are superior to the older gyer materials
in protection capabilities against munition fragments.

The label '"new'" often signifies that a material has not
been completely characterized and that actual use experience in
product form is limited or nonexistent. If further the new material
has unusual properties, properties much different from prior mate-
rials, then its behavior may not be well understood, it may be dif-
ficult to process into desired forms and constructions, and its
performance in the end product may not be as expected. Both XP and
Kevlar fit into this category of new materiai. LMLD on the other
hand, and E glass fiber (ordinary fiberglass now used in armor) do
not differ in properties tremendcusly. Both combine with the came
polyester resins to make bonded fabric armor. Piocessing and
fabrication for both are alike.

This paper will consider only the XP and Kevlar materials
and some problems posed by their '"newness' and unusual character-
istics in their application to helmets. The preparation of flat
laminates und helmet constructions and their testing in several ways
for "durability" and for fragment penetration resistance capabilities
will be presented. The suitability of these materials and con-
structions thereof for helmets will be evaluated. Remaining problems
to successful application will be identified.
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PROBLEMS IN USING NEW MATERIALS FOR ARMOR

A. XP Film

XP is tlie first armor material in the form of a thin film.
It is prepared from flat tubular polypropylene film by hot-stretching
to about 12 times iti)original length and to a tube thickness of
about 0,0015 inch, Stretching increases the tensile strength
from 4300 to about 50,000 psi in the stretch direction and practically
no strength (40 psi) in the transverse direction. This highly ortho-
tropic strength characteristic can be a problem in handling and as-
sembling several hundred plies into armor since it splits easily.
Also, it requires that alternate plies be cross-plied to be effective
armor. Cross-plying is accomplished in a practical manner by the
application of filament winding techniques. Eight inch wide film
is wound at 45° in alternate directions and a pad obtained by slitting
the wound iraterial longitudinally. Pads as large as 9x21 feet have
been made. Pads may be secured by stitching around the perimeter and
in horizontal and vertical rows at intervals. Film pads are converted
to a rigid laminate by the simultaneous agglication of heat and pres-
sure followed by cooling under pressure.L No adhesive or external
bonding agent is used between the plies.

As normally made, molded XP has a tendency to delaminate
partially when severely flexed or subjected to large temperature
changes. Such behavior raises doubts as to the durability of an XP
helmet in the field. Yet som¢ capability for delamination under
ballistic impact is necessary for a high degree of resistance to
penetration. Complete fusion into a solid block will produce poor
armor. Reconciling these opposing requirements is the problem.

Two approaches were taken in achieving a stable rigid
structure without undue loss in protective capability. The first
sought to determine whether the problem could be ameliorated to a
satisfactory degree by careful selection of the molding temperature
and pressure. The second encapsulates a pad of XP film between
rigid skins of resin-bonded fabric laminates molded together at the
edges to achieve a rigid structure that would be durable and
equivalent to XP in protective capabilities.

B. Kevlar Fiber

Kevlar aromatic polyamide at present is made as three
fibers having different strength groperties that g?4yp to 400,000
psi in tensile strength and 19x10~ psi in modulus. Fabrics made
from these fibers differ a little in ballistic resistance: the
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better of these, Kevlar 29, is usually selected for armor appli-
cations.

Many bonding resins for Kevlar fabric armor have been ex-
amined by AMMRC and other laboratories. The consensus has selected
the same phenolic/polyvinyl butyral resin used for the nylon fabric
helmet liner. However, the interply bond strength using this resin
is not always adequate. Molding temperature and pressure, and pre-
curing of the prepregged (resin impregnated) fabric were briefly
investigated using flat panels hefore helmets were molded. Peel
strength was used as the criteria for selecting the precure and
molding conditions.

MOLDING OF TEST LAMINATES § HELMETS

A. XpP

__' Prior work indicated that temperature alone of the molding
cyc{g)variables could appreciably alter ballistic limits of laminated
XP. With increasing molding temperatures beyond about 325°F, bal-
listic limit decreased. However, no tests had been run to determine
the effect of molding temperature on the susceptibility to de-
laminate. A series of 12x12 inch test panels weighing 40 oz/sq ft
were made in a mold at temperatures between 315°F and 360°F (all
molded for 20 minutes at 1000 psi) by the Phillips Scientific
Corporation and tested at AMMRC for ballistic limit velocities. A
duplicate set was cut inte 6x6 inch panels and tested for delamin-
ation by temperature and humidity cycling and by water immersion.

A second series of test panels, 6x6 inches, weighing 36
oz/sq ft were molded at AMMRC over the same temperature range be-
tween polished metal plates with 0.018 inch Teflon sheets between
the XP and the metal plates to prevent adhesion between them. A
thermocouple was inserted at mid-thickness in a corner to measure
the molding temperature accurately inside the laminate rather than
relying on a platen temperature. Molding at temperature was con-
ducted for 30 minutes - sufficient to provide a minimum of 10
minutes at the indicated temperature for the center of the panel.
Panels were cooled under pressure to an internal temperature of
100°F. The molding pressure was raised to about 2500 psi since
higher pressures of this magnitude were needed for helmet molding
and since partial internal delamination was observed on thermal
stressing of the first series.

The AMMRC panels were translucent as shown in Figure 1
while the Phillips panels were striated, white and opaque. Both when
molded at the highest temperatures (356-360°F) were yellow and hazy.
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The difference in appearzoce between the two sets of panels is at-
tributed to the better removal of air between film plies at the
higher pressure. Excessive flow of XP material occurred at the 356°F
molding temperature as indicated by the flash that squeczed out
around the edges.

XP helmets were made using a M-1 helmet shape, production
quality compression mold in a 300 ton press at the U.S. Army Natich
Laboratories. This mold produced a helmet with a wall thickness of
0.2 inch that weighed about one pound. Although a 3 pound helmet was
desired, this was the only compression mold available for demonstrat-
ing the molding process. Full press tonnage and the maximum tempera-
ture of 320°F obtainzble from the steam supply was used. XP helmet
preforms were put into the hot mold and pressed for 20 minutes, then
cooled to room temperature under pressure. The size of the preform
had to be made smaller than was indicated by helmet dimensions. The
shear cut-off on the mold that has operated satisfactorily when nylon
fabric helmets were molded was unable to cut off any excess XP with
the consequence that the mold did not fully close. The removal of
about 1 to 1 1/2 inches from the perimeter of the preform corrected
this. The XP flowed to fill the mold and produced a helmet with a
finished rim.

Two styles of preforms were tried, an oval shaped one and
a "pinwheel" type shown in Figure 3 with either overlapping or butted
"vanes'. Sound helmets, that is, helmets bonded throughout, were
obtained with both preform styles. One of thc XP helmets is shown in
Figure 2 together with helmets molded from the other materials.

B. Kevlar

Flat laminates consisting of 23 plies of Kevlar 29, 11 oz/sq
yard plain weave fabric, preimpregnated with phenolic/polyvinyl
butyral resin (22%) were prepared by press molding under 45 tons at
330°F for 45 minutes, followed by cooling prior to removal from
the press. Test panels, 12x12 inches, for ballistic testing and
6x6 inch panels cut from 12x12 inch panels were prepared having
a 36 oz/sq ft areal density.

Helmet constructions of the standard M-1 helmet shape were
prepared by conventional bag molding procedures in an autoclave at
330°F and 250 psi pressure for 80 minutes. The mold was a sili-
cone rubber coated, glass fabric reinforced epoxy mold that was
fabricated using a plaster cast made of the male half of the XP
helmet compression mold. The mold was made so spacer liners could
be inserted to obtain desired wall thicknesses. Two Kevlar 29
constructions evolved, one of 23 plies of 11 oz/sq yd plain weave
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fabric, and the other of 14 plies of 16 oz/sq yd woven roving weave
fabric; both preimpregnated with phenolic/polyvinyl hutyral resin (22
and 25 percent respectively). Pinwheel preforms were laid up in an
overlap pattern within the mold; the mold put inte a polyvinyl alcchol
film bag; and the bag evacuated (shown in Figure 4) prior to curing

in the autoclave. The helmet made with 23 plies requirea three coun-
secutive moldings of 8,8 and 7 plies to achieve a smooth, wrinkle free
model with proper tapering along the helmet edge. However, 14 plies
of woven roving fabric cnabled the helmet to be moided in a single
operation due to the fabric's better draping characteristics and
lesser total bulk of the lay-up. This helmet and a test panel to pro-
vide specimens for a pecl resistance test were molded at 350°F to
obtain a grecater resin cure and eliminate the strong residual odor

of the 330°F moldings. Helmets of both construction- weighed about 3
pounds.

Kevlar fabric and laminates were found aot to cut cleanly
by any of the usual means - scissors, rotary knives, band saws and
circular saws.

C. GRP/XP/Kevlar Composite

Flat laminates were prepared by encapsulating 16 oz/sq ft
of XP film, 6x6 inches between 4 plies, 8x10 inches, of conventional
polyester prepregged woven roving glass fabric (GRP) and 6 plies,
8x10 inches of polyester impregnated Kevlar 29 satin weave fabric
(5 oz/sq yd). This composite was cured in the autoclave at 260°F
under 75 psi pressure for 90 minutes employing conventional vacuum
bag molding techniques. Under these conditions the XP film plies
would not be expected to bond together.

In a similar manner, M-1 helmet shaped composites were made
in the same mold utilized for the Kevlar helmet. The core XP was
tapered by progressively making the inner plies smaller and the
largest ply end an inch from the helmet edge so that the GRP and Kev-
lar bonded together to form a rigid double wall shell sealed at the
rim. Again a hand lay-up pinwheel overlap procedure for assembling
the materials within the mold was employed. The helmets weighed
about 3 pounds.

TESTING PROCEDURES AND RESULTS

A. Ballistic Penetration Resistance

1. Helmet Materials
The ballistic resistance of the new helmet armor materials

was determined using flat panels with four projectiles of different

———
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masses representative of the fragmenting munition threat (under 100
grains) to combat ground troops. The test projectiles were conven-
tional Army fragment simulating projectiles conforming to Military
Specification MIL-P-46593. Testing was conducted in accordance with
Military Standard MIL-STD-662, Ballistic Test Method for Personnel
Armor Material. The test determines ballistic limit velocities, V..,
denoting the projectile velocity where the probability of penetratiomn
is 0.50 and calculated by averaging out an equal number of velocities
within a range of 125 ft/sec. that result in partial and compiete
penetrations. (Ballistic data now being acqui.ed with munition frag-
ments a, - onfirming the superior resistance to penetration reported
herein ... these materials.)

The percent improvement in V.. values for the new materials
over the standard M-1 helmet system (s%gel shell and laminated nylon
fabric liner) is given in Table I. It is readily apparent that all
four materials exhibit substantially higher resistance to penetration
than the M-1 helmet system. Kevlar and XP are best closely followed
by the GRP/XP/Kevlar composite. Their improvement over the M-1 helmet
system is in the order of 30 to 80 percent.

2. \Variation of V., Ballistic Limit of Laminated XP With Molding
Temperature
Only the intermediate caliber projectile was used. Figure

5 shows the combined data for the Phillips and AMMRC panels presented
in terms of V., ratios based on the V.. value obtained for the lowest
temperature (§95-316°F) This ratio s%grts to decline rapidly after
345°F, indicating that the ballistic penetration resistance of
laminated XP is being degraded at the higher temperatures.

B. Durability (Permanence) Tests
1. Temperature Cycling
Al]l test panels were prepared with two adjacent edges cut
with a band saw to obtain unsealed edges as well as molded edges.
With XP this procedure produced partial delamination along the edge
and some fusing of the cut surfaces.

The panels in an environmental test chamber were cycled from
room temperature to -76°F, then to 176°F and back to room temperature
within 8 hours. Two such cycles were run. Panels were inspected
visually for changes after each cycle.

There were no changes in the appearance of the Kevlar and
GRP/XP/Kevlar composite. The Phillips XP panels molded at 315 to
340°F delaminated around the cut edges to a depth of 1/8 to 3/8 inch.

B T e G e i ot

Secan- o
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All panels molded at 315 to 350° maintained their integrity and
rigidity but were whiter in appearance than originally and felt
slightly spongy when squeezed indicating partial delamination. The
360°F panel warped and split partially along a curved surface of
discontinuity that was visible before the test started.

AMMRC XP panels molded at 316 and 324°F turned white and
split along the cut edges. The former puffed up to about 1 1/2" in
thickness. The 337, 347, and 356°F molded panels showed no change.

2. Humidity Cycling
This test was conducted in similar fashion to the tempera-
ture cycling test. The first part of the cycle was at 95 percent
relative humidity and 176°F; the second part was at the same tempera-
ture but without the high humidity.

The behavior of the Phillips XP specimens submitted to
humidity cycling was similar to those subjected to temperature
cycling. It should be noted that humidity cycling also involves
temperature cycling (room temperature to 176° to room temperature).
The panels molded at 315°F and 360°F split as before. All but the
latter felt slightly spongy when squeezed. The AMMRC panels molded
at 316, 326 and 338°F split with the frequency and extent of split-
ting decreasing with increasing temperature. The panels molded at
346 and 356°F did not change in temperature.

The Kevlar and GRP/XP/Kevlar composite panels did not
change in appearance except that for the latter the Kevlar skin had
puffed up away from the XP to a height of about 1/4 inch at the center.

3. Water Absorption
Water absorption for all the materials except the composite
was conducted in accordance with procedures outlined in ASTM D570-63:
Standard Method of Test for Water Absorption of Plastics. The
composite specimens consisted of 6x6 inch XP encapsulated within
8x1G inch GRP and Kevlar skins. Cuts to expose unsealed edges were
made outside the XP area.

The 24 hour water absorption values determined were:

XP None
Kevlar 2.5 Percent
GRP/XP/Kevlar composite 5.8 Percent
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Water could be forced out of the composite specimens at the
cut edges by shaking or tapping. Inspection of all edges showed that .
the Kevlar plies could be peeled from one another with very little ‘
effort. However, the Kevlar ply adjacent to the GRP was firmly bonded. |

4., Impact Damage Resistance
To determine the relative impac: resistance of M-1 shape | \
helmet constructions, a 4 inch diameter steel ball weighing 8 pounds
was dropped from a height of 5 feet onto the crown of the helmet placed
on a concrete floor. The amount of permanent deformation was measured (
and each helmet was closely examined for delamination or other damage.

No impact damage could be detected for either Kevlar helmet
construction. The GRP/XP/Kevlar composite helmet suffered no perma-
nent deformation but careful examination of the inside of the helmet
revealed an area below the impact point, about 2 inches in diameter,
that had a slightly altered appearance resulting presumably from the
transient deformation of the helmet structure. Impact of the M-1
Hatfield steel helmet and nylon liner system produced a dent in the
metal shell 7/16" deep and 1 7/8" in diameter. The XP helmet was also
tested even though it was only 1/3 the weight of the others and it had
been molded at a temperature too low for adequate bonding. According-
ly, it was not surprising that upon impact a dent 1 1/4 inches deep
and 3 1/4 inches in diameter formed. The dented material had
delaminated.

e
Y

C. Peel Resistance

This test was conducted on Kevlar laminates only. The pro-
cedure followed was that of ASTM method D1876, Peel Resistance of Ad-
hesives (T-Peel Test) except the bonded part of the specimens was 5

instead of 6 inches. Peel resistance cf the laminates made with 11 1
oz/sq yd plain weave fabric and molded at 330°F and with 16 oz/sq yd
woven fabric molded at 350°F was about 7 pounds per inch of width when N

pressed at 250 psi but only about S5 1/2 pounds at 2250 psi. Precuring
the first fabrric (prepregged) for 8 minutes at 235°F did not signifi-
cantly change the peel strength. The peel strengths shown in Table

IT are considered adequate but not high for well-bonded durable
laminates.

DISCUSSION OF RESULTS

A Protective Capabilities

The 64 to 79 percent increase in V. ballistic limit of the
Kevlar and XP laminates and of the composite gver the standard M.?
helmet system when tested with the projrctile of least mass is espe-
cially significant. A major threat to yround troops are detonating
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munitions emitting small fragments traveling at high velocities. Yev-
lar and XP (or composite constructions having XP as the major compon-
ent) helmets weighing 3 pounds (the same as the M-1 helmet system)
are considered capable of stopping most and possibly all fragments at
relatively short distances from burst. The M-1 helmet systenm is
considered ineffective under these conditions.

®

B. XP Helmet

Molding of XP helmets, on the basis of experience with flat
laminates, requires the selection of a molding temperature of 340 to
350°F and a pressure of at least 2200 psi to insure removal of air
between film plies, effect adequate bonding, and restrict the re-
duction in V5 ballistic limit to under 10 percent of the maximum
attainable. ghe temperatures measured must be that of the XP, not
that of the mold. Vacuum-bagging should be tried before molding for
greater assurance of air removal. There appears to be wide latitude
in preform design for XP helmets provided preforms are undersized (but
not underweight) and of minimum bulk to allow the mold to close since
any excess XP cannot be cut by the mold. Although molded XP helmets
will require no cutting of the rim, piercing techniques with heated
penetrators may be needed to make holes for mounting helmet
suspensions without incurring local delamination of the XP.

Laminated XP when properly molded will not delaminate on
thermal stressing, is dimensionally stable and does not absorb water.
The ability of 3 pound XP helmets to withstand low velocity impact
as exemplified by the ball impa:t test remains to be determined.

Thermal stressing can distinguish between helmets molded
under different conditions of temperature and pressure. As few as
two cycles over a modest temperature range, say of 100°F above
ambient, may suffice as a test. Translucency and color can also
serve as visual guides to adequate molding. A yellowish tinge and
good translucency indicate a satisfactory molding. Opaqueness with
whiteness indicates too low molding temperatures and/or pressures.
Very hazy yellowness indicates too high a temperature.

C. Kevlar Helmet

Kevlar fabric laminates using phenolic/polyvinyl butyral
resin withstand thermal stressing and have low water absorption (2.5
percent in 24 hours). A molding pressure of 250 psi and temperature
of 350°F are adequate. Heavy fabrics of good draping characteristics
make molding of helmet shapes easier. A woven roving fabric of 15
oz/sq yd, and possibly up to 25 oz/sq yd, is satisfactory, and
represents a lower cost fabric construction.
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Kevlar fabrics and laminates of low resin content, 20 to
30 percent, werc not able to be cut cleanly. Even helmets compres-
sion molJded in matched steel dies (as they would be in production)
will require some treatment of the as-molded fibrous edge to obtain
a finished rim.

D. GRP/XP/Kevlar Composite Helmet

This composite construction was obviously not waterproof,
as evidenced by the accumulation of water between the skins. The
entry point was apparently between Kevlar plies whose adhesion was
quite poor. Polyester is evidently not a suitable bonding resin for
Kevlar fabrics. Phenolic/polyvinyl butyral would be a better choice
but its use would require some intermediate bonding medium to effect
the bond with the GRP since the phenolic resin inhibits the cure of
the GRP's polyester. If water also enters through the thickness of
the skins, surface plies, or all plies, having somewhat higher resin
contents would reduce or prevent this.

CONCLUSIONS

1. The feasibility of utilizing the new materials, Kevlar
29 fabric, laminated with phenolic/polyvinyl butyral resin, and
laminated XP polyprcpylene film in the development of combat helmets
has been demonstrated on the basis of laboratory tests for fragment
protection capabilities and for duraility. Some problems of
secondary importance remain; obvious solutions for all but one are
available.

2. Processing parameters have been defined for molding
helmets weighing 3 pounds that are durable and possess at least 90
percent of the fragment protection capabilities of the material.

a) XP helmets are best molded at 345:§°F for a minimum
of 30 minutes under a minimum pressure of 2200 psi. The specified
temperature is that of the laminate and not a temperature measured
somewhere in the mold metal. Procedures should be adjusted or modi-
fied to prevent the occlusion of air between film plies during mold-
ing. The making of holes in XP helmets for mounting suspension
systems must be conducted with care using properly selected tools and
techniques to insure that the new edges are sealed by fusion and no
delamination ocaurs. Heated peretrators may be suitable hole-making
devices.

b) There are no indications that the molding of lami-

nated Kevlar 29 fabric helmets has any critical requirements. A mold-
ing pressure of 250 psi and a temperature of 350°F produced satis-

10
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factory helmets. Procedures or devices for cleanly cutting the helmet
rim, or for removing frayed fibers and sealing the rim, or for binding
the rim to form a finished edge are needed.

c) Polyester resins are not satisfactory bonding
materials for Kevlar fabric in the GRP/XP/Kevlar composite helmet.
Phenolic/polyvinyl butyral resin is recommended with the use of a
polyester-compatible adhesive or resin-coated scrim ply between the
GRP and Kevlar laminates. Resin contents of 30 percent (greater for
surface plies) are recommended to reduce water absorption.

3. Suitable types of tests for the quality of molded hel-
mets are:

a) v 0 ballistic limit velocity and falling ball impact

fgr the threc constructions,.

b) Thermal stress and visual inspection of color and
translucency for XP helmets.

c) Water absorption for GRP/XP/Kevlar composite helmets.
d) Peel strength for Kevlar 29 helmets.

4. Laminated Kevlar 29 fabric, laminated XP film, GRP/XP/
Kevlar composite and LMLD offer substantially improved protection
capabilities against the broad range of fragment masses inherent to
anti-personnel munitions. In terms of V., ballistic limit veloci-
ties, for the range of test projectile mggses utilized, the improve-
ment over the standard M-1 helmet system is 42 to 79 percent for
Kevlar, 36 to 77 percent for XP, 33 to 75 percent for the GRP/XP/
Kevlar composite, and 13 to 53 percent for LMLD.

S. The development of a combat helmet can be successfully
completed with any of the helmet systems examined. The Kevlar and
IMLD helmet developments are the least difficult, XP is next, and
the GRP/XP/Kevlar composite is the most difficult. The one having
the most promising combination of superior performance and a
minimum of problems is a Kevlar helmet.
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Table I. Vgg Ballistic Limits of New Helmet Materials Compared to
the M-1 Helmet

Percent Improvement*

Material A B C D
KEVLAR 79 42 62 56
XP 66 36 69 77
GRP/XP/KEVLAR 64 33 56 75
LMLD 53 15 40 13

Veg((New Material) - Vey (M-1 Helmet)
Vso (M-1 Helmet)

NOTES: A, B, C, D indicate fragment-simulating projectiles in
increasing order of mass.
All comparisons are at an areal density of 36 oz/sq ft.
M-1 helmet includes Hadfield steel shell and nylon fabric
reinforced plastic liner.

*Percent Improvement =

Table II. Peel Resistance of KEVLAR Laminates (1b/in.)

Molding
Temperature Molding Pressure
(°F) (250 psi) (2250 psi)
Not Precured 330* 7.3 5.7
350% 7.0 -
Precuredt 330+ 7.6 5.5

*KEVLAR 29, 11 oz/sq yd plain weave fabric; 22% resin,
phenolic/polyvinyl butyral.

tKEVLAR 29, 16 oz/sq yd woven roving fabric, 25% resin,
phenolic/polyvinyl butyral.

tFor 8 minutes at 235°F.

Figure 1.

Relative Translucency of

XP Laminates: (left to right)
AMMRC panel molded at 2250 psi
for 30 minutes at 347°F;
Phillips panels molded at

1000 psi for 20 minutes at
360°F and 315°F,
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Figure 3. '"Pinwheel' Preform Figvre 4. Vacuum-Bagged Helmet

Preform in Mold

O AMMRC
PHILLIPS
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0O+ +

‘\;5 (T))
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0.80

315-316°F
320 340 360 380

T, Molding Temperature, °F

Figure 5. Effect of Molding Temperature on Vsg Ballistic Limit

of Laminated XP
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INITIATION AND PROPAGATION OF LASER
SUPPORTED COMBUSTION WAVES

*
FRANK J. ALLEN, WILLIAM F. BRAERMAN, CHARLES R. STUMPFEL
U. S. ARMY BALLISTIC RESEARCH LABORATORIES
ABERDEEN PROVING GROUND, MARYLAND 21005

I. INTRODUCTION

During the past few years there has been much discussion of
absorption waves produced by intense laser irradiation of targets
(1-6). These have been classified according to the following
table (5).

Table 1. Classes of Absorption Waves

Phenomenon Intensity Propagation Velocity
(Approx.) (Approx.)

Breakdown Wave 103 W/cm2 BAG

Radiation Front 10 10, cm/sec

Laser Supported I'etonation Wave 10{ 1o§

Laser Supported Combustion Wave th 10

Plasmatron 10 0

In each case the absorption of laser beam energy behind the wave
front supplies the energy required to overcome losses associated with
propagation. In a detonation wave propagation is supersonic; in a
combustion wave, subsonic. An optical plasmatron is a limiting case
of a laser supported combustion (LSC) wave in which the laser beam
intensity is Just at threshold to maintain the wave stationary. Once
formed an absorption wave absorbs all or a large fraction of the
incident radiation, thereby shielding the target. It is therefore
important to determine the conditions under which absorption waves
are ignited. In this paper we will be interested in LSC waves, which
occur at rather low incident intensities, and we will be interested
in their ignition and propagation at sea level atmospheric pressure.

Preceding page blank
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II. CHARACTERIZATION OF LASER SUPPORTED COMBUSTION (LSC) WAVES

Most investigations of LSC (and other absorption) waves
have been carried out with laboratory lasers. However, we are
interested in the properties of LSC waves under field conditions
vhere the target areas irradiated are much larger than those in the
laboratory. Since the incident intensities are comparable, some
information obtained in the laboratory is applicable to the field
situation. Because opportunities for performing field experiments
have been quite 1limited, and control over beam quality not completely
satisfactory we make use of laboratory results to the extent
practicable, We have used two high power lasers (HPL No. 1 and HPL
No. 2) to produce large scale LSC waves and have used the Ballistic
Research Laboratories 2 KW laser and the United Aircraft Research
Laboratories (UARL) 6 KW laser in our laboratory investigations. All
of these lasers operate CW at a wavelength of 10.6 um.

We can best characterize LSC waves by first describing the
experimental observations.

HPL NO. 1 EXPERIMENTAL RESULTS. Following are the principal observa-
tions concerning LSC waves produced with this laser:

1. There is a bright luminous region ~ 100 cm long and 10
to 15 cm in diameter. Some internal structure is discernible on the
film records. In particular, there is a much smaller central region
which is much brighter than the remainder of the luminous region.
This is the region of intersection of the laser beam with the
luminous volume. The length of the brightest region, the LSC wave
proper, is a few centimeters. Spectroradiometer results also attest
to the fact that the strongly radiating region is a few centimeters
long; in addition, we have noted that the shadows formed of nearby
objects are sharp indicating that the main portion of the LSC wave
radiant emission emanates from a small region.

2. Each LSC wave has its highest velocity when first
distinguishable on the framing camera records. (With the instrumen-
tation available for these experiments. the first involving large
scale LSC wave behavior, LSC waves could not be distinguished from
the surrounding luminous region until they had propagated a consider-
able distance from the target; that the LSC waves formed much nearer
to the surface was clearly proven, however, by spectroradiometer
data.) The propagation velocity decays approximately linearly with
distance. The LSC wave peters out, i.e., ceases to be luminous,
when the propagation velocity has decayed to v 1 m/sec.
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3. The luminous region behind the wave front has a smsll
upward acceleration,

L. After an LSC wave forms, action--greatly reduced--con-
tinues at the same location on the target.

5. The luminous region has sharply defined boundaries.
Its structure does not change rapidly; substantial changes occur over
periods of tens of milliseconds.

6. Burning particles are invariably present.

T. No LSC waves formed when an airflow over the target
was provided; however, the lowest airspeed used was Mach 0.1.

In these experiments intensities were in the range of
20 - k4o KW/cm2 for the mos® part. LSC waves were formed with alumi-
num and molybdenum targets at intensities of 20 KW/ch; they were nut
formed with titanium at this intensity, nor in boron or rubber st
25 - 30 KW/cm2, nor in tungsten at 4O KW/cm2. An LSC wave was formed
in tungsten (during a power excursion of the laser) at an intensity
of 90 KW/cm2. However, the intensities quoted are only accurate to
+ 50% owing to inaccuracies both in beam power and irradiated area.
Also, the number of irradiations was small, so that definitive con-
clusions regarding ignition threshold cannot be obtained from these
results.

HPL NO. 2 EXPERIMENTAL RESULTS. Since the early experiments we have
enjoyed an additional limited opportunity to produce large scale LSC
waves. We designed new apparatus for studying LSC wave behavior for
the latter experiments. Figure 1 shows schematically a system used
to obtain time, space, and wavelength resolved spectra of LSC wave
emission on each frame of a framing camera record. In addition, we
arranged narrow band pass filters that permitted simultaneous trans-
mission of LSC wave emitted light in two narrow wavelength regions
to a framing camera film. This enabled us to distinguish among the
several sources of light emission in the LSC wave. It enabled us to
separate target vapor emission fromn air emission and to learn some-
thing of the transition from a target vapor dominated LSC wave to an
air LSC wave.

Additional observations concerning LSC wave characteristics
obtained with the aid of the equipment just described are as follows:

1. The LSC wave forms at or very near the target in a mix-
ture of target vapor, particles, and air. No air spectra are seen
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initially. Some spectra seen in the case of a 2024 aluminum target,
for example, are: several Al and Mg lines, NaD lines, and Al0 bands.

2. Air spectra are first seen at distances varying between
1l cm from the target surface and 10 to 12 cm depending upon the laser
beam intensity.

3. The H, line at 6563 R, owing to water vapor in the air,
is an indicator of the transition from a target vapor to an air LSC
wave. This transition takes place over a small spatial region during
a time of several milliseconds; it takes place on the lower edge of
the LSC wave (the laser beam being horizontal).

+
L. Air spectra always include O, N, and H lines; N 1lines
are seen sometimes, apparently only at the highest intensities
reached in the experiments, and only near the wave front.

5. The LSC waves upon occasion split into two or three
distinct pieces which sometimes separate by more than one meter; this
behavior is associated with the spatial structure of the beam.

6. The threshold for ignition of an LSC wave in aluminum,
the material for which we have the largest body of results, is ap-
proximately the same a3 found in the earlier experiments, 20 KW/cm2.

Some variatior; from the above general behavior is contained
in the experimental results, probably caused by variations in details
of the laser beam behavior. Table 2 summarizes typical characteris-
tics of the spectral results. Figure 2 depicts the behavior in a
specific case.

ITII. PHYSICAL PHENOMENA INVOLVED IN LSC WAVE BEHAVIOR

Guided by the experimental observations, we now wish tn
provide a description of the physical phenomena involved in LSC wave
behavior and, in the following section, a more tentative description
of the very important, mcre complicated initiation mechanisms,
concerning which few experimental observations exist.

LSC WAVE TEMPERATURE. Af:er formation an LSC wave is in pressure
equilibrium with the surrounding air. Thus, except for minor pertur-
bations, the pressure may be taken as one atmosphere. This, along
with the temperature to be calculated, determines the degree of ion-
ization; the latter coupled with the temperature and pressure deter-
mines the absorption coefficient for the impinging laser beam.

Since, according to experiment, the laser beam is absorbed over a
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distance of a rew centimeters we can determine a range within which
the temperature must lie. Specifically, the relationship connecting
the degree of icnization, a, absorption coefficient, K s pressure, p,
ana temperature, T, is
L T/2
(Tr/10°) K
2 v
a = 2 ’ (l)
10.4 p° g

g being approximately constant (= 2.3) over the temperature range of
interest (4). This equation, with p and g fixed as stated, and a a
tabulated function for air (7,8), is readily solved for assumed
values of K , which must be in the range of 0.1 to 0.7 to be in
accord with the observed absorption in the experiments. Solving

Eq. (1) under these conditions, we obtain temperatures in the range
11, SOO to 15,200 k.

For the case of air seeded with target vapor we cannot use
the tabulated properties of air. Instead we use the Saha equation
for (single) ionization equilibrium. However, since the degree of
target vapor ionization is large we have modified the usual form of
this equation (6). The calculation of LSC wave temperature proceeds
in the same fashion for this case except that we must now assume
values for the molar concentration of target vapor. So doing, we
find thaet the temperature, in the case of an aluminum target, lies
between 6000 and 8000 °K., (Aluminum vapor provides almost all of the
ionization, air a small amount, because aluminum has a much lower
ionization potential than any of the constituents of air.)

The calculated temperature ranges are consistent with
several experimental observations. First, for a given temperature
and LSC wave volume, we obtain the power radiated from calculated
curves which have been checked against experiment in the range of
interest (9). We find that most of the power absorbed from the laser
beam is reradiated. Next, we have calculated spectra emitted by air
at temperatures of interest from results of Biberman et al. (10),
modified to account for geometrical differences. We find that:

1. The radiating volume is "thin"; i.e., almost all of the
emitted radiation escapes the hot plasma exc§pt for that emitted at
wavelengths shorter than approximately 1100

2. The spectral distribution of the radiation is consis-
tent with spectroradiometer results (measured power radiated in
selecteg wavelength intervals) for an air LSC wave in the 12, OOO to
15,000 K range and for a target vapor seeded LSC wave ~ T000 %.
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3. An estinate of the total power radiated based on the
calculated spectral distribution is consistent with that calculated
from the spectroradiometer data, assuming the spectral distribution
to be correct (which is consistent with the results already mentioned).

+ L. For some of the LSC waves observed in the exper’ ments
N spectral lines were seen at times near the wavefront {osciliating
on and off, owing to laser power fluctuations); for other LSC waves
no N* spectra were seen. This, taken in conjunction with known air
species concentretions as functions of temperature, suggest that the
lower and higher LSC wave temperatures are ~ 12,000 and 14,000 °K,
respectively (9,11).

5. The temperatures deduced are in the general range
observed in more carefully controlled laboratory experiments in which
the intensities were comparable while the spot sizes were much
smaller and the observed radiation source was the limiting case of
an LSC wave, a plasmatron. Using the BRL 2 KW laser (in argon) a
temperature of 13,000 °K has been obtained. Using the UARL 6 KW
laser (in air) a temperature of 17,000 OK has been obtained.

POWER BALANCE. Having determined the relevant temperature range, we
can make a power balance in the LSC wave. We have shown that the
power radiated constitutes the major portion of that absorbed from
the laser beam. For a given temperature we can calculate the stored
energy, which turns out to be quite small. (There is also stored
energy in the luminous region surrounding the LSC wave, the luminos-
ity being caused by metastable species. We have estimated the
density of this region from its rate of rise in the earth's gravita-
tional field; this, and the fact that it is at atmospheric pressure,
determine its average temperature, ~ 700 9K, and its energy content,
which turns out to be quite small.) Since the structure of the wave
has been observed to change rather slowly, changes in stored energy
have a negligible effect on the power balance. Likewise, calculation
of the thermal conductivity of air at the relevant temperatures, and
consideration of the dimensions of the LSC waves, show that heat
conduction plays only a minor role (6).

Finally, there is a transfer of energy by convection; we
cannot estimate this accurately. We obtain a rough estimate by
calcu.ating the rate of air engulfment by the LSC wave using experi-
mentally observed dimensions (cross-sectional areas) and propagation
velocities, and multiplying this result by the energy gain per unit
volume of cold air eatering the wave. We find that convective power
transfer is not small; however, it is not as large as the powver
radiated.
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PROPAGATION VELOCITY. The final characteristic of an LSC wave (after
initiation) which we wish to discuss is its propagation velocity.
This, we have observed, decays essentially linearly with distance.
Raizer's theory (k) provides an expression for the velocity dependent
upon the beam intensity (which varies as the wave propagates toward
the laser since the beam is focused). However, this theory is appli-
cable only to small scale LSC waves where heat conduction rather than
radiation dominates the energy transfer prccesses. Application of
Raizer's theory to the present LSC wave data results in velocities
much smaller than those observed. We wish tc emphasize, however,
that the propagation velccity is only partially determined by coupled
radiation and hydrodynamics: a very essential ingredient is the
initial mass and velocity of the hot gas. This is associated with
the initiation mechanisms to be discussed in the next section.
Briefly, the vapor (and particles) which blow off the target and
first form an absorbing region, receive a velocity directed from the
target toward the laser in the blowoff process. The mass removed
from the target and the time to form an absorbing region depend in
some fashion upon beam intensity and target material; (for large
beams the area irradiated is probably not important.) In addition,
as the absorbing region forms and heats, there is an exodus of gas
from the volume (to maintain pressure equilibrium with the surround-
ings); the interaction of the ejected gas with the target results in
additional momentum of the material in the absorbing region, directed
away from the target. This effect can be quite large according to
(one dimensional) calculations by Hall et al. (11). The dimensions
of the initial absorbing region, for a given target material, can
vary considerably with incident intensity: according to our most
recent experimental observations of LSC waves, in which we placed
two narrow band pass filters in parallel in front of a lens and
framing camera, the transition from a target vapor to an air LSC
wave may take place within 1 or 2 cms of the target or may occur 10
or 12 cms away from the target (for an aluminum target).

The observed, approximately linear, velocity decay is then
partly caused by the sharing of momentum with engulfed air and part-
ly caused by diminution in beam intensity as the LSC wave progresses
toward the laser. (The latter need not always be true: by focusing
the beam in front of the target, the LSC wave can be made to propa-
gate into a region of increasing beam intensity; we have done this
but, owing to inadequate control over beam quality. no definitive
results have been obtained as yet.) The observed velocity decay
rates of the LSC waves support the above statements as we have shown
by intercomparing decay rates for LSC waves in air formed with dif-
ferent target materials (6). Except for propagation velocity all
of the characteristics of an LSC wave, after the transition from
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target vapor to air has been made, are determined solely by the prop-
erties of air, the target vapor being too dilute to play a role once
the air has been ionized significantly.

IV. MECHANISMS OF INITIATION

Initiation of an LSC wave takes place in some mixture of
target vapor, burning target particles, and air. The transition to
an LSC wave in air usually occurs within 1 or 2 cms of the target
surface; however, when the laser heam intensity is barely sufficient
to support an LSC wave in air, the transition may occur up to 10 or
12 cms from the target. In some cases the transition fails to occur,
the LSC wave petering out as the target vapor becomes more dilute.

A target vapor-air mixture at the boiling point of most
metals does not have a sufficient degree of ionization to absorb the
laser beam significantly, thereby become hotter. Consider6 for
example, the case of aluminum whose boiling point is 2720 “K. Pure
aluminum vapor at atmospheric pressure does not significantly absorb
a 10.6 um wavelength laser beam below a temperature of approximately
5000 °K (12); the mixtures of aluminum vapor and air we previously
considered absorbed the laser beam, over the observed distances, at
temperatures in the 6000 - 8000 %k range. We are therefore led to a
search for processes which can lead to heating of the electrons
(after which these electrons can cause impact ionization resulting
in a rate of gain of electrons which exceeds the loss rate; i.e., a
cascade process occurs, the medium then becoming capable of absorbing
the incident laser beam).

7 2 Many mechanisms have been considered for intensities Bf
10' W/cem® or higher (13). The levels of interest here are » 10" to
105 W/cm2. At the higher intensities the transient pressure at the
target surface can be much greater than atmospheric with the result
that the temperature can greatly exceed the normal boiling point; the
thermionically emitted electrons are then characterized by a much
higher temperature and give rise to impact ionization. Walters (13)
has considered various suggested mechanisms which play a role in this
higher intensity regime. All of the suggested mechenisms appear to
be applicable only at intensities much higher than those of present
concern. On the other hand the role of particles blown off the
target, of which a great many are experimentally observed, has not
been considered. (We have demonstrated (6) that the small particles
keep up with the LSC wave as it forms and moves away from the

target.) That the hot burning particles play a role seems clear
since they are in the vapor-air mixture where initiation occurs while,
as we have seen, initiation does not occur at the target surface.
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As is the case at the target surface, there appears to be
no way the pressure at the surface of e small particle can be raised
sufficiently to increase the particle's boiling point significantly
(in spite of the large surface tension such particles possess): u
very high pressure is required to raise the temperature appreciably
while, because of its small volume (hence mass) to area ratio, a
suall pressure gradient within the particle will cause its disinte-
gration. Such disintegrations are commonly seen in metal flames
(14,15) and appear to occur even more readily when the burning takes
place in a laser beam (16). Thus the electrons thermionically
emitted from the particles do not possess the requisite high tempera-
ture. (Their density can be high within a few particle radii;
escape to greater distances is prevented by image charges developed
on the particles.)

COMBUSTION OF METALS. Most metals have high heats of combustion
which lead to high adiabatic flams temperatures, usually ~ 2000 to
4000 “K; the actual flame temperature is lower owing to losses (17).
For example,oaluminum has an adiabatic flame temperature of approxi-
mately 3900 K (18). There has been a great deal of study of the
burning of small metal particles as this is of much practical
interest from several standpoints. The oxidation mechanisms of
various metals differ depending on many thermophysical and mechanical
properties of both the metals and their oxides (15). Again taking
aluminum as an example, an Al,03 shell forms outside the oxidizing
particle; oxidation of the vapor emitted by the enclosed boiling
aluminum takes place at the surface of the oxide layer (18). 1In

this case the flame temperature cannot exceed the oxide boiling point
of 3800 K since the oxide decomposes upon vaporization, as it does
for most metal oxides (17). (A layer of Al0 gas can conceivably form
outside the molten Al1503 shell, and this highly absorbs 10.6 um radi-
aticu as do some other metal oxides; however, the surrounding vapor
has a high thermal diffusivity, and therefore a large diffusion
length, even on a msec time scale. A simple calculation shows that
the heat capacity of the vepor, which must be heated along with the
absorbing Al0 gas, is large enough so that the temperature rise is
negligible.)

We believe that a clue as to the means by which high
electron temperatures come about is to be found in the behavior of
metal flames without the presence of a laser beam. It is well known
that electron temperatures can greatly exceed the gas temperature
and that electron densities can be orders of magnitude greater than
their equilibrium density (19). A plausible explanation for this
has been given by Von Engel (19): During the oxidation process,
products of reaction are formed in excited statés. Electrons
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undergo collisions with the excited reaction products, part of the
excitation energy being converted to kinetic energy of motion of the
electrons. This is illustrated by the reaction

»

S ealow YA ®fast (2)
vhere A, e are an atom {or molecule) and electron, respectively, and
the asterisk indicates an excited state. Making use of the principal
of detailed balance, Von Engel has calculated cross sections for
several such processes and obtains fairly large values in cases in-
voiving electronic excitation.

While inverse reactions occur, the flow of chemical energy
(i.e., the heat of combustion) results in a net transfer of energy to
the electrons causing their mean energy or the electron temperature
to be higher than that of the neutral gas. While Von Engel's illus-
trative calculations do not apply directly to metal-oxident reactions,
it is well known that such reactions are among the brightest chemi-
luminescent reactions (20). The radiation from such reactions
emanates from electronically excited atoms and molecules populated
directly by chemical reactions.

The effect of the laser beam's impinging on the oxidizing
particles must be to increase the temperature of the entire system
(it increases the flame temperature by counteracting heat losses):
The absorption of infrared radiation by small particles is generally
broadband (21) in contrast to absorption in molecular band systems.
This absorption is high even for a "gcod conductor" such as aluminum-
-at the high temperatures in question all of the metals have high
resistivities.

MATERIAL DEPENDENCE. Most of the LSC waves studied have been pro-
duced with metallic targets. We noted in the Introduction, however,
that we did not ignite LSC waves in boron or rubber at intensities
sufficient for ignition in aluminum and molybdenum. Likewise Fowler
et al. (12) have ignited LS§ waves in magy metals with a 6 KW COo CW
laser (at intensities of 106 to 107 W/cmP--higher than those of
concern here, yet lower than the intensities at which target plasma
properties rather than properties of the solid target are dominant);
they failed to ignite wood or plexiglas at the highest intensity they
were able to achleve, twice that required to ignite metals. These
materials have low flame temperatures. Pyroceram, composed of
several metallic oxides, ignited LSC waves with the same intensities
as required by the meta.ls The vaporization temperature of pyroceram
is ~ 2000 to 3000 %K. The possibility exists that the metallic
oxides decompose, then reoxidize at a later stage in the process,
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forming reacti.:. products in excited states. This could lead to
heating of thermionically emitted electrocns followed by ignition as
described above. (In all cases the reaction products remaining in
the LSC wave after formation are dissociated into their constituent
atoms, absorbing energy in the process——this after they have been
instrumental in igniting the LSC wave; we note also that at high
temperatures thermionic emission from insulators can be high (22)
owing to the large decrease in the bandgap.)

CONVERSION TO AIR LSC WAVE. Finally, the conversion of the LSC wave
in the target vapor-particle-air mixture to an LSC wave in air
probably takes place in a straightforward ma:nner. The energy abserbed
by the LSC wave is transferred to the engulfed air as the wave propa-
gates and the target vapor becomes pregressively more dilute. The
transition occurs cn the lower edge of the wave (for a horizontal
beam), air flowing into the wave mainly at the bottom as material
from the target vapor-air mixture rises.

V. SUMMARY AND CONCLUSIONS

The principal experimental findings and the conclusions
based upon a description of the physical processes which at least
qualitatively explain all of the experimental results are:

l. LSC waves in air form anywhere from 1 cm to 10 or 12 cm
from the target surface depending upon beam intensity and target
material. Typical dimensions of the most intense emission region
are: 2 to 3 cm diameter; 3 to 4 cm length.

2. The absorbing region is first formed in a mixture of
target vapor, particles, and air.

3. Burning particles play a ma.,jor gole in LSC wave
ignition at incident intensities of 10 to 10 W/cm In the oxida-
tion reactions electronically excited products form and transfer
energy to electrons thus causing an electron temperature substan-
tially higher than the gas temperature. Cascade ionization follows,
the electrons giving rise to impact ionization at a rate exceeding
the electron loss rate. Details are specific to each target material,
though some similarity in the behavior of various metals is to be
expected.

L., Metals and some metallic compounds ignite LSC waves at
least somewhat more readily than do other materials that have been
tried. A low ionization potential material favors ignition.
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5. An LSC wave receives initial momentum directed away
from the target the magnitude of which depends upon incident
intensity and target material.

6. The LSC wave when first formed in the target vapor-air
mixture has a temperature generally in the range of 6000 - 8000 ©K.
The target vapor seeds the air and supplies almost all of the ioniza-
tion.

T. After the transition from an LSC wave in the target
vapor-air mixture to an LSC wave in air, the temperaturz reaches the
12,000 - 14,000 ©K range.

8. The air LSC wave radiates a considerable amount of
energy in the vacuum ultraviolet wavelength region of the spectrum.
This radiation is to a considerable extent absorbed in the surround-
ing cold air and plays a role in LSC wave propagation.

9. After formation the LSC wave absorbs a large fraction,
ir some cases almost all, of the incident laser beam, thus cutting
the beam off from the target. When one LSC wave peters out--after
reaching a low velocity ambient air currents coupled with diminished
beam intensity result in insufficient power to sustain it--another
forms near the target, provided the beam characteristics have not
changed. Note: No LSC waves have been formed in the few experiments
in which we provided air flow over the target. However, the lowost
air speed we used in the experiments was Mach 0.1.
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Table 2. Spectral Observations
Spot Strongest Pnysical Remarks
Size Observed Interpretation
Spectra
3-12 cm AlQ Molecular bands; Vaporization of Emission often
Strong Al lines; aluminum; extends many
impurity lines chemical combus- cms from target
(Na and Mg) tion of Al vapor
and particles
2-6 Very strong Al line Vaporization; Emission extends
emission and Na, Mg excitation of Al a few cms from
line emission (and impurities) target; many KW
of power radiated
in visible region
2-4 N, H, O lines and Ionization of LSC wave propa-

occasional N+ lines

the air

gates away from
target

Aluminum target

FRONT VIEW
METAL TARGET —.|
i | |
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(~2.5 cm)
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A

|
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Fig. 1.

Laser beam power ~ 130 KW

GRATING

1 SLIT SCREEN

4
FRAMING CAMERA

DUAL OPENING SHUTTER
GIVES 100:1 EXPOSURE
BETWEEN SUCCESSIVE
FRAMES.

Transmission Grating Measurement of LSC Wave Emission.
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Fig. 2. Sketches of Sequence of Events Leading to LSC Wave Forma-

tion and Propagation.
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INTRODUCTION

Electrostatic intrusion detection techniques have been util-
ized in the past for a variety of applications, both military and civ-
ilian. The basis for these techniques has been essentially the meas-
urement of the distortion of an electric fleld due to the presence
and/or motion of an object. An equivalent point of view results from
analyzing the electric field perturbations in terms of the self and
mutual capacitances of the detector probe and the object, and the
variations of these capacitances with changes in the relative loca-
tion of the detector and object.

A passive electrostatic detection system is one in which the
electric field is generated external to the detector or sensor. If,
however, the sensor itself generates the electric field which is per-
turbed by the object,the system is known as an active electrostatic
detector. 1In this paper we deal with a passive detection system in
which the earth's electric field, which is normally directed verti-
cally to the earth's surface,is perturbed or distorted by the pres-
ence of an intruder.

The magnitude cf the distortion depends on the relative po-
sition of the intruder and sensor and the configuration and dimensions
of both. Fig. la shows the undisturbed field with the sensor depicted
as a probe or antenna of arbitrary shape connected to a meter. It is
assumed that probe size and shepe are such that it does not disturb
the fielid being measured. Fig. 1lb shows the field distorted by the
presence of an intruder modelled in this case as a grounded conductor,
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The entire intrusion detection system is shown in block diagram form
in Fig. 2.

The above model represents an oversimplification of the ef-
fect of a walking intruder on the earth's electric field. Such an in-
truder cannot be represented simply as a moving grounded conductor.

A person walking or scuffing may develop potentials of over 1000 volts
depending on shoe sole thickness and resistance and on the nature of
the ground surface and material. Moreover, as he raises one foot at
each step his body capu:zitance to ground reaches a minimum and this in
turn causes his potential to rise to a maximum, When both feet are
momentarily making ground contact, the charge potential is lowest,
and, thus, there results a characteristic rise and fall in potential
due to walking. This in turn introduces a similar disturbance in the
earth's field in the vicinity of the moving person. This phenomenon
is readily observed experimentally and it can be shown that the
charge-discharge phenomena of a walking person will produce signifi-
cant signals at useful ranges.

This paper is based on the results of an initial study to de-
termine the feasibility of a reliable, reasonably inexpensive electro-
static intrusion detection system for field use. This initial effort
has been concerned mainly with carrying out an analytic program
through modelling and computer studies together with a preliminary ex-
perimental program based on these studies., In subsequent effort it is
intended to expand these studies to include signal processing techni-
ques required for the optimization of the detection and identification
performance of the system and, in addition, breadboard components
suitable for appiication of this detection technique to scatterable
mine systems,

MODEL STUDIES

In this section we will first consider distortions in the
earth's electrostatic field due to grounded and charged intruders,
We will next introduce a time dependence due to motion toward the sen-
sor as well as the charge/discharge phenomena attributable to the
raising and lowering of the intruder's feet, We then outline a system
capable of detecting these distortions through atmospheric coupling.
The effects of finite input resistance and non-zero input capacitance
of the detector are also accounted for.

To determine the distortion, which we define as the differ-
ence in the field due co the presence of an intruder after subtracting
out the naturally ocrurring earth's field, it is necessary to solve
Laplace's equation in a geometry appropriate to that of the intruder.
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If the intruder is modelled as a conducting surface of constant value
in some orthogonal coordinate system in which the Laplacian operator
separates into ordinary differential operators, then it is not too
difficult to obtain a closed form analytic solution.

We firyt consider analytic solutions for some simple geome- v
tries which approximate the intruder. The simplest of all is the
grounded hemisphere (Fig. 3). It 1is well known that the potential out-
side and above a grounded hemispherical boss ?? a infinite grounded
plane in a uniform electric field is given by

V(p,z) = Eoz {l-a" (P+2)™ /3}, a = radius of boss (1)

where E, is the constant, undisturbed earth's electric field, 100 v/m
in this calculatica.

However, the hemisphere is a rather poor model since it im-
plies that the intruder is as wide as he is tall. A much better model
is a grounded hemiprolate-spheroidal (half watermelon) boss on the in-
finite plate (Fig. 4). By switching to the prolate spheroidal coordi-
nate system (, T defined by the transformations:

o af-17, +2/ é (2)
p? (-1) +z’/2: 3)
where C; is determined from the semi-major axis, C, and semi-minor
axis, b, of the !gheroid by Cy = qE’:é’,
it can be shown that V 18 now given by
In((M+1)/(N-1)) - 1/7
V.S Eot [1- In((Mo+1)/ (Tg-1)) = 1 Tlo]’ )

where T, = ¢/C;. In these models we used b = 0.15 mand ¢ = 2,0 m
which approximate the dimensions of a man.

There are other models which may represent limiting values
for the intruder. For example, we considered the grounded, half-
elliptic cylinder of semi-major axis C and semi-minor axis b, shown in
Fig. 5. The golution of Laplace's equation for this geometry can be

shown to be
{1 - 'ﬂo(no l’\/ )} 5
W— (5)

where T and T, are the same as in the above prolate spheroid (Eqns. 2
and 3).

Vs Eoz

We can also consider the gegsralized 211ipsoid with no axial :
symmetry (Fig. 6). Following Jeans ( i1f one has the ellipsoid
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Pl +P P +2/P =1 (6)
then the conicoid
2@+ 0) 1+ Y (bP+0) 1+ 2 (P+0)? =1 )
will be confocal to the ellipsoid for all values of 8.

Solving the cubic equation for 8 gives the three values A, 4,
v for each cartesian point x, y, z where A = const. is a family of
ellipsoids, p = const. is a hyperboloid of one sheet, and v = const. is
a hyperboloid of two sheets. If we require a > b > c, and assume the
field is in the x direction, it can be lhown that

V= FJU —‘(a ) )AV/ Ao e [CENDIY ®)

where A\, is the coordinate of the intruding ellipsoid of height a,
length b, and breadth c, and

by =J@RIEH)ICEA).

Thus, the integrals in Eqn. (8) are of the form

- -¥
1=ld |0 P EA)HSH )] (9)

which can be evaluated in terms appropriate elliptic integrals of
the first and second kinds (%),

We have plotted the field distortions of the prolate spheroid
and elliptic cylinder geometries in Fig, 7. The field distortion was
obtained directly from the potential distribution matrix V(i,j), where
V(L{,J) represents the potential at the point Z(1) and p(j) and then
using a central difference formula to approximate the gradient opera-

tor:
Ez(1,]) = (Az)'liV(H'l.J) - V(1-1,3)] - Ey (10a)
Ep(i’j) = (Ap)-l V(i,j'ﬂ.) = V(i,j'l) (IOb)

where Az = [z(i+l) - z(1-1)] and Ape{p(J+1) - p(J-1)].

It is noted that the horizontal components of the field dis-
tortion are much smaller than the vertical components, except perhaps
at points very close to the intruder. Furthermore, at horizontal dis-
tances from the intruder greater than 3 m , Epor is proportional to
the height off the ground, while Eyery is almost height independent.
It would then seem desirable to detect the vertical component, taking
advantage of these two important features,

Note further that the distortions for the elliptic cylinder
are much stronger and fall off slowly as a function of p. Thus, we
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put this as a maximum upper bound for the distortion due to a grounded
object of elliptical cross section.

It is an oversimplification, however, to assume that the in-
truder remains at ground potential. For example, an initially grounded,
conducting intruder has a charge distribution induced on his surface by
the external field to enable him to remain at ground potential., Should
the intruder break the connection to ground by lifiting his feet, he re-
duces his capacity to ground which increases his potential. A similar
1f weaker effect occurs when the intruder picks each leg up, especially
if his resistance to ground {s not particularly high, Furthermore,
scuffing shoes on the ground can lead to static charge being accumu-
lated on the body, which must leak away in a finite time. The amount

of ch ing 1s not inconsiderable. Over 20 years ago the Bureau of
Mines investigated the hazard of static electricity in operating

theaters where there was danger of igniting =xplosive anesthetics. In
a very comprehensive study it was shown that, depending upon the nature
of the clothes, linens, furniture surfaces, shoes, and humidity in the
room, potentials of 500-18000 volts could be generated on human beings.
This charge leaked away through shoes with resistance of 10°-10° ohms
depending on the shoe material, which varies from partially conducting
leather to highly insulating rubber. The time dependence of the poten-
tials was also considered in that report. Thus, it becomes very neces-
sary to obtain the field distortion due to & charged body. For this
calculation we assume that the charged body is sitting on a2 thin insu-
lating pad just above the ground.

Since the ground plane is at zero potential, one may resort
to the theory of images to solve this problem. The application of
this method to a charged conducting hemisphere on a ground plane leads
to the well known exterior solution

V(r,0)=,[3/2 (£)°P (cos8)-7/8(3)*P; (cos6)+(11/16) (3)°P; (cos6)--] (11)

wvhere Pj (cos6) is the Legendre polynomial of the first kind. Again
while the sphere is not a good approximation to the man, we can still

use the same technique to solve the problem of the charged conducting
prolate ellipsoid.

The general solution of the lelacian in prolate spheroidal
coordinates wi’h aziputhal symmetry 1is )

v(E,M) = ;{Aq © +8q @} {a'5, () +8'q,m} (12)

vhere Qg is the ith Legendre polynomial of the second kind. We impose
the boundary requirements:
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but finite (101‘ ohm) resistance. Using these values and the experi-
mentally measured response time, the probe resistance was calculated
to be about 10'! ohms. The same experiment was simulated on the com-
puter using the above values of the model parameters in the limit of
the probe capacitance approaching zero. The results were quite com-
parable,

Sensor response to the input signal shown in Fig. 10 has been
calculated for various values of the three sensor parameters. The
output for two combinations of these is shown in Fig. 12, The smooth-
ing effect of the larger electrometer input capacitance is evident.

It is possible that under favorable ionization conditions, the probe
resistance would fall to 2x10'° ohms, A model calculation using this
value was made., The results, plotted in Fig. 13, clearly show the
enhancement of structure in the sensor output signal.

EXPERIMENTAL STUDIES

To evaluate the feasibility of employing electrostatic means
as an i{ntrusion detection method, various state-of-the-art electro-
meters were considered with respect to their input resistance, capaci-
tance and input offset current. When run open circuit, offset current
will charge the probe and quickly saturate the electrometer. Due to
its high input impedance and its particularly low offset current
(less than 3x10°'°® amp), the Princeton Applied Research Corp. PAR-135
electrometer was selected for further experimental work,

Two probe types were tested., One was simply a straight
length of stainless steel tubing, 0,037 inch in diameter, projecting
10 cm from the input jack of the PAR-135. The other type was made
from the same material projected 5 cm from the PAR-135, and had a
small amount of Polonium fastened to the end.

Polonium ionizes the air in its immediate vicinity. The ion-
ization provides a relatively rapid means for the probe to come to the
same potential as the air around it, effectively decreasing the probe
resistance. Decreased response time and increased sensitivity are the
principal benefits obtained by its use. The enhancement produced by
the Polonium is evident in the field test results discussed below.

Several field tests were made to determine the best sensor
configuration to utilize in recording the response of these sensors to
the intrvsion of a person. To minimize possible electrostatic inter-
ference, these tests were conducted in open country fields.

To obtain an estimate of local field variations, two sensors
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Vor 0s (s
V(E TR = 05 V(E,T) = {10 T ¢ < A
o!?

Outside the spheroid only P,({)Qq(T) is finite as T~=, so Eqn. 12 re-
duces to

VT = 5 Ay PL(C) QM) (13)

wvhere the Fourier coefficl:c.ts are determined by

1
Ay = @141) Vol (o) J=*) By (0)ag (14)

Lok ) Qs (M) Qs (1)
v(,m) = v‘,{3/21)1 (C)%:-@ - 7/8Ps (L), (g H1/16P: (Do Mgy --} (15)

If the charged body is in a uniform externally applied field we simply
superimpose the solutions of Eqn. 4 and Eqn. 15. We have numerically
evaluated the pctential distribution for several values of V, both in
and out of the earth's field. The vertical distortions are shown in
Fig. 8. It may be seen that i{f the charge on the body 1is appreciable,
then the distortion due to the earth's field is rather negligible com-
pared to the distortion due to the charged body itself.

Time dependence may be included in the calculation in a
straightforward way by considering the two effects described above.
First, as the intruder approaches the sensor, the field distortion at
the sensor will increase due to his increasing proximity. Second, as
the intruder lifts his foot to walk, his potential will rise causing a
change in field distortion at the sensor. The combination of these
two effects produces a fluctuating field distortion at the sensor,
which is considered to be the sensor input signal.

A model for the potential profile of the intruder was obtain-
ed in the following manner. Several people, each in turn holding a
wire connected to an electrometer, walked slowly across the laboratory.
Each person's potential profile was recorded. One of these profiles,
shown in Fig. 9, was selected as the basis for the walking model.
Note that the subject carries a negative potential due to his retention
of electrons as he lifts his feet. Also, the large potential rise 1is
due to the capacitance change as the subject 1ifts his foot. Smaller
changes are attributed to the heel and toe motion as the subject shifts
his weight,

For ease in calculation we simplified the profile of Fig. 9
by taking the profile to be periodic once walking commenced, and that
local maxima and minima could be connected by straight lines, Vertical

field distortion curves were plotted for the six intruder potentials
corresponding to the local extrema. Using a measured velocity of .83
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meter/sec, a perfod of 1.6 seconds, and an initial displacement of ten

meters from the sensor, the person's displacement from the sensor at
each potential maximum or minimum was calculated and marked on the
appropriate distortion curve., Connecting these points with straight
lines yielded the idealized triangular wave taken as the walking in-
truder sensor input model (Fig. 10).

The coupling of the field distortions through the atmosphere
to the sensor is a complex process. An isolated electrically neutral
wire placed in a potential gradient will distort the field such that it
averages the field aiong its length., If the wire be connected to an
electrometer, however, the small input capacitance to ground, leads to
additional charge redistribution. Furthermore, the electrometer input
resistance is not infinite so some leakage to ground will occur. The
result of these phenomena is that the potential on the wire is lowered,
or the effective height of the antenna is reduced.

In addition, there is a general atmospheric relaxation time
for electrical phenomena due to the low but non-vanishing atmospheric
conductivity. 1In a discussion given by Chalmers(6), it 18 shown that
if a conductor of area A carries a charge Q and is exposed to the at-
mosphere, it leaks charge_as given by Ohm's law } = \EA. Close to the
surface E = Q/Ac,; thus, Q = A\Q/€, and Q = Que”t/" where T = €,/\ 1s
the atmospheric relaxation time and A is the atmospheric conductivity.

This relaxation time suggests as a model for the atmospheric
coupling a parallel resistance capacitance combination which is con-
nected to the electrometer. Thus, a reasonable candidate for an equi-
valent circuit is given in Fig. 11. For the output of the circuit to
reflect the input with little lag, the time constant of the probe re-
sistance and electrometer capacitance, rC, should be reasonably small.
In addition, to reduce the voltage drop across the probe resistance,
it should be small with respect to the detector resistance, R. Since
R is specified to be 10'* ohms for state-of-the-art solid state
(MOS/FET) electrometers, these conditions can be met by use of a
radioactive probe which will reduce the probe resistance to 10!°-10'%
ohm,

To obtain a value for the resistance of an ionization en-
hanced probe, an experimental sensor consisting of a state-of-the-art
lab type electrometer with an enhanced wire probe was placed in a
Faraday cage, and its response to a unit step change in electric field
strength was recorded., The resulting curve was similar to that
associated with the voltage rise across a capacitor placed in a series
with a resistor and the input voltage. The electrometer is specified
to have a capacitance of under five picofarads shunted by a very high

39



ARONOFF, BOGHOSIAN and

JENKINSON

but finite (101‘ ohm) resistance. Using these values and the experi-
mentally measured response time, the probe resistance was calculated

to be about 10!’} ohms., The same experiment was simulated on the com-
puter using the above values of the model parameters in the limit of

the probe capacitance approaching zero. The results were quite com-

parable.

Sensor response to the input signal shown in Fig. 10 has been
calculated for various values of the three sensor parameters. The
output for two combinations of these is shown in Fig. 12, The smooth-
ing effect of the larger electrometer input capacitance is evident.

It is possible that under favorable ionization conditions, the probe
resistance would fall tc 2x10*° ohms. A model calculation using this
value was made, The results, plotted in Fig. 13, clearly show the
enhancement of structure in the sensor output signal.

EXPERIMENTAL STUDIES

To evaluate the feasibility of employing electrostatic means
as an intrusion detection method, various state-of-the-art electro-
meters were considered with respect to their input resistance, capaci-
tance and input offset current. When run open circuit, offset current
will charge the probe and quickly saturate the electrometer. Due to
its high input impedance and its particularly low offset current
(less than 3x10°'° amp), the Princeton Applied Research Corp. PAR-135
electrometer was selected for further experimental work.

Two probe types were tested. One was simply a straight
length of stainless steel tubing, 0.037 inch in diameter, projecting
10 cm from the input jack of the PAR-135. The other type was madc
from the same material projected 5 cm from the PAR-135, and had a
small amount of Polonium fastened to the end.

Polonium ionizes the air in its immediate vicinity. The ion-
ization provides a relatively rapid means for the probe to come to the
same potential as the air around it, effectively decreasing the probe
resistance. Decreased response time and increased sensitivity are the
principal benefits obtained by its use. The enhancement produced by
the Polonium is evident in the field test reeults discussed below.

Several field tests were made to determine the best sensor
configuration to utilize in recording the response of these sensors to
the intrusion of & person. To minimize possible electrostatic inter-
ference, these tests were conducted in open country fields.

To obtain an estimate of local field variations, two sensors
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were placed on the ground. Sensor A was equipped with the 5 cm Polo-
nium enhanced probe; Sensor B, 18 m away, with the 10 cm wire probe.
Variations in the earth's electric field were monitored for twenty
minutes by both sensors. Such disturbances as did occur appeared on
both outputs, but more strongly on the output of the sensor with the
Polonium probe, and were probably due to small clouds of ionized gas
drifting over the field,.

Sensor response to an intruder walking slowly toward it is
shown in Fig. 14 for the enhanced probe and in Fig. 15 for the plain
probe, The intruder's steps can be detected at about 8 meters with
the enhanced probe, and at about 6% meters with the plain probe. The
output signal is stronger also for the enhanced probe, having changed
by 170 mv at 3 m. while only by 100 mv at 3 m., for the plain probe.

In these measurements a bias was placed on the recorder in
order to suppress the constant earth's field. Therefore, the zero
volt reference line is not identified on these recordings, but it may
be taken to be the line generated before the intruder nears the sensor,
since only intruder induced distortions are of interest for compatison
with the model calculation.

Plotting the computed sensor outputs on a linear scale, we
find good agreement with the measured response. One of these linear
plots, corresponding to an electrometer input capacitance of 1 pf is
shown in Fig. 16. Although there is a scale factor of two between the
voltage scales of Figs. 16 and 1/, there is good correlation in the
signature and rate of signal incrvease as the intruder approaches the
sensor. There are several reasnas for the presence of the scale fac-
tor, the most important of which is the fact that the potential pro-
files generated in the laboratory did not match the one used in the
field.

Sensor response to the static presence of an intruder was
approximated by instructing the intruder to pause five seconds between
each step taken toward the sensor (See Fig. 17). Each step consists
of a small signal as the intruder flexes his legs in preparation for
the step, a large spike as he takes the step, and a second small sig-
nal as he relaxes. The signal is then fairly constant until the next
step, but offset from its previous value., The offset is due only to
the proximity of the intruder to the detector.

The last figure, Fig. 18, shows sensor response when the in-
truder was running in place at warious distances from the sensor. It
was determined the person used as the intruder in these experiments
had very low resistance to ground. Any static charge built up by
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walking would quickly leak off, leaving his body potential close to
gsero. By running in place, he could increase his resistance to grournd
and build up his potential, which would increase the effect on the
sensor. Detection is easier to recognize in this case also because of
the periodicity of the signal. As shown in the figure, he was detect-
ed by this sensor at 16 meters,

CONCLUSIONS

The results of preliminary experimental tests appear to veri-
fy analytical studies indicating that the characteristic signature of
walking persons can be detected by sensors utilizing standard portabie
solid state electrometers equipped with simple 5 to 10 cm wire an-
tennas. Field test data show detectability to ranges of 8 meters and
more,

Future work will be directed toward further studies to estab-
1ish the characteristics of background noise, optimum antenna config-
urations, and weather degradation, In addition, signal processing
techniques will be studied to optimize sensor performance.
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A NEW MONOLITHIC CRYSTAL FILTER USING PIEZO-
ELECTRIC COUPLING BETWEEN ANISOTROPIC LAMINAE

ARTHUR BALLATO, PhD
THEODORE LUKASZEK, Mr,.
USA Electronics Technology and Devices Laboratory (ECOM)
Fort Monmouth, New Jersey 07703

INTRODUCTION

Resonant crystal elements for frequency control and selection
havz been aveilable for fifty years. They have come to play an indis-
pensable role in modern communications as a result of a steady stream
of improvements in manufacturing technology. During the past twenty
years, sophisticated mathematical investigations have been carried out
on the properties of mechanically vibrating plezoelectric crystal
plates from which crystal resonators are constructed. Unfortunately,
the mathematical results are particularly abstruse, and little prog-
ress has been made in this interval to bring the analytical results to
bear on practical designs., On the other hand, new requirements for
Army secure tactical communications make it appear highly unlikely
that any further significant improvements in conventional crystal
technology can be effected without some new basic contribution by
theory.

Yet the problem of obtalning practically useful results from
complex mathematical formulations is only part of a larger difficulty
- - any new devices must meet severe Army stipulations of high relia-
bility, small size and cost. 1In addition, it appears that convention-
al configurations of resonant elements may be inherently incapable of
providing certain characteristics that can be envisioned as future re-
quirements.

Our solution of this dilemma involves a novel stacked-resonator
configuration that forms the basis for a new family of frequency-
‘lective devices, plus a systematic method of analysis based upon 4
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distributed network theory, whereby the physics of crystal-plate vibre-
tions may be interpreted in a relatively uncomplicated manner, Devices
formed from such stacked resonators can perform a wide variety of fre-
quency- and time-control functions; in this paper, we will confine our
attention solely tc frequency-domain filters, The analysis and net-
work representation procedure to be given here is even more general;
it can be applied to surface as well as bulk modes of vibration, and
to the interaction of such acoustic modes with electromagnetic fields,

Traditional crystal filters are realized by wiring individual
crystal resonators into an appropriate network, the resocnance inter-
actions taking place via the electrical interconnections. Figure la
shows schematically a conventional single-crystal resonator. Figure
1b shows & monolithic crystal filter employing acoustic coupling taking
place laterally between two resonators on a single plate., This more
recently introduced filter ‘ype is somewhat smaller than the conven-
tional variety, but is more fragile and more limited in operating
characteristics. The structure to be analyzed in this paper is given
in Fig, 2; here the individua® crystal plates are stacked up in the
thickness direction., Mechanical and piezoelectric coupling take place
at the interface between plates when they are driven in modes of motion
that depend on the thickness coordinate only; this coupling can be
large compared to lateral coupling, resulting in new ranges of charac-
teristics, Moreover, the sandwich configuration is miniature and ro-
bust, and construction requires no advance over current technology.

To characterize a device of this nature, it is necessary to
have a description of bulk acoustic-wave propagation in anisotropic
media that are piezoelectric, Then, the piezoelectric driving mechan-
ism must be treated, and finally, the joining of two or more laminae
has to be described. After this has been accomplished, the behavior

of such devices can be simulated on a computer, and optimized for a
given application.

TRANSMISSION-LINE
PEPRESENTATION OF A PIEZOELECTRIC PIATE

Thickness modes depend only upon the thickness coordinate; a
crystal plate supports three families of plane waves that progress in
this direction, corresponding to one predominately thickness-stretch
¢ 1 two orthogonally polarized predominately thickness-shear modes,
We «ish to show that these plane wave modes obey Heaviside's trans-

mission line equations (1) even when the piezoelectric effect is in-
cluded, *

*Historically, Christoffel, in 1877, gave the equations describing
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To accomplish this in the simplest fashion, we transform the components
of elastic stress and displacement, and the plezoelectric constants,

to the basis of the eigenvectors instead of using the usual laboratory
coordinates, ** In normal coordinates the elastic cross-coupling van-
ishes, and Newton's equation of motion is Jjust

'r':._" = = raa)‘ “:. . (m = 4,2,)) [1]
Hooke's law similarly reduces to
T,.... = Ly YU,y + e’,,_ a, , [2]

where To, u® and e° are, respectively, the components of stress, dis-
placement, and piezoelectric constant referred to the eigenvectors of
the problem, and P ,«, £ and a are respectively the masc density,

circular frequency, e¢lastic eigenvalue, and u spatial constant repre-
senting electric field strength. The subscript "3" refers to the x3

axis, taken in the thickness direction, a comma preceding a subscript
3 denotes af'3X3, and a time dependence exp [+ Jnat] has been assumed,

Separating the stresses into "wavy" and constant terms,

T = T « WL, [3]
allows [l] and [2] to be written as
’T",'._,, = -rwlu:n ,amd  faUoy = T (s], [s]

The transmission-line modal voltages, V, and currents, I, are iden-
tified with the mechanical quantities as follows:

V._ = A :F,; and I = ‘jwu:“ ) [6], [7]

where A is the area perpendicular to the thickness., Then, with the
further definitions Zy = A {Pcp, Yy« Zy =1, and 2y = wpP/en,
it is seen that three acoustic plane waves each obey the Heaviside
equations (1):

plane acoustic wave propagation in crystals of arbitrary anisotropy(:),
In 1941, Lawson guneralized che treatment to piezoelectric crystals
(3). The exact solution for a piezoelectric crystal plate driven by

a thickness-directed electric field in thickness modes of vibration
was then obtained by Tiers.en in 1963 (L),

¥*This was first done for tn’s problem in 1970 by Yamada & Niizeki (5),
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Vs = =3 Xp dp Ips Im,! = =dxp Y V. (s} ,[o)
From this it follows that the distributed network representa-
tion of a thickness mode plate consists of three modal transmission
lines to "carry" the piezoelectric waves, At the boundaries of the
plate, however, satisfaction of the stress boundary conditions requires
that the constant term Tsm from [3], which is equal to e®33, a, ,
be accounted for. Physically, it means that the modes are coupled, at
the boundaries, by the plezoelectric effect; from the network stand-
point it amounts to placing the pilezo drive transformers at the plate
surfaces. We show this in Fig. 3 for the case where 1t is assumed that
a single mode only is driven, The piezo transformer turns ratios are

ne = A e/ (ah) [10]

where 2h 1is the plate thickness. In the figure each transmission line
carries one mode with a velocity vy = a:/)cm The static capacitance
Co, between the electrodes, equals " €35/ (2h). The inertial effect
of the electrode masses 1s represented by the lumped inductances at
the transmission-line ends; these are in series (for the driven mode
shown) with the piezoelectric transformer secondaries that exert sur-
face tractions T’,m on the plate to drive it when a voltage is im-
pressed across the electrodes., The negative Cy shown leading from the
transformers is a consequence of the self-electric-field produced by
the piezoelectric waves as they propagate. This self-field opposes
that applied via the electrodes,

Because the electrode inertia in Fig. 3 is isotropic, the three
inductances at each surface are equal, and no transformation of the
boundary impedance is necessary when viewing the system from either
the normal- or laboratory-coordinate framework. In any other case it
is necessary to add, at each surface, a transformation network to con-
vert between the coordinate systems. This hus been done in Fig. L,
which gives the complete and exact result for the problem of a single
plate driven in thickness excitation of thickness modes (TETM). At
first sight, this representation might appear as intricate as the
mathematical analysis it is intended to supplant, but one can see that
each portion of the schematic has a definite physical meaning, and
that each of the relevant physical effects has been separated out.
Furthermore, we are now in a position to apply results from network
theory for both analysis and synthesis, and, equally importantly, we
may now treat the network of each plate as a simple building-block in
obtaining results for multi-layer stacks. In the next section we will
consider the effect of mechanically stacking laminae of crystals,
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INTERFACE MECHANICAI. COUPLING

The transformation between the eigenvector and laboratory coor-
dinate systems is orthogonal, and its network realization is given in
Fig. 5. The network is composed of 1deul transformers with ratios,
f3im, that are the components of the eigenvectors of each mode m. In
the solution to the plane-wave propagation problem these quantities
appear in a natural fashion upon solving f{or the three elastic stiff-
nesses cy. They depend upon the elasto-piezo-dielectric matrix of the
particular material used and the orientalion of the plate thickness
with respect to the crystallographic axes. At the ports representing
the xj coordinates, the network provides directly the untrangsformed
stresses and displacements, T and u, required for satisfaction of the
plate boundary conditions, For the practically important case of twc
crystals of arbitrary orientation in welded mechanical contact, the
three components each of stress and displacement are continuous acrocs
the interface, This requires only that the two boundary networks (one
for each plate), of the type of Fig, 5, be connected port-to-port,
When the resulting primary circuit loops are suppressed, the complete
network appears as in Fig. 6.

Figure 6 is the most general case of mechanical interfacial
coupling; in most instances it will simplify considerably, for either
of two reasons. Firstly, the crystal material properties and/or the
orientation direction of one or both of the plates may lead to a set
of eigenvectors where some of the ﬁim vanish; secondly, boundary con-
ditions other than welded may be prescribed, as, for example, would be
the case for two surfaces with laterul slip.

Piezoelectric effects have been omitted from Fig. 6 for simplic-
ity. In practice they are merely added by placing in series with each
of the transmission lines a piezo transformer of appropriate turns ra-
tio, with the primary connected to the electrical port as in Fig. L,

NETWORKS FOR CRYSTAL LAMINAE

Having reached a network interpretation for the thickness modes
in an arbitrarily anisotropic and piezoelectric plate, and having de-
scribed in network terms the joining of two such plates, we now turn
to the use of these circuits for implementing practical device designs.
In order not to obscure the approach, we take a simple, specialized
case of our general networks and proceed to a discussion of frequency-
domain filters, It is clear that insofar as Fig. 4 completely repre-
sents a single plate, it may be used as a building-block to represent
a laminae of many plates merely by a tandem interconnection of networks
of this sort, The simplest situation is the layering of two lamina,
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Even this case appears rather complex when all piezoelectric constants
are present, along with general mechanical coupling; however, when a
single mode in each plate is piezoelectrically driven, and when the
materials and/or crystal orientations are arranged so that the boun-
dary network simplifies, the two-layer stacked-crystal filter that
emerges is readily analyzed, Figure 7 shows this case, The input and
output, seen in Fig, 2, correspond to terminal pairs A, B and C, D.
These ports provide electrical entry to the plezoelastic remainder of
the network via the piezo transformers located at the surfaces of each
plate. The lumped inductances, as in Fig. 3, represent the electrode
masses, while the shorter transmission line interposed between the
lamina describes the influence of the bonding layer that may be, e.g.,
indium for VHF frequencies, or even commercial epoxy cements at lower
frequencies, The coupling layer is often not of negligible thickness
and must be described by a distributed network component. It is
usually not sufficient to regard i1t as lossless either, in which case
the effects of viscosity are incorporated by making the transmission
line parameters complex,

Figure 8 depicts a two-layer stack, in each plate of which a
single mode 1s piezoelectrically active, The outer surfaces of the
stack are assumed coated with electrodes of negligible thickness, and
appear in the figure as short circuits across the transmission lines;
the coupling layer is likewise neglected, but now the interfacial net-
work representing the welded contact is included, The left-hand por-
tion of the boundary network is somewhat simpler than the completely
general right-hand side, This particular boundary network describes
the situation where an elastically monoclinic crystal is joined to &
triclinic crystal, with the reference coordinates taken to coir~Idc
with the monoclinic crystal axes. A quartz plate rotated about the
x] axls has the class 32 symmetry of quartz destroyed by the rota‘ion
and appears as a crystal of the monoclinic class 2. If the two plates
of the stack are further rotated with respect to each other, about the
common thickness axis, as shown in Fig. 2 by the non-parallel edges,
the monoclinic plate wiil then appear in the reference coordinates to
lack any symmetry and we must use all nine Pim in the boundary cir-
cuit. Thus Fig. & represents two rotated-Y-cut quartz plates in
welded contact. A computer simulation of the attenuation function
versus f{requency, normalized to the fundamental resonance of a single
plate, is given in Fig. 9. The filter device is assumed to be operat-
ing in a 50 ohm system, and the electrode area is arranged so that the
reactance of C; is -50 ohms at the fundamental plate resonance, Both
plaetes are assumed to have the same resonance frequency, which is 100
MHz, and to be AT-cuts, The angle of mutual rotation is ¥ ; by vary-
ing it, the turns ratios /sim are altered, along with the filter respmse,
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EXPERIMENTAL REALIZATIONS OF STACKED-CRYSTAL FILTERS

In this section we discuss experimental recults based on the
foregoing theory, Figure 10 corresponds to Fig, 7. It shows two AT-
cut quartz plates, joined as a stacked-crystal filter device, and
mounted in a flatpack, The crystals are circular (14 mm diameter);
future designs will be further miniaturized, The potentiality of these
filters is such that they can be made completely compatible with micro-
circuitry. For experimental purposes, square plates are easier to
align for desired values of ¥, Two square, 25 mm, AT-cut plates with
individual resonances at 2,16 Miz, bonded with an epoxy composition
2mMm thick, were used to produce the filter characteristics of Fig, 11.
A simple tuning network was used at both ends of the filter to provide
some matching to the remaining circuitry. By this means a reactive
balance was obtained; the resistive unbalance accounts for 6 dB of the
total insertion loss of about & dB, and can be eliminated by further
matching. It appears reasonable that the total in-band loss can be
brought well under 2 dB, This unit has a fractional bandwidth at the
10 dB point of 4,29, A capacitive coupling between resonators accounts
for the finite pole of attenuation located 5% below the center fre-
quency, The two plates have a mutual rotation angle of 8°; this pro-
duces the abrupt 5 dB jump in attenuation occurring 1h7 above the
center frequency, because the driven shear mode couples acoustic energy
into the piezoelectrically-inactive shear mode of both plates via the
boundary transformer network, as seen in Fig, &,

By moving the two shear modes closer together, multi-mode in-
teractions can be produced, leading to new wide-band filter capabili-
ties. One accomplishes this movement by changing the angle at which
one or both of the crystals is cut, Figure 12 is a sample of what may
be obtained, Plotted are the three velocity ratios that result for
rotated Y-cut-quartz plates. For & = + 35 1/4O, the AT-cut angle,
the ratio, uy ‘ v,, of the two shear modes, is 1.14; the separation de-
creases for a range of negative angles, which can be used for wide-
band filters, Similar results are arrived at using highly piezoelec-
tric crystals such as lithium niobate and lithium tantalate. Calcu-
lations show that both of these substances are richly supplied with
suitable orientations for multl-mode designs.

When two or more stacked-crystal filters are arranged electric-
ally in cascade, the result is an improvement in the discrimination,
Figure 13 gives the response of two stacked-filters in cascade, Lach
has a response similar to that of Fig. 11; together, the shape factor
has been improved significantly to approximately 2 to 1, with a 10 dB
bandwidth of 3,19,
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A variety of 10-MHz stacked-crystal experimental filters have
been constructed using circular plates. These can be made so that
capacitive coupling is extremely small and a symmetrical response re-
sults, as shown in Fig. 1l4. The reletive angle ¥ is zero, so the cir-
cult of Fig, 7 applies. A simple tuning network at both ends has been
used here, as in earlier work. With these 10 MHz designs, as with the
others, a most encouraging side benefit has been observed, One of the
greatest prcblems with conventional crystals for filter application is
the presence of unwanted modes of vibration that appear in the filter
frequency spectrum as undesired passbands in the rejeci region and re-
jection regions in the passband., The stacked-crystal filter device
appears to be extremely free from such disturbances, due to the clamp-
ing that takes place at the joined surfaces. In proof of this, a
typical sweep of a 10-MHz filter unit is shown in Fig. 15; from 1 to
over 100 MHz all unwanted mode activity is suppressed by at least 50 dB.

The above theory and experimental results have concentrated on
two-layer laminae; yet the theory extends straightforwardly to any
number of crystals, A sampling of devices proposed for future inves-
tigations is shown in Fig. 16. The multi-layer, multi-mode configura-
tions have possible applications as frequency- and time-domain filters,
delay lines, pulse and code generators, and frequency discriminators.
For each crystal in the stack, the choice of material, thickness, and
orientation, plus the mutual roation angles between plates, offers
wide choices of parameters for the satisfaction of practical design
characteristics,

For the single case of bandpass filters, specific applications
of these devices are to output filtering, and front-end filtering in
proximity to transmitters operating in adjacent bands, where moderate
pover levels must be handled with a minimum of modulation and distor-
tion effects, Nonlinear effects at levels that are significant in
these applications, because of the production of intermodulation, for
example, are generated in most solids at acoustic power flow densities
of less than one watt per square millimeter, so bulk waves, as uti-
lized in this treatment, are to be favored for these uses,

SUMMARY & CONCLUSION

This paper presents a systematic and comprehensive analytical
treatment of thickness-mode plate vibrations in stacked piezoe.ectric
crystals that is at once rigorous and practical, The results are cast
in terms of distributed electrical networks that reduce arduous mathe-

matical procedures to standard circuit theory and network manipulations,
These are then applied to analyze a novel type of frequency-sensitive

device - - the stacked-crystal filter, Experimental realizations of
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this device prove vwhat is predicted on the basis of computer simula-
tions applied to the networks: that this family of devices, and, by
extension, other classes of devices based upon the stacking principle
applied to piezoelectric crystal laminae, possess a striking poten-
tial for satisfying current and future frequency- and time-control
requirements of Army secure communications. In particular, highly
temperature-stable stacked-crystal bandpass filters are inherently
capable of wideband operation with low insertion loss and extraordi-
nary mode spectral purity.
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Fig. 1 Treditional frequency-
selective devices,

Fig. 2 Novel stacked-crystal
filter device,

Fig. 3 EXPLOOED VIEW OF A CRYSTAL PLATE WITH MASSY ELECTRODES,FOR TME CASE OF A SINGLE THICNESS

I0E PIEZOELECTRICALLY DRIVEN

SUPERPOSED ARE THE EXACT ABD LUNPED APPROXINATE CQUIVALENT ELECTRICAL NETUORKS
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NUMERICAL SIMULATION OF TRANSONIC
FLOW ABOUT AIRPLANES AND HELICOPTER ROTORS

DR. V. F. BALLHAUS
F. X. CARADONNA
AMES DIRECTORATE, USAAMRDL
MOFFETT FIELD, CA 94035

INTRODUCTION

Most modern aircraft achieve optimum cruise performance and
raneuverability when flying at high subsonic Mach numbers in the
transonic regime. A typical flowfield about an airfoil operating in
this range is shown in Fig. i. The flow is everywhere subsonic
except in embedded supersonic regions which are usually terminated
by drag-producing shock waves. As the Mach number increases beyond
the optimum, the extent and strength of these shock waves increases,
and performance deteriorates rapidly giving way to flow separation
and buffet.

The onset of such adverse transonic effects also severely
limits the performance of helicopter rotors. To avoid excessive
strengthening of embedded shock waves, maximum rotor tip Mach numbers
must be less than about M_ = 0.85., Hence, any increase in forward
flight speed must be compgnsated by a decrease in rotor RPM. Both
of these changes in speed decrease the dynamic head available for
lift on the retreating side. To avoid a roll moment, the 1ift pro-
duced on the advancing and retreating sides must be about equal.

This requires an increase in retreating blade angle of attack.
Eventually a point is reached at which an increase in forward flight
speed cannot be balanced by an increase in angle of attack on the
retreating side without encountering retreating-blade stall. At this
point, an increase in forward flight speed can only be effected by an
improved transonic tip design which would delay the onset of adverse
transonic effects to some larger tip Mach number, M = 0.92 for
example. t

Preceding page blank
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Before attempting any such improvement in design, one should
determine what physical parameters are of primary importance in tran-
sonic flow and how to include them in an analysis. First, transonic
flows, because of their nixed subsonic-supersonic flow character, and
because of the presence of embedded shock waves, are inherently non-
linear. Thus, for example, the effects of airfoil thickness and camber
cannot be treated independently and then superposed to obtain a com-
posite solution as in lincar theory. Second, because of the strong
latera! influence of disturbances in transonic flows, small variations
in geometry can have significant effects on the overall flowfield.

For this reason, most pract!:al transonic flow problems for both air-
planes and helicopter r~ <. _ r- inherently three-dimensional, and

performance i1s highly cv ... . i.on dependent. For the same reason,
the effects of viscosity - i.e., the presence of the boundary layer,
wake, and shock-boundary .ayer interaction -- can significantly affect

the overall flowfield even for high Reynolds numbers. Finally, tran-
sonic flows are unsteady in the sense that the effect of a perturba-
tion in transonic flow conditions dies out much more slowly than in a
purely supersonic or subsonic flow. This is because unsteady distur-
bances travel upstream at a speed nearly equal to that of the wing
instead of propagating rapidly away from {t.

Although there has been a considerable effort over the past two
decades to compute transonic flowfields analytically and to simulate
them experimentally, predictions of in-flight performance for new con-
figurations are often unreliable. The analytical approach has failed
primarily because the equations governing a transonic flowfield are
non-linear, and there exists no general method of solution. Fxperi-
mental simulations, or wind tunnel tests, have three major weaknesses,
First, because of the strong lateral influence present in transonic
flows, wind tunnel walls often significantly affect test results.
Second, it is difficult to properly account for the effects of viscos-
ity because of the large difference between Reynolds numbers currently
attainable in wind tunnels and those encountered in flight. Third,
and most important, is cost.

The cost, measured in total wind tunnel test hours, for develop-
ment of a new aircraft has been increasing at nearly an exponential
rate over the past two decades. For example, it is estimated that the
Bl bomber will require 30,000 hours of wind tunnel testing at a cost
of about $30 million. Fully instrumented models cost on the order of
$300 thousand and transonic tests cost about $2,000 per hour. So,
experimental parametric studies, i.e., varying geometry to optimize
performance, must be held to a minimum. Hence, designers must rely
heavily on their experience. This usually precludes consideration of
configurations that are radically different from those that have been
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built previously. The testing of transonic rotor tips 18 even more
difficult and expensive because of the rotary environment. In fact,
to our knowledge, there exist no reliable surface pressure data for
transonic flow about rotors. The only design tools available are
experience and two-dimensional strip theory.

On the other hand, computer technology has been improving at
nearly an exponential rate. Computer speed has increased by a factor
of ten every three years, while the cost of computing a given calcula-
tion has decreased by a factor of ten every five years. It seems
reasonable, then, to attempt to use numerical simulations to supple-
ment wind tunnel tests whenever possible. Three years ago an efficient
relaxation algorithm was developed to simulate steady, inviscid, tran-
sonic flows about airfoils (ref. 1). Computed results compared with a
wide variety of experimental data have established the usefulness of
the method for predicting two-dimensional, transonic flows. The
authors and their associates have subsequently extended the method to

treat wings, wing-cylinder combinations, and helicopter rotors (ref.
2-6).

THE METHOD

The governing equation is the transonic, small-disturbance,
velocity-potential equation

~M2 £2 - 2 =
(1-M2 £2(y) =(r+1) M2 £(y) 40 o + 6, + 4, =0

where

f(y) = y/R (ratio of span distance to blade radius) for a
rotor,

= ] for a fixed wing,
M_ = freestream Mach number,
Y = ratio of specific heats, and
X, ¥, z are defined in Fig. 2.
The equation is elliptic when the coefficient of ¢ _ 1s positive,

corresponding to subsonic flow, and hyperbolic whefi the coefficient
of Qxx is negative, corresponding to supersonic flow.

The derivatives ¢ are approximated by finite dif-
ferences, where ce:tral dffferXXces fre used for ¢ and ¢ . For
stability, central or backward differences are used” for ¢ ZZ1n sub-
sonic and supersonic flow regions, respectively (see Fig.x§). This
switching from backward to central differences allows for the
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automatic capture of embedded shock waves. The difference equations
provide a matrix equation consisting of N nonlinear algebraic equa-
tions in N unknowns, where N is the number of mesh points at which ¢
is to be evaluated. Typical values of N are 50,000 for helicopter
rotors and 200,000 for fixed wing aircraft. The matrix equation is
solved by first guessing the solution vector ¢ and then iteratively
refining ¢ until the system of equations 1is satisfied to some pre-
determined order. The iteration procedure used is successive line
over-relaxation.

The primary difficulty associated with three-dimensional flow
simulations 1s the proper treatinent of complex boundary conditions.
The most effective approach has been to transform swept, tapered plan-
forms into rectangles at the beginning of the solution process. This
transfers th: ~{tects of nonsimple geometry from the boundary condi-
tions to the eq.atlons of motion thereby complicating the difference
operators and stability criterion.

The ultimate objective is to develop a computer simulation code
that can be used for the design and analysis of airplanes and high
speed helicopter rotor tips. Our approach has been to treat succes-
sively the parameters that are of primary importance in transonic
flows -- nonlinearity, three-dimensionality and, ultimately, unsteadi-
ness and viscosity. As the program is generalized, computed results
are compared with experimental data for fixed-wing aircraft. The pro-
gram is then used to simulate flows about rotary wings, for which no
experimental data is available. At this point, the code is capable of
simulating steady, non-linear, three-dimensional flows. An unsteady,
nonlinear, three-dimensional code is currently under development.
Presently the effecits of viscosity are accounted for only as empirical
corrections to the inviscid results. The complete treatment of vis-
cosity awaits the introduction of efficient turbulence modelling
techniques.

RESULTS

The first correlation to verify the computed results was with
experimental data for the C-141 airplane wing (see Fig. 4). The C-141
was chosen because of its general configuraticn -- i.e., it had sweep,
taper, and twist -- and because there was a variety of both wind
tunnel and flight data available. Before comparing, it is helpful to
analyze the experimental data at various Mach numbers and Reynolds
numbers to determine under what conditions good agreement between
computed and experimental results might be expected.

68



BALLHAUS & CARADONNA

Upper surface pressure coefficients measured in the wind tunnel
and in flight are shown in Fig. 5. A comparison of results at M_ =
0.825 for the low-Reynolds-number (8.5 x 10%* wind tunnel case and
high-Reynolds-number (36 x 10°) flight case shows a discrepancy in
shock wave location of about 15%. This was a well-known case of un-
reliable wind tunnel prediction of in-flight conditions, and it
resulted in a 100% error in pitching moment. The discrepancy 1is due
to a loss in lift in the wind tunnel case resulting from trailing
edge separation, which is Reynolds number dependent. Therefore, one
might expect the computed results, which do not account for viscosity
and, hence, represent infinite Reynolds number unseparated flows, to
agree better with the flight results than with the wind tunnel.

A comparison of high-Reynolds-number flight results at Mach num-
bers of 0.825 and 0.85 again shows a discrepancy in shock location.
This is caused by shock-induced separation in the M_ = 0.85 case.
Shock-induced separation occurs at high Mach numbers where the
embedded shock has strengthened to the point that it separates the
boundary layer. Although the inviscid results cannot properly simu-
late the flowfield once shock induced separation has occurred, they
can be used to predict with considerable accuracy at what Mach numbers
it will occur (see ref 6). To summarize, then, computed results
should compare favorably with experiment when Reynolds number is suf-
ficiently high and Mach number sufficiently low that the flow remains
unseparated. Computed and experimental surface pressures are compared
in Fig. 6 for M_ = 0.825. The computed pressures agree much better
with the high- Reynolds-number, unseparated flight data than with the
low-Reynolds-number, wind tunnel results. It should be mentioned
that, even though typical helicopter Reynolds numbers are of the same
order as those reached in wind tunnels, advancing rotors operate at
nearly zero lift in the transonic regime, so trailing edge separation
would not have as large an effect on shock location.

Once the accuracy of the numerical simulation had been estab-
lished for fixed-wing aircraft, it was generalized to treat rotary
wings. The model chosen was the simplest that maintained the salient
features of high speed tip flow. The transonic small disturbance equa-
tion for the hover condition was solved for a nonlifting rotor tip of
arbitrary planform and profile. The most significant simplification
is the neglecting of viscous effects and unsteadiness in incident Mach
number. Included in the model are the effects of rotation, nonlinear
mixed flow, spanwise freestream Mach number gradient, and flow relief
resulting from tip geometry.

A series of rotor configurations was calculated starting with the
usual rectangular blades hLaving NACA-0012 profiles. Fig. 7 shows the
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pressure distribution on one such blade. A good quantity by which to
assess the significance of such a calculation is the section drag.
Fig. 8 shows a comparison of section drag for three rectangular blades
of different aspect ratio along with the equivalent two-dimensional
section drags (AR = =), This graph is a dramatic indicator of how bad
an estimate of drag is provided by two-dimensional strip theory. In
these cases, no significant portion of the blade flow is accurately
predicted by two-dimensional results. Furthermore, it is seen that in
the range of practical aspect ratlos, wave drag is approximately pro-
portional to aspect ratio. This is not surprising in view of the
strong lateral signal propagation characteristic of transonic flow.

One can take greater advantage of the inherent three-dimension-
ality of transonic rotor flow by varying the tip planform. The results
of calculations on simple swept tips are shown in the following. Fig.
9 shows the flow about a swept tip with two different section pro-
files, the NACA-0012 and a 122 circular arc. A comparison of Fig. 7
and Fig. 9a shows that sweep has effected a considerable improvement
in flow. The shock strength has decreased markedly over most of the
blade except for a small region at the tip where it has in fact
increased. That this does not happen with the circular arc is a
strong indication that profile cannot be considered independently of
planform. The relief effect at the tip of a swept wing causes
unsweeping, a shifting forward of the isobars. This implies that the
leading edge expansion and subsequent compression will be accentuated.
In the case of a NACA-0012, the combination of this with an already
strong nose expansion results in an uncommonly great over-expansion
and shock. The remedy for this would appear to be a reduction in the
leading edge bluntness at the tip. To check this reasoning, an
additional swept tip of identical planform was computed. However, in
this case the profile used is a combination of the NACA-0012 aid
circular arc thickness distributions, given by

Sthgyp(X) + (1-5) ¢ _(X)
t(x) = §
stOOIZ(XM) + (1-8) tca(XM)
where § = thickness ratio
t0012 = thickness distribution of a MACA-0012
tca = thickness distribution of a circular arc profile
XM = maximum thickness location
S = the percent of the thickness distribution given

by the NACA-0012 distribution.
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S varies linearly from 1.0 at the planform kink to .2 at the tip.
Fig. 10 shows that this has been effective in removing the strong tip
shock. The section drags for these configurations are compared in
Fig. 11. (The reader should not be alarmed by the thrust at the tip;
this merely reflects the unsweeping of isobars and, hence, the accen-
tuation of leading edge expansion. The reverse effect occurs at the
planform kink.) It is evident from the figure that the "mixed" pro-
file out perfoims both the circular arc and the NACA-0012 profiles
from which it 1is derived.

The lesson here is that planform variation can be very useful,
but to be most beneficial, the profile used must be tailored to fit
the planform. In the case of a swept tip, one must be cautious that
the tip profile not have excessive leading edge expansion. This is an
example of the process which might be followed in designing a rotor
tip. To reduce costs, such computer parametric studies are first
performed to select candidate designs before commitment to expensive
fabrication and tests.

CONCLUDING REMARKS

Production computer codes have been developed which simulate
three-dimensional transonic flows about fixed-wing aircraft and heli-
copter rotors. The fixed-wing code is presently being integrated into
the design and analysis programs of aircraft companies and government
agencies, For example, it is being used to perform parametric studies,
at a cost of about $150 per run, to select optimum light-weight fighter
configurations for wind tunnel tests. It is also being used to modify
the configurations of existing aircraft to improve their performance.
The helicopter code is being used to design an improved transonic
rotor tip to be built and tested later this year. Both codes are be-
ing reprogrammed to run on the new ILLIAC IV parallel processing
computer which should reduce run costs by an order of mapnitude. But
even now the numerical simulations provide the designer with a rela-
tively inexpensive analysis tool allowing him t» consider a much wider
range of design configurations before testing in the wind tunnel.
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AN ANALYTICAL EVALUATION OF AIRFOIL SECTIONS
FOR HELICOPTER ROTOR APPLICATION

GENE J. BINGHAM
LANGLEY DIRECTORATE

UNITED STATES ARMY AIR MOBILITY R & D LABORATORY
HAMPTON, VIRGINIA

INTRODUCTION

The NACA 0012 airfoil section was wisely selected for early
helicopter rotor application and was used almost exclusively from 19359
to the mid 1960's. Alternate airfoils were hardly considered during
this period because helicopter aerodynamic problems were secondary to
the many mechanical and structural problems related to flight controls,
power systems, and structural life. 1In about 1965, aerodynamic con-
siderations resulted in the use of the NACA 23012 airfoil on one oper-
ational helicopter. From about 1965 to the present, a new effort has
been made to define more effective airfoil sections for helicopter
rotors and to identify a systematic approach to rotor airfoil design
and selection (Refs. 1 through 6). As part of the continuing effort,
an analytical investigation has been initiated to define the 1lift
coefficient — Mach number characteristics of airfoils of potential
interest for helicopter application. Then, this nualysis was extended
to determine the relative importance of the airfcil geometric parnm-
eters such as thickness, thickness distribution, leading-edge radius,
camber, and camber distribution on lift-Mach number characteristics.

The analysis was based on the drag divergence Mach number
prediction techniques of References 7 and 8. The airfoils considered
were from the NACA four-digit, five-digit, and six-serles families
reported in Reference 9 and are generally consistent with the
pitching-moment coefficient criterion suggested vy Reference 6. Air-
foil coordinates were derived by applying References 10, 11, and 12.

*Assigned tc Langley Research Center, Airfoil Research Section. i

Preceding page blank
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SYMBOLS

C Chord of airfoil

o) d Section drag coefficient

C'l. Section lift coefficient

m,ac Section pitching moment about aerodynamic center

Cp Static pressure coefficient

M, Free-stream Mach number

My Drag divergence Mach number, AC d/AMm = 0.1

k Rotor radius

X Distance measured along airfoil chord

)(c Distance measured along airfoll chord from leading edge to
crest

a Angle of attack of airfoil (see Fig. 2)

¥ Rotor blade azimuth angle

ANALYTICAL METHOD

BACKGROUND. On a single revolution, rotor-blade sections
can experience lift coefficients from near zero to maximum 1ift and
local Mach numbers from low subsonic to transonic values. Typical
1ift coefficient-Mach numver envelopes are presented in Figure 1(a).
The envelopes are shown for O.6R, 0.8R, and 1.0R (the rotor tip) for
a heavily loaded rotor flying at 136 knots (Ref. 5). At the rotor
tip, the airfoil section advancing into the wind operates at Mach num-
bers to 0.9 at near zero 1ift roefficient and the retreating airfoil
section operates up to a lift coefficient of 1.4 (near maximum 1ift)
at Mach 0.45.

The drag divergence Mach number (Mg) for the airfoil section
employed he.s been superimposed on Figure 1(a); the drag divergence
Mach number is the free-stream Mach number at which the rate of
increase of drag coefficient with Mach number equals 0.1l. As noted on
the figure, beyond about 0.7 to 0.8 radius, which includes over one-
third of rotor area, the airfoil sections operate at Mach numbers
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above drag divergence. Of course, the increase in drag has a prime
influence on the power required to drive the rotor and thus the flight
range and/or 1ift capability of the rotor. This point is even clearer
when it is realized that the power absorbed by a rotor varies as Mach
number cubed; the outer regions of the rotor are the major power
absorbers. Therefore, an airfoil is desired which would have the drag
divergence Mach number line located at as large a radius station (as
far to the right) as possible.

The operating conditions for another helicopter configura-
tion are presened in Figure 1(b). The calculated lift coefficient-
Mach number characteristics only at 0.95 radius are shown for two
vehicle weights at a flight velocity of 150 knots. In this case, the
drag divergence Mach number will be exceeded only by the advancing
blade at 1lift coefficients below 0.8. Although not shown on the fig-
ure, the drag divergence in this case extends inboard to about 0.8R.
An analysis of this rotor indicates that each increase in drag diver-
gence Mach number of about 0.0l would result in a 4-percent power
savings for these operating conditions. For this analysis, all param-
eters except the drag divergence Mach numbers were unchanged. A
larger power savings would be expected at higher flight velocities or
with the configuration of Figure 1(a) because more of the rotor would
operate beyond drag divergence. Because of these potential savings,
one objective of the present analysis was to determine how to increase
the drag divergence Mach number. More specifically, the intent was to
determine the influence of the individual variations in airfoil geo-
metric parameters on drag divergence Mach number, and then examine
them in combination.

APPROACH. An analysis was performed to predict the drag
divergence Mach number at lift coefficients from zero to near maximum
1lift. References 7 and 8 shov that drag divergence can be predicted
if the airfoil static pressure distribution and the location of the
airfoil crest are known., The airfoil crest position and its variation
with angle of attack is 1llustrated in Figure 2. Here the crest is
identified as the chordwise station of which the airfoil surface is
tangent to the free stream. Also, representative subsonic pressure
distributions have been plotted for this airfolil and crest pressure
coefficient has been identified.

Drag divergence results from changes in the airfoil surface
pressure distribution caused by increases in Mach number. At free-
stream Mach numbers below that for local supersonic flow, the pressure
coefficients increase with Mach number according to the Prandtl-
Glauert compressibility factor (l/‘/ 1l - m) and the drag coefficient
is generally unchanged. 4s the Mach number is increased above that for
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local sonic flow, supersonic flow develops in the low-pressure region
of the airfoil, as illustrated in the sketch on Figure 2. The super-
sonic region contains alternate expansion and compression waves
(Refs. 7 and 13) which change the surface pressure distribution. If
the entire supersonic flow region is ahead of the crest, the change
cal cause the drag coefficient to increase, decrease, or remain con-
staiai. Increases, often called the creepy drag rise, result from net
increases in pressures ahead of the crest; decreases observed by
several investigators (see, for example, data of Ref. 14) result from
net decreases in pressure ahead of the crest. As the Mach number is
increased sufficiently to cause sonic flow to extend behind the air-
foil crest, Reference 7 states that the expansion and compression
waves cause the pressure coefficlents ahead of the crest to become less
negative and the pressure coefficients behind the crest become more
negative which results in drag divergence.

Reference 15 suggests that a crest local static to free-
stream tofal pressure ratio of 0.515 (Mach number of 1.02) is more
appropriate to predictions of drag divergence than sonic Mach number
at the crest. The Reference 15 criterion was applied to about 100 air-
foils (Ref. 16) and it was concluded that the analytical results
generally agreed with experimental drag rise Mach number results
within #0.015. 1In the present effort, sonic crest velocity has been
used to predict drag rise Mach numbers because of the physical signif-
icance of the phenomena previously discussed and because the sonic
crest approach is more conservative than the approach of Reference 15.

The 1lift coefficients also are influenced by the changes in
pressure distribution with increasing Mach number. Vhen supersonic
flow develops on the airfoil, the reduced pressure coefficients in the
supersonic region cause an increase in lift coefficient greater than
would be predicted by the Prandtl-Glauert factor (Ref. 15). This
increase continues until 1ift divergence which is evidenced by a
reduction in 1ift coefficient with further increases in Mach numbers
at a constant angle of attack. This reduction usually occurs at a
Mach number slightly higher than the drag divergence value; that is,
the reduced pressure region behind the crest that causes the drag rise
can have a favorable influence on 1lift coefficient.

The pitching-moment coefficient variation with Mach number
is not as clearly understood as the drag and lift :oefficients. At
Mach numbers below that for local supersonic flow, it might be
expected that the pitching-moment coefficient would vary according to
the Prandtl-Glauert factor; however, Reference 14 shows that this is
not the case.
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APPLICATION. The ajplication of the analytical approach
involves several steps: (1) .ow-speed pressure distributions, 1lift
coefficients, pitching-moment coefficients, and crest location at
selected angles of attack were determined by a compressible viscous
flow mathematical model described in Reference 17; (2) the pressure
coefficient at the crest was identified; (3) the Prandtl-Glauert com-
pressibility factor was applied to the crest pressure coefficient to
determine the free-stream Mach number at which sonic flow would exist
at the airfoil crest (defined as drag divergence Mach number); and
(4) the Prandtl-Glauert factor was applied to the computed lift coef-
ficients to predict the lift coefficients at the drag divergence Mach
numbers,

At present, the available aerodynamic computational tools do
not permit predictions of the maximum 1ift coefficient because the
computed results are not valid for cases with significant boundary-
_ayer separation. 1In this investigation, results from the mathemati-
cal model with separation forward of 95 percent chord are excluded.

In instances where the low subsonic Mach number maximum 1ift coeffi-
cient could be determined from experimental results (for example, from
Ref. 9), the application of analytical results was carried to the
known maximum 1ift coefficient.

As previously discussed, the pitching-moment coefficient
does not follow that predicted by the Prandtl-Glauert factor. There-
fore, because of an absence of an effective prediction criterion, the
pitching-moment coefficients predicted by the mathematical model have
been employed. Moreover, adequate predictions of drag by mathematical
models are not currently available within the state of the arts and,
therefore, are not used in this analysis. As suggested by Reference 6,
an allowable pitching-moment coefficient of |0.02| has been adopted
in this analysis.

RESULTS AND DISCUSSION

The influence of the more important independent geometric
variables (thickness, thickness distribution, leading-edge radius,
camber, position of maximum camber) on drag divergence Mach numbers
at various section 1lift coefficient have been predicted and are
presented in Figures 3 through 8. Data are iacluded for NACA four-
digit, five-digit, and six-series airfoils to indicate the generality
of the results.

THICKNESS VARIATIONS. The influence of variations in
thickness-to-chord ratio are presented in Figure 3. The airfoils
presented are symmetrical sections; the four-digit and five-digit
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airfoils have the same thickness distribution and, therefore, have the
same aerodynamic characteristics. At zero 1lift coefficient, increas-
ing the thickness-to-chord from 0.08 to 0.16 decreased the drag diver-
gence Mach number about 0.08 for the four- and five-digit airfoils and
about 0.10 for the six-series airfoils. The decrease was caused by an
increase in the magnitude of the crest pressure coefficient with
increases in thickness. As the maximum indicated 1lift coefficient was
approached, the trends with increasing thickness reverse to result in
a higher drag divergence Mach number for the thicker sections. In
this case, the crest is farther aft for the thicker sections so that
the pressure coefficient is of lower magnitude. The results of Refer-
ence 9 suggest higher maximum lift coefficients for the NACA four- and
five-digit airfoils than for the NACA six-series airfoils of the same
thickness ratio. The pitching-moment coefficient about the aerody-
namic center of the symmetrical sections is 0. 000.

The effeccts of changes in locatior of maximum thickness are
presented in Figure 4. Results are presented for the four- and five-
digit airfoils with maximum thickness ratio located from 30 to 50 per-
cent chord as indicated by the last digit of the airfoil designation.
The maximum thickness for the 63-012 and 65-012 sections is located
at 35 and 40 percent chord, respectively. At zero lift coefficient,
the drag divergence Mach number for the NACA four- and five-digit air-
foils increased about 0.03 by moving the thickness location aft from
30 to 50 peicent chord because of both the aft movement of the airfoil
crest and the accompanying thinning of the leading-edge region which
resulted in crest pressure coefficients of smaller magnitude. The
increase was slightly greater at a lift coefficient of 0.4. At higher
1ift coefficients, the crest was more aft for the NACA 0012-63 section
than for the other two airfoil sections and resulted in & crest static
pressure of smaller magnitude, thus a higher drag divergence Mach
number. The crest position of the NACA 65-012 section was farther aft
than for the 63-012 section only at the lower l1ift coefficients. How-
ever, the pressure coefficient was of lower magnitude for the NACA
65-012 section at all 1lift coefficients analyzed (Fig. 4) to result in
a consistently higher drag divergence Mach number than for the NACA
63-012 section. From this analysis, it appears that a maximum thick-
ness location of about 4O percent chord is best from a drag divergence
Mach number point of view. Again, the absence of camber results in a
pitching-moment coefficient of 0.000.

LEADING-EDGE RADIUS. The influence of variations in
leading-edge radius 1s indicated in Figure 5 only for the NACA four-
and five-digit airfoils. The six-series airfoils were excluded
because the leading-edge radius is not a design variable. The -33,
-63, and -93 sections have leading-edge radius which are quarter

86



BINGHAM

normal, normal, and three times normal, respectively (Ref. 10). At
zero lift coefficient, the drag divergence Mach number increased about
0.02 when the leading-edge radius was increased from one-fourth to
three times normal. This increase resulted from a decrease in magni-
tude cf static pressure coefficient at the crest; the crest location
at zero lift was the same for all three sections. At 1lift coeffi-
cients approaching the maximum, the crest moved rapidly forward as the
leading-edge radius was increased and the pressure coefficient
increased in magnitude to result in a decrease in drag divergence Mach
number. An increase in leading-edge radius from one-fourth to normal
had little influence on drag divergence for the NACA five-digit air-
foils studied.

CAMBER. The effects of camber (Figs. 6, 7, and 8) were
investigated only on the NACA five-digit and six-series airfoils
because the type camber of the NACA four-digit airfoils produces
excessive pitching moment for helicopter rotor application. The
cember addition to the airfoils shown in Figure 6 is proportional to
the design lift coefficients of 0.0, 0.3, and 0.6 for the NACA 00l2-,
23012-, and 43012-63 airfoils and to the design lift coefficients of
0.0, 0.2, and 0.5 for the NACA 63-012, 63-212, and 63-512 airfoils,
respectively (Ref. 9). The camber addition caused a decrease in drag
divergence Mach number as great as 0.02 at zero lift coefficient.
Since the angle of attack for zero lift coefficient decreased (more
negative) as camber was increased, the airfoil crest moved aft. How-
ever, the magnitude of the crest pressure coefficient increased and
resulted in a decrease in the drag divergence Mach number. For these
airfoil sections at a given lift coefficient and the aft movement of
the crest with increased camber continued for the full range of 1lift
coefficients shown. And, the favorable influence of increased camber
at the high 1iit coefficient resulted from crest pressure coefficients
of smaller magnitude than that for the lower camber cases. Although
the pitching-moment coefficient of the NACA 63-512 airfoil exceeded
the |0.02| criterion of Reference 6 by a factor of 2, the results
have been included to discern the trenis, To satisfy this criterion,
the maximum design 1ift coefficient snould be 0.25 instead of 0.5
because pitching-moment coefficient is proportional to design lift
coefficient (Ref. 9). Also, observe that the NACA five-digit airfoils
permit a higher design 1ift coefficlent than the NACA six-series air-
foils without exceeding the |0.02| pitching-moment criterion.

The effect of varying the location of maximum camber is
presented in Figure 7. The maximum camber is located at 5, 15, and
25 percent chord for the 21012-63, 23012-65, and 25012-63 airfoils,
respectively, and at 32.5 and 50 percent chord for the 63-212 a = 0.0
and 63-212 a = 1.0 airfoils, respectively. These locations
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represent the limits defined for the standard NACA five-digit and
six-series airfoils (Ref. 9). At near zero lift coefficient, the
results show that the position of maximum camber has little influence
on drag divergence Mach number. The most significant influence is
indicated for the five-digit sections at high 1ift coefficients. At
these conditions, the most rearward position of maximum camber
resulted in the most rearward crest location and thus the highest drag
divergence Mach numbers. The aft movement of maximum camber also
increased the pitching-moment coefficient, but it does meet the |0.02|
criterion of Reference 6 for the NATA five-digit airfoils presented.
The pitching-moment coefficient of the NACA 63-212 a = 1.0 is
excessive.

In addition to the conventional camber lines, the NACA five-
digit airfoil series has been provided with a camber line which has
trailing-edge reflex (Ref. 11). This reflex permits near zero
pitching-moment coefficient at all 1lift coefficients up to the maximum
1lift coefficient. At a given 1lift coefficient, the reflex camber
unloads the airfoil trailing-edge region and hence increases the mag-
nitude of the forward upper-surface pressure coefficients compared to
those for the conventional camber lines, This forward loading
resulted in a corresponding decrease in drag divergence Mach number at
all lift coefficients as shown in Figure 8; here the results for an
airfoil with reflex camber (NACA 25112-63) are compared to these for
an airfoil without reflex camber (NACA 25012-63). The decrease in
drag divergence Mach number varied from 0.025 at zero lift to 0.0l at
high 1ift coefficients.

COMBINED GEOMETRY. The influence of combining several of
the favorable géometric parameters previously discussed is shown in
Figure 9. The thickness distribution of the NACA four- and five-digit
airfoils has been selected to take advantage of the low-speed maximum
1ift capability for the low pitching-moment designs discussed earlier.
The influence of thickness ratio from 8 to 12 percent for these cam-
bered sections is presented. Maximum thickness was located at 40 per-
cent chord because, as previously discussed, this position was found
to be superior to the 30-percent location at 1ift coefficients below
1.3 (Fig. 4). The standard leading-edge radius was selected because
it was near optimum for the NACA five-digit airfoils (Fig. 5). Camber
was added to increase the drag divergence at the higher lift coeffi-
clents; however, the camber was limited to satisfy the maximum
pitching-moment criterion of |0.02|. The maximum camber was located
at 35 percent chord because of the favorable trends shown with the aft
maximum camber location (Fig. 7). The 35-percent chord maximum camber
location is more aft than that provided by the standard NACA airtoils.
The camber line employed was obtained from Reference 18 and was
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apparently generated by extrapolating the NACA camber-line geometry.
The results obtained with these sections are compared to the classic
NACA 0012 section in Figure 9.

The 12-percent-thick combined geometry airfoil section has
a higher drag divergence Mach number than the 0012 airfoil at all 1ift
coefficients greater than zero. For these configurations, increases
in drag divergence Mach number at zero 1lift can be obtained by
decreasing alrfoil thickness. As discussed earlier, and as shown in
Figure 9, this will result in decreases in drag divergence Mach number
at the higher 1ift coefficient shown. The final choice of an airfoil
section for a given helicopter rotor should depend on an analysis of
the airfoil section requirements.

CONCLUDING REMARKS

An easily applied analytical technique has been investigated
for preliminary evaluation of airfoils for helicopter rotor applica-
tion. The technique permits assessment of the influences of airfoil
geometric variations on the drag divergence Mach number at 1ift coef-
ficients up to near maximum 1ift. Analytical results presented in
this paper indicated the compromises in drag divergence Mach number
which result from changes in (1) thickness ratio, (2) location of max-
imum thickness, (3) leading-edge radius, (4) camber addition, and
(5) location of maximum camber for NACA four- and five-digit airfoils
and some six-series airfoils of potential interest for helicopters.

An example of airfoil sections which combines several of the favorable
geometric changes has been presented, Although the final selection of
an airfoil, or combination of airfoils, for a helicopter rotor should
be made on the basis of the specific performance requirements, the
methods of analysis employed in this investigation can be rapidly and
effectively used with high confidence during preliminary vehicle
design and airfoil selection.
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HYPERVELOCITY IMPACT SHOCK-INDUCED
DAMAGE TO STEEL ARMOR

JOHN W, BOND, JR., DR.

MOBILITY EQUIPMENT RESEARCH AND DEVELOPMENT CENTER
FORT BELVOIR, VIRGINIA

1. INTRODUCTION

An In-house Laboratory Independent Research (ILIR) program
has been conducted at MERDC to design hypervelocity projectiles
that maximize back-face spallation in steel armor. The pro-
jectiles are small (.5 to 5 gm each) so that several hundred of
them can be located on one end of an explosive driver weighing 15
to 30 kg. The projectiles wouid be ejected in a near-vertical
downward direction toward a target in a shotgun pattern at eject
velocities of 8-10 km/sec and at a stand-off distance of 20 to 50
meters. This enables large lethal, or damage radii, of the order
of tens of meters, to be considered. The primary target for the
experimental program has been steel armor 2 to 5 cm thick.
Damage would be by back-face spallation and fragmentation and
resultant effects on soft interior components (of military vehicles)
such as cabling, munitions, fuel, equipment, instruments, and
personnel,

SN

When the program started two years ago there was
insufficient information on spallation physics to design the type of
projectile desired. Accordingly, a program was started to obtain
the needed experimental and analytical information. The specific
goal was to design a projectile capable of shaping the pulse
induced in the steel target in such a way that a large amount of
steel was ejected from the back-face of the specimen in the form

FL B

Preceding page blank



BOND

of many small damaging fragments. During the course of the
research, new phenomena were observed which are reported herein.
In particular, the importance of the 130-kbar phase change in
martensitic steel and its effect on spallation is discussed.

Over 100 successful impact experirrants were performed in
the Naval Research Laboratory (NRL) light gas gun facility, The
experiments were designed and the results analyzed at MERDC.
Metallurgical examination of the impacted specimens was done at
the Stanford Research Institute (SRI), with some assistance from
Sandiz Laboratories Albuquerque (SLA). Mechanical material prop-
ertie.s of the target materials were measured at MERDC.

In order to develop reliable theory and associated analyt-
ical tools, simple spherical projectiles, most weighing less than
1 gm, were used. Impact angles were generally normal, although
a few non-normal impacts were made. A few impacts were made
with both simple and composite non-spherical projectiles. Pro-
jectile materials included nylon, lexan, water, heavy oil, steel,
MgLi, and several different ceramics

The reasoning behind these choices of projectile materials
was rather complicated. It was based on the fact that the proposed
warhead is weight limited rather than volume limited. This en-
ables more projectiles of the same size to be carried, or else
larger projectiles may be used. Size is important because the pro-
jectile diameter should be of the order of, or greater than the
target thickness in order to optimize spall., There is some experi-
mental evidence that much smaller (non-penetrating) projectiles
are efficient spallators (3). (A spallator is a projectile that
optimizes back-face spall, A penetrator optimizes penetration.)
Finally, the vaporization or sublimation energy of the projectile
material should be small compared to the kinetic energy of impact,
The general idea is to convert most of the impact energy into
induced shock. This means that inefficient nrocesses such as
penetration should be minimized,

Most of the targets were wrought homogeneous steel plate
stock 1.25 cm and 2.5 cm thick. The steel was a carbon
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manganese-nickel -chromium-molybdenum alloy which was

austenitized at 900°C, water quenched, and tempered at 540°C.

The representative hardness was 360 Brinnel (Bhn), and the

approximate quasi-static tensile strength was 12 kbars. The

dynamic spall strength corresponded to a critical tensile pressure .
of 38 kbars (1, 2, 3, 4),

After impact, the target specimens were dissected through
the crater center, polished, etched, and examined metallurgically.
Extensive 2-d code calculations of the impact spall phenomena were
made by SLA for one specimen.

In Section 2, below, the experimental results are
summarized. They are analyzed and discussed in Section 3. The
2-d computations performed by SLA are described in Section 4.
The 130-kbar phase change and spall phenomena are discussed in
the remaining sections.

2. EXPERIMENTAL RESULTS

Photographs of dissected impact craters are shown in
Figure 1. The target material for Fig. la was 1.25 cm thick
wrought steel. The projectile was a 0.52 gm nylon sphere with a
diameter of 0.95 cm and an impact velocity of 5.18 km/sec. The
crater is representative of craters formed by impact of lexan-
encased H,O and solid nylon sphergs The walls of such craters
exhibit a series of evenly spaced ridges, or serrations, which are
symmetric about a central axis of rot~.tion. The macrocracks ob-
served extend downwards from the hottom of the valleys in the crater
floor. In Fig. 1b the target was .. 53 cm wrought steel and the pro-
jectile was a 0.7 gm steel sphere. In the case of steel-on-steel im-
pacts the serrations in the craters are not observed and the macro-
cracks extend upwards. (This difference has not been explained.)
In Figure 2 is shown a 10X photograph of the bottom of the center of
a crater produced by a 6. 03 km/sec impact of a 0.35 gm H,O/lexan
sphere on a 2.5 cm wrought steel target. The (apparent) shaded 4
region extends completely around the crater. This region is readily
visible on almost all impact specimens. It has extremely high |
hardness (500 Bhn) and displays a very fine untempered, !

martensitic microstructure, This observed metallurgical
transformation has been shown to be due to the 130-kbar poly-
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morphic phase transition in iron or martensitic steel (3, 4). The
fine adiabatic shear lines are readily observable on this photograph.
Also, note the large voids below the bottom of the crater.

When the stress wave, induced at impact, travels through
the target and reflects in tension from the back-face. a spall
layer, or gap, is pr<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>