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PROCEDURES FOR DETECTING OUTLYING OBSERVATIONS IN SAMPLES*

SUMMARY

Procedures are given in this report for determining
statistically whether the highest observation, or the
lowest observation, or the highest and lowest observations,
or the two highest observations, or the two lowest
observations, or perhaps more of the observations in the
sample may be considered to be outlying observations or
discrepant values. Statistical tests of significance are
useful in this connection either in the absence of assign-
able physical causes or to support a practical judgement
that some of the experimental observations are aberrant.
Both the staticstical formulae and illustrative applications
of the procedures to practical examples are given, thus
representing a rather complete treatment of significance
tests for outliers in single univariate samples.. This
report has been prepared primarily as a useful guide or
as an expository and tutorial approach to the problem of
detecting outlying observations in much experimental work.
We cover only statistical tests of significance in this
report and appropriate interpretations which one might
draw therefrom.

*Subcvantially the same materiai of this report is to

appear in a recormmended prcctice of the American Society

for Testing and Materials for dealing with outlying
cbservations. The author is a member of Committee E-11 on
tatistical Yethods of ASTK and was encouraged by various

renbers of the Society to prepare zuch of the material
covered herein. HKe gratefully acknowledges their suggestions
and advice.
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I. INTRODUCTION

This report deals with the problem of outlying E:
observations in samples and how to test the statistical 3
significance of them. An outlying observation, or "outlier",
is one that appears to deviate markedly from other members
of the sample in which it occurs. In this connection, the
following twe alternatives are of interest:

(a) An outlying observation may be merely an extreme
manifestation of the random variability inherent in the
data. If this is true, the values should be retained and

processed in the same manner as the other observations in
the sample.

(b) On the other hand, an outlying observation may be
the result of gross deviation from prescribed experimental
procedure or an error in calculating or recording the
numerical value. In such cases, it may be desirable to
institute an investigation to ascertain the reason for the
aberrant value. The observation may even eventually be
rejected as a result of the investigation, though not
necessarily so. At any rate, in subsequent data analysis the
outlier or outliers will be recognized as probably being

from a different process or universe than that of the sample
values.

(¢) It is our purpose here to provide statistical
rules that will lead the experimenter almeost unerringly to
look for causes of outliers when they really exist, and hence
to decide whether alternative (a) above is not the more
plausible hypothesis to accept, as compared to alternative
(b), in order that the most appropriate action in further
data analysis may be taken. The procedures covered herein
apply primarily to the simplest kind of experimental data,
that is, replicate measurements of some property of a
given material, or observations in a supposedly single random
sample. MNevertheless, the tests suggested do cover a wide
enough range of cases in practice to have broad utility.

II. GENERAL

When the experimenter believes that a gross deviation
from prescribed experimental procedure has taken place, the
resultant observation should be discarded, whether or not it
agrees with the rest of the data and without recourse to
statistical tests for outliers. If a reliable correction
procedure, for example, for temperature, is available, the
observation may sometimes be corrected and retained.

Preceding page biank 9




In many cases evidence for deviation from pres
procedure will consist primarily of the discordgnt 5§i3§d
itself. 1In such cases it is advisable to adopt a cautious
attitude. Use of one of the criteria discussed below will
sometimes permit a clear-cut decision to be made. In
doubtful cases the experimenter's judgement will have
gonsxqerable influence. When the experimenter cannot
Lqentlfy abnormal conditions, he should at least report the
discordant values and indicate to what extent they have been
used in the analysis of the data.

Thus, for purposes of orientation relative to the cver-
@11 problem of experimentation, our position on the matter
.1 screening samples for outlying observations is precisely
*he following:

Physical Reason Known or Discovered for Outlier(s):

(a) Reject observation(s).

(b) Correct observation(s) on physical grounds.

(¢) Reject it (them) and possibly take additional
observation(s).

Physical Reason Unknown - Use Statistical Test:

(a) Reject observation(s).

(b) Correct observation(s) statistically.

(c) Reject it (them) and possibly take additional
ot servation(s).

(d) Employ truncated sample theory for censored
observations.

The statistical tesrt may always be used to support a
iudgment that a physical reason does actually exist for an
outlier, or the statistiral criterion may be used routinely
as a basis to initiate action to find a physical cause.

III. BASIS OF STATISTICAL CRITERIA FOR OUTLIERS

There are a number of criteria for testing outliers.
in all of these, the doubtful observation is included in
' ke caleulation of the numerical value of a sample criterion
(or statistic), which is then compared with a critical value
hased on the theory of random sampling to determine whether
 he doubtful observation is to be retained or rejected. The
. ritical value is that value of the sample criterion which
. vi1ld be exceeded by chance with some specified (small)

10
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probability on the assumption that all the observations

did indeed constitute a random sample from a common system of

causes, a single parent population, distribution or

The sRecified small probability is called the '"si fggizizse.
level” or "percentage point' and can be thought of as the risk
of erroneously rejecting a good observation. It becomes
clear, therefore, that if there exists a real shift or

change in the value of an observation that arises from
non-random causes (human error, loss of calibration of
instrument, change of measuring instrument, or even change

of time of measurements, etc.), then the observed value of the
sample criterion used would exceed the "critical value"

based on random sampling theory. Tables of critical values
are usually given for several different significance levels,
for example, 5 percent, 1 percent. For statistical tests

of outlying observations, it is generally recormmended that

a low significance level, such as 1 percent, be used and

that significance levels greater than 5 percent would not

be common practice.

Yote 1 - In this report, we will usually illustrate the
use of the 5 percent significance level. Proper choice of
level in probability depends on the particular problem and
just what may be involved, along with the risk that one is
willing to take in rejecting a good observation, that is,
if the null-hypothesis stating ''all observations in the
sampledcome from the same normal population" may be
assumed.

It should be pointed out that almost all criteria for
outliers are based on an assumed underlying normal (Gaussian)
population or distribution. When the data are not normally
or approximately normally distributed, the probabilities
associated with these tests will be different. Until such
time as criteria not sensitive to the normality assumption
are developed, the experimenter is cautioned against
interpreting the probabilities too literally.

Although our primary interest here is that of detecting
outlying observations, we remark that some of the statistical
criteria presented may also be used to test the hypothesis
of normality or that the randcm sample taken did come from
a normal or Gaussian population. The end result is for
all practical purposes the same, that is, we really wish
to know whether we ought to proceed as if we have in hand a
sample of homogeneous observations.

11



IV. RECOMMENDED CRITERIA FOR SINGLE SAMPLES

. Let the sample of n observations be denoted in order
of increasing magnitude by x; £ X2 £X3 < ... 2x.. Let
Xn be the doubtful value, that is the largest value. The

test criterion, Tn' recommended here for a single outlier
is as follows:

X - X
n
Tn = S
where
x = arithmetic average of all n values, and
s = estimate of the population standard deviation based

on the sample data, calculated as follows:

t(xi - i)z 1/2

I -

‘n
]

n(n - 1)

nix} - (zxi)2¥ 1/2

If x; rather than Xy is the doubtful value, the
criterion is as follows:

).(-Xl
T1=——s_—

The critical values for either case, for the 1 and 5
percent levels of significance, are given ir Table 1.
Table 1 and the following tables at the end of the report
give the '"one-sided" significance levels. In many previous
treatments of outliers, the tables listed values of
significance levels double those in the present seport,
since it was considered that the experimenter would test
either the lowest or the highest observation (or both) for
statistical significance, for example. However, to be
consistent with actual practice and in an attempt to avoid
further misunderstanding single-sided significance levels
are tabulated herein so that both viewpoints can be
represented.

12



The hypothesis that we are testing in every case is
that all observations in the sample come from the same
normal population. Let us adopt, for example, a
significance level of 0.05. If we are interested only in
outliers that occur on the high side, we should always

use the statistic T, = (xr - x)/s and take as critical

value the 0.05 point of Table 1. On the other hand, if we
are interested only in outliers occurring on the low side,

we would always use the statistic T; = (X - x;)/s and again

take as a critical value the 0.05 poinu of Table 1. Suppose,
however, that we are interested in outliers occurring on
either side, but do not believe that outliers can occur on
both sides simultaneously. We might, for example, believe
that at some time during the experiment something possibly
happened to cause an extraneous variation on the high side
or on the low side, but that it was very unlikely that two
or more such evente could have occurred, ore being an
extraneous variation on the high side and the other an
extraneous variation on the low side. With this point of
view we should use the statistic T = (xn - x)/s or the

statistic T, = (X - x;)/s whichever is larger. If in
this instance we use the 0.05 point of Table 1 as our
critical value, the true significance level would be
twice 0.05 or 0.10. 1If we wish a significance level of
0.05 and not 0.10, we must in this case use as a critical
value the 0.025 point of Table 1. Similar considerations
apply to the other tests given below.

Example 1, As an illustration of the use of Tn and Table 1,

consider the following ten observations on breaking
strength (in pounds) of 0.104-in. hard-drawn copper wire:
568, 570, 570, 570, 572, 572, 572, 578, 584, 596. The
doubtful observation is the high value, x;o = 596. 1Is the

value of 596 significantly high? The mean is x = 575.2
and the estimated standard deviation is s = 8.70. We compute

- 575.2
T o = 5968'7375 . 2.39

i
i
k'
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From Table 1, for n = 10, note that a T,; as large as

2.39 would occur by chance with probability less than 0.05.
In fact, so large a value would occur by chance not much
more often than one percent of the time. Thus, the weight
of the evidence is against the doubtful value having come
from the same populgtlon as the others (assuming the
population ig normally distributed). Investigation of the
coubtful value is therefore indicated.

An alternative system, the Dixon criteria, based entirely
on ratios of differences between th= otservations is
cescribed in the literature (7} and may be used in cases
where it is desirable to avoid calculation of s or where
quick iudgement is called feor. For the Dixon test, the
sample criterion or statistic changes with sample size.
Table 2 gives the appropriate statistic to calculate and
also pives the critical values of the statistic for the
1. 5, and 10 percent levels of significance.

‘raryle o - As an illustration of the use of Dixon's
tesc, consider again the observations on breaking strength
piven in Txample 1, and suppose that a large number of
such samples had to be screened quickly for outliers and it
was judged oo rime-consuming to compute s. Table 2
indicites use of

Ty - 1§ n-l
Xn - X3
Thusg, for n = 10,
X106 = Xg
ToT Xi¢ T Xg

For thic mecasurements of breaking strength above,

i - 596 - 584 0.462
) - / )
which is a little less than 0,477, the 5 percent critical
valie for n = 10. Under the Dlxon criterion, we should
thereZore o+ consider this cohservation as an cutlier at

the 5 percent level of significance. These results
illustrete how borderline cases may ve accepted under one

14
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test but rejected under another. It should be remcmbered,
however, that the T-statistic discussed above is the best

one to use for the single-outlier case, and final statistical
sudgment should be based on it. See ¥erguson (8,9),

Further examination of the sample cbservations on
breaking strength of hand-drawn copper wirec indicates that
none of the other values need testing.

Note U - With experlence we may usually just look at the
sample values to observe if an outlier 1s present. lHowever,
strictly speaking the statistical test should be applied to
all samples to guarantee the significance levels uscd.
Concerning "multiple' tests on a single sample, we conmment
¢n this below,

A test equivalent to Tn (or T;) based on the sample

sum of squared dev ations from the mean for all the observa-
tior: and the sum cf squarecd deviations omitting the
“"outlier” 1s given by (Grubbs (11).

The next type of problem te consider is the case where
w¢ have the possibility of two ouilying observations, the
least and the greatest observation in a sample. (The
proolem of testing the two highest or the two lowest
observatiocns is considered below.) In testing the least and
the greatest observations simultaneously as prcbable outliers
in ¢ samplec, we use the ratio of sample range o sample
standard deviat.cn test of David, Hartley and Pearson (5).
The sigrnificance levels for this sample criterion are given
in Table 3. Alternatively, the largest residuals test of
Tietjen and Moore (19) could be used.

fzarple - There 1s cne rather famous set of observa-
tions that a number of writers c¢n the subject of outlving
observations have referred to in applying their various
tests for "outliers'. This classic set consists of a
sample of 1% observaticns ot the vertical semi-diameters of
Venus made by Lieutenant Herndon in 1846 (2). In the
reduction of the obscrvations, Prof. Pierce assumed two
unknown quantities anJd found the following residuals which
have been arranged in ascending orde+ of magnitude:

-1.40 1n. -0.24 -0 G.168 .48

-0.44 -0.22 /YA 0.20 £.63

-0.30 -0.13 Ooal LD 1.01
15




The deviations - 1.40 and 1.01 appear to be outliers.

Here the suspected observations lie at each end of the
sample. Much less work has been accomplished for the

case of outliers at both ends of the sample than for the
case of one or more outliers at only one end of the
sample, This is not necessarily because the 'one-

sided" case occurs more frequently in practice but

because "two-sided" tests are much more difficult to deal
with. For a high and a low outlier in a single sample, we
pive two procedures below, the first being a combination of
tests, and the second a single test o Tietjen and Moore
(19) which may have nearly optimum properties.

For optimum procedures when there is an independent
estirmate at hand, s¢ of o<, see (8).

For the observations on the semi-diameter of Venus
given above, all the information on the measurement error
is contained in the sarple of 15 residuals. 1In cases
like this, where no independent estimate of variance 1is
available (that is, we still have the single sample case),
a useful statistic is the ratioc of the range of the
observations to the sample standard deviation:

. X, - Xy
‘\ n
s s

P T R

vhere: _
t (x - x)<

‘* sto= T

If X, is about as far above the mean, x, as x; is below x,

and if w/s exceeds some chosen critical value, then one
would conclude that bot#% the doubtful values are cutliers.
If, however, x, and x, are displaced from the mean by

different amounts, some further test would have to be made
to decide whether to reject as outlying only the lowest
value or only the highest value or both the lowest and
highest values.

16




) For this example, the mean of the deviations is
x = 0,018, the sample standard deviation, s = 0.551, and

Al

e L 1.01 - (-1.40) _ 2.41 _
M/S ——-\rb m 4,374

From Table 3 for n = 15, we see that the value of

w/s = 4,374 falls between the critical values for the 1 a-d
S percent levels, so if the test were being run at the 5 3
percent level of significance, we would conclude that this :
sample contains one or more outliers. The lowest measure-
ment, -1.40 in., is 1.418 below the sample mean and the
highest measurement, 1.01 1in., 1s 0.992 above the mean,
Since these extremcs are not symmetric about the mean,
cither both extremes are outliers, or else only -1.40 is an
cutlier. That -1.40 is an outlier can be veriiied by

use of the T, statistic. We have

-

I

sl sl . s

o it

T, = G- oxy)/s = SO L L1400 5 g0y §

This value is greater than the critical value for the 5
percent level, 2.409 from Table 1 , so we reject -1.40,
Since we have decided that -1.40 should be rejected, we 7
use the remaining 14 observaticns and test the upper extreme :
1.0], either with the criterion

or with Dixon's r;,. Omitting -1.40 and renumbering the
observations, we compute

x = L3 - 0,119, s = 0.401,

and
1.01 - 0.118
Tiy = S0yt = 2222
From Table 1, for n = 14, we find that a value as large as

2.22 would occur by chance more than S percent of the time,

17
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so we should retain the wvalue 1.0l in further calculations.
We next calculate

by = oMt T ™12 1.0 - 0.48 | 0.53 _ 4 o
o2 X114 = X3 I.CI + 0.25 ’ I.?S - ’ y

From Table 2 for n = 14, we see that the 5 percent critical
value for r.- is 0.546. Since our calculated value (0.424)

is less than the critical value, we also retain 1.0l by

Dixon's test, and no further values would be tested in this
sampie.

Yote O - It should be noted that in a miltiplicity of tests
of this kind, the final cver-all significance level will be
somewhat less than that used in the individual tests, as we
are offering more than one chance of accepting the sample as
¢ne produced by a random operation. It is not our purpaose
here to cover the theory of multiple tests.

For suspected observations on both the high and low
sides in the sample, and to deal with the si*uation in
vhich some of k > 2 suspected 'outliers' are larger and
some smaller than the remaining values in the sample,
Tietjen and Moore (19) suggesting the following statistic.
Let the sample values be X1, Xp, Xg, ... X and compute

the sample mean, x. Then compute the n absolute residuals

= - 3 = | - ! - -3
r, 23] x!, r, EI) X{, ... T | % x!

n n

low relabel the original observations X1y Xg, .., X 8S
z's in such a wanner that z; is that x whose r, is the

ith largest absolute residual above. This now means that
zq is that observation x which is closest to the mean and

that z, is the observation x which is farthest from the

mean. The Tietjen-Moore statistic for testing the
significance of the k largest residuals is then

n-k -
i BB
Ek - T -,
t (z, - 2)
i=1  *t
18

Wbl



b _ n-k
where 2z, = © z,/(n-k)
kTl H

is the mean of the (n-k) least extreme observations and z
is the mean of the full sample.

Applying thic test to the above data, we find that the
total sum of squares of deviations for the entire sample is
4.24964, Omitring -1.40 and 1.01, the suspected two
outliers, we [ind that the sum of squares of deviations for
the reduced sample of 13 observations is 1.24089. Then
E, = 1.24089/4.24964 = .292, and by using Table 12, we find

that this observed E, is siightly smaller than the 5%
critical value of .317, so that the E, test would reject

both of the observations, -1.40 and 1.01. We would probably
take this latter recommendation, since the level of

significance for the E, test is precisely .05 whereas that

for the double application of a test for a single outlier
cannot be guaranteed to be smaller than 1 - (.95)2 = .0975.

The tables of percentage points E,  were computed by
Monte Carlo methods on a high-speed electronic calculator.

We next turn to the case where we may have the two
largest or the two smallest observations as probable outliers.
Here, we employ a test provided by Grubbs (10), (1l1) which
is based on the ratio of the sample sum of squares when the
two doubtful values are omitted to the sample sum of squares
when the two doubtful values are included. If simplicity
in calculation is the prime requirement, then the Dixon
type of test (actually ommitting one observation in the sample)
might be used for this case. In illustrating the test
procedure, we give the following Examples 4 and 5.

Frample 4 - In a comparison of strength of various
plastic materials, one characteristic studied was the
percentage clongation at break, Before comparison of the
average elongation of the several materials, it was desirable
to isolate for further study any pleces of a given material
which gave very small elongation at breakage compared with
the rest of the pieces in the sample. In this example, one
might have primary interest only in outliers to the left of
the mean for study, since very high readings indicate
exceeding plasticity, a desirable characteristic.

19
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Ten measurements of percentage elongation at break
made on material No.

23 follow: 3.73, 3.59, 3.94, 4.13,
3.04, 2.22, 3,23, 4.05, 4.11, and 2.02.

Arranged in
ascending order of magnitude, these measurements are:
202, 2.22, 3,06, 3.23, 3.59, 3.73,

The questionable readings are the two lowest, 2.02 and
7 009

2.22. We can test these two low readings simultaneously
by using the following criterion of Table 4:

S?
‘ 1,2
/ s*
For the above measurcments:
f
n ' nIxi - (fx.)-
ST = T (% - i)“f‘= i i
i=1 { n
ltl
and (n - 2) 2 xZ - ( ? x.)?2
: n TR i=3 2 43t
S° = & (X, - ¥ ;)¢ = -
]'* l=3 1 ’ (n 27
_ B(112.3506) - (29.82li
- 8
n :
(wvhere x; 2 = T x;/(n - 2)]
! i=3
Ve find:
52
1,2 1.197

. = : = 224
o T THT 0.22

rom Table 4 for n = 10, the 5 percent significance‘lcvel

for S° /87 is 0.2305. Since the calculated value 1s less
1/2

than tée critical value, we should conclude that bhoth 2.02

ond 2.22 are outliers. In a situation su;h as the one

described in this example, where the outliers are 10

20
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be isolated for further analysis, a significance level

as high as 5 percent or perhaps even 10 percent would
probably be used in order to get a reasonable size of g
sample for additional study. The problem may really be one
of economics, and we use probability as a sensible basis
for action.

Example &- The following ranges (horizontal distances in
vards from gu muzzle to point of impact of a projectile)
were obtained in firings from a weapon at a constant angle
of elevation and at the same weight of charge of propellant

powder:
4782 4420
4838 4803
4765 4730
4549 4733

It 1s desired to make a judgment on whether the
projectiles exhibit uniformity in ballistic behavior or
if some of the ranges are inconsistent with the others. The
doubtful values are the two smallest ranges, 4420 and 4549,
For testing these two suspected outliers, the statistic
S¢ /S2 of Table 4 is probably the best to use.

y <

Fote ¢ - Kudo (15) indicates that if the two outliers are
due to a shift in location or level, as compared to the

scale s, then the optimum sample criterion for testing
should bhe of the type:

min(2 x - Xy xj)/s = (2x - x; - X3)/s in our Example S.
] The distances arranged in increasing order of
£ magnitude are:
: 4420 4782
; 4549 4803
: 4730 4833
4765 4838

The value of S2 is 158,592. Omission of the two shortest
ranges, 4420 and 4549, and recalculation, gives Sf

ST T

<
]

equal to 8590.8. Thus,
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S2
102 8590.8
T < 15,597 = 0054
which is significant at 0.01 level (See Table 4). It is
thus highly unlikely that the two shortest ranges (occurring
actually from excessive yaw) could have come from the same
population as that represented by the other six ranges. It
shcald be noted that the critical values in Table 4 for the
1l percent level of significance are smaller than those for
the 5 percent level. So for this particular test, the
calculated valve 1s significant if it is less than the
chosen critical value.

Py Monte Carlo methods using an electrenic calculator,
Tietjen and Moore (19) have recently extended the tables of
percentage points for the two highest or the two lowest
obseivaiions to k > 2 highest or lowest sample values. Their

n-k
results are given in Table 11 where L, = I (x; - ip)z/
| ‘
n B - n-k
o (x, - x)% and x, = I x./(n-k). Note that their
. i k . i
i=1 i=1

L; equals our 82 4/8? or §¢ /S‘. The colurms headed with
an * ir Tables 11 and 12 indicate agreement with exact values
calculared by Grubbs (1950). These new tzbles may bte used

to advantage in many practical problems of interest.

3
i
2
1
1
2

il

If simplicity in calculation is desired, or if a
large nurter of samples must be examined individually for
outliers, the question.ble observations may be tested with
the application of Dixon's criteria. Disregarding the
lovest 1 'nge, 4420 we test if the next lowest range, 4549
is outlying With n = 7, we see from Table 2 that r,, is

the appropriate statistlc. Renurbering the ranges as
¥; L0 X7, beginning with 4549, we find:

i bl L

X2 T Xu 4730 - 4549 _ 181
rlo - X} - X] - 5833 - zszg -

= 0.626

r
b o ol Lttt ol il

vhich is only a little less than the 1 percent critical
value, 0,637, for n = 7. So, if the test is being conducted
at any significance level greater than a 1 percent level, we
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would conclude that 4549 1s an outlier. Since the lowest
of the original set of ranges, 4420, is even more outlying
than the one we have just tested, it can be classified as
an outlier without further testing. We note here, however,
that this test did not use all of the sample observations.

Rejection of Several Outliers - So far we have
discussed procedures for detecting one or two outliers in
the same sample, Lut these techniques are not generally
recommended for repeated rejection, since if several
outliers are present in the sample the detection of one or
twe spurious values may be ''masked" by the presence of other
anc.ialous observations, Outlying observations occur due
to a shift in level (or mean), or a change in scale (that
is, change in variance of the observations), or both.
Ferguson (8,9) has studied the power of the various .
rejection rules relative to changes in level or scale. For
several outliers and repeated rejection of observations,

Ferguson points out that the sample coefficient of skewness,

n
By = B T (%5 - R/Ue - DI/ESC]

i=1

n
AT (kg - X0y - W)2)3/2
i i
i=1
should be used for ''one-sided'" tests (change in level of
several observations in the same direction), and the sample
coefficient of kurtosis,

]

n
b, = n ¢ (xi - x)Yl(n - 1)28%]
iml

= n
i

[l

— e -\ s
. (% = X)*/[2(x; - x)7 1.

is recommended for ''two-sided' tests (change in level to
higher and lower values) and also for changes in scale
(variance) (see Mote 5). In applying the above tests, the

b, or the b,, c¢i both, are computed and if their observed
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values exceed those for significance levels given ir the
following tables, then the observation farthest from the
mean is rejected and the same procedure repeated until

no further sample values are judged as outliers. (As is

well known +b; and b, are also used as tests of normality.)

a

¥ste¢ & -In the above cquations for vb, and b., s is
defined as used in this standard:

(x; = x)?/(n - 1)

N3

i=1

The significance levels in the following tables for
sample sizes of 5, 10, 15 and 20(and 25 for b;) were

obtained by Ferguson on an IBM 704 computer using a
sampling experiment or ''Monte Carlo' procedure. The
significance levels for the other sample sizes are from
¥. S. Pearson, ''Table of Percentage Points of

b, and b- in Normal Samples; a Rounding off'", iicrotriia
Vol 52; 1965, pp 282 - 285,

SIGNIFICANCE LEVELS FOR vb,

Cignificance
Level., %

53 1 102] 152] 202] 25 | a0 | 35 | 40 | so | 60
1 1.34{1.3111.201.11(1.06/0.98

0.92{0.8710.76!0.72

5 1.05/0.92]0.84|0.79]0.71{0.66|0.62/0.59(0.53;0.40
SIGNIFICANCE LEVELS FOR b,
ﬁignificance |
level, ¥

L. 5@ | 102 1581 20®| 258| 50 | 75 !100

| 1 3.11/4.83]5.08]5.23]5.00|4.88}4.5904 .30

L_ 5 2.893.85[4.07]4.15(4.00]3.993.87|3.77

8These values were obtained by Ferguson, using a Monte Carlo
procedure. For n = 25, Ferguson's Monte Carlo valies of
b, agree with Pearson's computed values.

24

] "‘mwmu“wwhwﬂmmﬂ

e Bl



ot o

The »B; and b. statistics have the oprimum property
of beinp "locally" best against one-sided and two-sided
alternatives, respectively. The vh, test is good for up

to 50 percent spurious observations in the sample for the
one-sided case and the b, test is optimuw in the two-sided
alternatives case for up to 21 percent "contaminaton" of
sample values. For only one or two outliers the sample
statistics of the previous paragraphs are recormmended, and
Ferguson (8) discusses in detail their optimum properties of
rofntivg ot one or two outliers.

Instead of the more complicated b; and r- statistics,

one can of course use the Tietjen and Moore Tables 11 and
12 included herewith for sample sizes and percentage points
piven.

RECOMMENDED CRITERION USING TNDEPENDENT STAVDARD DEVIATION

Suppose that an independent estimate o5 the stardard
deviation is available from previous data. This estimate
rav be from a single sample of previous similar data cr nay
be the result of combining estimates from several such
previous sets of data. 1In any event, cach estimate is said
to have degrees of frecedom equal to one less than the sample
size that it is based on. The proper combined estirate is a
weighted average of the several values of s, the weights
being proportional to the respective degrees of freedom.

The total degrees of freedom in the combined estimate is
then the sum cf the individual degrees of freedom. VWhen

one uses an indepencdent estimate of the standard deviation,
s, the test criterion recommended here for an outlier is as

follows :

or:

wthere:

v = total number of degrees of freedom,




The critical values for T; and Té for the 5 percent

and 1 poreent significance levels are due to David (4) and
are given in Table 5. 1In Table 5 the subscript « = df
indicates the total number of degrees of freedom associated
with the independent estimate of standard deviation ¢ and

n indicates the number of observations in the sample under

study. We illustrate with an example cn interlaboratorv
testing.

trample £ Interlaboratery Deeting - In an analysis
of interlaboratory test procedures, data representing
normalities of sodium hydroxide solutions were determined by
twelve different laboratories. In all the standardizations,
a 0.1 N sodium hydroxide solution was prepared by the
Standard Methods Committee using carbon-dioxide-free
distilled water. Potassium acid phthalate (P.A.P.), obtained

from the National Bureau of Standards, was used is the test
standard.

Test data by the twelve laboratories are given in

Table 6. The P.A.P. readings have been coded to simplify

the calculations. The variances between the three readings
within all laboratories were found to be homogeneous.

A one-way classification in the analysis of variance was first
analyzed to determine if the variation in laboratorv results
(averages) was statistically significant. This variation

was significant, and indicated a need for action, so tests

for outliers were then applied to isolate the particular

laboratories whose results gave rise to the sigrnificant
variation.

Table 7 shows that the variation between laboratories
is highly significant. To test 1f this (very significant)
variation is due to one (or perhaps two) laboratories that
obtained "outlying' results (that is, perhaps showing non-
standard technique), we can test the laboratory averages
for outliers. Trom the analysis of variance, we have an
estimate of the variance of an individual reading as
0.008793, based on 24 degrees of freedom. The estimated
standard deviation of an individual measurement 1is

v7 008733 = 0.094 and the estimated standard deviation of
the averapge cf three readinges is therefore
0.094 /.3 = 0.054.

Since the estimate of within-laboratery variation is
independent of any difference between laboratories, we can
use the statistic T' above tou test for outliers. &n

1
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g examination of the deviations of the laboratory averages

3 from the grand average indicates that Laboratory 10 obtained
3 an average reading much lower than the grand average, and
that Laboratory 12 obtained a high average compared to the
over-all average. To first test if Laboratory 10 is an
outlier, we compute

1,871 - 0.745 _
R T = 20.9

This value of T' is obviously significant at a very

] low level of nrobability (P <« 0.0l - Refer to Table 5

with n = 12 and v = 24 degrees of freedom). We conclude,
therefore, that the test methods of Laboratory 10 should be
investigated.

E
E
3

Excluding lLaboratory 10, we compute a new grand average
of 1.973 and test if the results cf Laboratory 12 arc
outlying. Ve have

. _2.327 - 1.973 _ . ;
s U054 = 6.50 ,

and this value of 1' is significant at P <. 0.0l (Refer to
Table 5 with n = 11 and v = 24 degrees of freedom). Ue
conclude that the procedures cf Laboratory 12 should also
Le investigated.

gt § i vt

To verify that the remaining laboratories did indeed
obtain homogeneous results, we might repeat the analysis
cf variance omitting l.aboratories 10 and 12. The calculations 1
give Lhe resulis shown in Table 8. 3

ALl

For this analysis, the variation between laberatories 3
is not significant at the 5 percent level and we conclude
that all the laboratovies except No. 10 and No. 12 exhibit
the same capability in testing procedure.

In conclusion, there should be a systematic
of test methods for lLatoratories Mo. 10 and No. 1
determine why their test procedures are apparentl
from the other ten laboratories. (In this type of problem,
the tables of CGreenhouse, MNalperin, and Cornfieid {(12) could

also be used for testing outlying labcratory averages.)

i
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VI. RECOMMENDED CRITERIA FOR KNOWN STANDARD DEVIATION

Frequently the population standard deviation o may
be known accurately. In such cases, Table 9 may be used for
single outliers and we illistrate with the following example:

Example 7 (o knoun) - Passage of the Echo 1 (Balloon)
Satellite was recorded on star-plates when it was visible.
Photographs were made by means of a camcra with shutter
automatically timed to obtain a series of points for the
Fcho path. Since the stars were also photographed at the
same times as the Satellite, all the pictures show star-
trails and are thus called 'star-plates."”

The x- and y-coordinate of each point on the Echo
path are recad from a photograph, using a sterco-comparator.
To eliminate bias of the reader, the photograph is placed
in one position and the coordinates are read; then the
photograph is rotated 180 deg. and the coordinates reread.
The average of the two readings is taken as the final reading.
Before any further calculaticns are made, the readings must
be "screened" for gross reading or tabulation errors. This
is done bv examining the difference in the readings taken
at the two positions of the photograph.

Table 10 records = sample cf six readings made at the
two positions and the diffcrences in t'ese readings. On th
third reading, the differences are ratuer large. Has the
operator made an error in placing the cross-hair on the point?

For this example, an independent estimate of ¢ is
available since extensive tests on the stereo-comparator have
shown that the standard deviation in reader's error is about
4uym. The standard deviation of the difference in two
readings is therefore

V32 + 42 = /32 or 5.7 um

For the six readings (Table 10), the nean difference
in the x-ccordinates is ax = 3.5 and the mean dif.erence
in the y-cocordinates 1s &y
third reading, we have

1.8. ltor the questionable




T;c= -—5—.7———360

v _ 22 -1.8 _
Ty~T7—— 3.54
From Table 9 we see that for n = 6, values of 'I"n°° as

large as the calculated values would occur by chance less than
1 percent of the time so that a significant reading error
seems to have been made on the third point.

A great number of points are read and automatically
tabulated on star-plates. Here we have chosen a very
small sample of these points. In actual practice, the
tabulations would probably be scanned quickly for very large
errors such as tabulator errores; then some rule-of-thumb
such as +3 standard deviations of reader's error might be
used c¢o scan for cutliers due to operator error (Note 6).
In o:her words, the data are probably too extensive to allow
repeated use of precise tests like those described above
(especially for varying sample size), but this example does
illustrate the case where ¢ is assumed known. If gross
disagreement is found ir the two readings of a coordinate,
then the reading could be omitted or reread before further
corputations are made.

¥ote € - Note that the values cf Tzble 9 vary beatween about
1.4 and 3.500,

VII. ADDITIONAL COMMENTS

In the above, we have covered only that part of
screening samples to detect outliers statistically. However,
a large area remains after the decision has been reached
that outliers are present in data. Once some of the sample
observations are branded as ‘‘outliers,'" then a thorough
investigation should be initiated to determine the cause.

In particular, one should look for gross errors, personal
errors of measurement, errors in calibration, ete. 1If
reasons are found for aberrant observations, then one should
act accordingly and perhaps scrutinize also the other
observations. Finally, if one reaches the point that some
observations are to be discarded or treated in a special
manner based solely on statistical judgment, then . must

be decided what action should be taken in the further
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analysis of the data. We do not propose to cover this
problem here, since in many cases it will depend greatly
on the particular case in hand. However, we do remark
that there could be the outright rejection of aberrant
observations once and for all on physical grounds (and
preferably not on statistical grounds generally) and

only the remaining observations would be used in further
analyses or in estimation problems. On the other hand,
some may want to replace aberrant values with newly

taken observations and others may want to '"Winsorize"

the outliers, that is, replace them with the next closest
values in the sample. Also, with outliers in a sample, some
may wish to use the median instead of the mean, and so on.
Finaliy, we remark that perhaps a fair or appropriate
practice might be that of using truncated sample theory
(15) for cases of samples where we have ''censored" or
rejected some of the observations. We cannot go further
into these problems hevre. For additional reading on
outliers, see Refs (1, 3, 4, 14, 16, 17, 18).

Finally, a sample test criterion for non-normality,
and hence possibly for outliers, not co.ered above is the
Wilk-Shapiro W statistic for a sample of size n given by

[n/2] n
y = - - 2 A - X, 2 ;
Wz e (g cox P e (X Xa%
i=1] 1=1 3
whevre F\
n 4
X] < Xz £ X3 € ... <X, x= I x.,/n,
- - - - n i=1 *

[n/2]) is the greatest integer in n/2, and the coefficients
a._i+1 of the order statistics for n = 2(1)57 are given in

Shapiro, S. S. and M. B. Wilk, "An Analysis of Variance

Test for Non-Normality (Complete Samples)', Biometrika ,
Vol. 52 (1965), pp 591-611, as is also a table of E
percentage points of W for n = 3(1)5C. 1

The Wilk-Shapiro W statistic has been found to be
quite sensitive to departures from normality and may

compare most favorably with the vD] and b, tests discussed

above. In addition, therefore, the W statistic may be
used also as a test for outliers, or otherwise general
heterogeneity of sample values. Our significance tests
given above have been selected and recommended since they
generally "pcint" cut particular suspected outlizrs in the
sample.
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TABLE 1

Table of Critical Values for 1T(One-Sided Test of T, or Tn)
When the Standard Deviation is Calculated from the Same Samples

No. Upper Upper Upper Upper Upper Upper
Obs. .1% Sig. .5% Sig 1% Sig. 2.5% Sig. 5% Sig. 10% Sig.,
n Level Level Level Level Level Level
3 1.155 1.155 1.155 1.155 1.153 1.14¢8
4 1.499 1.496 1.492 1.481 1.463 1,425
S 1.780 1.764 1.749 1.715 1.672 1.602
6 2.011 1.973 1.944 1.887 1.822 1.729
72,201 2.139 2.097 2.020 1.938 1.828
§ 2.358 2.274 2.221 2.126 2.032 1.909
g 2.492 J.387 2,323 2.215 2.110 1,977
10 2.606 2.482 2.410 2.290 2.176 2.036
11 2.705 2.5604 2.485 2.355 2.231% 2.088
12 2.791 2.636 2.550 z.412 2.285 2.134
13 2.867 2.699 2.607 2.462 2.331 2.175
14 2.935 2.755 2.659 2.507 2.371 2.21:2
15 2.997 2.806 2.705§ 2.5849 2.409 2.247
16 3.052 2.852 2.747 2.58S 2.443 2,279
17 3.103 2,894 2.78S 2.620 2.475 2.309
18 3.149 2.932 2.821 2.651 2.504 2.335
19 3.191 2.968 2.854 2.681 2.532 2.361
20 3.230 3.001 2.RE&4 2.709 2.557 2,385
21 3.266 3.031 2.912 2.733 2.58¢C 2.408
22 3.300 3,060 2.939 2.758 2.603 2.429 3
23 3.332 3.087 2.963 2.781 2.624 2.448 3
24 3,362 3.112 2.987 2.802 2.644 2.467 3
25 3.389 3.135 3.009 2.822 2.603 2.48¢6 f
2 3.415 3,157 3.029 2.841 2.681 2.502 :
27 3.440 3.178 3.049 2.859 2.098 2.519
28 3.464 3.199 3.068 2.876 2.714 2.534 3
29 3.486 3,218 3,085 2.893 2.730 2.549 3
30 3.507 3.236 3.103 ~.908 2.745 2.563
31 3.528 3.253 3.119 2.924 2.759 2.577
32 3.5406 3.270 3,135 2.938 2.773 2.591
33 3,565 3,266 3.150 2.952 2.786 2.604
34 3.582 3.301 3.164 2.965 2.799 2.616
35 3.599 3.316 3,178 2.979 2.811 2.62
36 3,816 2,330 3.191 2.991 2,823 2.639
7 3.631 3.343 3.204 3.003 2.835 2.650
38 3.646 3.356 3,216 3.014 2.846 2.601
39 3.660 3.369 3,228 3.025 2.857 2.671 3
40 3.673 3.381 3,240 3.036 2.866 2.682
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TABLE I (CONTINUED)

Table of Critical Values for T(One-Sided Test of T; or Tn)
When the Standard Deviation is Calcalated from the Same Samples

No. Upper Upper Upper Upper Upper Upper
Obs. .1% Sig. .5% Sig. 1% Sig. 2,5% Sig. 5% Sig. 10% Sig.
n Level Level Level Level Level Level
41 3.687 5.393 3,251 3.046 2.877 2.692
42 3,700 3.404 3.261 3.057 2.887 2.700
43 3.712 3.415 3.271 2,067 2.896 2.710
44 3.724 3.425 3.282 3.075 2.905 2,719
45 3.73¢€ 3.435 3.292 3.085 2.914 2.727
46 3.747 3.445 3.302 3.094 2.923 2.736
47 3,757 3.455 3.310 2,103 2.931 2.744
48 3.768 3.464 3.319 3,111 2.940 2,753
49 3.779 3.474 3,329 3,120 2.948 2.760
50 3,789 3.483 2.336 3.128 2.956 2.768
51 3,798 3.491 3,345 3.136 2.964 2.775
52 3.808 3,500 3.353 3.143 2.971 2.782
53 3 816 3.507 3.361 3.151 2.978 2.790
54 3.825 3.516 3,368 3.158 2.986 2.798
§§ 3.834 3,524 3.376 3.166 2.992 2.804
56 3.482 3.531 3.383 3.172 3.000 2.811
57 3.851 3,539 3,391 3.180 5.006 2.81¢
5§ 2,858 3.546 3,397 3.186 3.013 2,824
54 3.867 3.553 3.405 3.1953 3.019 2,831
60 3.874 3.560 3,411 3.199 3.025 2.837
6l 3.882 3.566 3,418 3.205 3.032 2.842
62 3.889 3.573 3,424 3.212 3.037 2.849
63 3.896 3.579 3.430 3,218 3.044 2.854
64 3.903 3.586 3.437 3.224 3.049 2.860
65 3.910 7.592 3.442 3.230 3,088 2.866
66 3.917 3.598 3.449 3.235 3.061 2.871
67 3.923 3.605 3.454 3.241 3.066 2.877
68 3.930 5.610 3,460 3,246 3,071 2.883
69 3,936 3.617 3.466 3.252 3.076 2.888
0 3.942 3,622 3.471 3.257 3.082 2.893
71 3.948 3.627 3.476 3.2672 3.087 2.897
72 3.954 3.637% 3.482 3,267 3,092 2.903
73 3.560 3.638 3.487 3.272 3.008 2.908
74 3.965 3.643 3.492 3,278 3.102 2.912
75 3.971 3.048 3.496 3.282 3.107 2.917
0 3,977 3.654 3.502 3.287 32.111 2.922
77 3.982 3.658 3.507 3.291 3.1:7 2.927
78 3,987 23.663 3.511 3.297 3,121 2.931
79 3.992 3.669 3.51¢ 3,301 3,125 2.935
80 3.998 3.673 3.521 3.305 3.130 2.940
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TABLE T (CONTINVJED)

i

Table of Critical Values for T(One-Sided Test of T, or Tr)
When the Standard Deviation is Calculated from the Same Samples

U\LL i s e

No. Upper Upper Upper Upper Upper Upper 3
Obs, .1% Sig. .5% Sig. 1% Sig. 2.5% Sig. 5% Sig. 10¢ Sig. i
n Level Leve]l lLevel Level Level Level E
&1 4,002 5.677 3.525 3.309 3.134 2.945 3
82 4.007 3.682 3.529 3.315 3.139 2.9409
&3 1.012 3.687 3.53%4 5.319 3.143 2.953
84 4.017 35.691 3.539 3.323 3.147 2,957
85 4.021 3.695 3.543 3.327 3.151 2.96] i
86 4.026 3.699 3.547 3.331 3,185 2.966
&7 3,031 3.704 3.551 3.335 3.160 2.970
g8 4.035 3.708 3.555 3.339 3.163 2.973
&a 4.039 3.712 3.559 3.343 3.167 2.97°7
90 4.044 3.716 3.563 3.347 3.171 2.981
al 4,049 3.720 3.567 3.350 3.174 2.9814
a2 4.053 3,72 3.570 3.355 3.179 2.989
a3 4,057 3.728 3.575 3.358 3.182 2.9953
al 4.060 3.732 3.579 3.362 5.186 2,996
as 4.064 3.736 3.582 3.365 3.189 3.000
56 4,06¢ 3.739 3.586 3.369 3.193 3.0053
97 4.073 3.744 3.5689 5.372 1,190 1,000
98 4.076 3.747 3.593 3.377 3.201 3.011
99 4.080 3.750 3.597 3.380 3.204 5.014
100 4.084 3.754 3.600 3.383 3.207 3.017
101 4.088 3.757 3.603 3.386 53.210 5.021
102 4.062 3.760 3.607 3.390 7.214 3.024
103 4,065 3.765 3.610 3.393 3.217 3.027
104 4,098 3.768 3.614 3.397 3.220 3.030
105 4.102 3.77 3.617 3.400 5.224 3.033
106 4.105 3.774 3.620 3.403 3.227 3.037
107 4.109 3.777 3.623 3.406 3.230 3.040
108 4,112 3.780 3.626 5.409 5.233 3.043
109 i,116 35.784 3.629 3.412 3.236 3.046
110 4,119 3.787 3.632 3.415 3.239 3.040
111 J.122 3.790 3,636 5.418 3.242 3.052
112 4,125 3.793 3.639 3.422 3.245 3.055
113 4.129 3.796 2.6042 3.424 3.248 3.058
114 4,132 3.799 2.645 3.427 3.251 3.001
115 4,135 2.802 3.647 3.430 3.254 3.004
116 4.138 3.805 3.650 3,433 3.257 3.067
117 4.141 3.808 3.653 3.435 3.259 3.070
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TABLE I (CONTINUED)

Table of Critical Values for T(One-Sided Test of T, or Tn)
When the Standard Deviation is Calculated from the Same Samples

No. Upper Upper Upper Upper Uppcr 1

pper

Obs. .!° Sig. .5% Gig. 1% Sig. 2.5% Sig. 5% Sig. 102 Sig.
n Level Level Level Level Level Level
118 4.144 3.811 3,656 3,438 3.262 3.072
119 4.146 3.814 3.659 3.441 3.265 3.07%
120 4,150 3.817 3.662 3.444 3.267 3.078
121 4.153 3.819 3.665 3.447 3,270 3.081
122 4.156 3.822 3,667 2.450 3.274 3.083
123 4,159 3.824 3.670 3.452 3,276 3.086
124 4.161 3.827 3.672 3.455 3.279 3.089
128§ 4.164 3.831 3.675 3.457 3.281 3.092
126 4,166 3.833 3.677 3.460 3.284 3.095
127 4.169 3.836 3.680 3.462 3.286 3.097
128 4.173 3.838 3.683 3.465 3.289 3,100
12 4.17S 3.840 3.68%6 3.467 5.291 3.102
130 4,178 3.843 3,688 3.470 3.294 3.104
131 4.180 3.845 3,690 3.473 3.296 3.107
132 4.183 3.348 3.693 3,475 3,298 3,109
133 4.185 3.850 3.695 3.47 3,302 3.112
134 4.188 3.853 3,697 3,480 3,304 3.114
135 4.190 3.856 3.700 3,482 5.306 3.116
136 4,193 3.858 2,702 3,484 3.309 3.119
137 4.196 3.860 3,704 3.487 3.311 3.122
138 4.198 3.865 3,707 3.489 3.313 3.124
139 4.200 3.865 3.710 2.491 3.31S 3,176
140 4.203 3.867 3.712 3.463 5.318 3.129
141 4.2058 3.869 3.714 3.497 3.320 3.131
142 4.207 3.871 3,716 3.499 3.322 3,133
1432 4.209 3.874 3.719 3.501 3,324 3,135
144 4,212 3.876 3.721 3.503 3,326 3,138
145 4,214 3.879 3,723 3.505 3,32 3.140
146 4.216 3.881 3,725 3.507 3,331 1472
147 4.219 3.883 3.727 3.509 3.334 5.0 4

T R T N
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TABLE 2 - DIXON CRITERIA FOR TESTING OF EXTREME OBSERVATION
(SINGLE SAMPLE)?®

bl 1 4

Significance Level
n Criterion U S % 1
3 Tyg = (X2 - xl)/(xn - Xl) if smallest 0.886 0.941 0.988
4 value 1is suspected; 0.679 0.765 0.889
5 = (x, - oxp )/ (xy - xq) it 0.557 0.642 0.780
6 largest value 1s suspected. 0.482 0.560 0.698
7 0.434 0.507 0.637 -
8 ry, = (Xz - Xl)/(xn_l - Xl) if 0.478 0.554 N.6K3
9 smallest value is suspected; 0.441 0.512 0.635
= - - i Q 7 87
10 (x, Xn 1)/ (% xp) 1f 0.40€ 0.47 0.5¢
largest value 1s suspected.
11 (1) = (x3 - x1)/(x _q - x) if 0.517 | 0.576 | 0.67¢
1: smallest value is suspected; 0,490 0.546 0.042
13 = (xn - xn_.,)/(xn - x5) if 0.467 0.521 0.618%
largest value 1s suspected.
14 ro; = (x5 - xl)/(xn_2 - xy) if 0.492 0.546 0,641
15 smallest value is suspected; £,4772 0.525§ N.616
16 = (xn - xn-,)/(xn - x3) if 0,454 0.507 0.595
1 largest value 1s suspected. 0,438 G.4990 Q.877
18 0.424 0.475 (1.561
19 0,412 0.462 0.547
20 0.401 0.4590 0.535
; 2 0.391 0.440 0.524
P 22 0.382 0.430 0.514
; 23 0.374 0.421 0.505
24 0.367 0.413 0.497
' 25 0.360 | 0.406 | 0.480
1
a

Xp £ Xz £ o... S X (See Ref(7), Appendix.)
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TABLE 3

CRITICAL VALUES FOR w/s (RATIO OF RANGE TO SAMPLE
STANDARD DEVIATION)?

Number of S Percent 1 Percent 0.5 Percent
Observaticns Significance Significance Significance
n Level Level Level
3 2.00 2.00 2.00
4 2.43 2.44 2.45
5 2.75 2.80 2.81
6 3.01 3.10 3,12
7 3.22 3.34 3,37
8 3.40 3.54 3.58
9 3.55 3.72 3.77
10 3.68 3.88 3.94
11 3.80 4.01 4.08
12 3.91 4.13 4,21
13 4.00 4.24 4,32
14 4.09 4,34 4,43 ,
15 4.17 4.43 4.53 :
16 4,24 4.51 4.62 ;
17 4.31 4.59 4.69 -
18 4,38 4.66 4.77 g
19 4.43 4,73 4,84
2 4.46 4,79 4.91 -
30 4.89 5.25 5.39 %
40 5.15 5.54 5.69
50 5.35 5.77 5.91
60 5.50 5.93 6.09 :
80 5.73 6.18 6.35 é
100 5.90 6.36 6.54 :
150 6.18 6.64 6.84
200 6.38 6.85 7.03
500 6.94 7.42 7.60
1000 7.33 7.80 7.99

d5ee Ref (§), where:

w=xn-x1,x1:x21...<x

(7]
]

/z(xi - x)2/(n-1)
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TABLE 4 *

TABLE OF CRITICAL VALUES FOR S%_l

SIMULTANECUSLY TESTING THE TWO LARGEST OR TWO SMALLEST
OBSERVATIONE

Z 2 I
.n/S‘ OR Sl'?/S FOR

No., of Lower Lower Lower Lower Lower Lower
Obs, .1% Sig. .5% Sig. 1% Sig. 2.5% Sig. 5% Sig. 10% Sig.
n Level Level Level Level LLevel Level
4 .0000 .06000 .0000 .0002 .0008 L0031
5 .0003 .0018 L0035 .0090 L0183 L0370
6 .0039 .0116 .0186 .034¢9 .0564 .0929
7 L0135 .0308 .0440 .0708 .1020 .1479
8 .0290 .0563 L0750 .1101 .1478 .1994
Q .0489 .0851 .1082 .1492 .1909 L2454
10 .0714 .1150 .1414 .1864 . 2305 L2863
11 .0953 .1448 .1736 L2213 .2667 . 3227
12 .1198 L1738 L2043 L2537 .2996 . 3552
13 .1441 L2016 .2333 .2836 . 3295 .38453
14 .1680 .2280 .2605 L3112 . 3568 L4106
15 .1912 L2530 .2859 L3367 .3818 L4345
16 L2136 L2767 .3098 .3603 L4048 L4562
17 .2350 .2990 .3321 .3822 L4259 L4761
18 .255 .3200 .3530 L4025 L4455 .4941
19 L2752 .3308 .3725 4214 L4636 L5113
2 .2939 .358S .3909 .4391 ,4804 .5270
21 .3118 .3761 .4082 ,4556 .4961 .5415
22 .3288 L3927 L4245 4711 .5107 .5550
23 . 3450 .4085 .4398 .4857 .5244 L5677
24 L3205 .4234 L4543 .4994 .5373 .579¢
25 . 3752 L4376 .4680 .51253 .5495 .5906
2 n 2 : 1 7
S¢ = iil (xy x)¢ 0 ox = = 121 X; 5 Xy 5 Xz £ =X,
~ n . )? - 1 n
S¢ ., = L (x; - X3 7)) x3,2 = — I X
e o, ’ n-2 i=2
n-2 1 n-2
2 _ 14 Y 2 . v - .
Sn-], n —izl VX xn-l,n) » *p-1, n n-2 iEl bt

*These significance levels are taken from Table II, Pef. (12).
Ar cbserved ratio less than the appropriate critical ratio
in this table calls for rejection of the null hypothesis.
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SIMULTANECUSLY TESTING THE 1“0 LARGEST OR ThO 'SMALLLST OBSFERVATIONS

No. of Lower

Obs. .1% Sig.

n Level
26 .2893
27 L4027
28 L4156
29 L4279
30 4397
31 .4510
X2 L4618
33 4722
34 4821
35 917
36 .500¢9
37 .5098
38 .5184
79 .5266
10 . 5345
41 L5422
2 . 5496
43 .5568
44 5637
45 .5704
406 .5768
47 .5831
48 .5892
49 . 5951
50 .6008
51 6063
52 6117
53 .6169
54 .0220
55 6269
56 L6317
57 6364
58 .6410
59 6454
60 .6497
61 .6539
62 .6580
63 6620
64 .6658
65 L6696
66 LETR3
67 L6770

TABLE 4 (CONTINUED)
TABLE OF CRITICAL VALUES FOR S‘

Lower

.5% Sig.

Level

.4510
L4638
. 4759
4875
.4985
.5091
.5192
. 5288
. 5381
.5469
. 5554
. 5636
5714
.5789
.5862

Lower

1% Sig.

lLevel

.4810
.4933
.5050
5162
.5268
.5369
. 5465
. 5557
.5646
.5730
.5811
.5889
.5963
.6035
.6104
L6170
.6234
. 6296
L6355
L6412
L6468
L6521
.6573
L6623
L6672
L6719
6765
.6809
.6852
0854
L6934
L0974
L7012
L7049
L7080
L7121
. 7155
.7189
L7221
L7253
L7284
L7314

38

/92 0OR 92 /9‘ IFOR
Lower Lower
2,5% Sig. 5% Sig.
Level Level
. 5245 .56009
. 5360 .5717
.5470 ,5R19
.5574 .5916
.5672 .6008
.576606 .6095
. 5856 .6178
.5941 L6257
L6023 L6333
.6101 .6405
.6175 L6474
6247 .654.
.6316 .6604
L6382 .6665
L6445 L6724
L6506 L6780
L6565 .6834
.6621 .6886
6676 L6936
L6728 L0985
.6779 L7032
L6828 L7077
.6876 L7120
L6921 .7163
,6966 L7203
.700Y .7243
.7051 .7281
L7091 .7319
.7130 . 735§
.7168 .7390
, 7205 . 7424
L7241 L7456
L7276 . 74849
.7310 .7520
L7343 L7550
.7375 .7580
.7400 .7608
L7437 L7636
L,7467 L7661
, 7496 L7690
.7524 7716
L7551 7741

Lower
10% Sig.
Level

L6011
.6l110
6203
6292
L0375
.6455
L6530
L6602
.6671
6737
.6800
L6860
.6917 3
6072 .
.7025
L7076
L7125
L7172
7218
L1261
.7304
., 7345
L7384
L7422
. 7459 :
.7495 B
.7529
7563
.7595
7627
.7658
L7087
L7716
7744

7970
. f -

.""98
L7824
. 7850
L7874
L7808
L7921
.7944

ottt b i i Mzmm.um sl ke MWMMWWM
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TABLE 4 (CONTINUED)
TABLE OF CRITICAL VALUES FOR S2_, /S® OR ST /S% FOR
] y «

SIMULTANEQUSLY TESTING THE TWO LARGEST OR TWC SMALLLEST

e anm

e

OBSERVATIONS

No. of Lower Lower Lower Lewer lLower lLower

Obs., .1% Sig. .5¢% Sig. 1% Sig. 2.5% Sig. 5% Sig. 10% Sig.
n Level Level Level Level Level lLevel
68 .G80S L7175 .7344 .7578 L7760 L7000
69 L0839 .7206 L7373 L7604 L7790 L7O8R
70 L6873 L7236 L7401 L7630 L7813 LBN09
1 .6906 .7265 .74249 L7655 .7836 L8030
T2 L6938 L7294 L7455 L7679 .7859 L8050
T3 L6970 L7322 . 7482 L2703 .788]1 L8070
"4 .7000 . 7349 L7507 7727 L7962 L8089
78 .7031 .7376 7532 .7749 .7923 L8108
70 .7060 .7402 .7557 L1772 .7944 .R127
77 .70849 L7427 .7581 L7794 .7964 . 8145
78 L7117 el B L7605 .7815% L7083 L8162
79 . 7145 .7477 L7628 .7836 .800C2 L8180
&0 L7172 .7501 L7650 .7856 .8021 L8197
€1 . 7199 L7528 L7672 .787¢ L8010 L8213
82 . 72258 .7548 .7694 .7896 .8058 8230
83 L7250 .7570 L7715 L7915 .8075 8245
R4 L7278 .7592 .7736 .7934 .8093 R26G1
85 .7300 .7614 L7756 L7953 .8109 R270
86 . 7324 .7635 L7776 .7971 L8120 £§291
7 .7348 .7656 L7796 .7989 .8142 LR300
88 L7371 L7677 .7815 .8006 .8158 L8321
89 . 7394 .7697 . 7834 L8023 .8174 . 8335
90 .7416 L7717 , 7853 .8040 .§190 L8340
91 .7438 L7736 .7871 .8057 .82058 L8302
Q2 . 7459 .775% .7889 .8073 .8220 L8370
Q3 L7481 7774 .7906 .8089 L8234 L &38RO
4 L7601 L7792 ,7923 .8104 LR248 . 84072
95 L7822 .7810 .7940 .8120 L8263 8414
a6 .7542 .7828 .7957 .8135 .8276 L.R427
97 L7567 . 7845 L7973 .8149 L8294 .84 3¢
98 . 7581 .7862 . 7989 .8164 L8303 .8451
99 .7600 .78749 .8N0S .8178 LR316 L8403
100 .7619 . 7896 .8020 .8192 .8329 L8475
101 L7037 L7912 .8036 .8206 L8342 L8280
102 . 7655 L7928 .8051 .8220 JR354 LRa97
107 L7673 .7944 .8065 .8233 L8307 L8808
104 L7691 .7959 L8080 82460 .8379 .85198
105 L7708 .7074 .804Q4 L8259 LR391 .R53D
126 .7725 .798¢9 .8108 8272 .8402 .8541
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TABLE OF CRITICAL VALUES FOR SS_
SIMULTANFOUSLY TESTING THE TWO LARGEST OR TWC SMALLLST
OBSERVATIONS

No. of

Obs.,
n

107
108
109
110
111
lid
113
114
115
110

—
—
3

—
—
I N ettt S0 W

fotatototuly»—

Nty OO0

—~
-

G et b e s b pd pd et D i pmd b o b d b et bt et
[STRVITRFS RIS RV R R VSR 2 I SV SUI RS SF
R ]

— o} —
B~ e
o= DO w;m

143
144
145
146
147
148
140

[.ower
% Sig.

Level

7742
7758
7774
7790
7806
7821
7837
7852
7860

L7881
. 78958
L7909
LT3
.7937
L7951
064
7477
.799¢
L8003
.80106
L8028

8041

.80S53
. 8065
. 8077
L8088
.8100
L8111
L8122
L8134
L8145
. 8155
L8166
L8170
.8187
L8197
L8207
L8218
L6227
L8237
L8247
L8250
L8260

TABLE 4 (CONTINULD)

Lower
5% Sip.
Level

L8004
.8018
.8033
. 8047
.80061
.8074
.8088
.8101
L8114
.8127
.8139
L8152
.81od
8170
.8188
L.R200
L8211
.8223
L8234
.8245
.825¢
.8267
.8278
.8288
.8299
.8309
.8319
.8329
. 8330
. 8349
.8358
.8368
L8377
&3R8
. 8390
. 8405
L8414
.8423
L8431
.8440
.8449
.8457
. 8465

1

lLower

1% sig.

Level

.8122
.8136
.8149
.8162
L8175
.8188
8200
L8213
.8225
. 8237
.8249
L8261

o iy ]

L8284
L8295
L8306
.8317
L8327
.8338
.8348
. 8359
.8369
.8379
.8389
.8398
.8408
.8418
8427
.84306
L8445
L8454
. 8465
L8472
L8481
. 8489
.8408
. 85006
.8515
8523
.8531
.8539
8547
. 8555

40

Lower
2.5% Sig.
l.evel

.8284
.8297
. 8309
, 8321
.8333
. 8344
L8350
L8367
L8378
.8384%
.8400
.8410
L8421
L8431
8441
L8451
LR461
.8471
.84 80
.8490
. 8499
.8508
L8517
.8526
.8535
.8544
8553
8501
.8570
.8578
8586
.8594
.8602
L8610
.8618
L8025
L8G33
.8641
.8648
.8655
. 8663
L8670
.8677

A/8% OR 82 /8% FOR

Lower

5% Sig.

Level

8414
L8425
L8430
L8447
.8458
L8469
LR470
. 84809
L8500
L8510
.351¢9
. 8529
L8534
LRSAS
.8557
8567
LRR76
.8S585S
. 8503
L8002
.8011
.8610
8627
.8630
.8644
.8652
.8660
.86¢68
.86758
LBOBS
.809¢0
.86908
L8705
.8712
.8720
8727

.87341

[Lower
10% Sig.
Level
L8551
B0 3
L8571
.8581
LR5G1
L Ro0Q
LRG6ID
.8019
LRO2K
.B057
L8640
.R05S
L3664
LR T2
.BO8Y
.ROEY
RO
.R705
L8713

X
H
J

I I B
o

~3 ~1-)
0 AT NN Rt

~1

~1 -1

20 W0 o DO o D000 XD
RN e IR Jho Sto Rl SURETRL |

~)
jo.s]
J

L8704
L8801
L8808
L %814
LRR21
L8827
L8834
L8840
. 8846
L8853
L BR59
L8865
.8871
LRR77

vl

ottt ol bl



TABLE S
CRITICAL VALULS FORT' WHLEN STANDARD DEVIATION s 1S
INDUPENDENT OF PRESENT SAMPLEA v

X =X X-X)
T' = 3 o
s T S
Vv v
. _
A LI T T 5 T T 7 [ 8 [ T 10 T
T percentage point _
10 [2.78|3.10( 3.32 |2.48( 3.62|3.73]3.82 |3.90]4.04
11 [ 2.7213.02]3.24 |3.39]3.52|3.,63]3.72{3.79]3.93
12 12,07, 2,96 | 3,17 [3.32] 3.453.55 | 3.04 3,71 3. 84
13 [ 2.6312.921 53,12 13,271 3.38(3.48 |3.57 [3.001]3.7%
14 | 2.60 | 2.88 | 3.07 [3.22] 3,33 (3.43|3.51 135,58 |3.70
15 | 2.57 [ 2,83 {3.03 [ 3.17 ] 3.29 |..%8 | 3.406 13,53 ] 3.6¢
10 | 2,542,811 32,00 3,04 5.25]3.34|3.42 13,493,060
17 [ 2us2 g zo7o b 2ot [ soan ] 3,22 13031 [ 3038 (3,45 13,50
18 | 2.50 [ 2.77[2.95 |3.08] 3,19 (3.28 |3.35 |3,42 =53
19 | 2.4902.7502.93 (3,06 3,16 !3.25 (32,33 13,39 [3.50
20 [2.47 ] 2,730 2001 [ zo04 ) 3000 03,28 | 3.030 {3,037 03,47
29 | 2,42 2 082,84 [ 2,97 3,07 [ 3.16 3,23 ]3.24 3, 38
30 12038 2,020 2.79 12,91 3,01 [ 3,08 { 3,15 {3,201 3. 30
40 12,34 | 2.87 [ 2.73 [ 2.85 | 2.94 |3.02 {3.08 [3.13]3,22
60 12.29 12,521 2,68 | 2,75 2,88 [ 2,55 1 3.01 {3.06 [ 3.1s
{ 120 [2.25]2.48] 2,62 {2.73 2,82 12,89 }2,95 |3.00]3.08
: « 2,220 2,432,587 | 2,68 2.76 | 2.83 | 2.85 [|2.93 13,01
5 percentage polnts
10 [z2.00f2.2702.86 260 2.72(2.81]2.89 |z2.903.0¢
11 | 1.08)2.24 242256 2,67 12,702,830 |z.01]3.03
3 12 | 1.96 | 2.21 ] 2,30 [ 2,521 2,63 | 2,72 {2.80 (2,87 | 2.98
{ 13 | 1.93 | 2,19 2.36 [2.50] 2.0 ]2.09)2.76 | 2.835]2.94
14 {1,932 17 2030 {2oa7l 2057 02,66 2,74 | 2,80 2.91
15 1 1.91 | 2.15{ 2.32 12.45| 2.55 1 2.64 2.7 {2,771 2,85
16 | 1.90 ¢ 2,14 | 2,31 | 2,430 2,53 2.62{2.69 {2.75|2.80
17 | 1.80 | 2,13 2.20 | 202 2.521 2,601 2,07 {2,73}2.84
18 | 1.88 [ 2,11 ] z.28 | 2.490] 2.50 1 2,58 ) 2,65 |2.71 2,82
19 | 1.87 | 2.11 ] 2.27 12,39 2,46 | 2,57 (2.64 |2.70 ] 2.80
20 1 i.87 02,100 ~u26 o3kl v a7l 2 s | 2oz 2 ekl 0 or
24 | 1.84 12,07 2.25 (254 2.aa 20522058 [ 204|274
0 {1.822.04]2.20]2.31] 2.40]2.48]2.50 i2.60|2.09
E 1 [ 1.80 | 2 02 | 2017 j2ias | 2037 L 2oaa | 2us0 [ 2use | 265
E 60 | 1.78 | 1.99 | 2014 {225 ] 2,33 | 2,41 ) 2,47 [ 2.82 ] 2. 0]
120 {1.76 11,96 | 2,11 {2.22] 2,30 | 2,37 [ 2,45 [ 2,48 | 2,57
f « P1.7a) 1,00 2oar | 28] 2027 | 2053 [ 2usa f2ag | 2lse
-
a... . . N o,
"he percentage points are reproduced from Fef (1)
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TABLE 6

STANDARDIZATION OF SODIUM HYDROXIDE SOLUTIONS AS DETERMINLD
BY PLANT LABORATORILS

Standard Used: Potassium Acid Phthalate (P.A.P.)

Deviation 3
{P.A.P. - of Average
0.096000C) from Crand
Laboratory X 103 Sums Averages | Average

1 1.893
.972
876 5.741 1.914 +0.043
046 :
.851 E
.949 5.846 1.9490 +0.078 i
YL 1 3
792
.829 5.495 1.832 -0.,039
.861 -
.998
.983 5.842 1.947 +0,076
9722 -
.881
850 5.65853 1.584 +0.013
N8
.958
.029 .069 L0253 +0.,152 -

o XNl b

[
(28}

« T e

.980
.066 6.038
.050
181
.903 6.134 2.045 +0.174
.831 '
.883
.855 5.563 1.856 -0.015
. 735
.722
777 2.234 0.745 -1.126
.064

.794
.891 5.749 1.916 +0,045
LTS
.403
.102 6.980 2.327 +0.456

Grand Sum ....,... 67.350
Grand Average .... B 1.871

(8]

.012 +,142

il 4 3 bl

10

11

4
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TABLE 9

CRITICAL VALUES OF T;_ AND T!_ WHEN THE POPULATION STANDARD
DEVIATION o IS KNOWN2

Number of 5 Percent 1 Percent 0.5 Percent
Observations Significance | Significance Significance
n Level Level Level
2 1.39 1.82 1.99
3 1.74 2.22 2.40
4 1.94 2.43 2 62
5 2.08 2.57 2.76
6 2.18 2.68 2.87
7 .27 2.76 2.95
8 2.33 2.83 3.02
9 2.39 2.88 3.07
10 2.44 2.93 3.12
11 2.48 2.97 3.16
< .52 3.01 5.20
13 2.56 3.04 3.23
14 2.59 3.07 3.26
15 2.62 3.10 5.29
16 2.64 3.12 3.31
17 2.67 3.15 3.33
18 2.69 3.17 3.36
19 2,71 3.19 3.38
20 2.73 3.21 3.39
2 2.75 3.22 3.41
2 2.77 3.24 3.42
2 2.78 3.26 3.44
24 Z.80 3.27 3.45
25 2.81 3.28 3.46
X] £ X2 £ X3 £ ... Z X,
Ti, = (x - xy)/o 5 T = (x, - x)/o

4This table is taken from Ref (10).
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TABLE 10

MEASUREMENTS, um

x-Coordinate 1 y-Coordinate
o Position o ¥0fi§§8n Ay
Position 1 1 ; 180 X Position 1 deg
€g__
-53011 -53004 -7 70263 70258 +5
-3811¢ -38103 -9 ~-39729 -39723 -6
- 2804 - 2828 |+24 81162 81140 +22
18473 18467 +6 41477 41485 -8
25507 25497 (+10 1082 1076 +6
8§7736 87739 -3 -7442 -7434 -8
45
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TALLE 11

Critical Values for L . = 0.01

n/ 1 1* < 2** 3 4 5 6 7 8 9 10
3 000 .000
4 ,011 ,010 .0970 .000
5 .045 ,044 ,004 .004
6 .091 .093 .021 .019 .002
7 .148 .145 .047 .044 .010
8 .202 .195 .076 .075 .028 .008
9 .235 .241 .112 .108 .048 .018
10 Z80 .283 .142 .142 .070 .032 .012
11 327 .321 1786 .174 ,098 .052 .026
12 371 .355 .208 .204 120 .070 .038 .019
13 400 .386 .233 .233 .147 .094 ,056 .033
id 424,414 0267 .261 172 .113 .07Z2 .406 .027
15 450 .d440 ,294 .286 .194 ,132 ,090 .057 .037
16 .473 .463 ,311 .310 ,219 .151 .108 .,072 .049 .030
17 .480 .485 ,33s ,332 .237 .171 .126 .091 .064 .044
18 .502 .504 .358 .353 .260 192 ,140 .104 .076 .053 .036
19 .508 .522 .366 .373 .272 .201 .154 .118 .088 .064 .046
20,533 .S539 .387 .391 .300 .231 .175 .136 .104 .078 .058 .042
25 .603 .468 .377 .308 .246 .204 .168 .144 .112 .092
30,650 .526 .434 .369 ,312 .268 .229 .19¢ .l66 .142
35,690 .574 .484 ,418 .3064 .321 ,282 .250 .220 .194
it 722 .608 .522 .460 ,408 .364 .324 .202 202 .234
45 . 745 . 636 .558 .498 ,444 ,399 .361 .328 .296 270
50 .768 L6068 .592 .531 .483 .438 .400 .268 .336 .308

* From Grubbs

** From Grubbs

(19590, Tabhle 1).
(1950, Table V).

(This table is tuken from Tietjen and Mcore, Reference 19)
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TABLE 11

Critical Values for Lk . = 0.025

§
: n/k 1 e 2 2ar 3 4 5 6 7 8 9 10
[ 3 .001 .001 .000 .000
¢ 4 .025 .025 .000 .000
i S .084 ,081 .011 .009
f 6 .146 .145 .034 .035 .0053
: 7 .209 .207 .076 .071 .021
! 8 .262 .262 .11S5 .110 .045 .013
9 .308 .310 .150 .i49 .,073 .030

10 .350 .553 .188 .187 .100 .052 .023

11 .366 .390 .225 .2Z1 .129 .074 .040

] 12 .440 .423 .268 .254 .162 .096 .057 .031

15 .,462 .453 .292 .284 ,184 122 .077 ,047
14,493 .479 .317 .311 .214 .145 .098 .063 .038
3 15,498 .503 .341 .337 .239 .167 .111 .078 .051

16 .537 .525 .372 .360 .261 .18S5 .137 .096 .065 .045

17 .552 .544 ,388 .382 .282 .208 .156 .117 .082 .058

18 .570 .562 .406 .403 ,299 .22€¢ .171 .129 .095 .068 .048

19 .575 ,579 .416 .421 .311 .243 .189 .145 .108 .080 .059

20 .595 .594 .442 .439 .341 ,265 .209 .16S .128 .098 .(73 .054

R

25 .656 .054 516 .417 .342 .282 .233 .192 .153 .132
30 .699 .568 .479 ,408 ,352 ,302 .261 .226 .193 .1i65
35 .7312 .612 .527 .435 .398 .348 .308 .274 .242 .213
40 .755 .641 .561 .491 .433 387 .348 .314 ,283 .257
45 ,773 067 .592 .529 ,473 ,430 .391 .356 .325 .295
50 .796 .698 €22 .559 ,510 .466 .428 .392 ,363 .354

*From Grubbs (1950, Table 1).
**From Grubbs (1950, Table V).

47

T T RPN | Ot




TABLE 11
Critical Values for Lk N

n

0.05

n/ 1 1* 2 2K % 3 4 5 6 7 8 9 10

3 .003 .003
4 .051 .049 .001 .001
5 .125 .127 ,018 .018

6 .203 .203 .055 .057 .00

7 .273 .270 .106 .,102 .032

8§ .326 .326 .146 .148 ,064 ,022

9 .372 .374 .194 ,191 .099 .045

10,418 .415 .233 .230 .129 .070 .034

11 .454 .451 .270 .267 .162 .098 .054

12 .,489 .482 .305 .300 .196 .125 ,076 .042

15 .517 .510 .337 .330 .224 ,150 .098 .060

14 .540 .534 .363 .357 .250 .174 ,122 .079 .050
15 .556 .556 .387 .382 .276 .197 .140 .097 .066

1 575 .576 .410 .405 .300 .219 .159 .115 .082 .0SS
17 .564 .593 .427 .426 .322 .240 .181 .136 .100 .072
18 .608 .610 .447 .446 .337 .259 .200 .154 .116 .086 .06Z2

19 .624 .624 .462 .464 .354 .277 .209 .168 .130 .099 .074
20 .639 .638 .484 .480 .377 .289 .238 .188 .150 .115 .088 .006

25  .696 .632 .550 .450 .374 ,312 .262 .222 .184 .154 .126
30 .730 .599 .506 .434 ,376 ,327 .283 .245 .212 .183 :
35 .762 .642 .554 .482 ,424 ,376 .334 .297 .264 .235
40 .784 672 .588 .523 .468 ,421 .378 .342 .310 .Z80
45  .802 .696 .618 .556 .502 .456 .417 .382 .350 .320 :
50 .820 .722 646 ,588 ,535 .490 .450 .414 .383 .350 é

*From Grubbs (1950, Table I).
**Lrom Grubbs (1950, Table V).

48




Critical Values for Lk = 0.10
,(1

TABLE 11

K 1 1x 2 a3 4 s 6 7 g 9 10
3 .011 .011
4 .098 .098 .003 ,003
S .200 .199 .038 ,038
6 .280 .283 .091 .092 .020
7 .348 .350 ,148 ,148 .056
8 .404 ,405 .200 .199 .095 .038
9 .,448 ,450 .248 .245 .134 .068
10 .490 .488 .,287 ,286 .170 .098 .051
11 .526 .520 .326 .323 ,208 .128 .074
12 .555 ,548 ,361 .35S5 .240 .159 .103 .062
13 .578 ,573 .388 .384 ,270 .186 .126 .082
14  .600 .,594 .416 .411 .298 .,212 .150 .104 .068
15 .611 .613 .436 ,435 .322 .236 .172 .124 .086
16 .631 ,631 .458 .456 .342 .260 .194 .144 ,104 .073
17 .648 ,646 ,478 .476 .364 ,282 .216 .165 .125 .092
18 .661 .660 .,496 ,494 384 .302 .236 .184 .142 .108 .080
19 .676 .673 .510 .511 .398 .316 .251 .199 .158 .124 ,094
2 .688 ,685 530 .,527 ,420 .339 .273 .220 .176 .140 ,110 ,085
25 .732 .732 .588 .489 ,412 ,350 ,296 .251 .213 .180 .152
3 766 .637 .523 472 ,411 .359 .316 .276 .240 .210
35 .792 673 .586 .516 .458 .410 .365 .328 .294 .262
40  .812 .702 622 ,554 ,499 ,451 .408 .372 ,338 ,307
45 .826 .724 .648 ,586 ,533 ,488 ,447 ,410 .378 ,348
50 .840 .744 673 .614 ,562 ,518 ,477 .442 ,410 .380
*From Grubbs (1950, Table I)
**From Grubbs (1550, Table V),
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TABLE 12
Critical Values for Ek a = 0.01

n/k 1 2 3 4 5 6 7 8 9 10
3 .000
4 .004 ,000
5 vy 002
6 068 .ul2 .001
7 .110 .028 .006
8 156 .050 .014 .004
9 .197 .078 .026 .009
10 .235 .101 .018 .006
11 274 ,134 .064 .030 .012
2 .311 ,159 .083 .042 .020 .008
15 .337 .181 ,103 ,056 .031 .014
14,374 ,207 123 ,072 .042 .022 .012
15 .404 .238 .146 .090 .054 .032 .018
i L427 .263 .166 .107 .0068 .04G .024 .014
17,440 .290 .188 .122 .079 .052 .032 .018
18 ,459 .306 .206 .141 .094 .062 .041 .026 .014
19,484 .323 .219 .156 .108 .074 .050 .032 .020
20 .499 .339 .236 .170 .121 .086 .058 .040 .026 .017
25 ,571 .418 ,320 .245 .188 .146 .110 .087 .066 .050
30 .624 .482 .386 ,308 .250 .204 .166 .132 .108 .087
35,669 .533 .435 .304 .299 .252 .211 .177 .149 .14
40 .704 .574 .480 .408 .347 ,298 .258 .220 ,190 .164
45,728 .607 .518 .446 .386 .330 .294 .258 .228 .Z00
S0 .748 .636 ,550 .482 .424 .376 .334 .297 .264 .235

(This table 1is

SO

taken from Tietjen and Moore, Reference 19)




TABLE 12

Critical Values for Ek = 0.08
»Q

n/° 1 1% 2 3 4 5 6 7 8 9 1%

3 ,001 .001

4 ,C25 .025 ,001

5 .081 .081 .010

6 .146 .145 ,034 .004

7 ,208 .207 .065 .016

8§ .265 .262 .099 .034 .010

9 .314 .310 .,137 ,0S87 .021

10 .356 .352 .172 .083 ,037 .014

11 .386 .390 .204 .107 .0S5S .026

12 .424 .,423 ,234 ,133 ,073 .039 .018

13 .455 .453 .262 .156 .09z .0S53 .028

14 ,484 .479 .293 .179 ,112 .068 .039 .021

15 .509 ,505 ,317 .206 .134 ,084 .052 .030

16 .526 .525 ,340 ,227 ,153 ,102 .067 .041 .024

17 .544 ,544 ,362 ,248 .170 .116 .078 .0S50 .032

18 .562 .562 .382 .267 .187 .132 .091 .062 .041 .026

19 .581 .579 ,398 ,287 ,203 ,146 .105 .074 .950 .033

2 597 .594 ,416 .302 .221 .163 .119 .08S5 .059 ,041 .028
25 .652 .654 ,493 ,381 .298 ,236 .186 .146 .114 .089 ,068
i0 .698 .549 ,443 .364 .298 .246 .203 .166 .137 .112
35 .732 .596 .49S5 .417 ,351 .298 .254 .,214 .181 .,[154
40 .758 .629 .534 .458 .395 .343 ,297 .259 .22% .195
45 .778 .658 .,567 .492 ,433 ,381 ,337 ,289 .263 .235
S0 .797 .684 ,599 ,529 .468 .417 .373 .334 .,299 .268
*From Grubbs, Ref. (11), 1950.
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TABLE 12
Critical Values for Ek o 0.10

’
n/ 1 1* 2 3 4 S 6 7 8 9 10
3 .003 .003
4 050 .049 .002
5 .127 .127 .022

6 .204 .203 .056 .009

7 .268 ,270 .094 .027

8 .328 .326 .137 .053 .016

9 .377 .374 175 .080 .032

0 .420 .415 .214 ,108 .052 .022

11 .449 .451 .250 .138 .073 .036

2 .485 .482 .278 .162 .094 ,052 .026

13 .510 .510 .309 .189 ,116 .068 .038

14 .538 .534 ,337 .216 .138 .086 .052 .029
15 .558 ,556 .360 .240 .160 .105 ,067 .040

16 ,578 .576 .384 .263 .182 .122 .082 .053 .032
17 .594 .593 ,406 .284 .198 .140 .095 .064 .042
18 .610 .610 .424 .304 .217 .156 .110 .076 .0S51 .034

19 .629 .624 .442 .322 .234 ,172 .124 .089 .062 .042

2 .644 .638 ,460 .338 ,252 188 ,138 .102 .072 .051 .03S 3
25 .693 .692 .528 .417 .331 .264 .210 .168 .132 .103 .080 %
30 .730 .582 .475 ,391 ,325 .270 .224 .186 .154 .126 i
35,763 L6214 ,523 .443 .379 ,324 .276 .236 .202 .172 é
40 .784 .657 .562 .486 .422 ,367 ,320 .278 .243 .212 é
45 .803 .684 .593 .522 .459 ,406 .360 .320 .284 ,252 i
50 .820 .708 .622 .552 .492 .440 .396 .35S .319 .287 é

.

*From Grubbs, Ref. (11), 1950.
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