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A Abstract

This report is a Kalman filter design study for the proposed
Integrated Navigation 1itellite/Inertial System (INI), Frimary
emphasis is placed upon determination of the "best" fiitner state
variable vector end investigation of vurious measurement rates using
external range measurerents from a set of 27 non-synchronous sate-
llites., The INI system errors are assuned to be represented by a
44 state linear system model, and the filter operates without benefit
of an altimeter, A one-hour INI flight at constant speed and altitude
over a great circle p;th is simulated on the digital computer and
filter designs are compared by plottinc fhe syster rosition, velccity,
and attitude error covariances versus time. A 15 state filter with
weak coupling terms removed is determined to provide the best tradeoff
between accuracy and computational burden., Filter verformaunce is
compared at 5, 15, qp, 60 and 90 second measurement update rates.
Additionally, "optimal" sequencing of satellite observables is shown

to provide irproved performance.
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0 XKALMAN FILTER DESIGN FOR AN INERTIAL
NAVIGATION SYSTEM AIDED BY NON-SYNCHRONOUS

NAVIGATION SATELLITE CONSTELLATIONS

I. Introduction

This report 1s a Kalman filter design study for the proposed Inte-
grated Navigation Satellite/Inertial System (INI). This design is a

subproblem of the proposed INI system which is a current research and

development topic of interest to the Navigation Division of the Air
Force Avionics Laboratory at Wright-Patterson Air Force Base as well as
other government and private agencies.

The development of this study is presented by chapters in the
following sequence. The preliminaries such as reference frames and
their angular rates are presented in the second chapter. Chapter III

discusses theory which is peculiar to the use of navigation satellites

as an updating aid to inertial navigation systems. Chapter 1V is a

development of the Kalman filter equations required to solve the naviga-

tion problem. The forty-four state system model selected for this study
is presented next in Chapter V. The intent of Chapter VI is to deter-

mine the "best" state variable vector, both in terms of dimension and

selection of components for implementation in the filter. Chapter VII ?

investigates the effects of varying the measurement update rate of this

design. A description of the computer program used in simulating the

INI flight is given in Chapter VIII. The results and conclusions com-

pose the final chapter of this design study.

O Integrated NAVSAT/Inertial Systcm

The basic idea of the INI is to combine external navigation
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information (such as range, range rate, and attitude) received from
orbiting constellations of satellites with the inertial navigation
system (INS) of an aircraft or missile to provide highly accuratec posi-
tion and velocity information, such as would be required for instrument
landing or weapon delivery. The Navigation Satellite (NAVSAT) portion
of the system consists of a total) of 27 orbiting satellites. The num-
ber of satellites and their orbits are arbitrary and the particular
configuration selected for this study will be discussed in detail in
Chapter III. A filter design study utilizing a cluster of four satel-
lites in a Y-configuration with the central satellite in synchronous
orbit and the remaining satellites orbiting about it is detailed in
Reference 1 of the bibliography. There are several existing satellites
under consideration for adaptation, one of which, the Timation III, will
be used as a baseline. Each satellite contains a transmitter, receiver,
and a clock (i.e., quartz crystal oscillator). A ground tracking net-
vork periodically measures and updates the ephem.ris and satellite clock
‘phase and frequency so as to maintain synchronization of all satellite
clocks. The satellites in turn continually transmit this information
together with identifiable range codes to the user. The signals from
each satellite are modulated by orthogonal codes so that they may be
distinguished from each other by the user. By means of a correlation
detector the time shift batween each satellite signal and the user's un-
synchronized clock is measured in the user's receiver (Ref 1:1-2 & 1-3).
The portion of the system on board the aircraft consists of a computer,
receiver, and an inertial measurement unit (IMU). The receiver is re-
quired for acquisition qf the satellite signal. The IMU consists basi-

cally of a set of acccléroucters and gyros which provide internal or
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on-board navigation information using specific force and angular rates
along three nutually orthogonal axes., The computer is used to apply the
Kalman filter equations, i,e,, to compute the Kalman gains or weighting
coefficients, to estimate the state variables, and to apply the control

to the INS.,

Kalman Filter

The Kalman filter is simply an optimal recursive data processing
algorithm which resides in the central processor or on-hoard computer,
This filter, or computer program, combines all available measurement
data, plus prior knowledge of the system and measuring devices to pro-
duce an estimate of the desired variables in such a manner that the
resulting error is minimized statistically, Stated in simpler terms,

it provides the best estimate possible subject to certain modeling

assumptions,

The filter will enhance the attitude and position information
accuracy by weighting each data source heavily in the frequency regime
vhere it provides good information, and suppressing it in the region
vhere it is in error. The inertial svstem provides good high frequency
information, but it drifts slowly and therefore exhibits poor low fre~

quency performance, On the other hand, the NAVSAT data is good on the

average, but subject to high frequency noise. Thus the filter will use
the good low frequency NAVSAT information to damp out the slowly growing

errors inherert in the inertial syste:',

Basic Assumptions. Under the t.. .. restrictions of system linear-
ity, noise whiteness, and Gaussiarnuc: * noises, the Kalman filter can

be shown to be the best filter of ..., ....civable form. Although the

. il ninal
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% (1’ system itself is actually nonlinear, the formulation of an approximate

n linear error model makes linear analysis possible. The justifications
for the linear system model are that (1) the use of linear models in

: enginec:ing studies has proved fruitful and (2) the techniques of linear

‘ systems analysis are well developed, whereas those for nonlinear systens
are not, in peneral, "Vhiteness" implies that the noise value is not

i correlated in time and also has equal power at all freauencies,

| Gauvesienness pertains to the amplitude of the noise; at any single point

in tine, the probability density of a Gaussian noise amplitude takes

on the shape of a normal bell-shaped curve. These three assurptions

greatly simplify the mathematics of the problem and, in fact, render

them tractable (Ref 2:3-11 & Ref 3:132),

Iype of Filter Emploved in the INI., An indirect filter estimates

the errors in the navigation information using the difference between

INS and external NAVSAT data as the measurements to drive the filter,
This is in contrast to the direct Kalman filter which utilizes the
total state space forrulation. The filter is mechanized in a feedback

configuration (as opnosed to feedforward) which keeps the INS errors

small by continually feeding back a correcting signal (see Figure 1). :

S8ince the INS is corrected after each reasurement sample, the predicted
error states and measurement differences at the next sarple tire will
be zero. Consequently, there is no need to vropagate the error state
variable estirates,

A discussion of the relative rerits of both direct versus indirect

and feedforward versus feedback configurations is found in PReference 4

pages 1-10, It is not the intent of this report to dvell on the develop-

ment of Kalman f{lter theory, rather the purpose here is to apply this
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) Corrected
INS > Navigation
Information
FILTER
HAVSAT

Fig. 1. Block Diagram of Filter in Feedback Configuration

theory to a practical engineering problem, Therefore, the reader who
is either unfamiliar with Kalman filter theory and its applications

O to inertial navigation systems or else seeks nore detailed information

on this subject is referred to Refcrences 2 through 3 in the bibliography.

Limitations of the Studv

It is realized that no matter vhat system reference model or "truth
model” is selected it will only be an approximation since the complex

real world dynamics defy exact mathematical description., The validity

of the filter design is sensitive to erronecus reference systenm models

snd statistics; thus great care must be taken to model the reference
system 28 accurately as possible in the computer simulation to yield .

meaningful results.

e
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1L, Coordinate Systems, Transformation Matrices, and Angular Rates

Coordinate Frame Definitions

Three different coordinate frames are defined for use in the com-
puter simulation, These are the inertial reference frame, the Earth-
fixed frame, and the navication frare., The follotring paragraphs will
sumnarize the definitions of these coordinate systems.

Inertial Reference Frame. The inertial coordinate system is fixed
at the center of the Earth and maintains a constant orientation with
respect to inertial space. The coordinate system thus defined is not
truly an inertially-fixed frame, but for the error analysis of a vehicle
soving near the Earth, the errors introduced by this definitiom of
inertial space are negligible. The axes of the coordinate system form
an orthogonal right-handed triad with the x-axis pointing from the
center of tha Earth through the Forth Pole in alignment with the Earth's
spin axis,.

Earth-fixed Frame. This coordinate system is identical to the
inertial reference system with the exception that it is allowed to
rotate with the Earth, The axes of this coordinate system are oriented
with the x-axis directed outward through the North Pole, the y-axis
directed outward through the intersection of the 90 degree West meridian
and the equator (0,-90), and the z-axis directed through the intersection
of the Greenwich meridian and the equator (0,0). Since this frame ro-
tates with the Earth, any point on the Earth's surface can be specified
in terms of a set of Fuler angle rotations in the Earth-fixed frams, A

about the x-axis (longitude) and 0 about the y-axis (latitude).

Navipation Frame. The navigation frame is the coordinate system in
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Fig. 2. Coordinat~ Frame Definition e
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vhich the navigation problem is solved. The position, velocity, and
attitude errors are expressed in navigation coordinates. Since the
problem involves a gimballed platform (as opposed to strapdown) which
remains essentially locally level at all times, the z~-axis of the nav-
igation frame remains perpendicular to the Earth (positive upward).
There are several choices available for mechanization of the locally
level system in terms of the azimuth angular rate. Among these are
asimuth wvander, constant azimuth, unipolar, and free aszimuth. There
are certain advantages to each, for example, azimuth wander would be
vied in navigation near the polar regions. For this simulation, however,
constant azimuth mechsnization with the x-axis of the system always
pointing North was selected. The y-axis is then chosen as pointing

West to complete the right-handed orthogonal set.

Transformation Matrices

In order to transform vector quantities such as positions and
velocities from one of the sbove coordinate frames to another it is
convenient to first derive a set of time varying transformation matrices
vhich will be used in subsequent development of the simulation equations.

Inertial to Earth Transformation. The transformation from the

inertial reference frame to the Earth fixed frame involves simply a
rotation about the x-axis through an angle equal to the Earth angulasr
rate (vhich is constant) multiplied by the time. Projecting vector
components of the inertial frame alc .- the axes of the Earth frame and

installing these as columns of the ¢t . s3formation matrix yields

1 ( 0
c*‘ - 0 cosiw ¢) ain(ui.t) Q)
0 -sin(uwget) cos(wygt)

1]
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(:) Earth to Navipation Transformation. This transformation matrix is

derived similarly to the previous one only this time involving two
rotations. The first one through an angle A about the x~-axis, and the

second a rotation about the y-axis through an angle 6.

cosd 0 -sine| {1 O o cos® !sind sinA lcosA siné i
n
8in6 0 cosd]| |0 -sinA cosA 8in6 |-sinA cost} cosb cosA

\
t
L Ce " 01 O 0 cosA sinA| = 0 : cosA : sinA K2)
|

} Inertial to Navigation Transformation. This transformation is

simply a product of the above two.

c,_" - c.“ci‘ (3)

i1 ce.

; Also note that c“ - (ci‘)'l - (ci‘)r and similarly for C ~, C,

Angular Rates

(:) The angular rates are now obtained and coordinatized in the navi-

gation frame, since this is the frame in which the computations will be

performed. A profile generating computer program vhich will be dis-
cussed in detail in Chapter VIII is used to calculate and store values
related to the dynamics of the aircraft and satellites at each time
increment of numerical integration. The velocity and acceleration
components (as well as other pertinent values) are stored and available
in navigation coordinates and are thus used in the following development
of angular rates. These angular rates and accelerations will be re-
quired in the propagation of the Pinson inertial system error model
plant states. Also note that the aircraft's distance from the Earth's
center is approximated as being equal to the radius of the Earth. This
is justified by the fact that the altitude of the aircraft is on the

order of twvo miles as couvpared to approximately 4000 miles for the
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radius of the Earth.

The angular rate of the Earth with respect to the inertial frame

and coordinatized in the navigation frame is

Wie wiecosa nx
Eicn' cen“ie‘ . c.n 0|= o s |y (&)
0 w]e81in@ 0,

To get the angular rate of the navigation frame with respect to
the Earth-fixed frame using the stored values of aircraft velocity
coordinatized in the navigation frame

(1) rotate through an angle A about L

(2) rotate through an angle 6 about E

y
vhere E, and E, are defined in Figure 2. Then

-i. +5¢. (5)

and

Ao —L_ (6)

and

<

S-ii o)

vhere @, and iyo are unit vectors along the axes about which rotation

occurs. The angular rate of the navigation frame with respect to the

Earth in navigation coordinates becomes

P
" & | ®
y
Pe
Py = Acosos - Vy/R (9)
Py " & = V /R (10)
Py = Asin o = - V’/R tan 0 (11)

10
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wvhere R is the radius of the Earth. The angular accelerations are now

obtained by taking the time derivatives of the angular rates.

o
an £ é; (12)
pz
S - S - -
T ( vy/n) Ay/R (13)
By = = (Ve /R) = A /R (14)

D,'%g(--zltme)--nhtanﬂ--:’-éucze (15)

The angular rate of the navigation frame with respect to the inertial

frame expressed in navigation coordinates is then,

| 2 cos =V. /R ("
Hnin = _ \'/ /R wy (16)

 sin O

_ltan wy

(Reference 6:3-27 thru 3-43)

11
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III. Satellite Geometry and Range Measirement Equation

In this chapter, theory which is peculiar to the use of Navigation
satellites as updating aids to the INS is developed. First, the range
measurement equation is derived. Next, a method for determining whether
or not a satellite is observable or "in vievw" is presented. Finally,

the satellite motion generator, a computer routine which calculates

satellite orbital elements and unit vectors from the aircraft to the

satellite as functions of time, is discussed.

Range Measurement Equation

The range divergence equations, characterizing the range measuring
process, are generated by the user from a combination of INS and satellite
information. The range measurement process involves the comparison of
a measured value of range against a predicted value of range. The
measured range to a satellite is determined by measuring the incremental
phase shift between the user and satellice clocks which were synchronized
at an earlier time. The computed range is obtained from satellite ephe-

meris Jata and user INS supplied position information. Eoth the measured

computed values are subtracted, the difference will contain only the

errors. This difference is called the range divergence. If these errors

can be modeled as the outputs of linear systems driven by white Gaussian
noise, then a Kalman filter can be constructed to estimate these errors
and greatly improve upon the accuracy of the raw range data.

In order to avoid the notational inconvenience of using subscripts
to keep track of which satellite is being referred to, consider the case

vhere a siigle satellite is observed. The results are identical for any

12
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one of the 27 satellites and therefore easily extended. The range vector
of interest is the vector r from the aircraft (or user) to the satellite.

It is related to the two vectors r

La and p which are illustrated and

defined in the following figure.

r = position vector from user to
satellite

I, = position vector from Farth's
center to aircraft

Irg = position vector from Earth's
center to satellite

Figure 3. Definition of Range Vector

It follows that

I=Ig-I, a”n
rezl =g, -zl (18)
r'VE'E'\/(&'h)'(ﬁa'&) 9

Tiue weasured range to the satellite, r', is composed of two parts,

r' = r + &1 (20)

where r is tne true range, and ér' is the error in the measured range.
The computed range to the satellite, r*, is also composed of two
parts,
rk = r 4+ 4% , (21)
where r is the true range, and 8r* is the error in the value of the

computed range. The qﬁantity that is being observed is then the

13
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ed from <
Reproduciible copy:

(:, difference of tiese two range'values and is called ti.e range divergence,

[ —

Ar.
‘ Ar = r' - rt = §r' - §rt (22)
Errors in Computed Range. The corputed satellite position is in

error due to errors in the ephemeris data, while tiue INS errors account

for tne uncertainty in the aircraft's position.

53'5.*5.1’.: (23)
53 -r, + QE: (24)

lie error equation is then obtained by noting from ecuation (1%)

that
(r*)z - £* . -r-l'c (25)
(:) Talhing the differential of both sides of the equation,
2rkérk = £* . 6£* <4 GE* . r (26)
or,
Sk = l-(r* o Sr#) = ( l-r*) o Sx* (27) |
¥ = = = =

Noting that the ‘quantity in parentheses on the right hand side of the 1

above equation is simply a unit vector from the aircraft to tiie satellite

1.: %@E’ (28)
and also that
6r* = ¢rh - irt (29)
the computed error is then
<:) Srk = ir%x . / H) (39)

Satellite orvital paramcters are undatad by the ground tracking network

14
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(:) on a periodic basis and relayed to the user along with the range data.
Tnis epnemeris data is highly accurate; any uncertainties in computed
satellite range can be accounted for Ly increasing the satellite clock
phase error. Thus, it is assumed that 653 is approximately zero, and

the computed range error is

{ f ' 6rt & - {irk o (xk (31)

The computation of the atove equation requires values for the unit vector
€rou the aircraft to the satellite and current values for the x, y, and

z INS position error states (Sr% = [Ax, Ay, Az]r). Actually, the root-

mean-squared (P)S) values of the covariance of the position errors are
used, since this is a stochastic process simulation; this statistical
aspect of the problem will be discussed in later chapters.

Errors in lieasured Range. liodeling of the range measurement error

requires a knowledge of the various error sources which are contained in

the measurement and fitting these error sources with empirical data.

The model used in this simulation is a somewhat simplified version of

the one found in Reference 1. It is a linear combination of three

components for eacn satellite measurement corrupted by white Gaussian
noise (v). Cach of the separate components is a linear system driven
by white Gaussian noise. These lincar models will be discussed in detail

in Chapter V.

The range measurement error iy modeled as

ér' = 8T, - c6'1'8 + &b+ v (32)

where

15
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¢ = the speed of light

6T, = user clock phase error

6T

g = satellite clock phase error

sb

rauge bLias
v = measurement noise

The bias term in the above equation accounts for the minor effect
of both tropospiieric delay and velocity of light bias uncertainties in
each of the &4 satellite range measurements. The error due to ionosphere
delay is a function of the elevation anglc and on the order of 15 feet.
As will be explained in Chapter V, this effect is asaumed to be in-
cluded in the satellite clock phase/range error (8Tg).

Substitution of equations (31) and (32) into equation (22) yields

the final form of the range divergence equation.
Ar = ir* o Srk + c8T - 6T, + &b +v (33)

A minimum of fgur range divergence equations, or in other words
at least four satellites, are required as observables to correct for
the three components of position and the clock phase or time difference.
Also note that for notational convenience the asterisk (*) will be

dropped in subsequent equation development.

Satellite In-View Criterion

In order to obtain measurenments from a given satellite, the sate-
llite must be observavle by the user; that is, it must be at some
specified mininum angle above the aircraft's horizon for a useful sisnal.
This minimum angle is arbitrary and dependent upon the capabilities of
the user equipment. A;nominal value of ten degrees was selected for

implenmcntation in this study. Tiis in-view criterion along with the

16
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selection of 27 for the number of satellites globally deployed insures
that, regardless of the user's location, a reasonable number (say seven
or eight) satellites will always be observable, from which a "best set"
of the required four satellites may be chosen.

A method for determining whather or not a satcllite is in-view using
information calculated in the satellite orbit generating computer program

is now presented.

- Satellite

User
Local Horizon

Earth
Center

Figure 4. In-View Criterion Geometry

Epin = minimum angle of elevation for useful satellite signal

Dpax ® 90° = Epqn (34)
Iy Igs Ig» and 02 are as defined in the previous section.

X, 1s most readily expressed ir tlhe navigation frame,

9 -l 0
n -
I, = 0 T 10 (35)

vhere R = radius of Earth, h = aircraft altitude, and the superscript

17
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denotes the frame in which the vector is coordinatized. Since £: is
déerived from tne ground track latitude and longitude of the satellite
in the orbit generator and readily available, the vector r from tle
aircraft to the satellite coordinatized in the navigation frame is
vritten as

n_e
= CeEs - 10 (36)

i = 1Yr (37) |
where,
r = {E'n . -r-n (38)

Noting that the z-component of the above unit vector is simply the sine

of the elevation angle or the cosine of D, !

0
i g - irz =cosD (39)

It follows that if tie unit vectors from the user to the satellite
expressed in navigation coordinates are computed, the in-view criterion
becomes

D <D (40)

cos D > cos D (41)

If 1

Iy > cos Dy satellite is in view.

1f 1rz < cos Dy, satellite 1is not in view.

For the arbitrarily selected mininum elevation angle of ten degrees

this criterion requires the z-component of this unit vector to be

greater than cos 80°.

18
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O iy, > cos 80° (cos 80° = 0.174) (42)

A sample output from the satellite orbit gemerator program listing
satellites which are in view at a particular time instant is included

at the end of this chapter.

Satellite ..otion Cenerator

It is apparent from previous sections that in order to simulate an
INI flight, a satellite motion generator is required to provide necessary
information regarding the satellites' orbital elements. This section
presents tae equations necessary to calculate required parameters of the
satellites and also describes the selected arbitrary initial conditions
on tne satellite constellations. It should be noted that this particular

<:> configuration is a leading candidate for implementation in tie proposed

LI system.

Total deployment consists of three rings or '‘constellations’ of
nine satellites each. All satellite orbits are assumed to be circulhr;
in fact, the orbital period (and thus the orbital velocity and altitude)

of all satellites is assumed constant and equivalent. Since globtal

coverage is desired, the satellites on any given ring are equally spaced;

thus, the circular arc between any tvo adjacent satellites on a ring
subtends a central angle of forty degrees. A satellite is identified
by a two digit code, the first digit (1 through 9) indicates which
satellite of the nine on the ring is referred to, and the second digit

indicates the particular constellation (1, 2, or 3). Thus, satellite

62 is the sixth satellit. on the second ring.

(:) The Euler Angles. To specify the orientacion of any one satellite

with respect to the Carth-fixed frame requires three parameters; the

19 . j

A i




CA/FE/74M-1

most convenient pavameters are the Fuler anpgles, from which the direc-
tion cosines or unit vector to the satellite may be determined, Figure
5 shiows two unit orthogonal ripht~handed triads (i, j, k) and (I, J, X)
vith origins at point O. The triad (i, j, k) has k pointing to the
satellite, and the triad (I, J, ¥) represents the Earth-fixed frame.

The first Fuler angle £ is the angle between i and I, and is
the angle of inclination. The second angle n is the angple between the
plane (i, I) and the plane (I, J); this is the angle resulting from
the Earth's rotation. The third angle { is the angle between the plane
(i, J) and the plane (I, 1i); this is the angle resulting from the
satellites wrotion about the Eartl.\.

In:l.tiallly let the triad (1, i, k) coincide with (I, J, K). The
triad (1, i, k) can be brought to the general position shown in Figure
S by applying the following rotations in order:

(1) A rotation n about I; this brings the movable triad (i, j, k)
into coincidence with (I, J', K').

(11) A rotation ¢ about K'; this brings (1, i, k) into coincidence
with (4, 3", k')

(111) A rotation ; about i; this brinps (i, j, k) into the required
final position.

It is observed that all possible positions of the body can be ob~

tained by assigning values to {, n, = in the ranges

0<E < 0<n <2n 0<g<2x

=
Let A be the rotation matrix tr: :forminpg a unit vector from the

general coordinate frame (4, §, :. - + .arth-fixed frame, Then,

20
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Fig. 5. The Euler Angles
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>

1 %42 %3] |1
J =A 3] = |22 %2 23] | (43)
» . 1=
K k asl .32 a33 N

Where I, J, K, i, j§, k represent the scalar components along their
respective axes. Cince the unit vector to the satellite is coincident

with k (i.e., 1 = § = 3, k = 1) this simplifies to,

I 8,
J = |2, (44)
K 234

These direction cosines may be obtained by resolving vectors in Figure
S. Alternﬁtely, the cosine law of spherical triangles may be applied
(:) at this point (See Ref 7:17-1¢). Using either nethod the following

values are obtained.

a,3=sin { sin § (45)
a, = -(sin n cos £ + cos n sin { cos ) (46)
834 = cos N cos { ~ sin n sin C cos & 47

(Ref 5:259-261).

8,40 8,5 and a,, represent the components of thie unit vector along

5:, the vector from the center of the earth to the satellite expressed

in Earth coordinates.

| . Initialization of Satellitcs. The initial conditions and constant )

: parameters of the satellite orbits :r2 given in the following two tables.

Note tnat m refers to the mth satoi  te on the designated ring; for

i exomple, the entry of ml in the - " initial conditions represents

i
g <:> the remaining eigut satellites o. ... ..rst constellation. The numbers j
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vhicih are missing from the table (represented by ---) are dependent upon
the initial values of £, n, and { which are specified. The latitude

and longirude values refer to the ground track of the satellites.

TABLE 1

Orbital Desipn Constants

Orbital Period 8 Ers. (all satellites)

Angle of Inclination (&) 55° (all three satellite rings)

Altitude 7496 n. mi. (all satellites)
TABLE II

Navigation Satellite Initial Conditions

Initial Initial
Latitude Longitude ‘o
(deg) (deg) (deg)

11 0 0 0
ml — —— ~40(m-1)
12 0 120 0
o2 — . -— =40 (m-1)
13 0 -120 . 0
n3 -— -— -40(m-1) !"

These satellites may be initialized at any given time relative to 1
the flight time since they are in reality not yet in orbit and their
orbits remain arbitrary. For computational ease, the satellites will
be given the aLove initial conditions at the start of the INI flipht

(t = 0). liowever, if the satellites were actually in orbit, then

. _.ﬁw,umuu“.mu“m..mi‘
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initial positious would be dependent upon the user take-off time. A
pictorial represeantation of the satellite orbits is shown in Figure 6.

Conmputational Sequence. The sequence of equations required to com-

pute unit vectors for each of the 27 EP is now presented.

g = 55° (48)
n = 120°(n-1) - (1°/249 sec)t (49)
= -40°(m1) + Ct (59)

Where m = gatellite designator, n = ring designator, and 1°/240 sec

represents the rotational speed of the Earth. Also,

Cs= v‘GJr.e = orbital speed ° the satellite (51)

The components of 5: are now computed us.ng the Eulerian Angles.

a, sin { sin ¢
2, - =(sin n cos [ + cos n sin { cos &) (52)
ay, cos ncos [ - 8in n sin [ cos ¢

The ground track latitudes and longitudes are given by

6 = tan"! (a,,//Ta, )2 + (85,07 ) (53)

A= tan~1 (-a,;/a,,) - (54)

The required components of the unit vector along r" may now be computed.

Ig = Cp rg (55)
0 n 0 T,
=g - g - :Z . (56)
r o= T F ()7 F ()2 (57) | 1

24
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L, == |4 (58)

A test on the in-view criterion is made
1, > cos 80° ? (59)
z

The thrce components of the unit vector, the latitude, longitude,
and in-view criteria for each of the 27 satellites is calculated and
stored at each time increment of numerical integration along the flight
path., A sample output of these values is presented in Table III, This
table shows the output of the profile pgenerator program for the 27
satellites, The first block is ring 1 consisting of niqe satellites,
Colurns 1, 2, and 3 are the x, ¥y, and z components of the unit vector
from the aircraft to the satellite expressed in the navigation frame.
Colurms 4 and 5 are the satellite ground track latitude and longitude
respectively (in degrees). Column 6 is the in-view criterion, the
componenf of the unit vector in the z direction, If this value is

greater than cos 80° 3 0.17, then colurm 7 will contain a T (for True)

‘indicating the satellite is in-view. The 2n¢ and 3rd blocks represent

rings 2 and 3, YNote that the satellites in view of this particular

time instant are satellices 52, 62, 72, 13, 83 and 93,

26
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Table 111

Satellite Position and In-View Criterion at Time = 360 sec

Satellite
Nurber Rinp 1
. 11 “ed76 =¢9% =, 034 le7 1¢1 =404 F
21 o771k =40CH @, 78 =28e¢9% =227 =4)B F
31 “e9?T =~4u?7 -,217 -52.5 “E748 =22 F
41 -s 766 «517 -, 382 “b?7.7 =131 ,2 38 F
: 51 o243 eBI3 e« lU9H =16,9 «1€€.,& =450 F
é 61 0363 0773 ~.521 1206 1€€,.5 =52 F
: 71 «817 e 366 =oh4?7 4245 128,7 -245 F
: 81 0922 ~,243 =,299 she & 7€el =o3J F
; 91 e587 =,7C¢H -e137 35,1 27.9 -sl4 F
Ring 2
12 o hl? 43196 =,873 3¢7 121e1 =.87 F
22 ollb «,129 =,991 <=28.4 €6e3 ~=o8C¢ F
32 o380 =olu? =,863] =52,F €28 =482 F
42 o724 =~4¢561 =o4003 =47,7 -11.2 =ol0 F
52 836 =,486 1256 =19,¢ 4B o2€ 1
62 e 466 ~.u58 883 12.€ =170.5 88 T
72 e 303 o« 4SH o814 4245 =101.3 81 7
82 o« 74D ¢ €56 o145 Che€ =1€1.0 o1 F
92 o723 o« 493 “e483 5.1 147.9 o448 F
Ring 3
13 =268 Y-} e 36U 307 =110.9 e3€ T
23 TR 1L o780 =4211 <=23.h ~143.7 =31 F
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IV. Kalman Filter Equaticns

Design of an INI Kalman filter requires extensive computer simula-
tion. This chapter is a discussion of the equations which are required
not only for the mechanization of the filter but also those which are
necessary to simulate the dvnamics of the user, or aircraft, and the
driving error sources,

The method of covariance analysis will be the principal tool used
in solution of the problem, In this analysis, arbitrary initial condi-

tions on the diagonal clements of the covariance matrix, P, are specified

and the off-diagonal terms are assumed to be zero initially. The

covariance is a measure of the uncertainty in the knowledge of the true
values of the components of the state vector., In the sirulation, the
covariance matrix of both the system and the filter are propagated for-
ward in time by numerical integration techniques. When the specified
update time is reached, the best estimates of the.stntcl are determined,
and control is applied to the system to adjust the values of the state
variable to the best estimate obtained with the Kalman filter. The

square root of the individual diagonal elewents of the systen covariance

‘matrix are then plotted as a function of time to yield a basis for

comparison of filters,

In this simulation, the error statistics are propasated; i.e., the
standard deviation of the noise is alwvays supplied when a noise value is
required. This is in contrast to a "Monte Carlo" type simulation where
an actual sequence of noise values is measured and recorded for use in
the simulation. This is possible because the covariance is independent
of actual measurement values, and can be computed without generating a

sample sequence of measurement values.
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System YModel Equations

The basic equations used in this process are the differential equa-
tions that describe how the inertial navigator efrors propagate with
time. The equations are formulated into a set of first order, linear
differential equations, driven by white Caussian noise. Linear measure-
ments are made upon the actual system variables, and these are corrupted

by white Gaussian noise. It is assumed that the equations representing

a detailed model of the system are as follows:

Xq = Fgxg + Ggu, (60)

where
X, is an n, vector denoting the true state
Fg is an n, x n, system dynamics matrix
Gg 18 an n, xm gain matrix

ug is an m, vector of white noise inputs with zero mean and
variance

Ela(u(nT) - {Q'(‘,“ e (61)
where 1 and j are instants in time.

The observations obtained from external references can be described by

the linear measurement vector equation

2y = Hoxg + Yy 62)

where
g is an r vector of measurements
H‘ isanr x n, measurement matrix

Vg 1s an r vector of white noise inputs with zero mean and
variance
|
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Elv(v(HT) = { ““;“ i ; j (63)

It is assumed that the system noise and measurement noise are uncorrelated

for all time.
Elu()yv(pT) = 0 all 4,3 (64)

Filter Equations

Tne above set of equations are assumed to be a complete and accurate
mathematical description of the INI system dynamics and measurement equa-
tions for the purpose of simulation. It is also the set of equations
which would be utilized in the design of a fully optimal Kalman filter.
However, due to the computational burden of the optimal filter, a sub-
optimal filter design is obtained by reducing the dimension of the state
vector. The states that are eliminated are the ones that least affect
the accuracy of the mathematical description of the INI. This suboptimal
filter can then be implemented with an aircraft on-board computer.

The suboptimal filter structure is represented as follows where
Xg 1s the design filter state and éf is the filter best estimate of the

design filter state.

X¢ = Fexg + Ggug (65)
where
Xg is an n, vector
Fe 48 an n, x n, filter dyn.aics matrix
Ge is an n, x m, gain matr:.

Ue 18 an m vector of whftc ‘c2 inputs with zero mean and
variance
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T o ] i=3
Efug(1)ue (1)} { 0 141 (66)
The filter measurement equation is
Zg = Hexe + 3, €

where
Zg 1s an r vector
Hf is anr x n, measurement matrix

V¢ 18 an r vector of white noise inputs with zero mean and
variance

Re(1 i =
Elvg(1)yg ()] = {f; ) 4 : (68)

The filter design based upon the above design state is given as follows:

Between measurements

2 = Fel¢ (69)
b, = PP +prT+cch (70)
f i 4 £ £ £ ff
At a measurenment
-7, =T -1
Kf - Pfhf[HfPflIf + Rf] (71)
+ - -
Pf - Pf - KflifPf (72)
X} = Xp + Klzg - Hexe) a3

vhere
Sf is an n, vector denoting the best estimate
Pg is the filter covariance matrix
= superscript indicates the time instant before update

+ superscript indicates the time instant after update

K¢ Kalman gain matrix
k) |
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The filter takes the actual measurement Ze and subtracts from it the
best prediction of its value before the actual measurement is taken,
Hﬁgf. This difference is then passed throuch an optimal weiphting ma-
trix Kg, and used to correct é}, the best prediction of the state at the
time instant before the measurement is taken, This gives the best
estimate after update. This estimate is nropasated to the time of the
next measurement sample with the above equations é.and P.

These recursive relationships are initiated from the assumed Gaussian

dengity that describes the apriori knowledge of the state.

x(0) = x, (74)
P(0) = P, (75)
The Kalman filter will propagate the conditional probability density

of the desired quantities, conditional on the actual measurements taken,
The probability density function of a Gaussian noise amplitude tales on
the shape of a normal bell-shaped curve. This assumption of Gaussian
noise amplitude is justified by the fact that a system or measurerent
noise is typically caused by a number of small sources, It can be
shown mathematically that vhen a number of random variables are added
together the summed cffect is very nearly a Gauséiﬁn probability density,
regardless of the shape of the individual densities, Additionally, the
use of Gaussian densities makes the mathematics tractable, The first
and second ovrder statistics (mean and variance or standard deviation)
completely determine a Gaussian density. Thus, the Kalman filter, which
propagates the first and second order statistics, includes all informa-
tion contained in the conditional probability density (Ref 10:4=6 & 2:6-21),

The mean or expectafion. (v), of a density is defined as
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F.[X] -y=- fn xf (x)dx (76)

This is interpreted as the weiphted average of the values of Y, using
the probability density function f(x) a3 the weiphting function, This
value is assumed to be zero for all Gaussian white driving noises used
in this simulation,

The variance (c2) of a density is defined as
o«
Var[x] =02 = [ (x-u)2f(x)dx -
-lN

02 is the weighted average of the values of (x-u)2; thus, ¢ is a mea-
sure of the spread of the density. (Ref 11:136-146), It is a direct
measure of the uncertainty: the larger o is, the broader the probability
peak is, spreading the prohability weight over a larger range of x
values. For a Gaussian density, 68.3%Z of the probability we:l.ghf is
contained within the band ¢ units to each side of the mean (u) vhich
represents the area under the normal bell-gshaped curve betveen -0 and
+0 and 95,42 of the probability weight is contained between =20 and
+20,

Equations 76 and 77 give the first and second order statigtics for
the scalar case. These equations are easily extended to the vector case

(as required in this study) and are

E[_)_(] mpm [ S xf(x)dx; ¢ * * dx; (76a)
Cov.[g] =P = ].' . L(__ - w(x - _E_)Tf(_:gdxl *ttdx, (77a)
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V. System Model

To apply the Kalman Filter equations developed in the previous
cnapter, a reference system model that is a good approximation to the
real world dynamics is needed. This chapter outlines the reference
system equations sclected for this design study. The chapter is pre-
sented in four sections. The first section defines the 44 error states
incorporated in the system model along with their assumed initisl condi-
tions. Also, the system dynamic matrix F, is presented in partitioned
matrix form. The second section discusses the modeling of the INS plant
errcr states. The third section presents INS and satellite error source
models, linear systens driven by white Gaussian noise. The last section

displays the measurement equation (62) explicitly in matrix form.

State Variable Definition & Initial Conditions

Table 1V presents a detailed listing of the 44 states utilized in
the reference system model. The initial conditions on the INS error
states are highly arbitrary, and values similar to those used in other
studies are selected. The initial conditions on the accelerometer and
gyro error states are typical of an inertial navization system in the
one to two nautical mile per hour class. The initial conditions on the
user clock are similar to those in Reference 1. The initial conditions
on the satellite clock model are classified; therefore, reasonable order
of magnitude numbers were selected in order to maintain the unclassified
status of this report. It should be pointed out that whenever an
integrator is required in the simulation diagram, the output of this
integrator is a system ?tate varieble. Thus, the addition of an inte-

grator to an error model increases the dimension of the error state
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O Table 1V

System 44 State Vector Definitiom

Error RMS Initial
State Symbol Definition Condition

INS Plant Error States

1 Ax x position error 3000 ft
2 Ay y position error 3000 ft
3 Az gz position (altitude) error 300 ft
4 Ax x velocity error 2 ft/sec
S Ay y velocity error 2 ft/sec
6 Az z velocity error 0.5 ft/sec
7 | x attitude error 0.14 millirad
c:) 8 Qy y attitude error 0.14 millirad
9 v’ z attitude (heading) error 2.0 millirad
INS Error Sources
10 Grx x random &ccelerometer
noise--expotentially 20 ug's
correlated, 1t = 600 sec
11 °r§ y random accelerometer
noise expotentially 20 ug's
correlated, 1 = 600 sec
12 Grg gz random accelerometer .
noise--expotentially 20 ug's :
correlated, t = 600 sec !
13 Sbx x accele_ometcr bias 66 ug's -ﬁ
14 Ay y acceleronct r bias 66 ug's f
15 Oy z acceleronet.i Lias 132 ug's |
16 Crx x random p' e
(:) expotenti: " ‘r-lated, 0.012 deg/hr
T = 3600 scc
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Error
State

17

18

19
20
21

O 22
| 23
24

25
26

27

29

T e e
, ! r

Symbol

€bx

€bg

8Ty

27
28
8T

82

30

Table 1V

Systcem 44 State Vector Definition

(Cont.)

Definition

y random gyro drift
expotentially correlated,
t = 3600 sec

g rondom gyro drift
expotentially correlated,
T = 3600 sec

X gyro bias

y gyro bias

gz gyro bias

User Clock Errors

urer clock phase/range error
user clock frequency offset

long term stability error

Satellite Clock Zrrors

sat. clock £1 phase/range
error

sat. clock f1 frequency
offset

sat. clock #1 stability
tern

sat. clock 71 expotentially
correlated noise, t = 10000 sec

sat. clock #2 phase/range
error

sat. clock £2 frequency
offset

36

RMS Initial
Condition

0.012 depg/hr

0.012 deg/hr

0.025 deg/hr
0.025 deg/hr

0.04 deg/hr

1C,000 £t
S ft/sec

5 x 106 ft/sec?

100 ft

0.01 ft/sec

1 x 1077 ft/sec?
1 x 1073 f¢/sec
100 ft

0.01 ft/sec
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O Table IV

System 44 State Vector Definition

(Cont.)
Error RMS Initial
State Symbol Definition Condition
k) | X4, sat. clock f#2 stability term 1 x 10~7 ft/sec? r
32 x5, sat. clock {2 expotentially 1 x 10”7 ft/sec ‘
correlated noise, 1t = 10000 sec
8Tgq sat. clock #3 phase/range 100 ft
error
X3, sat. clock #3 frequency 0.01 ft/sec
offset
X35 sat. clock #3 stability term 1 x 10°7 ft/sec?
X316 sat. clock #3 expotentially 1 x 1073 ft/sec
correlated noise, t = 10000 sec
8T, sat. clock #4 phase/range 100 ft
error
X4 sat. clock {4 frequency offset 0.01 ft/sec
X, = Sat. clock #4 stability term 1 x 1077 fe/sec?
. sat. clock /4 expotentially 1 x 1073 ft/sec
correlated noise, 1t = 10000 :
\

Satellite Range Bias Errors

cbl sat. f1 range bias 10 ft
8b, sat. #2 range bias 10 ft
8b, sat. #3 range bias 10 ft
&b, sat. #4 range bias 10 ft
{
|
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variable vector by one. Also, x, y, and z are navigation frame axes.

The initial covariance matrix P(0) has now been completely specci-
fied. 1Its diagonal elements are the squared values of the RMS initial
conditions given in Table IV. The remaining off-diagonal elements are
assured to be zero initially. Propagation of the linear variance equa-
tion (70) requires additional knowledge of the two matrices F and '
wnere

Q' = cac’ (78)

The F, matrix is partitioned as follows

1-9 10-15 16-21 22-24 25-40 41-44

1-9 |f,, F, F; O 0 0
10-15|6  F,, O 0 0 0
16-21]0 0 Fyy O 0 0

F, - (79)
22-24f0 o0 0 F, O 0
25-40{ 0 0 0 0 Fg O
41-46}0 0 0 0 0 0

The submatrices of equation (79) will be displayed in explicit
form as they are encountered in the following sections. The only non-
zero elements of Q' are all diagonal and will be given in the following
sections as q; where the i subscript dencv.c. ‘he row and column of the
value. For example, 9, indicates that this is the value belonging at
the intersection of the 10th row and 1Jth column in the Q' matrix and
corresponds to a white noise input ¢:. state variable number 10. There
are eleven non-zero elements in the :_.crence system Q' matrix corres-

ponding to states 10, 11, 12, 1l¢, ! , 2, 25, 29, 33, and 37.
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Plant Error States

The plant error state equations are the differential equations
describing the natural unforced dynamic response of the errors in the
inertial navigation system. This includes nine states: x, y, and z
position, velocity, and attitude in the navigation frame. additional
state variables are usually added to these for the purpose of danmping
the inherently unstable vertical channel. Also, an altimeter measure-
ment may be added to the measurement equations. However, since the
navigation satellites provide position information along all three of
the x, y, and 2 axes, inclusion of these additional states and measure-~
ments to control the altitude divergence is not absolutely necessary.
In actual practice, an altimeter will be provided on the aircraft and
may be used as a back-up for NAVSAT equipment failure or for temporary
measurenents during tie period a satellite goes out of view and a new
one is being acquired.

There are various models of these nine IliS plant states available
for implementation. The Pinson error model was selected as it was the
model used in the SAMUS and profile generating computer programs which
will be explained in a later chapter. A derivation of the Pinson error
'lodel is given in Chapter 4 of Reference 9. This model, which makes

up the Fi, matrix is shown in Figure 7.

Error Source lodels

The error propagation equations given in Chapter IV were developed
under the assumption that the system disturbances (u(t)) are not
correlated in time. The estimation of disturbances which have signifi-

cant time correlation is done by means of 'state vector augmentation."”
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(:) That is, the dimension of the system state vector in increased by in-
cluding the correlated disturbances as well as descriptions of their
dynamic behavior in the appropriate rows of an enlarged F matrix. Be-
cause these quantities are random, their behavior cannot be described
deterministically. Instead, they are modeled as state variables of a
fictitious linear dynamic system which is excited or driven by white
noise. This model serves two purposes; it provides proper autocorrelation
characteristics through specification of the linear system and strength
of the driving noise, and the random nature of the signal follows from
the random excitation.

The correlated system disturbances utilized in this study are each

modeled by a combination of one or more of the several types of basic

error models described in Figure 8.

Specification of the block diagram models of these error sources
implies the structure of the F and Q' matrices.

The random constant or bias is a non-dynamic quantity meant to
model a constant of unknown amplitude. It is simulated as the output

of an integrator which has no input but has a random initial condition.

Its constant nature is indicated by the fact that the corresponding
rows of the F and Q' matrices contain only zeros.

Random walk, which derives i{its namz from an illustration involving
a man who takes fixed-length steps in arbitrary directions, is simulated
by passing white noise tarough an int::rator. In this case, the row of
the augmented F matrix contains only ::ros. However, the corresponding
row and column of Q' is nonzero, the -lcnent at their intersection is q.

(:> Random errors which exhibit - .- fte time-growing behavior may

be described by the random ramp or tiic random parabola (which is formed

41

M N ) ‘Mmnu"nnumunuuuuiﬂﬂ!liﬁiﬁﬂﬁiﬂliﬂﬁlﬂll‘

Ty WP I T




GA/EE/74k~-1

S9TqUTIVA WOPURY I03 STIPOH IdInos 011z °8 814

0 = tx
£ 4
— | [ o] x = %x —
x % e . 1
X = °'X
~—7 ] 0-"x
—1 > v . dwew uopuwey
x x z 1
X = m
H ) ITBTIBA WOPUTH
+ N4 Xg== m
- , (3)= (3)n pajeraaao) LTreriualodxy o~
x + =
‘lu s ()n NeX e wopuey
- ﬁ (s®19)
x 0=%
] JuB3SUO) WOPULY
*o°1
weadeyq A014 : suojlenby [eFIVAIIIITA 23IE¥IS @22anog a0xxy jJo ¥dLy




GA/EE/741li-1

by adding a long-term stability state to the random ramp). These models
will introduce non-zero elements into the F matrix, and when driven by
vhite noise, into the Q' matrix.

The expote;tially correlated random variable whose autocorrelation
function is a decreasing expotential, provides a reasonable approximation

for a band-limited signal whose spectral density is approximately flat

for a finite bandwidth. This type of random variable introduces a single

non-zero diagonal element -8 into the F matrix.

Be=3 (80)

where t = correlation time constant of the expotentially decaying func~-
tion.

If the value of the corresponding element in the initial covariance
matrix P(0) is specified, then the noise value required to drive the

fictitious linear system for computer simulation is determined as follows.

Since q is constant, in steady state p = 0 so that from the linear vari-

ance equation

0 = FP + PFT + Q' (81)
or, in the scalar case O=-fp-p8+q (82)
q = 28p (83)

Therefore, tiie expotentially correlated random variable requires a
diagonal element in Q' whose value is two times the initial covariance
value divided by the correlation time (Ref 5:3-36 thru 3-49).

INS Error Source Models. Through extensive testing and detailed

knowledge of sensor dynamics many imperfections and errors of inertial

navigation systems are removed by careful design. But when all the testsg
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for predictable errors and the ingenious design tricks have been ex-
hausted, there still remain errors whose source defies compensation. The
statistical behavior of these sensor errors can be obtained through
testing and fitting curves to laboratory experimental data. The error
wodels chosen for the gyros and the accelerometers are typical of an INS
in the one to two nautical miles per hour class. 7Tiey are toth modeled
as linear combinations of a random bias and an expotentially correlated
random variable excited by white noise. Note that this requires two
states for the x direction gyro drift and two states for the x direction
accelerometer error, and similarly for the y and z directions. There-
fore, modeling of the INS driving errors requires 12 additional states
in the system error state vector. Block diagrams and corresponding

elements of tne F and Q' matrices are as follows.

I.C.
ey
+
a
+
Oy
Fig. 9. Accelerc:«¢: - rror Source Model
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The F and Q' matrix terms are

10 11 12 13-15
l - —
10 ’-.3‘ 0 o ,
|
11 ] o -Ba 0 | 0
Fo2 = 12 | (84)
oo i ST
13-15 I
L 0 L0
10 11 12 135
[ | ]
6 |1 0 0 : 1 0 o
5})o 1 ol o 1 o
Fio® J (85)
6|0 0 11 0 0 1
------ l - en oan ew e
%o = 28,7, (86)
Yo = 2(1/600 sec)1(20 x 10788) (32.2 fe/sec~g))2  (87)
950 = 1.382 x 1072 £t2/gecS (88)
Similarly,
U1 " 9, = q (89)
I.cl
IoCo I l tb
+ +
u(t) ; — €
o\ ! L

Pig. 10.

] i L

Gyro Error Source Model
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The F and Q' matrix terms are as follows

16 17 18 19-21

{
16|-8; 0 o
171 0 -8 o ! o
F, = & ! (90)
18'_q._ -.q- _ :Pg- t_ L
_ |
19-21) ) , 0
16 17 18 19 20 21
1-3 0 : 0
4-6 0 : 0
F,,= 7 |1 0 o011 o o (91)
I
8 |lo 12 0,0 1 o
9 |lo o 1 : o0 o0 1
e = 264 R (92)
- -6 rad/sec ;2
9, ™ 2(1/3600 sec)](.012 deg/hr) (4.848 x 10 deg/hr )1€(93)
q,¢ = 1.880 x 10718 red2/gec? (94)
Similarly,
U7 " Qe ® Ue (93)

Note that the accelerometer error sources are additive to the Ax, Ay,
and Az plant state differential equations requiring the non-zero terms
of the F,, matrix. Similarly, the gyro error sources are additive to
the differential equations of the plant attitude error states ¢y, by»

and y; requiring the non-zero terms of the F, . matrix.

13
NAVSAT Error Sources. Modeling of the navigation satellite error
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sources requires extensive testing, compiling of empirical data, and
curve fitting. The error source models selected for this design study
are a modified version of those found in Reference 1 and include: one
user clock, four satellite clocks, and four range biases (one per sate-
llite).

In operation, the range measuring process would be initialized by
synchronizing the user's clock (i.e., oscillator) with the clock signal
received from the satellite at some arbitrary starting time. Range
increments would then be measured by counting incremental phase shift
between satellite and user clocks as the vehicle moves. If either clock
drifts, however, erroneous incremental phase shifts will be measured.
During the tracking process the satellite clocks are in effect synchro-
nized to the master tracking station clock by estimating the satellite
clock drift model coefficients. These coefficients are to be updated
every hour and relayed via the satellite user link to the user for use
in correcting raw incremental range measurements. Thus the satellite
clock error is a function of the accuracy of the drift model coefficient
estimates (Ref 1:2-14 thru 2-18).

Reference 1 suggests the followving model for both the user clock
and the four satellite clocks. Note that although the structure of the
user and satellite clock models are the same, the user clock initial
errors are orders of magnitude greater than those of the satellite clock
because of the greater accuracy of t. > neriodically updated satellite
clocks.

The mathematical equation repre:  :ting the clock error is:

6T = Cy + i .2_'.?- + e(t) (96)

&7




GA/EE/74ti-1

<:> where

e(t) + 8¢ = u(t) (97)
E{u(t)] = 0 (98)
E[u2(t)) = 2gE{[e(t)]?} (99)

The block diagram of the fictitious linear system simulating this

nathcmatical equation is given in Figure 1ll.

-

c, C, c

Fig. 11. Clock Error odel
The values suggested for the satellite clock error coefficients
(Co. Cyy €y, E) are classified; arbitrary numbers selected for the de-

sign are given as initial conditions in Table IV.

The contributions to the system F and Q' matrices by the satellite

clocks are then
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25 - 28 29 - 32 33 - 36 37 - 40
01 0 1] | |
] 0 0 1 0
25-2
s-25 0 0 1 °l 0 l 0 | 0
0 0 0-8,
. 01 0 1| |
29-32 0 lo o 10 0 0
000 0
[0 0 0-8,| |
I.‘55 - - - - . - -
lo 10 1|
33-30 0 0 0010 0
| 000 0
l IO 00 -Bg
|o 101
37-40 0 | o | g g g g
l l IO 00 g
925" 2B4Py5 (101)
Q5 = 2(1/10000 sec)(1 x 1073 fe/sec)? (102)
2 x 10710 £¢2/54¢3 103
Qe "2 x ft</sec (103)
Similarly,
Q9 ® 933 " 937 * 935 (104)

The suggested user clock error coefficients are given in Table V.

Table V

Suggested User Clock Frror Coefficients

Error RMS Correlation
Coefficients Value Time

Co 10000 ft -

c 5 ft/sec -

c, 5 x 1076 ft/sec? -

c ! 2.5 ft/sec +02 sec
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These numbers are typical of a good quality, temperature controlled
quartz crystal oscillator suitable for airborn application. These values
are much higher than the satellites' but will be greatly reduced by the
inherent calibration process of the INI Kalman filter. Random drift of
the user clock is caused predouinantly by the acceleration sensitivity of
tie crystal winich responds to aircraft vibrations. The short correla-
tion time of this process is due to the relatively wideband nature of
the aircraft vibration spectrum (Ref 1:2-17 thru 2-18).

However, the correlation time of the ¢ state variable in the user
clock is so short in comparison to the numerical integration step size
used in this simulation that a m&dification is necessary. The short
cortelatioﬁ time and hence the wideband nature of this random variaible
may easily be approximated as a white noise input. Thus, the user clock

error model used in this study is given in Figure 12,

¢, ¢, Co

j j *gr) =

u(t)

Fig. 12, Simplified User Clock Error Model for System
The suggested values for Co» Cy1» and C, are used; the initial PMS
value of the covariance on the wnitec noise input u(t) is assumed to be
6.25 ft/sec.

Thus,
22 23 24

22 | U 1 0

26 | O 0 0
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and

q,, = 6.25 ft2/sec (106)

When the satellite signal passes through the ionosphere, the signal
is bent or refracted. Thus, the signal path is not a perfectly straight

line but has a slight amount of curvature to it.

Flevation Angle

user

Fig. 13. Ionospheric Delay
This increase in signal path length due to unpredictable ionospheric
delay is on the order of 15 to 25 feet depending upon the angle of
elevation of the satellite with respect to the user. A detailed error
source model for this ionospheric delay as applied to a set of syn-
chronous satellites is given in Reference 1. However, it is felt that
this particular model is not applicableto the non-synchronous satellite
_case. As mentioned in Chapter III the errors due to ionospheric delay ‘
will be assumed included in the phase/range satellite clock errors for
the purpose of this report. An area for future study would be the syn=-

thesis of an accurate error source model for this ionospheric delay in

the utilization of non-synchronous satellites. |

The final error sources used in the system model are the range
biases. These are modeled simply as arbitrary initial conditions on
integrators and account for the effect of tropospheric delay and un-

certainty in the spced of light. The cumulative magnitude of these two
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error sources is on the order of 10 feet. This requires four additional
state variables (one for each satellite) in the system state vector but

adds no additional nonzero terms to the F or 0' matrices.

System “easurerent Lquation

The reasuremcnt equation consists of a set of four range diverpence
equations as derived in Chapter III (Iquation 33)., Three of these are
needed to reduce the position error and the fourth is required to
synchronize the user clock. This study is concerned with using only
range neasurements in the filter design. Incorporating an altimeter
would require an additional measurement, I1f range-rate measurements
wvere taken, four riore equations would be required.

The systen measurement equation is

E-s-usis"'!-s (107)

wvhere the 44 variables of Xxg are listed in Table IV and
P —
Arl

Arz
Zs " (108)
Ar3

br,
R

Hg is the 4 by 44 ratrix shown in Figure 14, The white Gaussian noise

vector v is described by the covariance matrix R‘ where

r—a2 0 0 O
r
0 0'2: 0 o
R, = (109)
0 0 o2 0
. r
| 0 0 0 o2
| r
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(:) The value O, is a measure of the white noise corrupting the high fre-

| quency satellite signal and a typical value of Oy = 10 feet i8 used in

this design.
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VI. Filter Designs

This chapter discusses a few of the various Kalman filter designs
which were simulated using the 44 state reference system of Chapter V.
Not all of the filter designs which were analyzed are presented; only
those which were significant and illustrate important design differences
are outlined. These include: (1) the 44 state optimal filter, (2) a
fully-coupled 15 state filter, (3) a 15 state filter with all weak
coupling terms removed from the INS error model, and (4) a ten state fil-
ter illustrating degraded performance caused by eliminating too many
states from the filter.

Selection of the ''best" Kalman filter design involves a trade-off
study between desired accuracy and the computational time required by
an onboard computer. Obviously, the most accurate filter is the optimal
44 state filter; however, the burden this would place on the computer is
unacceptable. On the other hand, the ten state filter would substantially
reduce the computatisnal time but yields unacceptable accuracy. There-
fore, the procedure of this study was to successively eliminate a few
states at a time from the filter state vector and simulate each of these
reduced-order or suboptimal filter designs on the computer. So long as
the accuracy of the filter performance was degraded only slightly in each
step, this process was continued until a minimum acceptable filter state

vector dimension was reached.

The Optimal Filter

The optimal filter is simply an exact replica of the system model
(1.e., the same 44 state system and measurenent model as given in

Chapter V). This Kalman filter computes the optimal gains or weighting
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coefficients from the filter design and applies them to the system. In
the optimal filter, the values of the state variables for which these
weighting coefficients are computed are identical to the state variable
values to which the weighting coefficients are applied (the system model
is theoretically assumed to be exact). This optimal 44 state filter will
yield the most accurate performance possible for the given set of system
state and measurement equations.

Plots of the RMS values of the nine plant state (position, velocity,
and attitude) error covariances for the optimal filter are shown in
Figures 15 through 23. These plots provide the basis against which all
sub-optimal filter performance will be compared. Note that the time of
flight is 6ne hour (3600 seconds) for these and all plots in this report.
Also, thé vertical axes are automatically scaled in the computer plotting
routine and may vary from one case to the next. For example.'the optimal
filter z-RMS velocity error is scaled from 0.14 ft/sec to 0.78 ft/sec,
whereas the plot of this same variable for the 15 state filter presented

later in this chapter is scaled from 0.32 ft/sec to 0.96 ft/sec.

Fully-Coupled 15 State Filter

The 44 state optimal filter was gradually reduced by elimipating
the least significant variables of the state vector. No serious degrada-
tion of performance was noted as this state vector was reduced to the
15 state model. However, filter dc:!-ns of lower dimension did diverge
significantly, one example of this I: ~iven in the final section of
this chapter. The intermediate desi. .5 between the 44 state optimal
and the 15 state sub-optimal fil::.r o very little variation in

performance. In fact, the increaseu uccuracy provided by retention of
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any of the state variables in addition to the 15 selected is so slight
that it is felt filter designs of higher dimension are unwarranted
(except for the addition of one or two states when an altimeter is in-
corporated in the system). Filter designs whose state variable vectors
were of lower dimension than this 15 state design exhibited significantly
degraded accuracy in performance and are not recommended.

All sub-optimal filter designs presented in this report contain a
model of the INS error states (position, velocity, attitude). These
states are required to propagate the prediction of the predictor-correc~
tor behavior of the filter. These INS plant error states comprise the
first nine variables of the filter state vector which is shown in
Table VI.

The IiS error source models (gyro drift and accelerometer errors)
required 12 state variables in the system model. These can be reduced
to six state variables by approximating the linear combination of a
random Lias and an expotentially correlated random variable aé a randonm
walk (Ref 12:11-14 thru 11-16). However, all of the above 12 state

variables can be eliminated from the filter design by approximating

these error sources as white Gaussian noise on the plant states. The

accelerometer error sources are modeled as equivalent driving white
noises on the velocity error differential equations and the gvro error
sources are modeled as equivalent white noise inputs on the attitude
error differential equations.

These equivalent white noises are calculated as qI values which
provide approximately the same amount of RMS error build-up over the
given interval of time (3600 sec) as the system error sources which

have been discarded in the filter design. This may be done with little
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Symbol

8Ty

8Tg,

6Ts3

8Ty,

Table VI

Filter 15 State Vector Definition

I AL TSI I T TCTRMR a Ty e mee s

Definition

INS Plant Error States

x position error
y position error
z position (altitude)
x velocity error
y velocity error
z velocity error
x attitude error
y attitude error

z attitude (heading) error

“Satellite and User Clock Errors

user clock phase/range error
user clock frequency offset

sat. clock 1 phase/range
error

sat. clock #2 phase/range
error

sat. clock #3 phase/range
error

sat. clock #4 phase/range
error

67

o,

RMS Initial
Condition

3000 ft

3000 ft

300 ft
2.0 ft/sec
2.0 ft/sec
0.5 ft/sec
0.14 millirad
0.14 millirad

2.0 millirad

10,000 ft
5 ft/sec

100 f¢e

100 ft

100 ft

107 £t
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loss in performance so long as the measurement sample frequency is high com=
pared with dominant system time constants (Ref 1:4-3 thru 4-4). This
requires six diagonal elements in the filter Q' matrix corresponding to
these equivalent white noise inputs. The general equation used to cal-

culate these q* values is

i
202
- bl o 2
q¥ " 208,71, (110)

where ogi is the initial covariance of the corresponding system bias
error source and B4 and 14 are the inverse correlation time and correla-
tion time, respectively, of the corresponding system expotentially corre-

lated error source. The three equivalent noises on the velocity error

differential equations are

qk = 2°§bearx (111)

af = (2)((66 x 1076 §)(32.2 ft/sec?-)12(600 sec) (112)

qt = 5.411 x 1073 £t2/sec3 (113)
Similarly,

at = a | (114)

q4 = 2.164 x 1072 £¢2/gec3 (115)

The three equivalent noises on the attitude error differential equations

are

q% = 202

7 ebxtcrx (116)

a4 = (2)((0.025 deg/hr) (4.848 x 1076 §§§§§§E )12 (3600 sec) (117)

q% = 1.0576 x 10710 ad2/gec (118)
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Similarly,

qg - qg (119)

q% = 2.7076 x 10710 rad2/gec (120)

iote that since there are no wnite noise inputs on the position differ-

ential equations
q} = qf = q§ =0 a21)

The four range bias error sources (on the order of 10 ft) are easily
elininated by simply increasing the value of the diagonal elements of
the measurement noise matrix (R) to 20 feet.

Upon examination of the clock error source models and the relative
magnitudes of their state variable initial conditions as presented in
Chapter V, it is apparent that the most significant variables are the
four phase/range errors of the satellite clocks (in the order of 100 ft),
the user clock phase/range error (on the order of 10,000 ft), and the
user clock frequency offset error (on the order of 5 ft/sec). These
six variables are, in fact, the only ones used in this 15 state filter
design except for the nine IlIS plant error states.

The user clock is simplified by dropping the long term stability
state. The filter model for the user clock is shown in Figure 24.

Initial conditions and noise values remain unchanged from the system

model.
c, . c,
[—o—{}—=
+
u(t)

Fig. 24. Simplified User Clock Frror Model
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As in the system, the noise value input to the phase integrator is

%, = 6.25 ft?/sec (122)
The error source model for the four satellite clocks is greatly
simplified by eliminating all satellite clock variables from the filter
state vector except for the phase/range errors. The sinplified sate-

1lite clock error model for the 15 state filter is given in the follow-

ing figure.

u(t) f o 6T

Fig. 25. Simplified Satellite Clock Error Model
Although the satellite clock frequency offset state has been de-
leted from the filter state vector, the phase error build-up caused by
this offset cannot be ignored. This effect is accounted for by finding
the vhite noise input to the clock phase integrator which causes an

equivalent build-up in phase error over a specified time. From Equation

(96) it is seen Ehat a frequency offset of C, will cause an RMS phase

error build-up of

8Tg = C,At (123)

Similarly, a white noise input of qit to the phase integrator will cause |

an RifS build-up of
6Ty = ()2 (124)

Substitution of the right-hand &' "+ ation (123) into the left-

hand sice of Equation (124) and soivius yields an equation for the
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(:) required equivalent q value of the Q' matrix (Ref 1:4-15 & 4-16).
q= c{ At (125)

This simple satellite clock model need be valid only over the
satellite clock update intcrval, or flight time. Thus At was set at

one hour (3600 sec).

qtz = (.01)2(3600) = 0.36 ft?/sec (126)

Similarly,
qf; = 9f, = 9}s = a}, (127)

The F matrix representing this 15 state filter design is given in

Equation (128). The "Pinson Error {odel" is the same as given in

Figure 7.

(:} 1-9  10-11  12-15
I-;lnson' ' ]

1-9 Error | 0 | Q

Model
F, = | 01 (128)
10-11| 0 | I o
00

.___l..._‘_|...__
12-15| ° 4 0 o

The Q', H, and R matrices are identical to those of the filter design
presented next, and are not displayed here for the sake of brevity.

Also, the RMS error plots for this filter design were indistinguishable

from those of the decoupled version discussed next and are omitted.
This filter design and all others in this chapter were simulated
using 30 second measurement rate. In the subsequent chapter, this 15

<:> state filter is used as a basis of conparison for various measurement

rates.
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(:) 15 State Filter - Weak Coupling Removed

This filter provided the best tradeoff between accuracy and compu-

tational time for the particular problem of this study and is therefore

the recommended Kalman filter design.

Incorporating the Pinson INS error model into the filter design re-
quires the computation of 36 non-zero terms, in the F matrix many of

which are complex (sce Figure 7). However, for an aircraft cruising at

subsonic speeds, as in the flight profile of this study, many of these
terms are negligible and may be deleted from the F matrix. This includes
terms on the order of magnitude of wye such as V./R and VyIR. However,
the Schuler frequency terms (ug and ng) are included so that tie model
applicability will not be restricted to short periods of time (on the
order of 30 minutes). The simplified F matrix along with the Q', H, and
R matrices for this 15 state filter design with weak coupling terms re-

moved are given in Equations (129) through (132).

1 2 3 4 5 6 7 8 9 10 11 12-15
1o o ¢ 1.0 o 0 o o o o |
2{o ¢ 0 0 1. 0 0 0 0 0 o | ,
306 0 0 0 1 0 0 0 0 O |
F, = 4)l-w2 0 0 0 0 0 0 - 0 o (129)
£ 5/0°-2 0 0 0 0 Azgz-zo 0 |
6{0 0 2,2 0 0 0 -A, A, 0 0 0 "0
7/]0 0 00 0 0 0 w-u 0 0 |
8{0 0 0 0 0 0 -w, 0 w, O O
9[0 0 0 0 0 0 wo-u 00 O O |
10{0_0 0 0_0o_0_o0_0_0_0_ 1_
11-15 0 | 7]
1-3 4-15
1-3 | ¢ !
: ' - Lo
O Q¢ i (130)
4-15 ol .a
| at.
72
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O The values for q, through q,. are as given in the preceding section of
this chapter.
1 2 3 49 10 11 12-15

| 1 0 ‘ -1 0 0 O

1rxl iryl irzl | |
2 | irx2 1ry2 1rz2 I 0 I 1 0 | 0-1 00
Ee = (131)
f
0 0. 0
3 113 iry3 123 | 011 0 | 1
“ | ] I
E 4 1 x4 irylo 124 | 0 | 1 0 | 00 0-
1 2 3 4
e m——
1 °r2 0 0 0
2 0 °r2 0 0
Rf - (132)
3 0 0 orz 0
2
4 L_? 0 Op
Where Op = 20 ft.

The system RMS position, velocity, and attitude error plots for
this filter design are given in Figures 26 through 34 and should be com-
pared with those for the optimal filter. Table V1I following these
plots compares the system plant and user clock phase/range error values

| for both the optimal and the 15 state decoupled filter at 2400 seconds
with the initial values to provide a quick comparison of performance.
These are 'average' values as explained in the next chapter.

Note that the effectiveness of both the optimal and the 15 state

sub-optimal filter is approximately the same in controlling the x, y, 2

position and user clock phase/range errors. Also, the 15 state filter

yields attitude accuracy close to that of the optimal filter. lLowever,

the x and y velocity errors are reduced to approximately 10% of their
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Average RMS Errors of INS Plant. States

Table VII

15 state filter and optimal 44 state filter performance compared

against initial values.

Variable

ax

Ay

8Ty

Initial Condition

3000 ft

3000 £t

300 ft
2 ft/sec
2 ft/sec
0.5 ft/sec
0.14 millirad
0.14 willirad
2 millirad
10,000 ft

Optimal Filter
(t = 2400 secc)

45.85 ft

125.2 ft

256.3 ft

0.103 ft/sec
0.117 ft/sec
0.158 ft/sec
0.065 millirad
0.065 millirad
1.27 millirad
199.0 ft

User clock phase/range is also included.

15 State Filter
(t = 2400 sec)

47.47 ft

126.1 ft
264.6 ft
0.213 ft/sec
0.217 ft/sec
0.444 ft/sec
0.082 millirad
0.084 millirad
1.45 millirad
205.6 ft
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(:) initial values by the sub-optimal filter as compared to about 5% for the
optimal case. The vertical velocity error is reduced only slightly be-
low the initial value in the sub-optimal case, whereas it is reduced to
approximately 1/3 its initial value by the optimal filter. Also note
that the altitude error is merely kept from growing above its initial
value in both cases and altitude accuracy is not significantly improved.
These results suggest two areas for future investigation. First, range-
rate measurements could be effective in improving upon velocity errors;
and secondly, tne addition of altimeter measurements would almost cer-
tainly reduce the magnitude of the altitude error. However, x and y
position error, which is usually of primary importance, is very effective-

ly controlled by this 15 state filter design.

O 10 State Filter

A filter design utilizing only ten states is presented here for the
purpose of illustrating degraded performance char;cterized by reducing
the dimension of the filter state vector too far. In this case, the

0

Kalman gains computed by the filter do not include the effect of signi-

ficant variables waich have been deleted from the filter. Thus, when
" these gains are applied to the system, the divergent growth of the error
equations is not effectively controlled.

In this case, the nine plant error state variables and the user
clock phase/range error are the only ones retained in the filter. Thus,
this design is obtained from the 15 state filter by discarding the four
satellite clock phase/range error states and the user clock frequency
offset error. The decoupled version of the INS error model (Equation

(129)) is used in the F matrix and the user clock is modeled in a manner

PR
i e ekl B m e
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similar to the simplified satellite clock model of the 15 state filter.
The H matrix is obtained by deleting the four satellite clock terms
(-1's) from the 15 state design. Also, the RMS value of the measurement
noise (°r) is increased to 100 feet to account for the increased un-
certainty in the range measurement value. The RMS error plots for this
ten state filter design illustrate its unacceptable performance and are

shown in Appendix A.
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c:> VII. Measurement Update Rate and Selection of Observables

The first section of this chapter investigates the effect of
varying the measurement update rate. The fully coupled 15 state filter
design of the previous chapter is used in this investigation. The mea-
surement update rate requirements may vary greatly from system to system
depending on the accuracy required as well as the capabilities of the
equipment used to take the measurements for the update. For example,
L : a smaller onboard computer would normally require a larger computation-

al time. Additionelly, a comparison is made between obtaining measure-

ments from satellites which are gnndomly selected from those in view ;
and obtaining measurcments from a sequence of "optimum'' sets of four |
satellites, three of which form a "most nearly orthogonal'' set at the
(3) time of measurement.
The update rates used in this report are as follows: 5 seconds,
15 seconds, 30 seconds, 60 seconds, and 90 seconds. The results of

these update rates are compared, at a specified time in the flight

profile, in Table VIII at the end of this chapter.

Comparison of Update Rates

A fev representative plots of the RMS errors for the nine INS
plant error states are shown on the following pages. In the previous
chapter, a 30 second update rate was used in determining the Kalman
filter state vector dimension. Ther:iore, plots of the nine plant error

states with this update rate are inc uded in that chapter and will not

be repeated here. Plots of the thre¢: error state variables; x position,

y attitude and z velocity for und: tzs of 5 seconds, 15 seconds,

60 seconds, and 90 seconds appear in i'igures 35 through 46. Plots of
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the remaining six plant error states for these measurement rates are
included in Appendix B.

It should be noted that the horizontal axis or time scale remains
constant for all the plots, but the vertical axis, RMS error, was
scaled for each plot to effectively show the results of the updatc rate.
The plotting program was set to plot points at a minimum interval of
30 seconds. Because of this plot control the initial updates occuring
in the 0 to 30 second time period are not shown for the 5 and 15 second
meagurement rates. In these two cases the errors have been greatly re-
duced by the time the first points are plotted and the lower region of
the vertical axis has been greatly magnified. This illustrates the
divergent behavior of the position error states at the end of this
flight profile. This aspect will be discussed in the final section of
this chapter.

These plots indicate that increasing the update rate does not
greatly improve the RMS errors. In general, a slower update rate allows
the errors to grow to higher values during the initial portion of the
flight (first 15.minutes). The error states after this initial time
period exhibit an almost "steady state" time behavior. The slower up-
date rates provide RIS error values which are a little higher on the

average than the faster measurement rates. This fact is illustrated in

Table VIII. This table shows the average RMS errors of the plant error :
states at each update rate, for a pc ticular time during the flight
profile. Also shown in the table i: .. per cent improvement from the
90 second update rate to the 5 secon. update rate. 'Average'" values
are obtained by fitting a smooth i .o the data points. This is

accomplished Ly adding the R4S error values of a variable at the time
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instant before a measurement to its value just after the measurement

and dividing by two. Also, slower update rates permit the errors to

grow to substantially huigher values between measurements.

Selection of Observables

When using SAMUS (8 computer program detailed in Chapter VIII), two
test cases were executed using a twenty-two state optimal filter. In
both cases four satellites, or observables, were selected for each re-
set segment by studying data output of the profile generator program of
Chapter III, which calculates unit vectors in the navigation frame from
the user to each satellite. Three of these range measurements are re-
quired for correcting x, y, and z position and the fourth measurement
1s'needed for synchronization of the user clock. Three satellites hav-
ing the largest components along the x, y, and z axes, respectively,
vhen compared with all other satellites in-view at a particular time,
are chosen. These form a most nearly orthogonal ‘set of measurements.
The fourth satellite is chosen as the one having the second largest com-
ponent along the z axis. For example, the "optimal' set of satellites
at the particular time instant shown 1h Table III is composed of sate-
- 1lites 52, 13, 93, and 62.

In case one, the flight time was divided equally into two reset
seguents. Since the satellite unit vectors are time varying, the sat-
ellites chosen for each reset segment provide the best informstion, on
the average, over the given time interval. SAMUS was then executed,
using these two reset segments, to calculate the values of the INS
error states as a function of time over the one hour flight profile.

The data from this run vas next input to a general covariance plotting
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program that provided the plots for the root mean square (RMS) error of
the diagonal cleuents of the covariance matrix for the twenty-two error
states. Figure 47 is a plot of the x and y position error, in nautical
miles, for the time period of the profile. Figure 48 is a plot of the
altitude error, in feet, for the same period. The results for tle posi-
tioa error indicate a decrease from .5 nautical mile initially to .005
nautical mile after the first reset. The error remains constant for
about 30 minutes then the error starts to increase. The altitude error
indicates a decrease from 100 feet initially to 15 feet after the first
reset. At this time the error starts to increase until it reaches approx-
imately 50 feet at the end of the flight profile.

In case two of the same 22 state optimal filter was used; however,
tiris run contained six reset segments. Since the satellite unit vectors
were tine varying, more accurate satellite information could be acquired
by changing tie oLservables, satellites, at shorter intervals. Figure
49 shows the plot of.the x and y position error for this run. The re-
sults show that the position errors did not diverge at the end of the
profile. Figure 50 illustrates the elimination of divergent behavior
in the altitude error.

A comparison of the two cases indicates that by increasing the num-
ber of reset segments so that measurements are taken from ''optinal’ sets
of satellites throughout the flight, the INS plant errors reach almost
steady-state values and the tendency toward divergent behavior im the
latter part of the flight disappears. However, the general covariance
program used in generating the bulk of the plots appearing in this re-
port does not have the ;apability for multiple reset segments. Thus, a

set of 4 satellites giving reasonably good performance throughout the
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one hour flight was used in the simulation work of Chapters VI and VII.
Tnerefore, the divergent behavior illustrated in Figures 35 and 36 can
probably be eliminated by obtaining measurements from a sequence of
"optimal" sets of satellites. Incorporating this capability into the

present covariance analysis program is an area suggested for future study.
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C:) VIII. Computer Simulation Programs

This chapter will outline the computer programs utilized in the

simulation of an INI flight. The first section is a discussion of the

State space Analysis of MUltisensor Systems (SAMUS) program. SAMUS was
used in the early stapes of this design study, and later abandoned in
favor of a set of two computer programs which will be discussed in the
second section. Tiis second set of computer programs, consisting of a
flight profile generator and a covariance analysis program, forms the

analysis tool used in this study.

SAMUS
; The first computer program utilized was the State space Analysis of

(j) MUltisensor Systems (SAMUS). This is a general purpose computer program

for performing error analysis of cruise inertial navigation systems.
i SAMLS was developed and documented (kef 6) under a computer aided desien

effort funded by North American Rockwell Corporatiom.

The progran was written to allow the user to perform analytical statis-

tical error analysis of typical cruise system problems with little or no
programming required. 1t has been preprogrammed to give the equations of
motion, a master system description matrix, a master measurement matrix,
aud the error source statistics and coordinate frames which are normally
uged. In a typical cruise system utilizing a Kalman filter, estimation

and control occur at short, regular :. tervals. This precludes specify-

ing each control occurrence individn- ", Thus, the program was written
so that the resets could be specified '~ serments. Each observable sneci-
O fied in a segment has an initial ..a time in the segment and is

obscrved at a regular interval for the rest of the reset segment,
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Cruise system problems require investipation of a variety of error

source statistics. The SAMUS program allows the user to specify error
statistics ranging from a constant to a second order noise. The program
has the system distribution matrices of the typical cruise error sources
preprogrammec. The user can specify required error sources by means of
an error source code list (Ref 6:1-2).

However, the program was not designed to provide the necessary
measurement error sources that are needed for the problem undertsken in
this report. In the system under investigation the measurements are
taken from satellites. A model of a clock was necessary for the user
and each satellite. A major modification of the program would have been
required to model the error sources for these clocks. Also, the computa-
tional burden of SAMUS was prohibitive; for example it required approx-
imately one hundred and forty thousand octals of computer memory and
six hundred scconds of computer time to perform tie calculations for a
simplified 22 state filter pass. It was for these reasons that a more

adequate and efficient program was needed for this investigation.

Computer Program Final Selection

A combination of two separate computer routines was adopted to
perform tne required analysis of this report. The first program is a
flight profile generator. Thil(ptogtam. given the necessary initial
conditions, computes the parameters of the flight profile. This infor-
mation is then stored in a permanent file. The second program is a gener-
al covariance program. This program propagates the system and filter
state variable covariances forward in time by numerical intogration tech-

niques, reading from the flight profile the values for aircraft latitude,
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longitude, altitude, range, velocity, acceleration and satellite posi-
tion information. These values are calculated in the flight profile

generator at the time instant corresponding to the numerical integra-
tion step size of the general covariance program. The filter covari-

ances are propagated forwvard until the update time is reached. The

systen is tuen propagated forward to the update time. Because the fil-
ter and the system are propagated in a parallel manner requiring dupli-
cate information, two identical flight profiles were generated. Logic
vas incorporated in the genecral covariance program to read data from
the first flight profile for the filter propagation and from the second
flight profile for the system propagation. By precalculating the flight
profile and storing the data, computer memory and time were saved. !

Profile Generator. The flight profile generator (PROFGEN) was

vritten to compute the position, velocity and acccleration of a point

mass that is moving above the earth's surface. The user must supply the
program initial values for position, attitude, and velocity plus commands
to turn, fly straight, change heading in sinusoidal fashion, accelerate
or decelerate. The program puts out position data including latitude,
longitude, altitude and range from the earth's center and velocity and
acceleration data in the North-West-Up navigation coordinate frame.
Additionally, the flight profile generator was modified to calculate the
latitude, longitude, in-view criterion, and unit vector components for
each of the 27 satellites at every specified integration time step. :
This portion of the flight profile generator comprises the satellite
motion generator discussed in Chapter III.

The investigation undertaken in this report used one of the two

straignt flight options Qvailable in the program. This option was a
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sector of a great circle path around the earth. The great circle path
varies the heading angle to maintain flight in a fixed plane passing
through the earth's center. This option was used with a constant veloc-
ity for a straight and level flight of one hour duration. Table IX

specifies the values for the flight profile used in this investigation.

Table IX
Flight Profile

Initial Head 45°

Initial Latitude 30°N

Initial Longitude 5°W

Altitude 10,000 ft.

Velocity 600 mph

Duration of Flight 60 minutes
Note that the above parameters must first be projected onto the naviga-
tion frame (for example, !P - [Vx, V., Vz]T) before they are utilized in

the problem solution. B

The input data that the user supplies to execute this program speci-
fies the initial §onditions, the flizht maneuvers of the aircraft, and
the method of solution of the differential equations. The program uses
a NAMELIST data input format that permits the entry of character strings
consisting of parameter names with their values in the user's choice of
format specification., Two NAMELIST :: -ut lists are used, PRDATA and
PASDATA. The PRDATA (Problem Data) . ': is called at the start of each
problen. This list contains nine pro. i:m parameters, all of which must
be specified and none of which ch:. ..oz exccution of the problem.

The purpose of these parameters is to :pecify all initial conditions.

= A ——
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Values from the PASDATA (Path Segment Data) list are called at the start
of each path segment. This contains twelve path parameters that specify
the maneuver to be followed in a segment and the method of integration
to use. A problem may be divided into a maximum of 20 path segments
(Ref 13:1-5).

Gencral Covariance Program. The second program used in this investi-

gation was a general covariance program. Tiais program propagates the
system and filter state variables forward in time by numerical integra-
tion techniques. There are four subroutines in this program that the
user must rodify for the particular system under study. The first sub-
routine to be modified (FLMAT) supplics the filter matrix elements. Each
non zero element of the F matrix is input as either a constant or a
function of time. A set of indices for each non-zero element is then
specified. The indices are used to locate the numbered elements in the
Ff matrix, for example; the element A(4) may have.indices 3,4 which
would locate it in the third row and the fourth colummn of the Fg matrix.
The Lig matrix was specified the same way.

The system matrix (SYSMAT) is the second subroutine to be modified.

This routine is set up the same as ILMAT, specifying only the non-zero

'elementa of the F8 and “s matrices.

The next subroutine to be changed is Trajectory (TRAJ). This sub-
routine is called at each integration time instant and reads the flight
profile information from one of the two permanent files, depending on
the type of pass being made, filter or system. The prcfile generator
provides the values for aircraft latitude, longitude, altitude, range,
velocity, acceleration and satellite position information. The angular

rates and angular accelerations of the coordinate frames which are used
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to form the Pinson error model are then calculated using this informa-
tion. This data was placed in a labeled cormon statement so that it
could be used in tie other subroutines requiring these values.

The last subroutine to be modified is User Input (USRIN). The
values for Q and R are specified for both the filter and the systen.
This iuformation was also placed in a labeled common statement so that
the values could be used in FLMAT and SYSMAT subroutines.

This program proved to be much more efficient than SAMUS. The 22
state filter that was executed using SAMUS required approximately one
hundred and fourty thousand octals of computer memory and six hundred
seconds of computer time. The general covariance program required only
forty-five thousand octals of memory and two hundred seconds of computer
time to execute the same 22 state filter pass. The efficiency of this
program comes primarly from the fact that it only performs operations
on the non zero elements of the F, H, Q, and R matrices. This saves
computer memory as w¢ll as execution time. For example, the forty-four
state systen model would requirg nineteen hundred octals of memory for
the entire Fs matrix. However, there were only seventy-three non zero
elements in this matrix. This resulted in a savings of over eighteen

hundred octals of memory.

Covariance Plotting Program. Once the general covariance program

has calculated the diagonal elements of the covariance for each state
at a particular time instant, they are read into a permanent file. The
plotting program reads these values from this file and prepares them for
off-line plotting. This information is then placed on a magnetic tape
and can be plotted at any time. This program plots the RMS error versus

!
time for the system and the filter over the sixty minute flight profile.
<

113




R IR T

—

GA/EE/74M-1

The program is capable of plotting the RMS veslues on a regular linear
scale or a log scale.

A brief description of the computer tools used in this investiga-
tion was presented in this chapter. It was shown that the computation-
al burden of the original computer program (SAMUS) was prohibitive.

The programs used in tue final analysis proved to be much more efficient.

A listing of these programs was not included in this report because of

their extensive length.
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IX. Conclusions and Recommendations

Conclusions

Based on tne material presented in this thesis, as well as knowledge
gained throughout this study, the following conclusions are drawn:

1. The 15 state filter vector consisting of nine INS error states,
two user clock errors, and four satellite clock errors, provides the
best performance tradeoff between high accuracy and low computational
time.

2. The 15 state filter with weak coupling terms removed from the
Pinson INS error model provides almost identical performance as the
fully-coupled filter for this particular flight profile. This simplifi-
cation results in a substantial reduction of the computational burden on
the user's computer.

3. Measurement rates of once every 5, 15, 30, 60, or 90 seconds all
provide satisfactory filter performance (depending upon the user's re-
quirements). Tue slower update rates provide slightly larger PMS errors,
on tne average, and allow more error build-up between measurements.

4. Frequent changing of satellité observables so that measure-
ments are taken from "optimal" sets of satecllites (as explained in
Chapter VII) prevents divergence of the error states in the latter part
of the flight.

5. The vertical velocity and altitude errors are the most diffi-
cult to control. Use of an altimeter in conjunction with the filter
should eliminate this divergent tendency.

6. Acceptable accuracy of the INS errors is obtained in this

study using only range measurements. The simulation results suggest
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O that inclusion of range~-rate measurerents could possibly increase the
filter accuracy (especially in the velocity errors).

7. Finally, it should again be emphasized that this type of co-
variance analysis is very sensitive to (a) the arbitrary initial con-
ditions of the covariance matrix P(0) (in the initial transient por-
tion), (b) erroneous system reference models, and (c) the dynanics of

the flight profile.

Recommendations
The following recormendations are made for continued study in the
subject area of this thesis and for improvement of the existing corputer
program:
1. Incorporation of an altimeter into the filter and system should
O provide more effective control of the vertical velocity and altitude

errors, This would require the addition of two or three INS plant error

states in bhoth the reference system and the filter state variable vector,

Additionally, this would add one equation to the systen and filter set

of neasurerent equations,
2. Inclusion of an accurate linear model of the ionospheric de- <

lays would improve the reference systen's accurdc); in describing the

“real world" protlem. A model applicable to the non-synchronous sate-

llite case night be derived through modification of the ionospheric de-

lay model presented in Reference 1 for the synchronous case.
3. The effect upon filter performance of includinz range-rate

measurements should be investigated. A comparison with the usage of

only range measurements could then be drawn. Use of satellite bearing

measurements might also be studied.
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4. An optimal sequencing scheme should be developed to automatically
select the best satellites from which to take measurerents of those in-
view, (In our sirulation, satellites were selected from prior knou=
ledge of the flight profile). This would also require building into
the corputer simulation programs the capability of multiple reset seg~
zents (such as in SA'S),

5. Another area of interest would be comparison of sequential
versus simultaneous measurements. For example, a sequential measure-
ment scheme might take single reasurements from satellite number one
at t = 15 seconds, satellite number two at t = 30 seconds, satellite
number three at t = 45 seconds, ;nd satellite nurder four at t = 60
seconds. This sequence would tien be repeated throughout the reset
segment, The performance of such a filter could then be corpared with
one such as in this thesis where ncasurements and updates are performed
with four satellites simultaneouslvy., This comparison is of interest
primarily because of the increased cost of equipment required to per-
form sirmultaneous measurements and cormutations as compared to the
sequential case, .

6., Various flight profiles (for example a "figure 8") should be
simulated to investipate the dynaric effects of climbing, driving and

turning upon the filter design of this thesis,
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Appendix A

Ten State Tilter Plots

Plots of the P¥S values of the nine INS plant error states are
presented in Fipures 51 through 59 of this appendix. The structure of
this 10 state filter 1s detailed in Chapter VI, These nlots illustrate

the effect of eliminating too many states from the filter state variable

vector
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(:) Appendix B

Plots of the Plant Error States at Specified Update Pates

The plots contained in this appendix are the remaining six plant
error states at the various update rates from Chapter VII. The plots
on the following pages are as follows: v position error with update
rates of 5 seconds, 15 seconds, 60 seconds, and 90 seconds are shown
in Figures 60 through 63, Altitude error with the same rafes are
shown in Figures 64 through 67, x and y velocity error in Figures 68
through 75, x attitude error in Figures 76 through 79, and azimuth

error in Figures S0 through 83.
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