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this material can best be presented as a formal
report to ARPA.

po——




Steering Committee

Professor Howard Reiss

Secretary of the Steering Committee
Department of Chemistry

University of California

Los Angeles, California 90024

Professor Willis H. Flygare
Noyes Chemical Laboratory
University of Illinois
Urbana, Illinoi:s 61801

Professor John P. Hirth
Metallurgical Engineering Department
Ohio State University

Columbus, Ohio 43201

Professor Frank A. McClintock
Department of Mechanical Engineering
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

Professor James Rice

Division of Engineering

Brown University

Providence, Rhode Island 02912

Dr. Robb M., Thomson

National Bureau of Standards
Institute for Materials Research
Washington, D.C. 20234

Professor Michael Tinkham
Department of Physics

Harvard University

Cambridge, Massachusetts 02138

Project Director

Professor Edward E. Hucke

Department of Materials and Metallurgical
Engineering

The University of Michigan

Ann Arbor, Michigan 48104




[

——ay
' i

Participants

Professor Michael B. Bever

Department of Metallurgy & Materials Science
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

Professor A. Bienenstock

Materials Science Department |
Stanford University

Stanford, California 94305

Professor Nico Bloembergen

Division of Engineering & Applied Physics
Harvard University

Cambridge, Massachusetts 02138

Professur Bernard Budiansky

Division of Engineering & Applied Science
Harvard University

Cambridge, Massachusetts 02138

Professor Robert Coble

Materials Science Department
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

Professor Morris Cohen

Department of Metallurgy & Materials Science
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

Dean Daniel C. Drucker
Engineering College

University of Illinois
Urbana, Illinois 61801

Professor Pol E. Duwez

W. M. Keck Laboratory of Engineering Materials
California Institute of Technology

Pasadena, California 91109

Professor H. Ehrenreich

Pierce Hall

Harvard University

Cambridge, Massachusetts 02138

Professor John D. Ferry
Department of Chemistry
University of Wisconsin
Madison, Wisconsin 53706

xi




Dr. John J. Gilman, Director
Materials Research Center
Allied Chemical Corporation
Morristown, New Jersey 07960

Professor Robert Gomer
James Franck Institute
University of Chicago

Chicago, Illinois 60637

Professor M. F. Hawthorne
Department of Chemistry
University of California

Los Angeles, California 90024

Professor Robert A. Huggins
Center for Materials Research
Stanford University

Stanford, California 94305

Professor Walter Kohn
Department of Physics
University of California
La Jolla, California 92037

Professor Erastus H. Lee
Department of Applied Mechanics
Stanford University

Stanford, California 94305

Professor Donald J. Lyman
Materials Science & Engineering
The University of Utah

Salt Lake City, Utah 84112

Professor John L. Margrave
Departmen® of Chemistry
Rice University

Houston, Texas 77001

Professor Elliott W. Montroll

Department of Physics & Astronomy

University of Rochester
Rochester, New York 14534

Professor Paul L. Richards
Department of Physics
University of California
Berkeley, California 94720

4

— e —— e




|
i
1
Professor Albert J. Sievers }
Laboratory of Atomic & Solid State Physics |
Cornell University
Ithaca, New York 14850

Dr. George i. Vineyard

Brooknaven National Laboratory
Upton, Lorg Island, New York 11973

xiii




ARPA MATERIALS RESEARCH COUNCIL
1973 GUEST CONSULTANT LIST

R. A. Andrews
Naval Research Laboratory
Washington, D.C. 20375

C. B. Archembeau

California Inst. of Technology
Seismological Laboratory
Pasadena, California 91109

R. E. Balzhiser
Electric Power Research Inst.
Palo Alto, California

Frank Baratta

Army Materials & Mechanics
Research Center

Watertown, Massachusetts 02172

M. R. Beasley

Harvard University

Pierce Hall

Cambridge, Massachusetts 02138

A. L. Bement
Massachusetts Inst. of Tech.
Cambridge, Massachusetts 02139

H. E. Bennett

Michelson Laboratory

Naval Weapons Center

China Lake, California 93555

J. C. Bokros

Gulf Energy & Environmental Sys.
P.O. Box 81608

San Diego, California 92112

M. G. Bowman

Los Alamos Scientific Laboratory
P.O. Box 1663

Los Alamos, New Mexico 87544

W. L. Bradley

Colorado School of Mines
Golden, Colorado 80401

xiv

R. G. Brandt

Office of Naval Research
1030 Green Street
Pasadena, California 91106

B. F. Brown

Chemistry Department
The American University
Washington, D.C. 20016

F. C. Brown

Xerox Palo Alto Research Center
3180 Porter Drive

Palo Alto, California 94304

E. J. Cairns

General Motors Research Labs.
Electrochemistry Department
12 Mile & Mound

Warren, Michigan 48090

E. Catalano

Lawrence Livermore Laboratory
P.O. Box 808

Livermore, California 94550

W. H. Cook
Stanford Research Institute
Menlo Park, California 94025

D. 0. Cowan

Johns Hopkins University
Chemistry Department
Baltimore, Maryland 21218

A. M, Diness
Office of Naval Research
Arlington, Virginia 22217

Morris Eisenberg
Electrochimica Corporation
2485 Charlston Road

Mt. View, California

e




Norbert Elsner

Gulf General Atomic

Box 6(:8

San Diego, California 92112

A. G. Evans

National Bureau of Standards
Inorganic Materials Division
Washington, D.C. 20234

E. A, Fisher

Ford Motor Company

Turbine Research Department
Scientific Laboratory
Dearborn, Michigan 48121

A. L. Giorgi
Los Alamcs Scientific Laboratory
Los Alamus, New Mexico 87544

A. J. Glass

Lawrence Livermore Laboratory
P.O. Box 818

Livermore, California 94550

William Goldberg

Air Force Materials Lab.
Wright-Patterson AFB
Ohio 45433

D. H. Gurinsky

Brookhaven National Laboratory
Metallurgy Department

Upton, Long Island, New York

Marvin Hass
U.S5. Naval Research Laboratory
Washington, D.C. 20024

A. J. Heeger

University of Pennsylvania
David Rittenhouse Laboratory
Philadelphia, Pennsylvania 19174

P. W. Hoff

Lawrence Livermore Laboratory
P.O. Box 808

Livermore, California 94550

Xv

J. P. Howe

Gulf General Atomic

P.O., 3Box 608

San Diego, California 92112

J. R. Huff

U.S. Army Mobility Equipment

Research & Development Center
Electrotechnology Department

Electrochemical Division

Ft. Belvoir, Virginia 22060

J. K. Hulm
Westinghouse Electric Company
Research Labs.

Pittsburgh, Pennsylvania 13235

W. R. Hunter

U.S. Naval Research Laboratory

Washington, D.C. 20375

J. C. Hurt

Army Research Office

Box CM Duke Station

Durham, North Carolina 27706

Robert Jaffee
Battelle

505 King Avenue
Columbus, Ohio 43201

H. H. Johnson

Cornell University
Bard Hall

Ithaca, New York 14850

Al Joseph

Rockwell International, Inc.
Research Center

Thousand Oaks, California

Alfred Kahan

Air Force Cambridge Research Lab.

Hanscom Field
Bedford, Massachusetts 01730

Roy Kaplcw
Massachusetts Inst. of Tech.

Cambridge, Massachusetis 02139




P. L. Kelley

Massachusetts Inst. of Tech.
Lincoln Laboratory

Lexington, Massachusetts 02173

G. C. Kugler

ESB Inc.

Tech. Center

Yardley, Pennsyivenia 19067

F. F. Lange

Westinghouse Research and
Development Center

Churchill Borough

Pittsburgh, Pennsylvania 15235

A, C. Lawson

University of California
Physics Department

La Jolla, California 92038

E. M. Lenoe

Army Materials & Mechanics
Research Center

Arsenal Street

Watertown, Massachusetts 02172

C. C. Liang
P. R. Mallory
Burlington, Massachusetts 01803

J. C. Light
University of Chicago
Chicago, Illinois 60637

W. A. Little

Stanford University
Physics Department
Stanford, California 94305

J. J. Loferski

Brown University

Div. of Engineering
Providence, Rhode Island 02912

Margaret MacVicar
Massachusetts Inst. of Tech.
Cambridge, Massachusetts 02139

xvl

B. T. Matthias

University of California
Mayer Building

La Jolla, California 92037

Robert Mehrabian
Massachusetts Inst. of Tech.
Cambridge, Massachusetts 02139

R. W. Minck

Ford Motor Company
Science Research Center
Dearborn, Michigan 48121

S. P. Mitoff

General Electric Corporation
Research & Development

P.O. Box 8

Schenectady, New York 12301

Amos Nur

Stanford University

Dept. of Geophysics
Stanford, California 94305

R. J. O'Connell

Harvard University

Dept. of Geology

Cambridge, Massachusetts 02138

H. W. Paxton

National Science Foundation
Materials Research Dept.
Washington, D.C. 20550

Ward Plummer

University of Pennsylvania
Physics Department
Philadelphia, Pennsylvania

G. M. Pound

Stanford University
Materials Science Dept.
Stanford, California 94305

C. B. Raleigh

National Center for Earthquake
Research

U.S. Geological Survey

345 Middlefield Road

Menlo Park, California 94025

-—




Victor Rehn
Naval Weapons Center
China Lake, California 93555

Roy Rice
Naval Research Laboratory
Washington, D.C. 20375

Burton Richter

Stanford University
S.L.A.C.

Stanford, California 94305

L. J. Rogers
U.S. Army Electronics Command
Ft. Monmouth, New Jersey 07703

Stanley Ruby

Advanced Projects Res. Agency
1400 Wilson Blvd.

Arlington, Virginia 22209

J. R. Schrieffer

University of Fennsylvania

Dept. of Physics

Philadelphia, Pennsylvania 19104

J. J. Schuldies

Ford Motor Company
Scientific Research Lab.
Dearborn, Michigan 48121

Sigmund Schuldiner
Naval Research Laboratory
washington, D.C. 20375

Mitchel Shen

University of California
Gilman Hall

Berkeley, California 94720

P. Shewmon
Argonne National Laboratory
Argonne, Illinois 60439

R. R. Smith

Air Force Materials Lab.
Metal Composites Branch
Wright-Patterson AFB
Ohio 45433

Marshall Sparks

Xonics Inc.

6837 Havyenhurst Avenue
Van Nuys, California 91406

W. E. Spicer
Stanford Electronic Lab.
Stanford, California 94305

R. W. Staehle

Ohio State University

Dept. of Metallurgical Engineering
Columbus, Ohio 43210

J. L. Stanford
Naval Weapons Center
China Lake, California 93555

C. M. Stickley

Director, Materials Sciences
Office

Advanced Research Projects Agency

1400 Wilson Blvd.

Arlington, Virginia 22209

My.on Strongin

Brookhaven National Laboratory
Physics Department

Upton, Long Island, New York 11973

Masaki Suenaga )
Brookhaven National Leworatory
Upton, Long Island, New York 11973

Max Swerdlow

Air Force Office of Scientific
Research

1400 Wilson Blvd.

Arlington, Virginia 22209

Alex Tachmindji

Deputy Director

Advanced Research Projects Agency
1400 Wilson Blvd.

Arlingtorn, Virginia 22209

M. R. Tek

University of Michigan

Dept. of Chemical Engineering
Ann Arbor, Michigan 48104




Alan Tetelman

University of California

6531 Boelter Hall

Los Angeles, California 90024

G. L. Tingey

Battelle Northwest Labs.
Box 999

Richland, Washington 99352

C. W. Tobias

University of California
101 Gilman Hall

Berkeley, California 94720

C. C. Tsueil

California Institute of
Technology

W. M. Keck Laboratory

Pacadena, California 91109

E. C. van Reuth

Materials Sciences Office

Advancad Research Projects
Agency

1400 Wilson Blvd.

Arlington, Virginia 22209

P. L. Walker, Jr.
Pennsylvania State University
Mineral Industries Bldg.
University Park, Pennsylvania

R. E. Watson
Brookhaven National Laboratory
Upton, Long Island, New York

C. H. Wells

Pratt & Whitney Aircraft

Materials Engineering & Research
Laboratory

Middletown, Connecticut

Sheldon Wiederhorn
National Bureau of Standards
Washington, D.C. 20234

xviii

Mark Wilkins

Lawrence Livermore Laboratory
P.0O. Box 808

Livermore, California 94550

H. G. F. Wilsdorf

University of Virginia

Dept. of Materials Science
Charlottesville, Virginia 22903

Clarence Zener
Carnegie-Mellon University
Science Hall

Pittsburgh, Pennsylvania 15213

Ay

—




STRESS CORROSION CRACKING AND HYDROGEN EMBRITTLEMENT
FROM THE VIEWPOINT OF THE DEFECT SOLID STATE

J. P. Hirth

]' Abstract l

A Conference on SCC ard HE was held in June 1973 at

e

!— Firminy, France, under the auspices of the U.S. National
- Association of Corrosion Engineers and of the French Company,
%f Creusot-Loire. Eight guest assessors from outside disciplines

were invited to attend, to present a critique of the Conference,
{: and to present a viewpoint of the SCC-HE field. This paper is
my critigque and assessment, presented from the viewpoint of the
defects in solids, dislocation theory area. The first four
pages include a number of suggested critical experiments. The

remainder is a more detailed commentary on SCC-HE.
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SCC AND HE FROM THE
VIEWPOINT OF ''HE DEFECT SOLID STATE

J. P. Hirth

il 3 Introduction

In attempting to comment upon a meeting as broad as
the one discussed here on stress corrosion cracking and hydrogen
embrittlement, it is impossible to discuss the entire spectrum
of material presented. Instead, a limited number of issues
"re pinpointed where alternate interpretations are possible,
where critical experiments seem feasible, or where phenomena
from other fields which have not received attention in the SCC
area might warrent study. Making a presentation in decreasing
order of importance, we first present a list of suggested ex-

periments, and next discuss the issues derived from the confer-

ence proceedings.

2. Suggested Experiments

A. Films and Adsorbates at Crack Tips I
Since as shown by Markworth et al.! and as discussed
below, the atomic configuration at a crack tip differs markedly
from that on a flat, unstressed surface, film formation and
adsorption kinetics may differ there very much also. That is,

the high strain of the atomic bonds most likely causes a change

in the adsorption energies of foreign atoms and molecules,

.
e




which, in turn, affects the aforementioned kinetics. While the
extreme strains of 40 percent exhibited in the above tips'
cannot be achieved for bulk surfaces, some indication of the
effect of large strains on adsorption and film formation could
be achieved by studying such kinetic processes on whiskers

elastically strained to 1 to 5 percent.?

B. Films and Adsorbates at Crack Tips I1

An alternative procedure to test the same phenomena as
mentioned in A would be to study adsorption in computer simu-
lation experiments. Such experiments have yielded good esti-
mates of free surface energies and stresses®. Evidently, by
methods analogous to those used by Markworth et al.!, one could
measure adsorption energies on unstressed free surfaces, on
free surfaces stressed to the theoretical strength (V15 percent
strain) and, less simply, on stressed crack tips in a simulated

crystal.

C. HVEM Study of Advancing Crack
In view of the continuing controversy“~® about the
site (interior vs. near surface) where hydroger damages metal,
it seems most important to actually observe crack propagation.
Such observations have been performed on thin films in vacuum
for 304 stainless steel and for silver in high voltage electron
microscopy’. The resulting fracture surfaces were correlated
with those on thicker, plane strain specimens and showed similar

structures. Moreover, Wilsdorf® states that his microscope could

-3-
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be immediately adapted to in situ gaseous environmental studies.

Support of such work is strongly urged. !

D. Multiple Stress State Studies

With well established techniques for permeation studies®’®’'°
and with the determination of the pressure coefficient in uniaxial 1
tension, more detailed studies would appear to be in order. Tests
on oriented single crystals under biaxial and triaxial loading |
could establish the complete strain tensor associated with inter
stitial hydrogen in iron (see discussion of ref. 9)., Of course,
tests on such crystals after deformation on a single slip system
would provide information on the role of dislocations in diffusion

and in trapping. i

E. Adsorption to Defects I

Another area where computer simulation would L2 valuable

is in studies of adsorption to defects. Grain boundaries,

)
dislocations, and stacking faults have all been suggested as -l
either strong or weak adsorption sites'!'”!*. vValuable quide-
lines to real system behavior could be provided by simulation }
studies, which are now within the capability of advanced com-
puter techniques®. 1In particular, interactions of point defects ‘E

with the nonlinear eclastic fields of one and surface defects, l

not studied heretofore, could be investigated in this manner.

F. Bicrystal Studies 3

A possibility which has been studied'® but which has
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received little attention in the SCC field, although it has been
documented in the general mechanical property field!'® is that

of incompatibility effects at interfaces. Because of the
crystallographic nature of slip and of elastic anisotropy,
incompatibility stresses can arise at interfaces which can both
change the effective applied stress and induce additional stress
components near interfaces. These stresses could be important

in general in intergranular SCC modes and in grain size effects:

in particular, they could influence the transition from inter-
granular to transgranular failure. Studie; of oriented bicrystals
are needed. It has beén shown that plastic incompatibility effects
influence the intergranular fracture of aluminum-zinc alloys in
various media. Elastic compatibility effects have not been studied
in corrosive environments although mechanical properties have been
shown to be affected!’. In this connection, joint studies of
molybdenum and tungsten or of aluminum and nickel at equivalent
homologous temperatures and electrochemical conditions would be

of interest, since the second member (but not the first) of each
pair is essentially elastically isotropic (anisotropy factor V1)
while the members of each pair have identical slip systems and

similar stacking fault energies.

3. Commentary Upon Issues
3.1 Education
The paramount need in the SCC-HE area, superceding the

important requirements for research and development, is that

o e
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for the education of system designers in the engineerinj
principles of corrosion. This need was indicated by the intro-
ductory papers at the conference, in particular the series of
case studies presented by Bush and Dillon!®. 1Interestingly,
this conclusion reinforces the major finding of an interdisci-
plinary conference on environmental degradation of materials??,
where the same problem was pinpointed, as a consequence of
which it was proposed that a series of handbooks on corrosion
cracking be produced for use by system designers. The funding
of such a project si.-uld be a primary objective of the SCC

scientific community and of funding agencies.

3.2 Crack Tip Stress State and Microstructural Scale
A crucial question with regard to mechanisms of SCC-HE

is the state of stress at the crack tip, which depends critically
on the detailed structure in the tip region and which remains
uncertain in most cases. This point has been discussed by
McClintock!?; some detailed aspects of the situation are added
here. The various elastic-plastic solutions, including work-
hardening solutions, provide a good representation of the state
of the material down to a size scale of the order of the dis-

~21

location cell sp:cing!® This cell spacing has been shown

o be inversely proportional to the local effective stress2?2-?23

22~-23

o and universally related to the true strain. The relation

with stress is

d = 3b (u/o)

st
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where d is the cell diameter, b is the magnitude of the dis-
- location Burgers vector and u is the shear modulus.

Typical dislocation cell spacings near the crack tip
are thus of the order of 200 to 10003 or 40 to 200 b, where b “
is the dislocation burgers vector magnitude, usually equal to
the atomic diameter. Within this spacing, the activation and
operation of discrete dislocation slip sources are important.
Of particular importance, these sources can operate in a manner

to either increase or decrease the critical stress intensity

for crack propagation relative to the well-defined stress in-

tensity KCG to propagate a pure Griffiths crack. The works of
Rice and Thomson?" and of Gilman?® have shown* that with or
without the presence of a cracking environment, a crack can
propagate either with or without the emission if dislocations
i from the crack tip depending on the relative surface energies

| of the crack and line tensions of the dislocations; with the

actual parameters for different materials both situations are

» predicted for different materials with iron a marginal case. 1In
[ the former case the critical stress intensity would exceed K.,
while in the later case it would either equal or exceed Kog if
no other dissipative process accompanied crack propagation.

- Let us now present two subcases of the latter case which

*The former paper included nonlinear elasticity via the use of a
Peierls model for the emitted dislocation while neither paper

{ included nonlinear elasticity for the crack tip field. As dis-

- cussed in the next section, the work of Markworth et al.! indi-
cates that nonlinear effects are important; nevertheless the works
cited above provide suggestive guidelines.
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lead to overall KC values greater and less than KCG‘ Ccnsider

the situation in Fig. 1 and suppose that the only possible dis-
location sources are in a cell wall at a distance L from the
crack tip. The stress field of the crack tip'®r2® is such that
edge dislocations emitted from the wall and of the signs shown
would tend to move to positions A or B. At site B, the dislocation
will relax the normal stress tending to extend the crack. Hence,
operation of sources to produce dislocations or pileups of type B
will concentrate a stress opposed to the applied stress and raise
the critical stress intensity leading to a possible case K, > Kog*
At site A, the dislocation will enhance the normal stress tending
to extend the crack?!, and a pileup could lead to a possible case
KC < KCG' Mnemonically, it is useful in this case to recall

that with an Eshelby-type pileup?®, a large grain size and a
1imited number of slip systems, brittle cracking can be induced
at a critical stress approaching zero because the stress concen-
tration produced by the pileup multplies the elastic stress by a
large number (the number of dislocations in the pileup): gn
analogous situation applies for the crack, although scale is
still important in that pileup stresses can be relaxed by the
motion of other defects. A more detailed analysis of the situation
is presented in Appendix I, where slip coplanarity is also con-
sidered, leading to what is tantamount to a mechanistic version
of the model presented by Tetelman and Kunz?’.

With dislocation emission from the crack tip and pileup

at a cell boundary, microcrack nucleation ahead to the macrocrack




would be possible. This phenomenon has been observed in single
crystals’ and has been shown to be consistent with discrete slip
system operation. The mechanistic details, however, remain un- el
resolved.

With regard to the actual stress at the crack tip, let
us follow McClintock'® for the model of Fig. 1. If the stress
will increase toward the crack tip according to the Mode I elastic
solution ¢ « K//r, with r the distance from the tip. Hence, at
a cutoff distance “b near the tip (introduced to account for
nonlinear elasticity analogous to the core cutoff of dislocations)
the stre;s at the tip will be enhanced and will reach a value
YvL/b. For the case of hardened alloy steel with L = 100b this

enhancement is sufficient to give a stress equal to the theo-

retical strength of a perfect crystal at the crack tip.

3.3 The Atomistic Level at the Crack Tip
The result of Markworth et al.' is quite significant
with regard to the critical stress to propagate a crack tip and
with respect to environmental cracking mechanisms. The crack
tip regions of their Figs. 3-7 are highly nonlinear elastically.
Nonlinear elastic effects become marked in simple tension at
- strains ¥2 percent. The elastic bond strains in their crack
extend up to 40 percent with one case of 100 percent. Moreover,
the nonlinear elastic region extends 5 to 10 atomic diameters

away from the crack. These facts have several implications:




(a) Adsorption and absorption (or entry) kinetics for
such highly strained bonds will be markedly different from those
of a flat unstrained or mildly strained surface. Film formation,
at least in the early stages, will also differ. Hence, crack
tip calculations wvwsing bulk equilibrium data may require modi-
fication?%. Also, the extension of bulk polarization rates and
film formation kinetics and stability regimes to crack tip
regions, the basis for much of the justification of the film rup-
ture theory of SCC, may be questionable, as may the use of linear
elastic results. Hence the need for experiment A, the study of
strained metal whiskers.

(b) In consideration of second-order interaction effects,
for example the coupling of electron concentration and stress
with subsequent effect on local hydrogen concentration?®, third
and higher order elastic interaction terms may be equally important.

(¢) The nonlinear elastic region will have effective
elastic constants lower than the unstrained bulk material.

(d) The result for iron confirms the Rice-Thomson pre-
diction that iron is marginal with respect to dislocation punching
versus crack extension, since both processes occur (Markworth et al.
Figs. 4 and 5) at about the same critical stress intensity. How-
ever, the mode of dislocation entry is unusual. In their Fig. 4,
dislocations have formed but remain fixed in position within two

atom layers of the crack surface. This may be associated with

the lower elastic moduli in the nonlinear crack region which

—
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would lead to a "modulus" type elastic interaction with the
dislocation (in the precipitate-solute atom sense) tending to
bind the dislocation to the crack tip region. This could further
account in part for the fact that the critical stress intensity
is only 2.59 multiples of Kogr even though plastic deformatior

is induced to the limited extent discussed above.

(e) A question that remains open is whether reversible
crack extension at Ko = Keg is ever possible. If the bond breaks
reversibly at the crack tip, such reversible extension is possible.
However, if the bond passes through an activated state, bond
"pinging" will occur in addition to creating new surface, some

energy will be dissipated as heat and K. will exceed K More

C CG*®
detailed work of the type performed by Markworth et al.! is
required to settle this issue. As a preliminary guideline, calcu-
lations are presented in Appendix II which indicate that the
pinging effect is small in metals: similar effects are likely for

ionic crystals but not for covalent crystals where rearrangement

could lead to highly irreversible effects.

3.4 Interaction of Hydrogen and the Applied Stress
Since hydrogen interstitials in bcc iron produce a tetra-
gonal distortion field, the effect of stress on solubility will
not be a simple hydrostatic one as in the first order treatments
of the effect®’?’. Referred to cube axes the strain field will
be €17 > €39 = €334 €19 = €13 = €53 = 0. Referred to a molar

volume of iron and to the specimen axes, the strain field of the

—




defect will be Eij’ the applied stress field oij and the inter-

action energy

= ' '
W E cij sij \V/ (1)

where V is the molar volume. For simple tension the applied

stress is Oil and can be resolved into the cube axis coordinates

by

= ]
O35 = 231 241 ‘11 (2)

wher aij are the appropriate direction cosines. Hence,

o 2 2 2 (]
W= laj; e1; + (aj;) + a3y) €55] 01,V

= 2 2 2
N 3[a11 €y * (a21 + a3l) 522] oﬂ v (3)

where oﬁ is the hydrostatic component of the stress. For a
general polycrystal, the interaction energy will be the integral
over all orientations of interstitials. In eulerian coordinates
for the cube axes relative to the tensile axis, the bracketed
term in Eq. (3) is simply [cos?6 €11 * sin?@ €,,] where cos @

= aj;- If all orientations appeared, as for a polycrystal, and

all were eqgually likely, the integral of (3) would yield the

average value

. 2T
- 30,V , g '
W = 5 f J [cos*B €11 + sin“6 522] sin6ded¢
0 0
= ' g
= 30h v[0.333 ey t 0.667 522] (4)
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For the isotropic defect approximation employed by others’

€11 = €22 = e/3, where e is the dilatational strain, i.e.,

VH/V, with VH the partial molar volume of hydrcgen, and Eg. (4)

reduces to the standard result

W = 01[1 Vy 5

With an asymmetric interstitial defect, however, one
expects €11 > €9t Mcoreover, while all orientaticns are expected
to be present in a polycrystal, with varying solubility in a
stress field one also expects the interstitials to align them-
selves in the most favorable direction energetically?®/3!.

Let us assume complete alignment. Then, for tension, €110 @
compressive strain, will align with.the tensile axis to give

the largest negative interaction energy, i.e., the coordinate

x, will align as closely as possible to the tensile axis, and
orientations will vary from 6 = 0, perfect alignment, to 6 = 35.3°,
the angle between [100] and [111] directions, which represents

the maximum possible deviation of the tensile axis from the

favored directioa. Then,

W= 30ﬂ v(i0.042 €17 * 0.625 822] (7)

In the actual case, perfect alignment would not be obtained and
there would be a Boltzmann distribution of atoms aligned in
unfavorable directions (neglect of this is the reason that

Egs. (6) and (7) do not reduce to Eq. (4) in the limit e, ~ 622).




However, at low temperatures, perfect alignment should be an
excellent approximation.

The result of Egs. (6) and (7) shows explicitly the
point made in the discussion of Ref. (9): If data corresponding

to these relaticns are phenomenologically fitted to Eq. (5},

the resulting parameter is only an apparent value of the molar

volume of Hydrogen v which will differ from the true value

Happ

Ve. As an example, suppose that &,, = 2 € so that e = 2 811/3.

22’
Then Eq. (6) gives

VHapp = 1.56 Ve = 1,56 VH (8)
Equation (7) gives W = 1.065 of V e,,, which yields
v _ -
Happ = 1.60 Ve = 1.60 Vp (9)

With other choices of €, and €59 the difference in results
could be larger: e.g., with e,, = 0, Eq. (8) gives vHapp = 2.42 GH’
while Eg. (9) gives vHapp = 0.38 ﬁH.

The above results show that the phenomenological molar
volumes of hydrogen resulting from a fit of Eg. (5) to data®’??®
in general should differ from the true value. Moreover, the
above results predict, except for the special case €,, = 0.482
€117 that vHapp in tension will differ from that in compression
for a polycrystal. Of course, Egs. (8) and (9) would be altered

somewhat in the anisctropic elastic case or with incompatibility

stresses present or with preferred orientation of the polycrystals




so no great significance should be placed on the value €,, =

0.482 € The above result does suggest possible detailed

11°
analysis of tension-compression data® to ascertain whether it

is conceivable that vHapp is different in tension and compression.
The results to date’’??, coupled with the above analysis, suggest

that ¢ ~0L5 €117 unlike the case of carbon in iron where €41 =

22

0.38, = -0.02, More importantly, the result suggests the need

€22
for oriented single crystal work.

For emphasis, we repeat the point made by Oriani" that
the above analysis leads to the expectation of interaction of

hydrogen with both edge and screw dislocations and additionally

with the stress fields of both Mode I or ITI and Mode III cracks.

3.5 Hydrogen Diffusivity

Hydrogen permeation is becoming well estaplished in view
of the excellent work in the field, reviewed in refs. 6, 9 and
10 at the conference. Several questions remain, however. The
first is the result of Bockris and coworkers?s?® that the
dependence of solubility on the applied stress tensor accounts
completely for the stress dependence of the hydrogen permeation
rate, i.e., the hydrogen diffusivity is independent of the
stress tensor. In the common thermal activation viewpoint, the
activated state involves a configucation where the diffusing
atom strains the surrounding lattice to a degree different from
that in the ground state. This implies an activation volume,

or, in the context of the previous section, an activated strain
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tensor. Such activation volumes have been observed in a number J

of cases?¥?; in particular, they have been predicted theoreti-

33,34 3

cally and observed experimentally?®?® for interstitials in

body-centered-cubic metals. Hence, if hydrogen strains the
lattice in the ground state to the degree suggested by the measure- ‘

ments of V the above viewpoint would certainly predict an acti-

HI

vation volume for diffusion of the same order of magnitude, so i
the experimental result is most surprising. We do note that there

is one other such result?®® which created similar puzzlement®?, (
that of carbon in iron, where the true activation volume was shown

to be zero (the activation strain was not studied): perhaps all !
interstitials in iron fall into an anomalous activation volume
class.

Two further thoughts arise in the above connection. The i
activation volume would be zero if the diffusing atom acquired
sufficient energy to pass over the barrier independent of the
configuration of the iron atoms in the activated state. This
situation does not seem likely, but, if it were so, the heat of
transport of hydrogen in iron would equal the activation enthalpy }
for diffusion in the simple mechanistic model of thermal transport.

Thus, experiments on thermal transport of hydrogen in iron would S
appear to be interesting. Alternatively, is it possible that the
applied stress affects either the entry kinetics or the concen-
tration or energy level of trap sites in a way that compensates

for an effect on hydrogen mobility? Such an exact compensation

would seem fortuitous, but it is known that trap-point defect

-16=




interaction energies can be changed by applied stress®® and

that transient effects caused by interface constraints can occur
in diffusion®?. Finally, the effect being sought on D is a small
one, so it seems conceivable that it is hidden in the experimental
scatter in the transient buildup or through-time tests, but not

in the steady-state permeability case.

A second point that raises interesting questions is the
isotope effect found by Oriani® on the threshold stress for
hydrogen-deuterium cracking of iron. He has suggested that the
difference is related to the effect on cohesive energy or specific
volume rather than that on transport properties, although he has
noted that a negligible difference has been found between hydrogen

8 which would rule out tie

and deuterium solubilities in o-iron?
specific volume effect and would at least bring the cohesive argu-
ment into question. The estimates of the isotope effect for
hydrogen-deuterium in steel®® are DHZ 2.6 DDZ which is almost
twice the value required to explain the effect found by Oriani
on the basis of a change in permeability caused by a difference
in D values.

Oriani suggests that kinetics can be ruled out on the
basis that 2.5x102 to 2.5x10"sec would be required for hydrogen
to penetrate the calculated plastic 2zone of 5x10~°% cm. However,
one could argue that the hydrogen plays its role at the sub-
structure scale of 200 to 1000 R as discussed in section 3.2.

Then, with diffusion from either a planar or a line source into

a semi-infinite medium, which should be an appropriate approxi-

7=




mation, one can calculate the time required for the concentration ! ‘
C at a distance X from the crack at a time t to reach 99 percent N
of its value C_ at infinite time t_. With D = 10~% cm?/sec and

X = 1000 g, the time required is t = 3x10”% sec. It is perhaps {
more realistic to take for D the value of Armco iron since the ’ ‘
region is defect free in the cases of section 3.2. Then D = l
5x10~° cm?/sec and at X = 1000 i, the time is t = 6x10”7 sec. A (
smaller X would make the times even shorter. Thus, if one postu-

lates that the hydrogen is effective at some characteristic

4

distance which is a fraction of the plastic zone thickness in size,
t it would appear possible to explain the result on the basis of |

transport kinetics. The predicted isotope effect on D is in the

right direction and is within a factcr of two of the result which

would give exact agreement with experiment. {

b 3.6 Adsorption of Hydrogen to Defects |
Miodownik'! has noted that the calculation of the elastic
4 contribution to the heat of solution by Bockris and coworkers®rs?® ]

is about an order of magnitude greater than the heat of solution

=" ¢ }
.
measured experimentally and has suggested a compensating negative
electronic correction*. Here, we show that the derivation by 1

Bockris et al.2?" is in error by a factor of about 8 because of an

inadvertent mistake in their derivation and because of the neglect

. —

of image relaxations. In between their Egs. (13) and (14),

*Were this so, the interaction energy treated later would also .
be high by such a factor. {
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Bokris et al. correctly note that the volume increase of an iron
lattice with all interstitial sites occupied is 3 VH per hydrogen
atom. However, they then incorrectly set the dilatational strain
(our e, their e) equal to 3 VH/V, whereas, as discussed in section
3.4, e = GH/V' The error is that with all interstitial sites
occupied, 3 gram-atoms of hydrogen are added, so in fact the
strair is one-third of their value or simply Td/V.

Secondly, as first shown by Eshelby®’, the external value
change 8V produced by an interstitial atom exceeds the internal
volume change §v because of image relaxations at a free surface.

In the case of iron, Egq. (2-99) of ref. 31 gives
SV = (1 + 41/3B)év = 1.6468v (10)

where B = 1.78x1012 dynes/cm? is the bulk modulus and u = 8.6
x10!'! dynes/cm? is the shear modulus®!. ©Now, in the case of an
external stress as in section 3.4, the appropriate volume term
giving rise to interations with external pressure is 6V. However,
in considering the formation energy, neglocting a very small

image stress, the appropriate volume change associated with the
saelf stress field (Bockris et al.?®, Eq. (12)) produced by the
defect is 8v. Let us set 8V = V,. Then, the corrected value of

H

Bockris et al.??, Eq. (15), the energy of solution is

_ B _ B =
W= Ev (GV)2 = ETTTEZTTV (VH)2 (ll)

This gives a result of W = 7.3/NA Kcal/mole versus the results??®

of 59/N, Kcal/mole. If v, =

H -Happ/l‘s as suggested by Egs. (8)
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and (9), the value of W would be further reduced for the hydro-
static interaction. However, in this case a shear term would
have to be added, but the individual €117 €22 value to permit
this are unavailakle so we do not pursue the matter. The result

does show that a self-consistent interpretation of vHapp vs. Vg
gives a solution energy close to the experimental value.

Turning to adsorption to a dislocation, we note that
Eqg. (26) of Bockris et al.?? for the concentration of hydrogen
in the stress field of a dislocation is formally correct in the
Boltzmann approximation of their Eq. (18) and with their stated
assumptions. However, four terms neglected in going from Eq. (24)
to (25) in their work are of the order of their final result for
their analysis and of opposite sign, so their result is an over-
estimate by two orders of magnitude as shown in Appendix IV. A
more rapidly converging series which avoids these problems can be
obtained by the method of ref. 31, p. 464, with the inclusion of

higher-order terms than the conventional first order estimate

presented there*, see Appendix IV. However, one should be cautious

in applying the higher-order terms except for very dilute solutions.

The reason is that except for very dilute solutions, site satur-

ation occurs in the region where the higher-order terms are

significant and then one must use a Fermi-Dirac distribution instead

of a Boltzmann distribution (e.g., pp. 465-467 in ref. 31). For

the parameters used in ref. 29 the value of r where saturation

*For interstitials with their large $§V's: for substitutionals the
first-order case suffices.
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occurs is about 2b and is on the tension side of the dislocation
only, so the neglect of higher-order terms is reasonable for the
hydrostatic elastic interaction; again, the inclusion of shear
terms could change the situation. Expressed as N/L, the excess
number of hydrogen atoms adsorbed per unit length, the result

of Appendix IV gives N/L = 10° cm~! or about 20 hydrogen atoms per
plane threaded by the dislocation. Recent computer simulations”’
indicate that the region within a radius r Nloi is a highly non-
linear elastic one with effectively lower elastic constants.

This suggests that a large "modulus”-type interaction is possible
which could contribute roughly an additional 20 hydrogen atoms
per plane threaded by the dislocation or N/L = 10° cm '. The
estimate by Bockris et al.?? for the core concentration is a
gross overestimate and shows the need for using the Fermi-Dirac
distribution. Use of their values?® in their Eg. (29) gives a
core concentration of about 100 hydrogen atoms per iron atom
along the core (with the value of the equilibrium hydrogen con-
centration taken as 2x10”° mole fraction'?). This is impossible,
since the Fermi-Dirac saturation limit is about 1 to 3 hydrogen
atoms per iron atom, or N/L = 5x107 cm™'.

Miodownik!! has suggested that adsorption to grain
boundaries is likely to be small. However, we note that many
boundaries in all but very well annealed pure metal crystals are
likely to contain grain boundary dislocations with long range
strain fields"?. These would adsorb hydrogen in the same manner

as the lattice dislocations discussed above. Also, of course,
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the nonlinear boundary region would be a source for adsorption
of about a monolayer of hydrogen per unit area.
Finally, for a Mode I crack, the stress field has a

hydrostatic component

5. = (1+v) K,
h 3 (2r)%

cos % (12)

This will give rise to an adsorption field analogous to that
given by Eg. (22) in ref. 29. The resulting expression is again
in the form of an infinite series as given by Egq. (23) in
Appendix IV. Evaluation of the series shows that it gives a
number of hydrogen atoms per unit length of crack of the same
order as the number per unit length of the dislocation. The
former result can greatly exceed the dislocation result for cases
of small K and large r,, with the opposite holding true for large
K and small r,. This result suggests that huge adsorption fields
are possible in the stress fields of cracks and of dislocation
pileups. A site-saturation, Fermi-Dirac atmosphere at the crack

tip would tend to support the HE mechanism suggested by Johnson®.

3.7 Crack Initiation
It seems that crack initiation is more-or-less being
neglected in comparison to measurements of crack propagation as
a function of stress intensity, whereas the incubation time could
be a significant fraction of the life in ma .y cases of cracking.
Sufficient data exists in some cases to estimate the incubation

time. Suppose that one knows the crack velocity v as a function
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of stress intensity K for a given system. Then suppose that

one observes crack initiation and propagation in a smooth speci-

men, so that, once the crack starts,

one can estimate the crack

length as a function of time t and hence estimate K(t). Then

the initiation time t, and the propagation time t_ can be related
to the time to failure te by
t

£
- - 9K
ti = tf J v (K) T dt
t

o

Here to is the time at which, by back extrapolation in time, K

is so low that v has reached effectively zero velocity, e.g.,

v =10"!° cm/sec.

3.8 Cracking Mechanisms

The above discussion suggests our view that more detailed

studies are needed to fully establish the HE cracking mechanism

in iron and in steels. Questions remain regarding the role of

diffusion, the effect of stress on diffusion, and the degree of

adsorption to defect sites. The asymmetry of the strain field of

hydrogen in bcc metals can have important implications; in par-
ticular, maximum adsorption will likely occur other than in the

region of maximum hydrostatic tension ahead of a Mode I crack.

With regard to SCC, the preponderance of the results

presented at the conference strongly favored the initiation of

SCC by the film-rupture mechanism. In this connection, however,

we note some reservation with regard to the situation at the
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crack tip. Also, it appears that considerable work is needed
involving the microscopic scale around the crack tip considered {
by McClintock!®? in order to more completely describe detailed

mechanisms of crack propagation in SCC by the film rupture model.
In the most advanced effort along these lines, Vermilyea'® was %
forced to leave tc’ the time for strain to build up and restart l
the crack, as an unknown parameter. Micromechanics or mechanics (

models are required to give estimates of parameters such as tc.
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: l ' APPENDIX I
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|

( A Detailed Model for Dislocation Effects at Crack Tips

scales within which different viewpoints prevail in describing
the situation about a crack tip. Here, we wish to focus on
the penultimate fine scale; that of the dislocation structure.
To place this in a concrete context, let us consider a planar
crack. At the grossest scale the solution is the elastic K

I
solution, next the small scale yielding solution of Rice'",

’ As shown by Rice and McClintock!?, there are various
E or various elastic-plastic solutions reviewed elsewhere!®:s!?
l next & region of size nominally related to discrete dislocation

spacings, and finally the atomic configuration at the crack tip.
) There is substantial evidence that coplanarity of slip
enhances SCC sensitivity, e.g., the discussions at this con-
ference. On the other hand, the mechanism of enhancement re-

mains obscure. One possibility is that of the requirement for

\ i a large slip step to initiate the slip dissolution model, or

the variant of requiring a large slip event to rupture a film

[ followed by dissolution as in the slip-dissolution case. However,
Latanision and Staehle"® found that the presence of a protective

{. film on nickel led to finer slip in cases where SCC was enhanced.

“ The other notion is related to the increased likelihood of large

i stress concentrations.with coplanar arrays, but a detailed

- mechanism has not been put forward. Here we shall attempt to
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indicate qualitatively that coplanar slip together with & fixed
microstructure scale can influence cracking susceptibility. Since
no detailed observations are available at such a scale, however,
we first briefly consider the case of slip around a nondeforming
particle for which observations are available and then extend the
arguments to the case of the crack.

Consider a spherical, nondeforming particle in a single
crystal deformed by simple shear on a single slip system and
suppose that dislocations not captured by the particle pass through
the region in question. The elastic field of the captured dis-
locations can be determined by a method due to Eshelby*?, in
which the particle is removed, the medium sheared uniformly, and
the particle then reinserted, deforming the medium as shown in
Fig. 2.

The resultant field is equivalent to a set of closely
Spaced Orowan dislocation loops in the interface of the particle"®
and corresponds reasonably with expectation from a continuum
mechanics calculation“’ for a strain-hardening elastic-plastic
case, which is the two dimensional analog of Fig. 2. On observing
such particle microstructures, however, relaxation is observed
over a scale corresponding to the interparticle spacing A,
occurring by the formation of punched~out loops and helices, as
illustrated in Fig. 3. Thus, only on a scale of size > A will
the discrete relaxed dislocation result and the continuum result

coincide.
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Now consider a Mode I crack tip, Fig. 4, on the scale
of the dislocation microstructure denoted by S, the source
spacing, which could be particle spacing, dislocation cell wall
spacing, or grown in dislocation spacing, as microstructural
scale parameters.

To make the point, suppose that the sources are such as
to produce glide on a plane and in a direction both normal to
the crack plane. In configuration (a) the stress field of the
crack will be such as to operate S, to produce blunting of the
crack as in (b). Let a new crack now start to grow on an atomi-
cally sharp basis as in (c), with some relaxation continuing at
source S . With the crack in configuration (d), the stress
field will be such as to operate source S,. In this case, how-
ever, the dislocation motion, while relaxing the total strain
energy of the crystal, will increase the local normal stress at
the crack tip. One possible result would be that the local
critical stress is exceeded so that the crack will grow rapidly
until it reproduces configuration (a), whereupon the cycle repeats.

The picture is obviously speculative, but it does show
a possible role of structure on the discrete dislocation scale.
An alternative would be for the crack to emit dislocations rather
than activating sources. Also, sources could operate on a variety
of systems inclined to the crack plane, to cite two different
possibilities.

Consider now the role of coplanarity in the model of

Fig. 4. 1In materials where slip is coplanar (fcc, low stacking
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fault energy; hcp, basal slip), the situation of Fig. 4 would
be favored. The intrinsic slip pattern would be one of multi-
polar arrays of dislocations of one slip system which could act
as the sources in Fig. 4. Moreover, the low stacking fault
energy (fcc or hcp) or low Peierls stress (hcp) would tend to
restrict slip to a single plane, as shown in the figure. With
non-coplanar slip, Fig. 5, the dislocation arrangement will tend
to be one of cell walls containing dislocations of several glide
systems. Further, systems of this type coincide with those in
which cross-slip is a relatively easy process. Thus, both from
the viewpoint of more slip systems and cross-slip, the situation
of Fig. 4(c) is less likely to occur. Instead, as indicated in

Fig. 5, continual blunting of the crack would occur.




i, APPENDIX II

A Preliminary Calculation of Atomic Relaxation

at a Crack Tip
Of importance in evolving cracking mechanisms as noted
f in the main text, is the question of whether the bond relaxation
in cracking is nearly reversible or highly irreversible at the
crack tip as the crack propagates. 1In order to provide some
insight in this question, we present a simplified representation
A of the crack tip. The model is shown in Fig. 6. Lateral dis-
pPlacements are ignored, the medium is regarded as continuous ex-

cept for three bonds, represented by Morse "springs", and the

central bond is supposed to break at the unstable equilibrium
position. The constraint of the surrounding elastic medium is
introduced by supposing the total length of the three bonds to
remain constant as the middle bond breaks. This is, of course,
an over-estimate of the medium compliance, and will lead to an
under-estimate of both the bond relaxation and the energy of

relaxation.

The Morse potential energy as a function of bond length

W= Wo{exp[-Za(ro-ro)]-Z exp[-a(r-ro)]} (13)

_ where WO is the energy at the rest equilibrium position r, and

| a is a parameter. A typical value for metals“® is a = 5/t
We further define the reduced variable 2 = (r-ro)/ro, i.e., 2
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is the bond strain. With the above values the unstable equilibrium

is at z = 0.14.
From Eq. (13), the total energy of the three bonds is

then in the rest state 2 = 0,

0 = -
Wo = -3 WO (14)
in the unstable equilibrium state Z = 0.14,
W, = -2.24 wO (15)
6, two

in the state corresponding to the broken bond of Fig.

bonds will relax to new equilibrium positions Z2 and the third

The values 2, and Z; are given

to a position Z, = 0.42 - 2Z,.
by setting oW/9z, = 0. The result is Z, = 0.041, z, = 0.34,

with a corresponding energy

W, = -2,27 W, (16)
Hence, with the Morse potential, the displacement re-

laxation is relatively large, the displacement of the broken

bond being 0.34 r, versus 0.14 r, in the unstable equilibrium

position. However, the energy of relaxation is relatively small

(W, - wz)/w; = 0.01 relative to the net energy change w, = w;)/

Wg = 0.24. Thus, the Morse potential calculation tends to indi-

cate that the process approaches a reversible one.
A more definitive calculation is expected to shift the

above result further in the direction of reversibility. As

shown by McClintock and 0'Day*®, the results of Fuchs' atomic
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calculations for copper, which should be fairly accurate, indi-
cate a maximum bond strain of Z = 0.045 versus the above value

of Z = 0.14 for a Morse potential, Z = 0.12 to 0.22 for Born-
Mayer potentials, and 2 = 0.25 for a sinusoidal potential. Thus,
the above Morse potential is too "soft" for copper, and probably
for other metals. A more realistic potential would probably shift

the situation toward reversibility with lower broken bond dis-

placements and a lower energy of relaxation.
1 On the other hand, as noted above, the compliance of
the surrounding medium is underestimated, a factor which would
[ tend to compensate for the potential law and shift the situation
toward that of a pinging type relaxation. With the already
1 highly simplified model of Fig. 6, however, it does not appear
l worthwhile to attempt more elaborate, and perforce lengthier,
calculations. Rather, we await the results of further computer
simulations®'. The above calculation does serve to show that
the question reversibility in the crack tip propagation remains

L open.




APPENDIX III

The Eulerian coordinates for the compression problem
are shown in Fig. 7. As noted in the text the X, axis can take
on values with 6 from 35.3° to 90°. However, in order that the
X, axis remain that furthest away from the compression axis, only
value of X, such that the angle B < 6 are allowed and similarly

for the angle between the compression axis and a line normal to

P and at an angle x + m/2. For this geometry cos B = sin® sink.

cos™ ! (cot 9).

Thus, K can vary between k, = sin”!(cot 6) and K,

The integral equivalent to Eg. (4) then becomes

) 30AV 2m €, m/2
W= —r J J [cos?6 €y + sin?8 €,,] sinbdddrde
o Kk, 35.3°
30&V m/2 ) ,
= - [(cos“O sin®b €11 + sin’6 622)
35.3°
x [cos™!(cotf) - sin”’(cot6)]as (17)

since the integrals over ¢ and k are trivial. Equation (17)

can be solved by the transformation of variables cotb = cosd

giving

60'V m/2
n

_ [(r/2)=-2¢] 2 . .3
A1 £4\(1+cosz¢)5/2 (cos“¢ sing €11 + sin®¢ 622)d¢ (18)
T
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i This expression can be solved by integration by parts to get
rid of the factor ¢, followed by explicit integration using

expressions 2.271 and 2.272 in ref. 50 to give Eq. (7) of the

, text.
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APPENDIX IV

The basic equation for the number of solute atoms ad-
sorbed per unit length in the stress field of an edge dis-

location is (ref. 29, p. 1215; ref. 31, p. 464)

2

= C J
(o]

0

where (K sin 6)/r is W/kT, Eg. (5), with the hydrostatic stress

m
- 1}dr d6 (19)

=

r
' K sin 6
J [exp (———;———)
r

0o

field of the dislocation substituted, Co is the bulk equilibrium
concentration of hydrogen and r, and r, are core and outer cutoff
radii in the stress field of the dislocation. Bockris et al.?®
correctly evaluated the indefinite integral over dr but then
neglected several terms in r, and r on inserting the limits.
Keeping these terms one finds that their Eg. (27) acquires

additional terms

2

rO Kro Kro
Cadd = Co[- — IO(R) = N5 I (K) + IO(;T—)
=5 r,
K Kro
+ ;—: Il(r_l—) - 1] (20)

where Io and I1 are modified Bessel functions of order zero and
one, respectively. The integrals leading to Eq. (20) are of

the form
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f exp (K sin 6/r0)d6 and
)

'ﬂ'

sin6 exp (K sinG/ro)du

O ———tN

The first is given by item 3, 387.1 in ref. 50 and the second
by item 8, 431.5.

For the case treated by Bockris et al.??®, i.e., K =
17.2 Boa Bp = 1009 ro. their Eg. (27) gives the result C =
51.9478 Co. Equation (20) for the same parameters gives the
result Cadd = -50.5196Co. The correct total result is thus
C = 1.4282Co which is considerably smaller and gives a result
for N/L a factor of 121 times smaller than that bf ref. 29.

A simpler approach is simply to extend the series ex-
pansion on p. 464 of ref. 31, which gives the result to replace

Eq. (27) of ref. 2% of

2 r1
C=cC,ll+ tn —
2r12 0
= 2n+2
+ ) (K 1 1 1
L@ (—— - )] (21)

2 2 2n 2n
r, n{(n+l)!] r, 5

This result converges somewhat more rapidly than the combination
of Eq. (20) and Bockris et al.?® Eq. (27), directly giving
C = 1.4282Co. These values of C can be converted to number of

atoms adsorbed per unit length of dislocation by

T = (c-C,) ml(r, ?-r ?)

535=




Also of interest with respect to the text is thc
analogous expression for adsorption in the stress field of a

Mode I crack, Eg. (12). The result is

2 -
Ij. = TTCOA.. [(r1 ro) + .L &Ln i.
L 2 r 16 r
) 0
© n
A 1 1
+ 1 (== - =) (23)
n=1 22n+2 n[(n+2)1]? ron rln

where r, and r, are inner and outer cutoff radii centered on

the crack tip and
5 o
Oh VH r

A= 17 cos (6/2)

with o, given by Eq. (12).
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g Figure 1. Model for emission of edge dislocations from a cell
| wall under the influence of the stress field of a
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Figure 2. Local deformation field associated with the re-
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Figure 3. Dislocation loop arrangements formed by dislocations
punched out from particles., i
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Figure 4. Stages in intermittent growth of a Mode I crack
under the influence of edge dislocations emitted

2
[ from dislocation sources S, and §,.
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Figure 5.

Figure 6.

Cross - Slipping
Dislocations

b

Crack configuration of Fig. 4c, with cross-slipping
dislocations.
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Simple model of a crack tip.




Figure 7. Eulerian coordinates 8, n, k and cylindrical co-
i ordinates 0, ¢ for cube axes X, X», X3 relative e
to the compressive axis CA.
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EARTHQUAKES AND THE MECHANICAL
BEHAVIOR OF ROCK

D. C. Drucker
B. Budiansky
J. R. Rice

Abstract

Earthquakés, spectacular as they may be, are but a
minor manifestation of large and continuing motion of the
crustal plates and underlying mantle. This relative motion
remains essentially steady over times very large in comparison
with the intervals between earthquakes. Attention is directed
toward regions such as California in which the tectonic plates
primarily slide past each other horizontally (strike-slip),
as distinguished from thrust fault regions such as Japan, Alaska,
and South America, in which crustal slabs are moving deep down
into the mantle. Thrust faults do occur in the predominantly
strike-slip region as a ~onsequence of geometric mismatch.

Among the ideas and questions explored are: tectonic
stresses; local and average stress drop during earthquakes;
differences in the extent of the deformed region in the direction
transverse to the fault between strike-slip and an associated
thrust fault; creep and small motions due to slip prior to and

subsequent to earthquakes; patterns of displacement and of stress

Preceding pag» blank
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variation through the lower, middle, and upper portion of the
crust; possible melting of rock during sliding, healing and
weakening of warm rock under pressure in the presence of water;
dilatancy in "solid" and jointed rock, its cause, its role as
a significant stabilizing factor, and its influence on the
speed of stress waves to provide an advance indication of an

impending earthquake.
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EARTHQUAKES AND THE MECHANICAL
BEHAVIOR OF ROCK

D. C. Drucker
B. Budiansky
J. R. Rice

Phenomenological Observations

A suitable explanation for the occurence and the be-
havior of earthquakes should cover a large number of somewhat
confusing phenomenological observations. Among these are the
indications of a shear stress build up of about 500 psi or
30 bars in 100 years. This number is consistent with a shear
strain increment of 10~° per year!, which multiplied by a shear
modulus of 5x10° psi gives 5 psi per year. Yet the value of
30 bars accumulated in 100 years and relieved by a major earth-
quake, according to seismic records?, is very small in compar-
ison with the strength of rock in the crust or the frictional
resistance to the sliding of rock on rock even at moderate depth
as indicated by measurements in the laboratory on essentially
coherent specimens®. The following set of numbers! gives some
feeling for this disparity and the variation of properties
through the crust. At a depth of 10 km the lithospheric pressure
is approximately 3 kb (45000 psi) and the temperature is approx-
imately 200°C.. At 5 km the lithospheric pressure is half as much,

the shear strength of dry rock would be above 20,000 psi, and the




dry sliding frictional resistance would be in excess of 10,000
psi. At a depth of 25 km the temperature rises to about 600°C.
Variations in local conditions along and transverse to
a fault are enormously greater than might be implied from the
observation that carthquakes occur with such small build-up and
drop of average stress. After all, just 100 meters difference

in elevation changes the lithospheric pressure and the strength

of the rock in the upper portion of the crust by 30 bars. Quite
apart from this overwhelming influence of pressure, considerable

variation is likely in the strength of rock, the coefficients of

static or sliding friction, stress concentration and allied
piling-up or hanging-up of relative motion, pressure of water,
permeability and all physical properties of so inhomogeneous a
system as the crust of the earth.

In oil fields and in large regions of the upper crust
without strong seismic activity, shear stresses or principal
stress differences of the order of 100 or 200 bars (a few
thousand psi) have leen measured at depths of a kilometer or
more.

Although considerable variations in rock types and
properties do exist, earthquakes appear to initiate in and
propagate across sedimentary as well as igneous rocks without
dramatic difference.

Earthquakes are very local on a global scale. The very

largest involve slip over a small fraction of the periphery of

the tectonic plates. Minor earthquakes are very local with
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dimensions of the region of slip small compared with the depth
of the upper portion of the crust. The exceptionally straight
San Andreas fault is wavy, not absolutely plane, with waves of
about 1 km amplitude and wavelength of 50 km or so.

A marked decrease in the speed of travel of body waves,
Vp and Vs, and in their ratio VP/VS, has been obsarved prior to
chrust fault earthquakes in the USSR, the Adirondacks <f New York
State, and most spectacularly in a large region in the vicinity
of the San Fernando fault.® The time lag between the observed
drop in Vp/VS and the subsequent recovery just prior to the
earthquake correlates conceptually with diffusion of water to
the region of the fault. Rock dilates as it deforms toward
failure, thus inducing suction in the pcre water and possibly
vapor formation in fissures which open wide. With vapor form-
ation or the formation of new dry cracks the speed of body waves
would drop.G The pressure drop, large or small, tends to lend
stability to the rock against continuing deformation until pore

6b,7

water flow eliminates the dilatancy hardening. No similar

changes in wave speeds have been observed across the San Andreas
fault.

Rocks are dilatant in bulk as small cracks open under
shear stress.? Rock masses with joints between them also are
dilatant. The behavior of "solid" or jointed rock resembles
that of a dense sand but with far lower porosity and permeability.

Water pressure in all cases reduces the effective pressure or
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normal compressive stress on each plane and so lowers the
strength of the rock and the resistance to frictional sliding.
Increasing the pore pressure by pumping water down a deep well

has produced earthquakes.’

Tentative Conclusions

The tentative conclusions reached are that the tectonic
shear stresses in the crust are many times greater than the
average shear stress drop during an earthquake, rather than
comparable as most often proposed. However, the motion just
before, during, and just after a major strike-slip earthquake
occurs is constrained by the lower 3/4 or so of the crust which
does not slip appreciably in this time interval. It is helpful
to think of the driving force for the relative motion as the
somewhat spread out screw-type dislocation displacement pattern
of the lower and middle regions of the crust, which builds up
incrementally over 100 years, rather than the high tectonic shear
stress, which always is present, Fig. 1. Based on laboratory
experiments?®, initiation of slip does require consideration of
the high tectonic shear stress as does the continuing slio in
the presence of friction in the upper region of the crust.

Much of the strike-slip fault length and area in the
upper as well as the middle and lower crust does slip or creep
steadily or sporadically with little or no noticeable seismic

0

activity.' Regions in which large earthquakes occur are regions

in which relative motion is impeded or hung-up over large or
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small areas of the fault. The resulting stress concentration
in these pinning regions eventually becomes high enough to
initiate sliding. Unless melting intervenes, sliding proceeds
at an appreciable frictional stress but a stress below the
breakaway stress. Propagation ceases when the boundary of the
surface of sliding spreads out far enough into regions of lower
shear stress or into regions of higher friction. The area of
the newly slipped region of the fault may range from negligibly
small to extremely large, most often not large enough to break
through to the surface of the earth, but at the other extreme
extending hundreds of kilometers along the fault.

With the incremental elastic displaccment pattern in the
middle portion of the crust controlling the relative motion
across the fault in the upper portion of the crust, there still
may be appreciable non-uniformity over local regions of the
slipped fault. Aftershocks to equalize the relative motion
across the fault may go either forward or backward, therefore,
but the clear preference is for a continuation of the slip aé
local regions which barely hang on during the earthquake then
release their hold, as deep regions creep rapidly, and the
elastic tectonic shear reasserts itself. Dilation, pore pressure
drop, and inflow of water to again raise the pore pressure would
account for the sticking and then slipping of local regions.’Ps11
Large effects of dilatancy on the pressure of water in

saturated rock, or in open areas between joints in saturated
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rock masies, can be explained by large nonlinear changes of
crack or gap volume with small changes in applied stress. Hertz
contact stress and displacement theory or block rotations make
for repcatable volume changes from one earthquake to the next.

Fig. 2 provides a poss..ble explanation for the detection
of a large dilatancy effect over appreciable regions prior to
an associated thrust fault earthquake when such effects would
not show up transverse to a strike-slip one. Much larger trans-
verse horizontal dimensions, much larger volumes of rock are
shown to be disturbed in the thrust fault associated with an
offset in the dominant strike-slip system of faults. A correl-
ation of time delay between dilatation and earthquake with depth
of focus of the earthquake is worth exploring along with present
explanations based on the inflow of water from the boundary of
the dilated region to its center.Sb Conditions for localization
of deformation in a band are, in general, strongly dependent on
the ratios of principal stresses (plane strain vs. axially
symmetric compression, etc.) and this too may contribute to the
difference between strike-slip and thrust faults, the latter
possibly being subjected to stress states consistent with ex-
tensive dilatant deformation before localization occurs.

The cyclic nature of earthquakes, or more accurately the
the repetition of events in time, is described but not explained

by the build-up and release of 30 bars of shear stress. A slow

and partial chemical healing (sintering or cement- -like reactlon)
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of fractured or jointed rock by water in the upper crust under “
rather high pressure but moderate heat might explain the 30 bar |
barrier and release. At the same time, the presence of water
weakens the rock and peimits fresh fracturing to take place at

much lower applied stress than in dry rock.!?

Suggested Experiments and Analysis

Several suggestions for field measurements follow from
the qualitative picture of the dominantly strike-slip fault
systeﬁ typified by California. Probably most important from
the overall geophysical viewpoint is the determination of the

actual tectonic stresses in the region. Shear stress, or

principal stress difference, in particular should be determined
and then changes monitored at a sufficient number of locations

in depth and plan along and away from the San Andreas. Techniques
employed in mining research for the determination of tectonic
stresses far ahead of the mine face should be applicable. Each
location should be at ample depth to avoid surface perturbations,
some should be several kilometers down. At the same time, water
pressure should be monitored in the holes which will be drilled.
The present uncertainty about the average shear stress level is
a great detriment to a clear analysis of the cause and effect

of earthquakes. Moderate accuracy would be sufficient to dis-
tinguish between 20 bars and 1000 bars. Changes in stress level

with time are much easier to determine and should be correlated

with observed relative motion along the fault.




Similarly, the dilatancy question should be explored by deter- .
mining Vp and Vg in a traverse of lengths parallel to and 1
neighboring the San Andreas fault in addition to transverse to
it. If strike-slip is localized while the associated thrust
fault regions needed to match strike-slip on parallel fault
systems are diffuse, the region adjacent to the San Andreas fault o
should show cycles of dilatancy over lengths parallel to the
fault, cycles whose effect would be lost on the average if measure-
ments are made transverse to the fault. However, it is possible
that the dilatancy near strike-slip faults is sufficient to re-
duce the pore water pressure appreciably and strengthen the &
region temporarily, yet not be large enough to cause vaporization. i
If so, the wave speeds would not be affected but pore watér
pressure measurements would show a large variation with time. f}
Laboratory experiments on both rock healing and the
equivalent of stress corrosion due to water under conditions of -
pressure and temperature corresponding to 5 km depth would be 7\
extremely valuable but would require considerable time. They
would be especially worthwhile if accompanied by creep experi- .]
ments in rocks at temperatures and pressures corresponding to
points in the lower and middle regions of the crust as well as
the upper portion. Such experiments would permit needed improve- i
ment and quantification of the deformation pattern of Fig. 1. !
Analytical studies of a variety of topics are needed. }

Appropriate constitutive relations should be developed for a

-h4-




dilatant rock mass in a field of variable stress, temperature,
and water pressure. Calculations then could be made of the
stability of the rock mass and the localization of failure under
increasing compressive or shear stress. Permcability as a
function of stress and time at temperafure would be intimately
related to or form part of the constitutive relations. Funda-
mental assessment then would be possible of the observation and
hypothesis that a drop in Vp/Vs due to dilatancy provides
quantitative information that a thrust fault earthquake will
occur in a strike-slip dominated region. The calculation of
the effect of viscous drag of the mantle on the crust and the
viscoelastic response of the lower and middle portions of the
crust would provide a beginning for earthquake prediction from
material properties. Analytic description, in fracture mechanics
terms, of the properties of the surface of slip and the dis-
locations or cracks moving along this surface would come next.
In particular, it is necessary to clarify the picture of stress
drop, to distinguish among very different possibilities which
lead to very different conclusions about prediction and modi-
fication of earthquakes. At one exireme there is the possible
actual drop in stress of 30 bars or so over large areas of
sliding, many kilometers in extent. The other extreme, which
might correspond to melting of the rock on the surface of sliding,
is to think in terms of a large (kilobar) drop in stress every-

where sliding is taking place but to suppose only a small fraction




of the total region of slip to be sliding at any one tinme.
Intermed.ate situations of portions of the total region sliding
with rather high friction but appreciable stress drop are equally
consistent with the usual analysis of seismic signals. Earth-
quake modificaticn procedures are likely to be very sensitive to
actual stress drop and the extent of the areas of sliding. A
more detailed analysis of existing seismic records, both near

and far field, may provide much more information than has yet

been brought out.
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Elastic shear strain in upper
crust due to overall tectonic
shear stress is of order 10X

greater than the incremental

shear strain

2m

I
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e (surface after
earthquake)

(surface)

d
c
b
a

. Figure 1. Incremental dlsplacement picture for strike-slip
‘" in any one region from one earthquake to the next.
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Figure 2. An associated thrust fault in a strike-slip
dominated region may have a large dilatant
region prior to seismic slip.
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THEORY OF SOLUTION STRENGTHENING
OF ALKALI HALIDE CRYSTALS

J. J. Gilman

Abstracg

The solution-strengthening of sodium and potassium
halide crystals by dissolved alkaline earth atoms is accounted
for quantitatively. Strengthening is associated with the change
in electrostatic energy that occurs when a divalent ion-vacancy
complex is sheared by a dislocation that passes through it. The

model yields a hardening coefficient of 11x10° d/cm?; compared

with the experimental value of 9.2x10° d/cm?.
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THEORY OF SOLUTION STRENGTHENING
OF ALKALI HALIDE CRYSTALS

J. J. Gilman

I. Introduction

Recent experiments by Chin et al.! have shown that
crystals of Nacl, Br and KCl, Br are strongly hardened by small
additions of divalent ions (Ca2+, Sr2+, and Ba2+). In the
solution treated condition the yield strengths, cy of their
crystals depended only on the concentrations of the additions
and not upon the divalent ion species, or upon the host species
(see Figure 1). They also found that the strengthening is pro-

portional C;5 where C is the atomic concentration as demonstrated

by Figure 1l and expressed in the equation:
8 2y = X
cy(lo d/cm?) = 0.15 + 92 C (1)

This result appears to pe consistent with the results of
previous work as reviewed by chin et al.! Therefore, the problem
of a theory is to account for the coefficient of the concentration
in terms that are independent of the addition and host species.

The model of Fleischer? that is currently used to account
for divalent ion hardening gives the following expression for the

yield stress:
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Ty = 1/3 G Ae C;5 (2)

where G is the appropriate shear modulus of the medium, C is the
atomic concentration of divalent ions, and Aec = €, - €, where

e, and €, are the principal strains of a tetragonal distorticn.

In the present context, this theory has certain Qiffi-
culties which can be seen by comparing the data listed in Tables
I and II with the experimental observations of Chin et al.! 1In
Table I some properties of the host salts are listed plus the
average value and the range of variation divided by the average.
The variation of the lattice parameter, do and of the dielectric
constant, K are small consistent with the lack of variation of
the solid solution hardening. However, the variation of the
elastic shear stiffness, C44 is large which should lead to large
differences in hardening for a given species of divalent ion
addition according to Equation (2). Also, in Table II both the
ionic radii and the ionic polarizabilities show large variations
among the three species, and therefore should produce different
values of Ae for a given host. Yet these species are all ob-
served to have approximately the same effect on the hardnesses
of the four host crystals.

Another deficiency of the Fleischer theory is that it is

not absolute because Ae is treated as a parameter to be obtained
from experiment or from some other theory.

The invariant feature of the hardening is simply the ionic

charge difference between the host and addition ions. The present




model is based on this factor and the calculation is carried out

without introducing a disposable parameter.

II. Hardening by Divalent Complexes

As a result of the work of Dryden, Morimoto and Cook?,
it is known that for the solutions under discussion, the divalent
cations are associated with cation vacancies as shown schematically
in Figure 2. For the glide gplanes that pass through the structure,
the interaction between the divalent cation and its associated
cation-vacancy presents a strong local impediment to dislocation
motion. Since it is localized, the force required to shear the
complex cannot be spread out by the dislocation core structure,
so the required shearing stress approximately equals the cohesive
shear strength of the complex.

The form of Equation (1) is:
oy = A+ B c;5 (3)

where A << B, =o when C becomes unity", o, = B. Hence, B is
simply twice the cohesive shear strength of the complex (since
the resolved shear stress, T = cy/2). This can be calculated

from electrostatic theory as follows.

TII. Shear Strength of Complex

Before a dislocation with Burgers displacement, b passes
through the complex, the distance between the two charge centers
is: d = b = ao//f); and afterwards it becomes v2 b = ag- There~-

fore, if K is the static dielectric constant and e = electron

_—64-
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charge, the energy difference between the initial and final states |
1s (since each charge center has unit excess charge):

2

- € -
AU = KE; (/7 1) (4)

The force on the complex caused by a shear stress, 1 is Tb per
unit length, or Tb(ao/Z) on the segment that shears the complex.

Thus the work done, W is:

S L

_ 2 _ 3
W=1/2 1b aj = Ta_ (5)

Equating the work done and the energy increase yields:

2
T = 1.66 e (6)

K a'
o
But two glide planes pass through the complex so the effective

concentration is twice the divalent ion concentration. This

introduces a factor of v2, so the effective shear strength is:

2.34 e?

T = SR2s EF (7)
eff K au
o
which yields the following hardening coefficient:
2
p=24.7¢€ (8)
K a*
o

From Table I, the average values of K and a, are 5.29

and 6.13 i, respectively which yield a numerical value:
B =~ 11x10° d/cm? (9)

compared with the experimental value:

-65- )




Bexp = 9,2x10° d/cm? (10)

IV. Summary

A simple theory is presented that accounts quantitatively
for the solid-solution hardening of monovalent salt crystals by
divalent impurities. It is based on the change in electrostatic
energy that occurs when a divalent ion-cation vacancy complex is
sheared by a dislocation passing through it.

The solution hardening coefficient that is given by the
theory differs from the observed value by only 16%. Since no
disposable parameters are used, this good agreement gives credence

to the model.
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TABLE I - SOME PROPERTIES OF THE HOST SALTS

o d ) IONIC
COMPOUND | C,, (10'% "/cm®) | d_(A) | K_, ... | REFRACTION , |
1 }
NaC1l 13 5.64 5.68 9.2 L
'
| NaBr 11 5.97 5.99 12.7
KCl 6.5 6.29 4.70 10.9 .
KBr 5,2 6.60 4.78 14.2 '
) |
AVERAGE 8.93 6.13 5.29 11.8 3
1
)
. AX/<x> 0.47 0.16 0.24 0.43 , g
§
{ -
r TABLE II - SOME PROPERTIES OF THE DIVALENT ADDITION IONS |
RADIUS IONIC REFRACTION ’
X ION (PAULING-A°®) (POLARIZABILITY)
, ca?* 0.99 1.35 (
| sret 1.13 2.30
i 4
| Bal?t 1.35 4.30 _J
]
; AVERAGE 1.16 2.65 j 1
f Ax/<x> 0.31 1.11 ‘}
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MICROWAVE CONDUCTIVITY MEASUREMENTS ON
ANISOTROPIC ORGANIC CRYSTALS

P. L. Richards '

Abstract

A microwave technique is described for measuring the
L electrical conductivity of anisotropic organic materials.
This technique is useful in the high conductivity (skin effect)
limit‘which has been encountered in TTF-TCNQ. The sample is
placed in the center conductor of a coaxial resonator so that
a large microwave current flows through it even when the skin

depth is small. Methods for cavity calibration and data

analysis are described.
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MICROWAVE CONDUCTIVITY MEASUREMENTS ON
ANISOTROPIC ORGANIC CRYSTALS

P. L. Richards

Coleman et gl.l have reported electrical conductivities
which are comparable to that of room temperature copper in
several samples of the organic salt TTF-TCNQ. The large con-
ductivity is observed only in a narrow temperature range and in
only one direction in these highly anisotropic crystals. The
possibility that this high conductivity arises from the onset
of superconducting fluctuations has aroused considerable inter-
est. The argument in favor of superconductivity is based on
the very large conductivity compared with that expected from
the carrier density and relaxation frequency.

The conductivity measurements made by Coleman et al.
used a dc four terminal technique which is subject to serious
errors in strongly anisotropic materials. Microwave measure-

ments of conductivity and dielectric ccnstant can in priﬁciple

be made without electrical contact to the sample. Such measure-

ments on low conductivity TCNQ's are described by Shchegolov?
and by Bloch et al.’ The technique used for these experiments
is to measure the perturbation of the resonant frequency and

the Q of a cavity rescnator when a sample is introduced which

is short compared with the microwave wavelength A ind thin

f
| ey

|




‘ compared with the microwave skin depth §. Attempts to use

- —— e e

‘ this technique on the high conductivity samples reported by

Coleman et al. failed because the skin depth at microwave
, frequencies § < 107% cm becomes so small that a sample thin
— compared with § does not have enough volume to perturb the
resonance by a measurable amount.
A number of microwave techniques have been developed
to measure the absorption in metals in the skin depth limit.
One of these appears to be very convenient for measuring

organic crystals which grow in the form of thin rods oriented

along the high conductivity direction. This is the co-axial

resonator technique used by Pippard to study the anomalous

skin effect in normal metals and the penetration depth in super-

{ conductors. "’ ?®

The resonator, which is shown in Fig. 1, is a
section of a TEM mode coaxial transmission line with an open
circuit at each end. The outer conductor extends somewhat be-
yond che ends of the inner conductor and is closed to prevent
radiation loss. The wavelength of the fundamental resonance

is slightly longer than twice the length of the inner conductor

because the spreading of the E~field at the ends introduces

extra capacitance.

The ratio of the power absorbed in the center conductor

g

(of radius r, and surface resistance R1) to that absorbed in the
outer conductor with the same o (r, and R,) is approximately

r,R,/r;R,, since the same total current flows in each conductor

Conmeeely MMl S
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in the TEM mode. For this reason the center conductor can

dominate the cavity Q even if R, << R,.

If a sample of high conductivity TTF-TCNQ is used as
the center conductor in the above cavity, then the microwave
conductivity can be obtained directly from the uncoupled cavity
Q. Although this simple procedure can be used under favorable
conditions, it has two disadvantages. One is that samples will
not usually be available in the proper length to match the
chosen microwave frequency range. The second is that the micro-
wave current is a maximum half way along the center conductor
and falls to zero at the ends. Consequently, there is some
current flow transverse to the sample axis, and the perpendicular
conductivity o, will contribute to the power dissipation. We
can estimate this effect with a simple calculation. Assume that
the microwave surface current is uniform to a depth § and that
it flows parallel to the sample axis over the central half of
the sample. The electric field perpendicular to the sample
surface near each end implies a surface charge in those regions.
1f we assume that the microwave current is moving toward (or
away from) the surface over the remainder of the sample, the
ratio of the power dissipated by the radial currents near the
ends to the power dissipated by the axial currents in the
central half of the sample is

2
s /e _ o0
o, 2rmr (A/4) o“ 2mr,d 0, A¢
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Although the fractional loss due to o, is negligibly small
under most circumstances, it is best to avoid this effect as
far as possible.

Both problems can be aleviated by extending the sample
with metal antennas as is shown in Fig. lb. The length of the
antennas should be cut to obtain the desired resonant frequency.
They should be placed on both ends so that the sample is in a
region of nearly uniform current. The antennas need not make
electrical contact to the sample since a small extra capacitance
will have little effect on the measurement. The ends of the
sample and the ends of the antennas in contact with the sample
should, in so far as possible, be flat, parallel, and equal in
diame-er o0 as to minimize fringing fields which would introduce
losses related to o,. As is shown in Fig. 1lb, the three parts
of the center conductor can be held in place by inserting them
into a capillary of fused silica. The capillary should have
thin walls so as to minimize dielectric loss in the regions of
srong E-field near the ends of the inner conductor. Capillaries
of the desired size can easily be drawn down from larger tubing.

several factors interact in the choice of the radius r,
of the outer conductor. For any given sample size and surface
resistance, there is a range of sizes which correspond to con-=
venient values of the microwave Q. This Q can be estimated

from standard transmission line theory .o be

4tw r,r, r

L 2
Q= = = in (_—) 3
R c2 r2R1+rlR2 X,
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A copper X-band cavity with r = 0.05 mm and r = 5 mm should

have Q = 700. In this case 99 percent of the loss occurs in

Although modes other than the TEM could in principle be used to )

the center conductor.

The coaxial resonator technique discussed here is only ? |
useful for high conductivity samples which are in the skin -
depth limit. For lossy materials for which r R, can be neglected ;
compared with r R, = r,/§ 0, we have 1

2r, r,
Q= Bn 2n(7r) 8 .
I1f §, becomes comparable with r, then the Q is of order unity. ;
LL |
I

measure low conductivity or even dielectric samples, the analysis !
would be complicated and there would be no advantage over the ;
conventional small sample perturbation technique.? This con- ‘S
ventional technique should therefore be used for survey purposes,

and the coaxial resonator employed only if very high conductivity

is indicated.

\ The radius of the outer conductor should be chosen small ‘

enough to avoid any propagating waveguide modes close to its

‘ frequency. This condition is satisfied if X > 2.62 r, for the

| S M

. ™)y - Allowing for perturbations arising from the center con-

ductor, A > 5 By should be safe. The ends of the can should be

¥ t
beo

far enough from the sample to avoid excessive spreading resistance,

and to avoid dependence of the resonant frequency on the axial

==

position of the sample.

N
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Depending on the frequency employed, the coupling to

i, e il

the cavity can be accomplished by H-field loops or by E-field
stubs as are shown in Fig. 1. Since the coupling is a function
of the axial position of the sample relative to the coupling
structures, it is convenient to suspend the sample in such a

way that this position can be varied during the measurement as
is shown in Fig. 1lb. Although coupling losses can be calibrated
by using a sample of known surface resistance, it is difficult
to position different samples precisely enough that the coupling
is the same for each. It is preferable to measure the uncoupled

cavity % each time a sample is inserted. This can be done by

plotting the coupled Q as a function of the cavity transmission

coefficient t and then extrapolating to t = 0 to find Q% For

symmetrical structures this is a simple linear extrapolation.®

The dielectric loss as well as the loss in the antennas and the
outer cavity walls must be subtracted from the uncoupled cavity
loss before the sample surface resistance RS can be obtained
from Q. This can be done by observing that R.SRS/rS is a linear
function of l/QO, where ls and rg are the length and radius of
the sample. The two constants in the linear function can be
elvaluated by measuring Qo for copper wires with two different
known values of QSRS/rS. The surface resistance of copper near
room temperature can be computed from the classical skin effect
theory to be R = 1/08 = V2ww/oc?. The calibration wire (s)
should be carefully electropolished to insure that the surface

conductivity is characteristic of the bulk metal. Low temperatures

ol -~
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can be used to obtain two values of Rg from a single calibration

sample if o(T) is first measured. If the computed low temperature

skin depth becomes comparabie with the mean free path in the |
copper, then the anomalous skin effect must be used to compute [

RS from 0. Such effects become important by 77K for OFHC copper l
at typical microwave frequencies.® A particularly accurate ‘ ,
calibration of the residual cavity and antenna losses can be \

obtained by using a calibration wire which becomes superconducting

and by measuring Qo at room temperature and at a temperature |

«
-—

T < 0.5 T, where the wire is essentially lossless. Since the

L loss in a sample with lengtl QS is expected to vary as lsRs/rs, )

-

it should be possible to scale a single calibration to samples
of slightly different lenyths. It is well to keep in mind that
losses in the antennas and the remainder of the resonator can

have significant temperature dependence if they are made from

R MA

pure metals. Alloys such as brass might be useful for these

parts if adequate Q can be maintained.

oom——

The classical skin effect theory with wt << 1 will .

usually be valid for high conductivity organic crystals. The I

conductivity c” = 21rw/c2RS2 can then be easily obtained from

A

the measured sample surface resistance RS. A test of the

validity of this procedure can be made if changes in resonant "

B

The effective capacitance Co of the resonator is

| SEp—

»
; frequency as well as Q are measured as a function of temperature. -
|
C

essentially independent of the skin depth § because the depth

of the surface charge layer associated with the E-fields normal

. o .
)—A‘ CE

=78~
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to the conducting surfaces is governed by the much smaller

electrostatic scrcening length. The tangential magnetic fields,

however, penetrate a distance §, so changes in the resonant

frequency w, = (LOCO)-!i arise through the effective inductance Lye

If we define the surface impedance in the usual way in
terms of the tangential electric and magnetic fields at the sur-
face Z = R+iX = 47E/cH, then a simple theorem relates the change
in resonant frequency Awo associated with a change Axs in the
surface reactance of the sample, to the change in the width of

the resonance at the half power points A(w,-w,) associated with

a charge ARg in the surface resistance of the sample:’

AXS - 2Awo
ARS A(wl-w;)

If care is taken to eliminate other sources of frequency shift
(or changes in Q), this theorem can be used to obtain an expexri-
mental value of AXS/AR. Alternatively, the relationship between
Awo ard AXS can be obtained like that between w -w, and Rg from
the cavity calibration procedure discussed above. In the class-
ical skin effect theory R = X = 27wé. A measured value of
AXS # ARS +3 a sign that the classical theory is not valid.

Such an effect could arise from the onset of super-
conducting diamagnetism. In this case the real conductivity
becomes small for T < T, and w_ << 2A, but there is a large

0
imaginary component which is proportional to 1/w? and thus leads

to a frequency independent reactive penetration depth. Pippard®




used the freguency shift method to measure this penetration
depth in type I superconductors. Although this method can be
used to detect *he onset of superconductivity, dc SQUID magneto-
meters should be more sensitive.’

Another cource of AX # AR which could prove important
might arise from a strong paraelectric or ferroelectric contri-
bution to the imaginary conductivity (real dielectric constant).
Although the coaxial resonator is not particularly useful in the
large € limit, it might be desirable to analyze the frequency
shifts which mark the onset of such a state.

Two other sources of AX # AR are much less likely to
occur in organic conductors. If the relaxation frequency 1/t
should become comparable with the microwave frequency or if the
mean free path for electron motion perpendicular to the sample
surface should become comparable to the skin depth, then the
classical skin effect theory will break down. The theory of
these relaxation and anomalous skin effects is well-known, ' but
the one-dimensional nature of the high conductivity in materials

like TTF-TCNQ is likely to prevent the occurrence of either.
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figure 1(a). Cross section of TEM coaxial resonator showing }
mode pattern and placement of H-Field coupling loops fed
with coaxial lines,

(b). Cross section of TEM coaxial resonator showing
E-Field coupling stubs fed with waveguides, and sample .
(with antennas) suspended in a fused silical tube. ‘




DYNAMICS OF MAGNETIC SUSPENSIONS
FOR HIGH SPEED GROUND TRANSPORTATION

M. Tinkham and P. L. Richards

Abstract

This paper discusses the relation between the power
spectrum of track roughness and the subjective ride quality of
a vehicle traveling over the track. First, we discuss the
suspension dynamics with varicus combinations of springs and
dashpots to simulate classes of suspensions. A rather detailed
analysis is then given of the effect of a normal ~onducting
screening plate between superconducting suspension magnets and
the track. Such a plate both screens AC currcats from the mag-
nets to reduce AC losses and damps the vertical motion. It is
estimated that a damping time of under one second can be obtained
by this passive means, and the high-frequency properties have
the favorable characteristics of series dashpot damping. A
quantitative discussion is given of the smoothing effect of the
finite length of the magnetic "pads", which average out the short
wavelength variations in track elevation. A somewhat similar
effect arises from the fall-off .n subjective sensitivity to
accelerations at frequencies above the natural resonance frequen-
cies of the human body. After taking account of all these

smoothing effects and integrating over all frequencies, it appears

=§3=




that there will be no serious problem in obtaining satisfactory
subjective ride quality with a high-clearance superconducting
magnetic suspension system. An analysis of low-clearance ferro-
magnetic attractive suspension with feedback stabilization and
secondary suspension is also given. This suggests that this
system could also give satisfactory performance if the weigrht of
the "magnetic bogie" can be kept small enough compared with the

weight of the car.
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DYNAMICS OF MAGNETIC SUSPENSIONS
FOR HIGH SPEED GROUND TRANSPORTATION

M. Tinkham and P. L. Richards

L. Analysis of Ride Quality

A complete aqg}ysis fo ride quality in high speed ground
transportation system would entail consideration of all cegrees
of freedom of the vehicle's motion under all applied forces, in-
cluding wind buffeting. For simplicity, we consider here only
the vertical motion (heave) of the train due to track roughness.
Similar analytical methods could be used for the other types of
motion and other random forces.

The purpose of this paper is tc work out the relation
between the power spectrum of track roughness Pz(q) and ride
quality, which is defined in terms of the power spectrum of
vertical atcelerations of the train Pi(w). It .s found that
finite pad effects resulting from the spatiai extent of magnetic
or air cushion levitation can greatly reduce the train acceler-
ations. A subjective ride quality criterion is proposed and
used to quantify the comparison of various configurations.

Vehicle Dynamics

We first work out the relation between Pi(w) and Pz(q).

Note that the track height power spectrum Pz(q) is referred to

spatial frequency q rather than to the temporal frequency w;




the two are related by w = qv, where v is the train velocity.

We will consider several different suspension systems in order
to illustrate the sensitivity of the predicted ride quality to
the suspension design. These include the conventional parallel
spring and dashpot illustrated in Fig. la, the series spring

and dashpot of 1lb, and the series-parallel combination of lc.
The results are expressed in terms of the height z of the center
of mass of the trein, a suitably averaged track height Z and a
samping factor 1/Q which is the fraction of the stored energy
which is dissipated per radian at resonance. The expression for
Q in terms of the resonant frequency and dashpot constant is
different in each case. Critical damping occurs for Q = 1/2.

The suspension response is easily computed in each case

by writing down the equation(s) of motion cnd assuming an g tut

variation for both Z aud z. For the parallel combination of

Fig. la, we obtain

LZ (N)Jj w0“+w2a2/M2
12 (w) ]2 ) (woz-w2)2+w2a2/M2

(la)

where for this system Q = Mwo/a. At the resonant frequency

W= Wy this ratio is 1 + Q% so that a higuly.damped (Q < 1)
suspension is desirable to minimize this resonant amplification
of track roughness. For w >> W the displacgment ratio is

woz/szz, which is increased by decreasing the damping factor

1/Q. Thus, increasing the damping effectively decreases the

vibration at W, but increases it at higher frequencies. Since
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the sensitivity to high frequency vibration is reduced by finite
pad effects (discussed kelow), it is generally desirable to have
high damping (Q < 1).

Studies®’?

of suspension dynamics which seek to minimize
a linear combination of mean square suspension displacement and
mean square vehicle acceleration conclude that the optimum sus-
pension consists of the series dashpot and spring of Fig. 1lb,
rather than tihe parallel dashpot and spring. Although this opti-
mum is deduced without consideration of finite pad effects, it

ir a useful alternative system to consider for transportation

systems which employ active feedback damping. The displacement

response function in this case is

lz(w |2 _ b , w#E 0 (1b)
|Z (w) |2 (woz-w2)2+wo"w2M2/a2

where Q = a/Mwo. Equation (lb) is similar to (la) at low fre-
quencies, but approached zero more rapidly for w >> CA It is
this lack of response at high frequencies that favors the choice
of series dashpot and spring suspensions. As we will see, the
difference between the two types of suspensions is much less
pronounced when finite pad effects are included.

The series spring-dashpot suspension (lb) is not by it-
self satisfactory because it cannot support a static load. From
the equations of motion, the displacement response can be in-
finite at w = 0. Some additional component, such as the parallel

spring in Fig. lc, is required to correct the low frequency

=47




response. In this case the response ratio can be written

2 24y 2 4 Yoag2 2,12
w, “+w +w M
|z (w) |2 _ (w, p ) Wy M /wta

= (1e)
1Z(w) |2 (w 2-0?) 242 (0 2-0?)w, 4o 4 (0 P-0?) 2MPe */u?a?

If the parallel spring is chosen to be considerably softer than
the serics spring, then (lc) resembles (lb) except that the
response is increased by a nearly constant factor.

Finite Pad Effects

The effective track height Z in the ahove equation is

an average over the length L of the vehicle.

L/2
Z(x) = Z(x+x')g(x"')dx"' ’ (2)
-L/2

where g(x) is a suitable non-negative weighting function normal-
L/2

ized so that I g(x)dx = 1. For a magnetic suspension system,
-L/2

g(x) is proportional to B? (x), which gives the force per

surface
unit area. Taking a spatial Fourier transform of (2), and re-

labeling the dummy variable (x+x') as x, we have

o0 = L/2
z(q) = J Z(x)e *T*ax = f 2 (x)e *Pax J g(x')eltd* gy’
e e -L/2
= 2(q)g(-q). (3)

Since g(x) is normalized, g(q) = 1 for ¢ = 0 and g < 1 for all
other g. The factor g(q) represents the effective smoothing

of the track by a spatially extended suspension.

~-88~-




Let us consider several illustrative examples. If

g(x) = 1, so that the average involves the whole length of the

train equally, we have

gla) = E%géa%éil ; (4a)

the familiar single-slit diffraction pattern, with an envelope
falling off as 1/q for qL >> 1. In the other limit of hard
wheels at each end of the car, g(x) = %[8(x-L/2) + §(x+L/2],

and
g(q) = cos(qL/2) i (4b)

This "two-slit diffraction pattern" does not fall off with
increasing g.

If the completely localized "wheels" are replaced by
extended supports such as magnets at each end, we have
g(x) = %[g (x-L/2) + g_(x+L/2) where g,(x) is a normalized

weighting function for each separate magnet. This has

g(q) = cos(qL/2)g (q) (4c)
For example, if the magnet length is L' = 2x°, we might approxi-
=, 2 R )
mate go(x) by e (x/%o) /2, in which case go(q) ¢ g 4 /2

Thus, the envelope of g(q) will fall off for q > 1/x_ = 2/L'.
Finally, if we consider the single Fourier component

model of a train with periodic magnets along the entire length

of the car, we have g(x) = 1 + cos2kx, where k = 2n/lx, 2 being

the magnet period. In this case

=89~=




_ sin(qL/2) 1l sin(q/2+k)L 1l sin(q/2-k)L
glq) = =S + 3 AL * T Aot (4d)
These various results are plotted in Fig. 2a.

Calculation of the Power Spectrum for Heave Acceleration

Combining the above results, the power spectrum of 2
is
z2(w)| Z%(w)
22 (w)' 22%(w)

4

- -
pi(w) = w'P_ (w) w Pz(w) (5)
where 22/Z? is given by (la-1lc), %°/z? = |g(q=w/v)|? and

Pz(w) = Pz(qaw/v)/v. This can be evaluated for any power spec-
trum pz(q). It is known empirically?, however, that the rough-

ness of roadways approximately follows the law
P,(q) = a/q* (6)

where A = 5x10~° ft. for an airport runway, while A = 8x10~° ft,
for a highway of reasonable quality. Assuming the form (6),
Pz(w) = Av/w?. Also, inspection of the examples (4a-4d) shows
that for q in the most important range, g(q) can be written as
a function § of the dimensionless variable gL = wL/v. We can

then combine factors and write (5) more explicitly as

z (w)
Z (w)

2
|§ (wL/v) |2 " (7)

P:—é(“’) = Avw?

In oxder to display the behavior of this function we have

2
plotted the factor %‘T |§iﬂl|2
0 Z(w)

suspensions and have compared this factor with |§(wL/v)|? in

in Fig. 3 for three different

|
(
l
|
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Fig. 2. The power spectrum of the heave acceleration is given
by the product of a curve from Fig. 2a for the appropriate pad
with & curve from Fig. 2b for the appropriate vehicle suspension.
The correspondence between the horizontal axes in the two plots
has been obtained from the relation g = w/v and the train
parameters in Table 1. For lower velocities the scale in Fig. 2a
is contracted relative to that in 2b.

Mean Squared Acceleration

The mean squared heave acceleration (Erms)2 is obtained

by integrating the power spectrum (7).

(irms)2 = I Pi(w)dw (8)
0

Although numerical integration is generally necessary for exact
results, estimates of the magnitude of Erms can be obtained

from various rough approximations. For a well damped parallel

suspension we may take

2
: ) If(w?lz % ’
o) Z(w)

except for the unimportant frequency range w < w,. For this

case we obtain

. & 2
(Bpg)? = Ave J|g(wL/v)|2dw (9)
0

which diverges for a wheeled vehicle or if finite pad effects

are neglected.!’? This infinity is not physical since the

Y=




point mass approximation fails when w reaches frequencirs high

enough for train dimensions to be comparable with a sonic wave-

length. In magnetic or air cushion vehicles the finite pad

function will cut the integral off at « = v/L before such fre-

quencies are rea~hed, and we need not pursue this question here.
In the case (4a) of a suspension which involves the

whole length L of the train equally, (9) becomes

" . X

using values from Table 1. This result is increased by a factor
3/2 for the case (4d) of a single Fourier component suspension of
length L. For case (4b) of finite pads of length L' at the ends

of a car

i wov(A/L')” (11)

where we have assumed L' << L and set the rapidly oscillating
cos? (wL/2v) factor in the integrand of (9) equal to its average
value 1/2. Comparing (l1l1) with (10) we see that Erms is
essentially inversely proportional to the square root of the
length of the pad per car.

The mean square acceleration for a series suspension at

300 mph can be estimated very roughly by neglecting finite pad

effects. The required integral is computed in Ref. 1.

X

Zrms " [ 2/3 ] . (12)
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This result is smaller than those for the parallel suspension
by a factor = [Lwo/v]% which is the order of unity for a long
pad at 300 mph. This result is somewhat inaccurate since the
approximations used in obtaining (10) 2nd (12) are poor for the
case of a long pad. Numerical integration gives a factor 2
smaller rms acceleration for the series suspension with Q = %
than for the parallel suspension with Q = 1. This corresponds
to a factor 4 difference in area under the curves in Fig. 2b
out to the cut off frequency of the single slit diffraction
pattern.

We can conclude that if a vehicle is in contact with
its track over most of its length, the rms heave acceleration
is insensitive to the type of suspensicn employed as long as
the suspension is well damped and has a resonant frequency
wo/2n ~ 1 Hz.

Subjective Roughness of Ride

It is known empirically that the subjective sensitivity
of the human body to vertical accelerations depends on frequency.
It is a maximum in the frequency range 2-20 Lz, which corresponds
roughly to the natural frequencies of organs in the body. In
this frequency range, the threshold level for perception is
3 = 0.003g, whereas the intolerable level is reached at ~0.3g.
Thus, a reasonable design goal for human comtort might be
a .y = 2 .4 = 0-03g = 1 ft./sec?. This is the value quoted in

studies"’’ made for the TACV. For frequencies above and below

this range, the comfort limit increases roughly as w and @y,
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respectively, suggesting an analytic approximation

.. _ 1% |, w
Zmax (@) = 5[5— E —_] %max ’ (13)

“b
where wb/2n = 6-1C Hz represents the characteristic body fre-
quency. This function is plotted in Fig. 4, and compared with
the function guoted in the TACV reports.
Now, to the extent that the bodily response is linear®,
it is plausible to compute a "subjective" root mean square

acceleration (z )

rms’ subj by weighting each frequency of the power

spectrum with a factor normalizing it to the frequency w, at

b
which the body is most sensitive. Then our criterion for a satis-

factory ride quality can be stated as

.. . 2
(zrms)subj £ B * 1l ft/sec ’ (14)
where -
P. (w) 2
. 2 2 4
(zrms)subj = |%max I |5 (w) | 2 o )
o '“max

Note that if a single frequency is applied, Pi(w) is a é6-function,
and our criterion reduced properly to Z(w) < Emax(w). It can
also be satisfied by a specific limiting power spectrum, such as
that specified in' the Urban TACV Ride Quality Specification’,
which was presumably drawn up on the basis of single-frequency

data with such a criterion in mind. However, such a specification

of a maximum for Pz(w) at all w can not be met 1if any discrete




frequency vibration is present (since it appears as a S-function).
Such discrete frequencies will arise if periodic structured tracks
are used, as have been given considerable attention. Hence, as
integral criterion such as (14) seems a more generally useful form
of performance specification than either the discrete frequercy

or power spectrum approaches.

Assuming the analytic approximation (13),

(w/wb)2

(1+w2/wb)2

.s 2
(zrms) subj

= 4JP§(w) dw . (15)

Comparing with (Er )2 as given by (8), we see that they differ

ms
only by a factor 4(w/wb)2(l+w2/w2b)'2 in the integrand. The
primary effect of this is to cut off the integral at w = w..
In order to illustrate this relation we consider the
case of a parallel spring and dashpot suspension with various

pad configurations. Assuming constant suspension response as

in (9)
. B Avw; J |g (wL/v) |2
0

(w/w )2
b as ., (1)

(1+w2/wg)2

where expressions for g(q) are given in (4a-4d).

For the case of point supports at the ends of the train

Aszw X
—-——Q—é] ~ 4 ft/sec? 6 (17)

(X3 “
(zrms)subj g 2

using values from Table 1. This result is about 4 times our

design limit of 1 ft/sec?.




For the case of uniform support along the whole train ‘
!

2rAv3w; %

( ) = 0.5 ft/sec? (18) ’

Z , =
rms’ suvj szb

where we have replaced a rapidly oscillating (sin)? factor in i
the integrand by its average value 1/2. The finite pad effect
has thus yielded a useful 8-fold reduction in subjective accel-

eration.

Finally, for pads of length L' at both ends of the car

Avwly, "%
() - 2.5 (19)
rms’ subj l+mbf'7v
Thus, the criterion for significant reduction of subjective ‘
acceleration at high speeds (where the problem is most severe N
is {
L' > v/w = 10 ft. (20) i
P = : [ & 2
Even for L' = 10 ft., we estimate (zrms)subj ~ 1,5 ft/sec‘, a ]
bit above the design limit. The reason for the relative in- )
effectiveness of the finite pad here is that it essentially l
duplicates the effects of decreased bodily sensitivity at high ]

frequencies,
From our analysis of subjective ride quality and finite J

pad effects we have reached the general conclusion that the

tb-u

detailed properties of the suspension are not critical. The

-3

formal divergence of the rms acceleration of a vehicle with a




parallel spring and dashpot suspension on a track with a rough-
ness power spectrum Pz = A/q? is not as important as is implied
in references 1 and 2. The integral (8) can be cut off by finite
pad effects in magnetic or air cushion vehicles. The effects of
high frequencies on subjective ride quality are further reduced
by the insensitivity of the body to frequencies above w,- Since
different types of suspensions differ in subjective ri ‘e qualityv

only by factors of order 2, the designer is free to use the most

convenient and economic suspension.




i " Importance of Finite Pads for Ferromagnetic Sys‘*tems

As an example of the way in which finite pads affect
vehicle design, consider the case of the attractive ferromagnetic
high-speed transport systems, such as those being developed in
Germany. For operation in the 300 mph range, it may be desirable
to separate the functions of levitation and of damping of track
irregularities so that the latter can be accomplished by con-
ventional means without the complication of relative velocity
along the direction of motion. This separation can be obtained
in the attractive ferromagnetic systems by means of a low mass
primary suspension or "magnetic bogie" which is constrained to
follow the track closely and by a soft secondary suspension to
isolate the passenger compartment. The primary suspension is
feedback controlled for a high resonant frequency w ., of the
bogie. A secondary suspension of the car with resonant frequency
woc/Zn ~ 1 Hz is then required to obtain adequate ride quality.

The maximum allowable bogie acceleration is limited by
strength considerations and also by suspension nonlinear effects?
to a value considerably less than gMc/Mb at which the dynamic
load equals the static load. The inertial loading of the bogie
by the car can be neglected in this discussion since the bogie
acceleration from this source is approximately the car acceler-
ation increased by the car - bogie mass ratio Erms Mc/Mb' This
is safely less than the upper limit of ¢ Mc/Mb for the total

bogie acceleration, since we have seen that for acceptable ride

quality we require Z_ . =1 ft/sec?.

/| =
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The resonant frequency Wob of the bogie shou. | be chosen '
to minimize the suspension excursion subject tc the above con- |
straint on dynamic load, so that the magnet strength required for
safe operation is minimized. It is desirable to make the bogie

mass M, small enough that Wop will be well above the frequency at ‘

b
which the finite pad effects begin to reduce the track roughness,

wob/2n > v/L = 5 Hz.

The bogie will follow the (averaged) track up to this frequency.
The quantitative analysis of suspension excursion in |
Y Ref. 2, Section 2, is approximately valid for this problem des-
' pite their neglect of finite pad effects. The series suspension
assumed there is no longer truly optimum when finite pads are

considered but, from the arguments presented earlier, if the

vehicle is in contact with the track over most of its length,

r the performance of other types of suspensions will not differ
markedly from that of the series suspension. Finite pad effects

\ are, however, still important in primary suspension design.

= Without them an active suspension with series characteristics

l extending to very high frequercy is required to avoid the di-

vergence in bogie acceleration. The need for high frequency gain

. L
‘ in the feedback system is reduced by finite pads.
The power spectrum which drives the secondary suspension
; l' is cut off at high frequencies by finite pad effects as well as
r by a small amount of filtering from the primary suspension. Ve ﬁ
l have seen that any well damped suspension with a resonant fre-
l =99- g




quency in the range woc/Zn = 1 Hz will provide adequate ride
quality for such a truncated power spectrum. Finite pad
effects may thus make it possible to use a conventional passive
secondary suspension consisting of a parallel spring and dash-
pot.

In order to achieve these advantages, the levitation
electromagnets must be distributed over most of the car length.
If this is done in such a way that the levitation field at the
track is kept essentially uniform, a further benefit is ob-

tained. Eddy current repulsion of the train from a conducting

track can be thereby minimized.




III. Dynamics of Superconducting Suspensions

In our discussion above, we have simply charactarized
the dynamics of a magnetic suspension by a stiffness parameter
W, and a damping parameter Q, while concentrating on the spatial
characteristics of the suspension (which determine finite pad
effects) and exterior quantities (such as track roughness and
subjective sensitivity to accelerations). 1In thif part, we
shall consider in some detail the effect of the track variations
on the superconducting magnets.

The analysis falls into three major parts.

(A) We consider the implications of the constant-flux (as
opposed to constant-current) aspect of the superconducting mag-
nets, as they interact with a track which is not completely
uniform.

(B) We give a thorough analysis of the use of a conducting
sheet between magnets and track to screen out AC currents in
the superconducting magnets due to variations in the track as
well as to provide a substantial damping of the vertical motion.
(C) We give specific attention to the AC losses in the super-
conducting magnets, to determine the conditions of operation
required to keep them to an acceptably low level. Our conclu-

sions are summarized in (D).

A. Constant Flux Magnets

The basic ideas can he illustrated hby a lumped constant

circuit model. 1In this modeli, we simulate the time dependence

=101=
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due to motion of the train by use of an alternatirg current at

frequency w, = kv = 2wv/2x, where v is the velocity of the

train and zx is the (full) period of the magnet structure. Let
one of the superconducting magnets be replaced by an inductance

L, carrying an AC current, and the track be replaced by a second

1
inductance L2 , and let the mutual inductance be M. Then the

fluxes ¢, and ¢, threading the two coils obey

d¢, /dt = d(L I + MI )/dt (21a)

d¢,/dt = d(L,I, + MI,)/dt = -I,R, (21b)

iwt

Taking an e time dependence and solving for I , we have

¢,/L,

I =
1 k122

1- 1-1/wT

(22)

where k,, = (Mz/L1L2)5 < 1 is the coefficient of coupling and

T. = Lz/R2 is the time constant of the coil simulating the track.
When the train is at rest, w = w, tkv=20,ad I, = °1/L1'

When the train is moving at any reasonably high speed (v >> v
~4 mph), wt >> 1, and I = (¢1/L1)/(1—k122). Thus, the current
in the superconducting magnet increases by a factor (1-k,, !

when the train goes from rest to speed, since superconducting

magnets in persistent current mode are characterized by constant

flux. This factor is of significant size, since klz2 must be




reasonably large to give substantial 1lift. ‘
l

To make this point more quantitative, we note that

-(¢ /Mk ?2
= 1 12 (23)

2 = 2-.
1 k12 i/wt

which goes to zero properly if either k , or w go to zero. |

The force is then given by

(@, %/L )k ,% (WM/M}  (1-i/wT)

F=-I1IVY9YMS= . 24
12 1-k 2 }
12
In the limit wt >> 1, this reduces to
F=-L I %k, *%(WM/M) (24a)
(¢,2/L )k, ,* (VM/M)
= - (24b)

2y2

In these expressions, VM refers to the rate of change of M
with separation of the two inductors. Accordingly, VM/M

~ 1/h, where h gives the height of the suspension above a
suitable reference plane. Thus, increasing the coupling k,,
not only increases the current because of the constant flux

condition ¢, = const, as reflected by the factor (1-k122)"2

in (24b).




Actually, a given magnet will be characterized by a

maximum permissible current I, . Thus, (24a) is the appropriate
formula for finding the maximum lift force. However, in
"charging”" the magnets, it must be borne in mind that I will
increase as given by (22) when the train is moving, and will
increase further on "bumps" in which k”2 is momentarily in-
creased. Thus, the initial value of I, must be set far enough
below its maximum permissible value to allow for any imaginable
increase of kxz' If that is done, there should be no "run-down"

of the magnets from use.

Structured Track

With a periodic structured track, consisting of either
a series of loops or a "ladder" configuration, the train magnets
effectively see a periodically modulated mutual inductance
coupling them to the track. For example, if the track loops
were of the same length as the train loops (an extremely un- /
favorable case), then the track loop current would vary between
zero, when a track lcop equally overlapped two successive
oppositely polarized train magnets, and a maximum value when
the two sets of loops were in register. In this case, M effec- .
tively varies between zero and some maximum value MO comparable
to that for a solid continuous track. As a result, the lift

force would undergo 100% modulation and the magnet current I

would also incur a large degree of modulation (NM02/L1L1) with J




associated intolerable levels of dissipation in the supercon-
ducting magnets. I
This situation is greatly improved by taking the track

loops to be shorter than the train loops by scme fraction

N'/N = l/nR, where N' and N are the number of train loops and
track loops in the length of the train. In that case, the
modulation of M and of the lift force are typically reduced by
a factor mnR'p, where the exponent p v2-3 will depend on such
parameters as the length/width ratio of the train magnet coils
and their separation, which determine the waveform of the flux |
density at the track. For example, if the waveform of Bz(x)

were a square wave, the fractional modulation would be reduced

by a factor l/nR, since in the extreme cases n_ and (nR-l)

R
coils would be effective in giving lift. However, realistic
field patterns are much smoother than a square wave (the higher
Fourier components of Bz(x) attenuate more rapidly), so the
track loops at either end of a train loop contribute less than
those in the middle. Hence the modulation depth will fall
faster than l/nR. In fact, by suitable choice of winding con-
figuration it should be possible to cancel the dominant Fourier

component for a given value of n greatly reducing the size of

R’
the modulation.

The numerical calculations of Yamada and Iwamoto® for a
specific track configuration display the qualitative features

described here. The fractional modulation of the 1lift is found

to be reduced by a factor of 102 for n, = 10; and ny, = 6 is

R




found to give anomalously low modulation (v3 x 1073), perhaps

due to a near cancellation of the 6th Fourier component.

This reduction in the modulation of the coupling by
large values of np not only reduced the ride roughness, but also
reduces the modulation amplitude of I, in the superconducting
magnet in the same proportion. The associated AC losses are also

reduced, but with one less power of n because the hysteretic

RI
power dissipation is proporational to il “wéI, '\:nRGI1 for fixed

train magnet length.

B. Use of Conducting Sheet for Screening and Damping

A further reduction in AC losses can be achieved by in-
troducing a normal conducting sheet between the track and the
train magnets to screen out the time-varying fields at the magnets.
Since this shield plate also increases the damping of the vertical
motion of the train, it will probably be advantageous to include
it even for unstructured track systems. In our lumped constant
model, this sheet would be represented as a third LR circuit
couplied to both L, and L,. Rather than follow this schematic
appioach, we consider a more specific idealization, which allows
explicit results to be obtained.

Our model is a variation on the Fourier analysis approach
reported earlier.’ The magnet structure is reprgiented by a

ik _x

m

transverse sheet current density q%y(x) = Z gbme , where
m

km = 2nm/2x, lx being the full period of the magnet structure

(including one up and one down magnet loop). With reasonable
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symmetry, only odd values of m appear. This current sheet is

at height h above a ground plane whith is taken to be super-
conducting for simplicity. (See Fig. 5). The screening sheet
is a distance s below the magnet plane, has cgnductance cd per
square, and carries a currenti&iy(x) = %(}imelkmx, where the ylm
are to be determined. The solution is found using the method

of images to build in the boundary condition B, = 0 at the
ground plane. Thus, image currents -gém and -9ﬁm are inserted
at distances h and (h-s) below the ground plane, fields are
calculated everywhere, and self-consistent values determined

for the currents.

For a current sheet at zg the Fourier coefficients of

B_ and B _ are given by

z
27i “knlz-z,|
Bzm(z) = S .. (25a)
and
B, (z) = & %“%ne-k’“lz-%l (25b)

where t = (z-zo)/lz-zol = Sgn(z—zo). When the total field Bz

due to all currents is evaluated at the magnet plane, one finds

n -2k_h -k_s =k_(2h-s)
271 m m m

The condition of constant flux in the superconducting magnets

is satisfied if each Fourier component of Bz(h) is constant.

Although this may be an overly strong condition, it should be




a reasonable approximation if a single component is dominant.

If we apply this condition in the DC case, where(}im =0, (26)

shows that the currents increase by the factors

%om(h) = 1 (27)
gbm(m) 1-e~ 2Kkmh

when the ground plane is brought in from infinity (or equivalently,
for normal metal ground plane, when the train reaches high speed).
Comparing with (22), for wt >> 1, we see that in this case
-2k_h -m(4vh/% )

k,,2(m) = e T =e % (28)
Thus, the higher Fourier components are coupled much more weakly
to the track. Accordingly, for simplicity in the following
discussion, we shall drop all except the fundamental Fourier
component (m=1) and suppress the subscript m.

Now we consider the situation in which the height h is
oscillating with amplitude 6h eiwt about its equilibrium value,
so that AC currents are induced in the nermal metal sheet.

From (26), 6B = 0 implies that

9’02k6he-2kh + 69/0[1"8-2)(}1] + Ggl[e-ks_e‘k(zh‘S)J = 0
(29)

whereqo is the DC value, whereas 696 and Gsk vary as elwt.

The other basic equation is that




odw
kc

B (

A

od E
Yy

+

where B, is evaluated at the plane of the sheet using (25b).

The result is

=t -ks_,-k (2h=s)

2miwod

59 9 okshe K(2h-s) 8¢, e

¥ 591[1-e'2k B8)ly

By combining (29) and (31), we can solve for 65% and 6?1 in

terms of &h.
-2kh

e-4kh relative to terms in e (This approximation is at

the same level as neglecting the difference between constant

flux and constant current.) In that case

g} e “Ehan
1+i1wT

590
591

1wT
l+iwT

- -k (2h-s) o ks
962ke sh = iwT e 690

where
1 -2ks
. 1l-e

kv
o

-st)

2nod(l-e
kc?

c?/2m0d is the characteristic velocity introduced

Here v
e o
our earlier paper.

Thus, T will typically be not much greater than 0.l sec.
less cryogenically cooled conductors are used to increase 0

The screening effectiveness of the conducting sheet

The results simplify significantly if we neglect

Its value is 4 mph for 1" aluminum sheet.

un-

30)

(31)

(32a)

(32b)

(33)

in

is



given directly by (32a). The magnitude of the AC current char °s
induced in the superconducting magnets is reduced by a factor
g1+uu212)"!5 for a given amplitude sh. This will not be important
for vertical oscillations at the natural frequency of the sus-
pension, wo/2ﬂ = 1 Hz, since w,T < 1. However, it will reduce
the size of the much higher frequency current changes induced

by motion over a structured track. In dealing with a structured
track, the higher Fourier components of the magnet structurs:
become important when they match the track period. Since both

w and tm" » mt~!, the damping coefficient for the mth component,
increase in proportion to Nps this reduction factor is approxi-
mately independent of Aps having the value (wvt)"l = vo/v for
train speed v. This reduction factor is 1/75 for v = 300 mph and
the typical value ¥y ™ 4 mph, so such a shield should be very

effective in reducing AC losses in the magnets.

Effect of Conducting Sheet on Equation of Motion

If we assume that both the shielding sheet and the super-
conducting magnets are rigidly attached to the mass of the train,
the total upward force on them gives the lift force. Thus we

compute
F,= - 3 [§B (M) + B, (hs)] (34)

where B, is evaluated using (25b), omitting the sheet under

consideration. The result is
o 2m 2 _=2kh -k (2h-8) 2 =2k (h-s)
F, = 57 [3,0 e s A 091e +9l e 1 (35)
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Since onlyc%o has a DC component, we write

‘ G =G+ %
-9

: and drop quadratic terms :in &?. This yields
— _ 21 g 2 _~2kh
’ F, = a2 90 e (36)
and
_ 41 — _-2kh ks
: 6Fz o 3b e [690 + 691 e "]
or
: 2ks
_ _ 4 2 _=4kh l+iwte
{ GFZ = = % e 2k éh B - < g (37)
)
using (32). Replacing F; by Mg, we can then write (37) as
4 2ks :
o = -2kh (e -l)iwt
SFZ = =-4Mgke [1 + TiTas Jéh (38)
" 2 Introducing the definitions
2 _ -2kh :
s * 4gke (39a)
L
3 & e2ks_l (39b)
"
we can write (38) as




&l = 27
GFZ Mwoo x_:l."' F{‘}-J?Jéh
2 yw?t? iywt
= -Mw [ (1+ ) + ]éh (40)
1+w?t? 1+w?r?
= -Mw_26h-aiwsh
where
2.2
w 2= w2 (14 i g (41a)
g 1+w?t?
and p
Muw YT
a = %0 . (4lb)
1+w?t?

define effective frequency-dependent force constant and damping
parameters. We see that the stiffness of the suspension (Nwoz)
increases by a factor of (l+y) = e2ks in going from wt << 1 to
wt >> L. This factor arises since above w = 1/t, thr: AC force
is essentially on the screen, not the magnet, so the effective
height is h-s. Similarly, o falls from a low frequency limit
of Mwoozyr as (l+w2?t?)~ 1,
Damping

A dimensionless measure of the damping is Q = Mwo/a.

Evaluating this at the effective resonance frecuency w , we

find

Q= (wo/YTwooz)(l+w0212) (42)

This is a minimum if t is adjusted to be wo'l. In that case




= S
.

o

-
-

- 2 _ - l
=1+Z-ctahks = (43)

2
min Y 2

The physical reason for Q ~1/s, for small s, is that the resistive
screen is effectively "shorted out" by the superconducting coil

behind it unless there is space between the two. For the typical i

case in which s = h/2, so that the shield sheet is halfway between

magnet and ground plane, y = e2ks-l = ekh—l. Since the lift force

2kh

falls as e “°, it is desirable to have kh < 1/2. Thus, typically
y < (el/z-l) = 0.65, and is hard to lower the Q below n4. This
is somewhat above the optimum value, in view of the resonant
amplification of the amplitude by a factor of (1-0-02)!5 at W, For
random noise, the decreased bandwidth with higher Q partially
cancels this factor in integrating over the whole noise spectrum.
In any case, this damping would prevent any catastrophic buildup
of oscillations, and it has the advantage of being completely
passive and foolproof.
A better physical feel for the result may be given by
considering the die-away time T, = Q/wo. For Q = 4 and wo/2w =
1l Hz, this gives Ty = 2/m = 0.6 seconds, a quite reasonable value.
By comparison, the damping due to the currents in the
normal track is much weaker, Ty being of the order of 20 seconds
as full speed. This long damping time might seem surprising, i
since the die-away time of the track currents T is only ~0.1 sec.

The ineffectiveness of the damping arises since the fields seen

from the track have frequency g, ™ kv, amplitude modulated at
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VW due to the heaving motion, 50 Q = w, T >> W T. This can be

modeled using (24), with w = w_, and with k122 varying with the
heaving motion. For simplicity, take k”2 << 1, in which case

(24) reduced to

(9,2/L ) (VM/M) 3k ,*

SF = 1-1/w_ T h ¢h
v
-Mwozdh iMw02
- * =-Mwp_26h - sh (44)
1-1 W, T 0 W, T

Noting that in the heaving motion h = iwoéh, we see that the
effective viscous damping force for vertical motion is -ah,

where o = Mwo/wvr. The corresponding damping time is

T ® M/o = wvr/wo (45)

and the Q is
Q=WwT"T, = va ~ FL/FD (46)

In setting w,T = FL/FD, we draw on the results of the analysis
in our earlier work. Thus, any suspension giving a favorable
1ift/drag ratio will give little damping of the vertical motion.
By contrast, a screening plate, fixed relative to the magnets,
sees a field varying at the low frequency uw . and gives much
more effective damping, with Q vt rather than w,Te

If the passive damping is deeméd insufficient for ride

quality, a relatively small amount of active feedback control

in addition should be adequate.




PR —

=

Response Function

Although it is illuminating to define the frequency-
dependent parameters w, and a, as in (41), for actual computation
of system response over a wide frequency range, it is more con-
venient to work with the constant parameters Woo and vy, defined
in (39). Also, we replace §h in (40) by our earlier notation
(z-Z) , where z and Z are absolute heights of train and track

measured from their respective equilibrium positions. Then,

equating 6F, to Mi = -w?Mz, (40) becomes
o

(l+y-w2/wooz)-i(1~w2/w002)/wT

z (w) | ? - woo“[(l+Y)2+(l/wT)2]

Iz(w)lz [(1+Y)w002-w2]2+(w002-w2)z(l/w'l')2 el
This expression reduced to unity at low frequency. At high
frequency, it reduces to (1+y)2(woo/w)“. For comparison, the
high frequency limits for the parallel and series dashpot
examples are wo"/sz2 and wo“/w“, respectively. Thus, the
damping plate resembles the series dashpot in that (z/Z)? falls
off as w™" at high frequencies but it retains a dependence on
Q(v1/y) reminiscent of the parallel dashpot case. However, since

Q ~1, the latter factor is relatively unimportant.
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C. Concluding Summary

Since superconducting magnets in persistent current mode
maintain constant flux, rather than constant current, the current
increases by a factor of as much as (l-k,,?)”' when the magnet
induces current: in neighboring conductors. Assuming a reasonable
value of 0.35 for klzz, the coupling coefficient between magnets
and track, this implies a current increase by a factor of %1.5
in going from rest to speed. Thus, in "charging" the magnets
with current, the .urrent must be held to less than (1-k ,?)
v65% of the critical current to allow for this increase. A
further margin of sa‘ety should be provided to allow fcr increases
in current with excessive weight loads or when the train en-
counters a "bump" in the track which momentarily increases the
coupling. If a structured track is used, these AC induced
currents could be excessive; however, by using track loops which
are only a fraction (e.g., 1/6) of the length of the magnet loops,
the AC component can be greatly reduced.

Further reduction in the AC currents can be obtained by
use of a conducting sheet screen between magnets and track. Al-
though this is not very effective at the low natural frequency
of the suspension, it should reduce the high-frequency AC currents
due to a structured track by a factor of the order of vo/v, where
Vo is a characteristic velocity (4 mph for 1" thick aluminum),
proportional to the resistance per square of the screen.

Another important benefit from the conducting sheet is

that it provides considerable damping of the vertical motion of

T ENG =S " - - - :6 —

»
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the train. It appears that a die-away time T of less than

1 second can be obtained using this simple, passive system.
Moreover, the high-frequency response of the suspension has
the desirable rapid cutoff characteristic of series-dashpot
damping, rather than the less desirable properties of the
parallel dashpot. By comparison, the damping due to currents
in the normal track is much weaker, the die-away time being
proportional to the lift/drag ratio, and being of the order cf
20 seconds at full train speed.

In a related paper!?, it is shown that cryogenic heating
due to AC loss phenomena w.ll be excessive even for the best
twisted multifilamentary composite superconducting wire presently
available, unless B < 10% gauss/second. To satisfy this criterion,
the amplitude of heaving motions at the natural frequency of the
suspension must be held to under 1% of the height (i.e., to
$0.1"), corresponding to an rms vertical acceleration of about
0.01g; this figure is about an order of magnitude smaller than
the limit set by ride qguality considerations. Similar numerical
results are found at the higher frequencies asscciated with a
structured track, even with a 1" thick room temperature aluminum
screening plate. This constraint could be made less severe by
cooling the normal metal screen to liquid N, temperatures to im-
prove its conductivity and hence its screening. However, this
improvement would be bought at the expense of the effectiveness
of the damping of vertical motion. Damping is most effective

when wt ~1, whereas screening goes as (l+w212)’5. Thus there




is little screening when there is good damping. Since t is

0.1 sec for 1" aluminum plate at room temperature, this gives

approximately optimum damping at the natural frequency of the

suspension wo/2n w1l Hz. If the screen were cooled to give useful

screening at 1 Hz, the damping would be lost.

Thus, unless somewhat better composite superconductors
can be fabricated or unless somewhat greater heat loads can be
accepted, it appears that energy dissipation in the supercon-
ducting magnets may form a somewhat more severe constraint on
tolerable vertical accelerations than does subjective passenger

comfort.
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TABLE 1

Values Chosen for Numerical Estimates

w /2m = 1 Hz
o {
wb/Zn = 10 Hz
L = 100 f%.
v = 440 ft/sec (300 mph)
A = L0~% £4. |
l A = 1.5 ft.
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v Figure 2 (a). Plots of the finite pad function q?(q) from

Egs. (4a-4d). (a) uniform contact of length L, (b) point
contacts separated by L, (c) finite magnets of length ~L/16
} separated by L, (d) single Fourier component of length L

which corresponds to 16 uniformly spaced superconducting
magnets.

(b) . Acceleration response w?/w¢?|z(w)/2(w)]|? of
series and parallel suspension driven by unfiltered track
irreqgularities. The area under the parallel suspension
curves are infinite, leading to a divergence in Z,pg in the
absence of finite pad effects. Reasonable Q values have

been selected and the scale chosen to correspond to Fig. 2a
for a typical train at 300 mph.
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Figure 3. Acceleration response w?/wo?|z(w)/Z(w)|? of series,
parallel and combined suspensions with various Q values _
driven by unfiltered track irregularities. The dashpot
strength and spring constant k, for the combined suspension \
were chosen to be the same as ?or the series suspension with
Q = 1//2. The spring constant k, is 8 times weaker than koo 1
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ADDENDUM TO
AC LOSSES IN SUPERCONDUCTING MAGNET SUSPENSIONS
FOR HIGH-SPEED TRANSPORTATION

M. Tinkham

Abstract

An earlier analysis of AC losses in superconducting

magnets is extended to include conductors with thick as well

as thin filaments. It is shown that thicker filaments may be

superior for applications involving small AC fields, while the

smallest filaments are best for large AC amplitudes.
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ADDENDUM TO
AC LOSSES IN SUPERCONDUCTING MAGNET SUSPENSIONS
FOR HIGH-SPEED TRANSPORTATION

M. Tinkham

In a previous paper', an analysis was given of the
AC losses to be expected in superconducting magnets used for
levitation of high-speed trains. One of the conclusions
reached was that twisted multi-filamentary superconductors
with filament diameter d X 10p would be needed to keep these
losses sufficiently low. On the contrary, recent experimental
results by the Ford group? showed lower losses for coils wound
with single core wire (d = 200u). As noted by the Ford group,
this result can be understood by recalling that small amplitude
AC fields which do not fully penetrate the filament give a
loss proportional to (AB)® rather than AB, the result for the
case of very fine filaments, used in ref. 1. Because of the
practical importance of this low-loss behavior, it seems worth-
while to extend our previous treatment to include this low
amplitude regime, in order to correct our overly pessimistic
earlier estimate.

For simplicity we consider only a flat slab geometry with
thickness d, with the same field applied to both surfaces. Then

using the usual Bean model® calculation, the hysteresis loss per
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cycle and per unit volume for field excursion of *AB about some [
[

operating point is

J gt
. @ _ 4n e 4% "
Q = - d(AB) 5 2 d AB > Hs = 2nd Jc/c (la)
and
3
Q = O AB < H (1b) ‘
12n2dJc/c

Equation (6a) of ref. 1, and the estimates in that paper, are
based on the linear leading term of (la). The correction term
in (la) reduces this leading term by a factor of 3 when AB is
reduced to Hs = 2ndJc/c, the lowest value of AC field for which

complete penetration occurs. At this point, a continuous trans-

ition is made to (lb), and the loss thereafter decreases as (AB) ?,
Thus, our estimate based on the leading term of (la) can seriously
overestimate the true loss if AB & H .

Going further, (1) indicates that Q + 0 for 4 - 0 or

d + », Dissipation is greatest for intermediate values. This

can be made more clear by introducing a dimensionless thickness

variable
21J d H
X = pate 5 & x & (2)
(B)c ~ a; ~ BB

which is the ratio of d to the slab thickness penetrated by

a field change AB. In terms of x, (l) becomes

Q = (Aﬁ)z (3x=2) % <1 (3a) ‘
) .
Q = i%%i_ % x > 1 (3b)




These expressions have a maximum at x = 3/4, where Q = 3(AB) %/16m,

and they fall to zero as x + 0 or », The entire dependence is

plotted in Fig. 1. To minimize Q for given AB, there are two
strategies; make x either small or large, but not near unity.
Considering numerical values, we see that it is hard to
get x << 1 for small values of AB. For example, if JC ~ 1,5
x 1o amp/cm2 and 4 = 10y, Hs =~ 100 Gauss, and x * 1 for the
typical value AB = 100 Gauss. It is hard to fabricate wire with
d much less than 10u; moreovei, unless the wire is twisted with
a very short pitch, the effective d is larger than the nominal
value because of the coupling effects discussed in ref. 1. This
suggests that lower loss can be obtained with the other choice,
namely by making d (and hence x) as large as possible. But the
requirement for stability against thermal fluctuations sets an

upper limit on d. For adiabatic stability, the limit on 4 is

2 < 3 gic
d° N ¥ F 17 /ATy (4)
C C

where C is the specific heat per unit volume. For typical
" parameter values this limits 4 to values ~200u or below, for
which Hs 2000 Gauss.

In Fig. 2, we plot the dissipation per cycle per unit

the smallest and largest relevant filament diameters (d = 10u
and 100u). Clearly the larger filaments give lower losses for
AB X 500 Gauss, whereas the smaller filaments are superior for

Thus, it is not surprisin; that the

-4
volume for H, = 102 and 10? Gauss, which correspond roughly to
} larger AC amplitudes.
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smallest possible filaments are desirable for applications such

as pulsed magnets wheve AB = Bmax = ch >> 500 Gauss. On the
other hand, the thickest thermally stable filaments should be
best for applications such as levitation cr rotating machinery,
in which the field is basically DC with AC ripple less than a
few hundred Gauss.

We conclude with a word of caution: This analysis is
highly oversimplified in that it is based on a model of isolated
superconducting lamina, exposed to a changing magnetic field
which is equal on both sides. The true situations are more com-
plex and varied, since large transport currents are present and
the field configurations are quite diverse. These complications
can have important effects, as is suggested by the identification
of loss components varying with frequency w as m;5 and w?, and
with (AB)? in experiments at Westinghouse"'. For comparison,
simple hysteresis losses of the sort discussed here vary as w and
as AB or (AB)?®. In view of these realities, our point is a
modest one; different applications will have different optimum

conductors. In particular, it is not even true that it is always

a good thing to reduce the superconducting filament diameter.
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Figure 2. Dissipation per cycle for two different filament
diameters.
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COMMENTS ON CERTAIN REPORTS OF
CARBONACEOUS LINEAR POLYACETYLENES

M. F. Hawthorne

Abstract

During the past ten years Kasatochkin and coworke:rs
have studied the carbonaceous products obtained by oxidative-
polymerization of acetylene.

- Cu+2
n HC:=CH —m—-) H- (-C=C-) -H
Examination of the original literature discloses that no firm
basis exists for formulation of the reaction products as a

linear, polymeric acetylene ("Carbyne" or "Carbine"). Additional

work should be carried out to carefully characterize the reaction

products.
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COMMENTS ON CERTAIN REPORTS OF
CARBONACEOUS LINEAR POLYACETYLENES

M. F. Hawthorne

puring the past ten years Kasatochkin'~® and coworkers
have reported the synthesis of carbor-like materials from the
oxidative-polymerizatioun of acetylene. Acetylene and cut?
salts were reacted followed by oxidation of the resulting
copper acetylides to produce carbonaceous materials. This
synthetic procedure is not novel in that other chemists have
employed this method to couple terminal acetylenes during the

past twenty years. Perhaps the most striking examples of

previous work have been provided by Sandheimer in his classical

acetylene cyclization reactions.

I \
C (&
/

- o et
3HC=C-CH2CH2=C=CH =577 c
0 M W
c c
/ \
CH, CH:

\
CH, - C = C—-C = C—CH:

The Kasatochkin reactions were intended to proceed as
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follows:

~ .2
cr SB H- (-C=C-) -H

n HC

Cross.inking of carbon chains, aromatization and isomerization
to cumulene (=C=C=C=) structures were thought to be processes
which accompanied polyacetylene ("carbyne" or "carbine")
formation. Consequently, attempts were made to identify micro-
scopic regions in the largely amorphous product which contained
such structural characteristics.

Examination of the data available!™" to the writer

strongly suggests that the carbonaceous material prepared from
acetylene has not been properly characterized.

Polyacelylenes are highly reactive species which are
unstable with respect to elemental carbon and are consequently
found to be explosive. The Kasatochkin products were not ex-
plosive and appeared to have no unusual chemical properties.
The only evidence cited which supports a polyacetylene or
cumulene microstructure is found in the infrared spectrum of
these materials which contains a strong absorption band between
1900 and 2100 cm~!, This region of the spectrum is character-
istic of simple, unsymmetrically substituted acetylenes and
cumulenes. Other physical measurements which were made include
X-ray powder photographs, electron microscopy, density deter-
minations, etc. None of these methods, except X-ray powder

photographs are pertinent to microstructure and the latter show
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some evidence of crystalline regions mixed with amorphous

materials.

Chemically, the products of the acetylene polymerization
process were exposed to extremely severe treatment before
physical characterization; namely boiling with concentrated
hydrochloric acid, treatment with aqueous ammonia followed by
a water wash. Since these manipulations were probably carried
out in the air, considerable oxidative degradation of the
acetylenic or cumulene structures could have occurred. Finally,

the products were heated in_the absence of air to 1000°C. ‘1ihe

writer contends that the initial product of the acetylene poly-
merization reactions may have been structurally modified to
such an extent that artifacts were<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>