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SUMMARY

Technical Problem

Network Analysis Corporation’s contract with the Advanced Research Projects Age:acy has
the following objectives:

s To determine the most economical and reliable configurations to meet growth re-
quirements in the ARPANET.

s To study the r.cnerties of packet switched computer communication networks,

s To develop techniques for the analysis and design of large scale networks,

s To determine the cost/throughput/reliability characteristics of large packet-
switched networks for application to Defense Department computer communica-

tion requirements,

e To apply recent computer advances, such as interactive display devices and dis-
tributed computing, to the analysis and design of large scale networks.

General Methodology
The approach to the solution of these problems has been the simultaneous

study of fundamental network analysis and design issues

s development of efficient algorithms for large scale network analysis and design

s development of an interactive distributed display and computational system to
deal with large-scale problems

s  application of the new analysis and design tools to studv cost and »erformance
tradeoffs for large systems

Technical Results
In this report, the following rnajor accomplishments are discussed:
®  ARPANET designs with up to 57 nodes were derived.

# A study of the effect of point-to-point and broadcast satellite channels on
ARPANET cost and throughput was zompleted.

s Preceding page biank
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a The second phase cf a study of terminal oriented network cost and performance
was completed.

a A new large network design technique, based on ‘‘cut-saturation” was developed
and found to be more cost effective than the branch exchange techniques urrent-
ly in use.

s Investigations of large network routing schemes were continued, including new
routing methods for both high bandwidth and for partiticned networks.

s A multiplexing experiment to obtain low cost leased line terminal access to
ARPANET was successfully completed. Four CRT terminals are now operating on
a single 4800 BPS line into ARPANET TIP.

s The first phase of an interactive network data handling systcm has been complet-
ed for an IMLAC display editing system for large network graphics.

s The definition of a network analysis problem solving system was completed. This
includes system definitions for network data structure manipulation, network al-
gorithm programming, and the first phase in the specification of a network pro-
gramming language.

s The first phase of a detailed, event oriented simulation model to develop flow
control and routing algorithms was completed for the packet radio system.

s Major progress was made in the development of flow control acknowledgement
schemes and routing techniques for packet radio.

e A combinatorial model to study properties of message flow in packet radio net-
works was developed and extensively exercised.

s A spread spectrum model to investigate properties of the packet radio channeis
was developed.

s A study of the combination of packet broadcast techniques and two way coaxial
cable systems for use in local distribution in urban and suburban environments
was completed.

Department of Defense Implications

The Department of Defense has vital need for highly reliable and economical communica-
tions. The results described in this repor:ing per'nd reinforce conclusions of earlier periods
about the validity of packet switching for massive DOD data communications problems. A
major portion of the cost of implementing this technology will occur in providing i cal ac-
cess to the networks. Hence, the development of local and regional communication tech-
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niques must be given high priority. In addition, the initial results on the use of domestic sat-
ellites indicates that substantial savings can be accrued by their use in large scale for DOD
data communications.

Implicztions for Further Research

Further research must continue to develop tools for the study of large network problems.
These tools must be used to investigate tradeoffs between terrinai 2nd computer density,
traffic variations, the eff :cts of improved focal access schemes such as p: cket radio, the use
of domestic satellites in broadcast mode o backbone networks, and the effect of link and
computer hardware variations in reliability on overall network performance. The potential
of these networks to the DOD establishes a high priority for these studies.
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CHAPTER 1

ARPANET GROWTH

During this reporting period a total of ten new nodes (TIP
and IMP sites) were proposed for addition to the ARPANET.

If the locations of all network nodes are known in advance,
it is clearly most efficient to design the topological structure
as a single global effort. However, in the ARPANET, as in most ac-
tual networks, node locations are added and modified on numerous
occasions. On each such occasion, the topology could be completely
reoptimized to determine a new set of link locations.

In practice, however, there is a long lead time between the
ordering and the delivevry of a link, and major topological modifi-
cations cannot be made without substantial difficulty. It is there-
fore prudent to add or delete nodes with as little disturbance as
possible to the basic network structure, consistent with overall
economic operation.

Figures (1), (2), (3), (4), and (5) show the present ard pro-
posed ARPANET's, derived using a mixed policy of minimum incremen-
tal cost and disturbance to th2 network. Figure (1) represents the
present net, while Figure (2) includes those TIP's and IMP's under
immediate consideration or already committed for connection to the
ARPANET. Figure (3) contains, in additior, all the TIP's and IMP's
that are still under active consideration. Figure (4) consists of
additional nodes that have been proposed, bhut are not under active
consideration. Figure (5) contains nodes identical to those in
Figure (4), but shows, in addition, the several suggested additional
lines that would be required for additional reliability if che Figure
(4) nodes were to be connected to the ARPANET. Estimated line and
modem costs and throughputs for the ARPANET at various stages cf

growth are given in Table 1. The costs and throughputs corresponding

1.1
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to Figures (1), (2), (3), (4), and (5) are given, wespectively, in
the last five lines of Table 1. Loca%ions of the IMP's and TIP's
are given in Tables 2(a), 2(b), 2(c), and 2(d).
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ARPANET LINE COSTS AND THROUGHPUT

TABLE

1

Throughput
Yearly {Uniform Traffic, Line Cost/ Line Cost/

Number Line Cost K Packet/ M Packet/ Node K Packet
of Nodes (KS) XBPS/Node Day/Node* Day X (K$) (cents)

14 605 12.2 1690 23.66 43.2 7

i5 659 12.15 1730 25.95 43.9 7

18 792 14.2 1970 35.46 44.0 6

21 825 12.4 1710 35.91 39.3 6

23 849 11.9 1640 37.72 36.9 6

24 860 11.1 1530 36.72 35.8 6

26 810 11.6 1600 41.60 31.2 5

30 859 10.1 1400 42.00 28.6 6

33 886 9.3 1290 42.57 26.8 6

39 1,016 8.7 1210 47.19 26.1 6

40 1,022 8.5 1120 47.20 25.6 6

41 1,052 8.1 1130 46.33 25.6 6

45 1,140 753 1010 46.46 24.8 6

50 1,189 6.4 890 44.50 23.8 6

57 1,288 5.2 720 41.04 22.6 6
(63 lines)

57 1,343 5.5 760 43,32 23.6 6
(66 lines)
*Based on 24 hr/day operation.

1.8




Abbreviation

on Map

ABER
AMES IMP
AMES TIP
ARPA
BBN
NCC
BELV
CASE
cca
CMU
ETAC

FNWC
AFGWC
HARV
ILL
ISI
LL
MIT1

MIT2

MITRE
NBS
RADC
RAND
SDAC
SDC
SRI

STANFORD
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TABLE 2(a)

LIST OF EXISTING TIP's AND IMP's

Center

Aberdeen Proving Ground

N.A.S.A. Ames Research Center
N.A.S.A. Ames Research Center
Advanced Research Project Agency
Bolt Beranek and Newmann

Network Control Center, BBN

Fort Belvoir

Case Western Reserve

Computer Corporation of America
Carnegie-Mellon University

Environmental Technical
Applications Center

Fleet Numerical Weather Control
Air Force Global Weather Central
Harvard University

University of Illinois
Information Sciences Institute
MIT Lincoln Laboratories

MAL Project, Mass. Institute of
Technology

Information Processing Center,
Mass. Inititute of Technology

MITRE Corporation

National Bureau of Standards
Rome Air Development Center
Rand Corooration

Seismic Data Analysis Center
System Development Ccrporation
Stanford Research Institute
Stanford University

l.9

Location

Maryland
Sunnyvale, Calif.
Sunnyvale, Calif.
Arlington, Va.
Cambridge, Mass.
Cambridge, Mass.
Virginia
Cleveland, Oh.o
Cambridge, Mass.
Pittsburgh, Pa.
Washington, D.C.

Mongérey, calif.
Offutt A.F.B., Neb.
Camb::idge, Mass.
Urbara, Ill.

Los Angeles, Calif.
Cambridge, Mass.
Cambridge, Mass.

Cambridge, Mass.

McLean, Va.
Washington, D.C.
Rome, N.Y.

Santa Monica, Calif.
Alexandria, Va.
Santa Monica, Calif.
Menlo Park, Calif.
Stanford, Calif.
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TABLE 2(a) (cont'd)

Abbreviation
on Map Center
UCLA University of Califecrnia,
Los Angeles
UCSB University of California,
Santa Barbara
UCSD University of California, ’
San Diego
usc University of Southern Calif.
UTAH University of Utah
XPARC Xerox Palo Alto Research Center
COCB Dept. of Commerce, Boulder
TYMSHARE Tvmshare, Inc.
MOFFETT Moffett Field
RML Range Measurement Lab
LLL Lawrence Livemore Lab
LBL Lawrence Berkeley Lak
RU Rutgers University
AFARL Air rorce Aeronautic Research
Lab
NOSAR Norway Seismic Array
HAWATI University of Hawaii
UL University of London

1.10

Location

Los Angeles, Calif.
Santa Barbara, Calif.
San Diego, Calif.

Los Angeles, Calif.
Salt Lake City, Utah
Palo Alto, Calif.
Boulder, Colo.
Cupertino, Calif.
Sunnyvale, Calif.
Patrick AFB, Fla.
Livemore, Calif.
Berkeley, Calif.

New Brunswick, N.J. :
Dayton, Ohio

Kjellas- Norway
Hawaii
London, England
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TABLE 2(b)

TIP's UNDER IMMEDIATE CONSIDERATICN

Abbreviation
on Map Center Location
AFWL A.F. Weapons Lab Albuquergue, N.M.
SMC Stanford Medical Center Stanford, Calif.
PURDUE Purdue University Lafayette, Ind.
AFADC A. F. Armament Development Fort Walton, Fla.
Center
EDAM (SIMP) COMSAT Edam, W. Virginia
TABLE 2(c)

TIP's STILL UNDER ACTIVE CONSIDERATION

Abbreviation
cn Map Center Location
NYU New York University New York City, N.Y.
NSA National Security Agency Fort Meade, Maryland
GAFB Gunther Air Force Base Montgomery, Alabama
ARPA2 Advanced Research Project Arlingt.n  Va.

Agency (Second TIP)

1,11
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TABLE 2 (4d)

SITES HAVING BEEN PROPOSED BUT NOT UNDER ACTIVE CONSICERATION

Abbreviation .
on Map Center Location
USAWC U.S. Army Weapons Command Rock Island, Ill.
USAAC U.S. Army Aviation Commard St. Louis, Mo.
ANL Argonne National Lab Argonne, I11.
AEDC Arnold Engineering Development Tullahoma, Tenn.
Center
HANSCCM Hanscom Field Hanscomfield, Mass.
LOS AL Los Alamos National Lab Los Alamos, N.M.

1.12
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CHAPTER 2

THE IMPACT OF SATELLITE CHANNELS ON NETWORK COST AND PERFQRMANCE

g Part 1: Satellite Links in ARPANET

i INTRODUCTION

This chapte— contains the preliminary results of a cost-

‘throughput study considering satellite links in ARPANET. Satel-

lite bandwidth is leased from a common carrier, and satellite
access is possible only through carrier's ground stations.

r Two schemes for satellite access are considered:

A. Point-to-Foint connections consisting of full duplex
) channels between pa.rs of IMPs, say A and B, consisting of
b terrestrial connection from A to the grcund station nearest to
A, from B to the ground station nearest to B, aud a satellite
hop between the two ground stations. With the exceptioir of cost
and delay characteristics, this link can be modeled as a nrormal

terrestrial link for routing and throughput computations.

' B. ALOHA multiple access connection: SIMPs (satellite
IMPs) are connected to the ground stations and tc one or more
network IMPs. Packets arriving at a SIMP from terrestrial

links are transmitted on the satellite channel either in specific
time slots (slotted ALOHA) or as soon as they reach the head of
the SIMP transmitting queue (unslotted ALOHA). If two stations
transmit simultaneously, the two packets interfere with each
other and must be retransmitted. To compute delay, routing, and
throughput, a special model of the ALOHA channel is developed

in Section 4.

Several alternatives for ground station selection ' =atel-

lite access implementation are considered for the present ARPANET,
and the results are compared.

2.1
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Although the emphasis in this report is in the area of
ARPANET applications, the development of simple general network
models for satellite channels and an exact solution of the
ground station location problem in an idealized geometry is
also considered. Future studies will extend this work into

the area of very large networks and less idealized models.

2. PROBLEM AND MODEL FORMULATION

Two new variables, ground station location, and satellite
access scheme must be considered when satellites are added to
conventional terrestrial networks. The general design problem

can then be formulated. The design problem is aimed at finding

a minimum cost configuration, including a terrestrial network
design, ground station locations with an appropriate access technique

and network routing sc that time delay and reliability constraints
are satisfied.

2.1 SATELLITE FACILITIES: COST AND CHARACTERISTICS

The satellite facilities considered here include:

satellite channel; ground station; SIMP; and line connections from
SIMP to station, or from IMP to station.
The following costs are assumed:
A. Satellite Segment:

Bandwidth (Kbs) Cost (S/mo.)
100 (50 full duplex) 2,500
460 (230 full duplex) 5,500
1,500 8,000

B. Local Loop (Station to SIMP, or station to central office):

Bandwidth (Kbs) Cost ($/mo.)
50 (full duplex) 1,000
230 (full duplex) 1,300
2.2
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(To connect an IMP to a ground station, IMP to central office

and central office to station connections must be purchased).

cC. SIMP
Two types of SIMPs are assumed: regular SIMP, with
bandwidth greeter than 1,500 kbs and cost = 5,500 $/mo. This
SIMP corresponds to the high speed version of IMP presently under

development of BBN. It can support a combination of land tr=ffic

rates L and satellite traffic rate S such that:

L+ 35 s 1,500

D. A small SIMP, with bandwidth = 600 kbs, and cost =
1,400 $/mo. which is structurally similar to the H-316é IMP, and

is presently being developed by BBN. The throughput equation

is:

L + 35 <690

2.2 SATELLITE ACCESS TECHNIQUES
Packet delay on the satellite channel, utilization, and

optimal packet routing depend on the access technique us. d.

Point to Point access divides satellite channel bandwidth into

subchannels, each corresponding to a full duplex point to point
connection between two given ground stations. Multiple access

allows any station to communicate with all other stations using
the satellite down link in a broadcast mode, transmitting simul-
taneously to all stations. The multiple access techniques are

divided into: channel division techniques, where the channel is

divided into frequency (e.g., FDMA) or time (e.g., TDMA) frames, ¢
and each irame is preassigned to a given ground station for trans-
mission to the s~tellite; and channel contention techniques, where

2.3
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each ground station can compete for use of the total channel
for transmission to the satellite (e.g., random access ALOHA
schemes, reservation schemes, etc.).

It is also possible to implement hthrid access techniques,
with one portion of the channel dedicated to point to point
requirements, and the remaining portion used in a multiple access
mode.

2.3 CHANNEL MODELS

Assume that packets arrive at the ground stations in

a Poisson fashion and that packet length is exponentially dis-
tribucted. The average packet delay for both point to point and
multiple access channel division cases, has the same expression
as the delay for terrestrial channels. In particular,

1 1

Tale= — + P (1)
i uCi 1 fi/Ci s

where:
_ .th _
Ti = delay on i channel (sec)
o, My . .th . .
C, = capacity of i subchannel (bits/sec)
. . th
f. = rate (bits/sec) on i subcliannel
4 = average packet length (bits)
Ps = satelliite propagation delay (< .27 sec)

The multiple access channel contentio:i. case is more difficult
to analyze because of the possibility of irterference from packets

transtitted by different ground stations. Here, consideration is

2.4
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limited to the ALOHA case. The following assumptions are made:

Ay, The number of ground stations is very large (this
leads to a worst case condition)

2. Packets are of constant length, equal to block size
3. Packet arrivals are Poisson distributed; and

4. If collision occurs, a packet is retransmitted after
a random interval uniformly distributed between zero and
k seconds.

Under these assumptions, the average packet delay T, the sum of
propagation and retransmission delays is given in the case of
unslotted ALOHA channel by:

_ K\ /1
T = PS + (PS + 7) (TZ'G 1) (2)

e

where:
e—2G = probability of non collision between two packets
G = fg/C:global channel utilization
fg = global satellite traffic (including retransmission)
C = satellite channel bandwidth
Since:
s = ge %€ (3)
where:
S = fs/C: effective channel utilization
fs ~ effective satellite traffic (not including retrans-
missions),

T is uniquely determined given S.
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The maximum channel utilizaticn obtainable with unslotted
ALOHA is 1/2e = .184. An exact closed form expression of T(S)
is not possible. Therefore, a convenient analytical approxima-
tion is desirable. Assuming that k << PS:

Tz Ps/e'2G (4)

Consider the following approximation Ta(S) to eq. (4):

P :
S i

= 1 s __i
Ta(s) =P, e) t = 1= 7Jes (5)

S

It can be easily verified that:
T(o) = Ta(o) ; T'(0) = Té(o). For S = .11 we have:
T(.11) = 1.35P_; T_(.11) = 1.55 P .
s a s

This approximation was found to be sufficiently accurate for the
purposes of the present study. Notice that Equation (5) can be

rewritts:n as fec!lows:

P
_ _ 1 _s 1 .
Ta(s) = Ps (l e) + e ] f C' (6)

where:

& = f% = effective unslotted ALOHA bandwidth

If eq. (b6) is compared with eq. (1), it is found that the unslotted
ALOHA channel delay can be approximated by the delay of a M/M/1
channel with bandwidth = C' using proper packet length and propa-
gation time.

A similar analysis is possible for the slotted ALOHA channel.
The delay Ta is:

R e e e 7
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where:

C' = C/e = effective slotted ALOHA bandwidth.

2.4 NETWORK MODELS
As an example of the issues that must be handled to

construct satellite network models under different access tech-
niques, suppose a system contains four ground stations. There

are several possible cases:

A. Point to Point Access

Suppose the total bandwidth C is divided into four full

duplex point to point channels (A-B, A-D, C-B, C-D). Then, the
equivalent network is represented in Figure 1, where each link
has capacity Ci = C/8. Link delays are as in eq. (1l).

C. =C/8 V¥V i.

FIGURE 1 Point to Point

2.7
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B. Multiple Access (Channel Division)
The equivalent model is shown in Figure 2, where the

satellite is represented as a store and forward node. Up-liak
channels have capacity C/4, and delay as in eq. (l); down-link

channels have infinite cap ‘'ity and zero delay.

C/4 for up-link

~
4’

:1

1]

» for down-link

(@)
1

FIGURE 2 Multiple Access; Channel Division

(&7 Multiple Access (ALOHA)
The equivalent model is shown in Figure 3, where the

satellite is represented by two store and forward nodes. The equi-
valent channel between the twn nodes has capacity C' (where C' =
C/2e for unslotted ALOHA ani C' = C/e for slotted ALOHA) and delay

2.8
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given by eq. (6) or (7). All cther links have infinite capacity
and zero delay. To compute average dclay, optimal routing policy,
and throughput of a mixed terrestrial and satellite network, wce
replace the satellite links with the appropriate equivalent net-
work and use traditional queueing formulae and routing algorithms.

- o ¥ i, except
for C'

FIGURE 3 ALOHA Access

3. DELAY, RCUTING, AND THROUGHPUT ANALYSIS

Traditional ARPANET design requires an average delay T<.200 sec.
If the same requirement was to be maintained after introduction of
satellite links, then satellite utilization would be very small,

2.9
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since satellite propagation delay alone is equal tn .270 sec.
Thus, the problem should be approached by considering two
classes of traffic, interactive and backgrcund. The .200 sec
requirement is then applicable to the first class while larger
delays are allowed for the second one. 1In this preliminary
phase of research, the following simple approach is used. 1Ini-
tially, it is assumed that there is only one class of traffic.
The delay on a satellite link is assumed to be given by:

/v ¢y I-£. /€,

1

where Ci is a proper valu2 of capacity dependent on the access
scheme. The optimal routing problem under this assumption is

used to find the maximum throughput that can be accommodated

with an average delay = .200 sec. Finally, the amount of traffic
that uses the satellite is computed and the actual satellite
delay {(using the exact delay expressions) is calculated. The
final solution contains two components of traffic: terrestrial
traffic, with average delay equal to .200 sec; and satellite
traffic, with average delay equal to .200 sec. + satellite delay.

4. OPTIMAL NUMBER AND LOCATION OF GROUND STATIONS

4.1 GENERAL
The global satellite network design requires the selec-

tion of ground station numbers and locations. The optimal location
problem is a difficult integer type problem, and no efficient
general solution methods are currently available. However, in
most practical applications, there are a limited number of locations
at which ground stations exist or can be installed. 1In such cases,
the location problem is efficiently solved by analyzing and com-

paring only a few reasonable alternatives.

2-10
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In this sectiori; we establish a generalized relationship
between the optimal number of ground stations and other impor-
tant design parameters, such as cost and throighput. In addi-
tion, the impact cof the access scheme on total cost and number
of stations is evaluated.

To carry out the analysis, a simple terrestrial network
geometry is considered in which the nodes are uniformly dis-
tributed alcng a circle, and are connected in a loop with ground
stations symmetrically located on the rircle, Traffic require-
ments are spanned uniformly between all node pairs. Multiple
access schemes are allowed as well as a point to point access
scheme in which diametrically oppcsite ground stations are i
connected by point to point satellite links.

Traffic requirements between any two node pairs can either

be accommodated along the terrestr’al loop network, or can be
routed to the nearest ground station and then transmitted over
the satellite channel. This routing decision affects the total
communications cost, since terrestrial and satellite links must
be sized according to link traffic rate. 1In this study, the
following assumptions are made: link capacities are continuous
variables and any value of capacity can be purchased. The in-
cremental cost of link capacity is constant for a given link.
Thus, cost is a linear functior. of capacity. Finally, for each
link an amount of capacity equal to the average link traffic
rate is purchased. (i.e., queueing delay is disregarded). Using
the above assumptions, it can be shown that the optimal routes

are the shortest ones compuied according to incremental link costs.

4.2 PROBLEM FORMULATION

The ground station location problem is fcrmulated as

follows:
Given: network geometry i
traffic requirements |

type of satellite access ‘

2.11 1
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Minimize: ‘over number of stations and routing total
communications cost

Such that: traffic requirements are satisfied

To solve the location problem, the number m of ground
stations is first assumed to be given. Therefore, ground
station lccations are given by symmetry considerations. The
minimum cost routing problem for the associated network confi-
guration is then solved. Using reasonable approximations, a
closed form solution for the minimum cost D(m) in terms of m

is obtained. Next, the optimal value of m with a one-dimensional

optimization on D(m) is calculated.

The following notation is used:

NN = Number of nodes
r = Radius of the circle on which nodes are located
(miles)
m = Number of ground stations
DG = Monthly cost of the ground station (including the
2 cost of the connection into the terrestrial network
as well as the cost of the station, and a function
of the access scheme used)
ds = Monthly cost of satellite bandwidth ($/Kbs x month)
dz = Monthly cost of terrestrial bandwidth ($/Kbs x mile
X month)
S éds/d2 = Equivalent terrestrial length of the satellite link
(miles)
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R = Traffic requirement (Kbs/node pair)

The results for the moint to point and multiple access schemes

are presented in the next sections. ’

FIGURE 4 Point to Point Access

4.3 POINT TO POINT ACCESS
To obtain a simple analytical treatment when studying

point to point satellite configurations, it is assumed that point
to point links are established only between diametrically opposite /
ground stations (See Figure 4). Clearly, more complex point to

point configurations can be proposed which would require a separate

analysis for each case.

2.13
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The following expressicns of minimum cost Dt’ corresponding

to the minimum cost routing strategy, then appiy:

- case 9f m = o (no ground stations)

_ 2 n
Dt—NN Rd27r (1)

- case of m = 2
2

. NN® R dg
Dt = ZDGS + S — (37r + 28, (2)
- case of m > 2
w? Rd, 1 1
= - X = - = (
Dt mDGS + 2 mr (1 + m>+ s(é m)g (3)

- optimal value of m (for m > 2):

NN2 R dz (mrr - s)
m* = T (4)
GS

Notice from Equation (3) that the bandwidth
cost, given by Dt - mDGS’ decreases with m until it reaches the

lower bound NN2 R dQ

lite bandwidth has zero cost), the lower bound is exactly one half
the cost without satellites ( See Eq. (1) ).
Equation (4) shows that m* critically depends on throughput

(= NN2 R), on DGS' and on region size r; it does not critically

depend on S. {Recall that typically s << r).

4.4 MULTIPLE ACCESS
Only the case m > 3 is considered because m = 2 can be

better implemented with a point to point connection when require-

ments are assumed uniform. Then,

2.14
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. - 2 Crr 5
‘ D, = mDg * NN° R dQ [75 + S (1 Zﬁ)] (5)

NN° R d, (27F - % s)
% =
m* = o) (6)
Gs

Notice from Equation (5) that the bandwidth cost Dt . mDGS

decreases with m more rapidly than the corresponding cost of
, and becomes only satellite bandwidth

| the point to point case
cost for m + =, The optimal number of stations m* displays

| ' the same behavior as in the point toc point case.

‘ 4.5 EXAMPLE
3
Let:
D - 7,000 $/month (for multiple access)
GS

1,300 $/month (for point to point)

NN2 R = 500 Kbs

dl = .13 $/mile x Kbs
1 dS = 5.5 $/"bs
s = 40 miles
) r = 500 miles

“ The optimal number of ground stations, using point to point

links is:

- g & 500 x .13 x 1500 _ , 5 .
Mop 4 x 1300 AR S

2.15
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Using multiple access,

_ 500 x .13 x 3000 _ N
Mha = \/ 2 x 7000 =Lkl

The corresponding minimum costs are:

1. Point to Point cost (Dt)pp = 5200 + 30,000 = 35,200

N——— e~

Ground Bandwidth
Station

2. Multiple Access cost (Dt)ma = 28,052 + 24,000 = 52,000
Ground Bandwidth
Station

For this particular application, inspite of the fact that the
multiple access scheme provides a much lower oandwidth cost, the
point to point access is more economical because of the higher

cost of multiple access ground stations.

5. ARPANET DESIGN USING SATELLITE LINKS

5.1 ALTERNATIVES FOR SATELLITE ACCESS IMPLEMENTATION
In this section, cost-throughput trade-offs for various

satellite access schemes in a recent 43 node ARPANET configuration

(See Figure 5) are evaluated. 1In particular, the following types
of implementation are considered:

A. No satellite links. The capacity of the 43-node net-
work is upgraded by introducing terrestrial links only. Cost
and throughput trends re compared to those of the satellite case.

p——
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B. Three ground stations in San Francisco, Los Angeles,
and Washington, D. C. are available for satellite access. Various
configurations with two or three stations and with multiple or
point to point access are considered. For the terrestrial confi-
guration, two cases are considered: (1) terrestrial network

unaltered; and (2) terrestrial network reoptimized.

[ Five around stations in San Francisco, Los Angeles,
Washington, D. C., New York, and Chicago are available for
satellite access. In addition to the alternatives studied for
the three ground station case, capacity reductions of terrestrial
links from 50 Kbs to 19.2 and 9.6 Kbs are also allowed. These
reductions are made possible by the larger number of stations
available.

A hybrid implementation which includes both multiple and point to
point access is also analyzed.

For each satellite alternative, a network optimization is
carried out by first selecting satellite stations from the set
of available locations. Ground station to network connections and,
in the case of point to point access, satellite links are then
assigned. In this step, the terrestrial network topology is op-

timized to achiave the best cost-throughput tradeoff.

5.2 RESULTS
Computed for each network configuration is: total cost;
terrestrial cost of all terrestrial links; satellite cost; cost
of SIMP (if applicable), connection from SIMP to station or from

IMP to station, and satellite bandwidth; total throughput; traf-
fic on satellite and satellite channel delay.

2.17
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A. No Satellite Links

TCTAL TERR. SAT. THRU- SAT. SAT.
NETWORK COST CosT COST PUT TRAFFIC DELAY
CONFIGURATION K S/mo K $/mo K $/mo kbs kbs sec 1
|
Present 43 ncde 93 93 - 447 -- - !
configuration
(Figure 5) '
Upgraded 43 112.9 112.9 == 635 -— --

node configur-
ation (Figure 6)

B. Three Ground Stations Available

1. Unslotted ALOHA; unaltered terrestrial topology

3 Regular SIMPSs 128.30N 99 29,3 670 214 .4
(Figure 7)
2 Regular SIMPs 122.300 100 22.3 570 212 .4

at Los Angeles
and Wash., D.C.

(Figure 8)
3 fmall SIMPs 115.500 99.2 16.3 641 175 .4
(Figure 9)

2. Unslotted ALOHA: optimized terrestrial topology
2 Regular SIMP's 113.300 91 22.3 618 212 .4

at Los Angeles
and Wash., D C.
(Figure 10)

3. Point to Point Access; unaltered terrestrial topology

2 Point to 109.500 93 16.5 661 212 .27
Point Links
(Figure 1)
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4% Point to Point Access; optimized terrestrial topology [

TOTEL TERR. SAT. THRU~ SAT. SAT.

NETWORK COST COST COST FUT TRAFFIC DELAY
CONFIGURATION K S/mo K $/mo K $/mo kbs kbs sec
2 Point to 101.6 85.1 16.5 745 320 .27 :
Point Links }
(Figure 12) i
1 Point to 95.8 85.1 10.7 672 270 .27
Point Link of
230 kbs
{(Figure 13)
1 Point to 91.3 85.1 6.2 347 92 .27
Point Link of
50 kbs
(Figure 14)

C. Five Ground Stations Available
1. Point to Poinrt Access; optimized terrestrial topology

2 Point to 91.9 75 16.9 654 330 .27

Point Links
(Figure 15)

2. Slotted ALOHA Access; optimized terrestrial topology

3 Regyular SIMPs 108.3 79 29.3 686 393 .5
at San Francisco,

Chicago, Wash.,D.C.

(Figure 16)

5 Small SIMP's 97.7 75.9 21.8 603 353 5D
(Figure 17) . -

3. Hybrid Access (unslotted ALOHA + 2 point to point
links); optimized terrestrial topology

Hybrid confi~ 101.7 75.9  25.8 584 339 .4

guration
(Figure 138)




Network Analyvsis Corporation

(CLeT

‘449 0LO0)

LhOILVAIIDIJINOD LIANVLUY
S JdOvIdg

LIISIUd

2.20

i




Nctwoark Analysis Corporation

s

Torpr

-
)

UPCGRATIT

.21




Network Analysis Corpordtion

.22

taRdiat A= o 7

T CONTICURA T

3 nrouvnrp




——————

T T ey

Network Analysis Corporatiorn

.23




MANY P — g

=== h
RO1WVHAUIEHOD dnIs TIV.S §
6 JuNold
dWIS gg«:mn\@
-
(o}
o
P - . r— e —— e A i D . — e .




Network Anclysis Corporution

Cowoldatd due lidladl L )

0T ddaold

aviaoud ¢

25

A




ALOTOdOL Uaada' [via) «SHLLT whiod O LN10d 2
TT1 Q404
“ J
Q
NG //
DB\ e/ s
]
<\
t
- 1) 3 Aad /
\ 2
X Z ; / .l-n\
R 0
s
N
NS
S
z \ €4 0%
%
m
w\\. 3 0% .
>
i aa . A hd - = i VSR

Ty O TeMwETTTR

-\

2.26




Network Analvsis Corporation

2.27

ADCTOd0S Jdii.: w. -5...17 LHTOd OL oilud €
ZT qunoJd
-
7
L1
\
. é. /(\\
2 AN
2
sSWi 0§
Sqd 0tc




Network Analysis Corporation

.28

FTICURT 13

TOPOLOGV

OPTIM™IZ™TD

TO POINT LINK-

1 POINT




Lt R A

ML

wiwIud OL LNIOd T

|¢;ﬂ dd0o ."rrm

R

B AT B

29




ol . LJIIDd OL LIiIVG E
&% Jdde ta ,

30




Network Analy 51 Cu. . .ration

s
Kbs

o o

sSimr

— — — — ] O

FIGURT .6
3 RLGULAR SIMP's

< 31




Network Anclvsis Corporution

NOLGLVU I uQD diWIS ITWIS <€

L1 qanvi:

PYa 476 OQ=——0Q=—

mn.l#;. I-mu.H — . SE—

5

den i U. d F<-._m

o 32




(VHO .V . b oo b Wb S0 I0d) ol do L diGD AIdEAH

8. duuicad

.33




5.3 DISCUSSION
A general comment, valid for all the satellite confi-

gurations considered, is that satellite links are economical for
throughput levels which are about 50% higher than the maximum
throughput accommcdated by the present terrestrial ARPANET con- ]
figuration. However, changes in network topology and the reduc-
tion of some link capacities to 19.2 Kbps and 9.6 Kbps are re- '
4uired to take advantage of the economies available.

The fact that satellite links become attractive only for a
relatively high throughput level is due to the high cost of
network to ground station connections. However, many other factors,
disregarded in this preliminary analysis, must be taken into con-
sideration before general cost-performance trends are evident.

In particular, the evaluation of point to point satellite link
cost assumed that the standard IMP softw re can support satellite
rates up to 230 Kbs. There are indications however that such a
high rate will require modifications of the IMP hardware and
software, and therefore will raise the cost of point to point
links to the same levels as those of multiple access.

As for satellite bandwidth efficiency, it must be mentioned
that, with additional sottware ~ost, reservation techniques for
multiple access can be implemented on the SIMP; and such techniques
can theoretically increase effective satellite bandwidth up to
capacity. Furthermore, multiple access allocates satellite band-
width dynamically, according to traffic pattern changes and, if
needed, allows any two stations to use the full channel; while
point to point access corresponds to a rigid bandwidth allocation
between pairs of stations. .

Considering the solutions obtained using five ground stations
(case (c)) yield that performance is considerably better than with
only three stations available. This is mainly due to the presence

of a ground station in Chicago, which allows reduction of channel

-~
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capacity on the cross country connections. Satellite traffic,
on the other hand, is much higher in this case. Therefore, it
we assume that the maximum available satellite bandwidth is

1.5 Mhz, we must use the slotted ALOHA access, which provides
better bandwidth utilization, but requires synchronization tech-
1iques.

Cost and throughput performance for the hybrid configuration
are only slightly inferior to that of the slotted ALOHA case
(see C.3). However, the hybrid configuration uses an unslotted
ALOHA scheme for the multiple access portion of the bandwidth,
and, therefore, is simpler to implement than the slotted ALOHA
scheme.

Satellite delays never exceed .5 sec. Therefore, the total
average delay (averaged over satellite and terrestrial traffic)
is always less than .5 sec.

The comparison of cost-throughpu* trends between implementations
with and without satellite, when network throughput is increased,
shows that satellite implementations can provide higher throughput
at a lower cost, especially if the terrestrial network is reopti-

mized.

6. CONCLUSION AND FUTURE RESEARCH
The results of the present study show that satellite links can

of fer substantial savings to ARPANET growth, and can maintain

average packet delay within acceptable limits. Therefore, they

should be included in ARPANET short and long range plans.
Further research is required in the following areas:

1. Careful comparison of various access techniques (in
particular, point to point and multiple access) using more
accurate data for equipment cost and characteristics.

2. Development of optimal deterministic and adaptive
rout.ng techniques for two classes of ‘raffic (interactive
and batch), in the presence of sateliite channels. ‘

~-




3f. Study of the impact of type of satellite access on
network reliability.

4. Study of the impact of satellite technology on large
networks (i.e., satellite links in the highest hierarchical
level; delay, routing, reliability implications, etc.).

5. Study of flcw control schemes to prevent congestion
(2and therefore, very high delay) on the ALOHA channel.
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TERMINAL ORIENTEL NETWORK COST AND PERFORMANCE-PART 2

i INTRODUCTION
The interconnection of different time-sharing computers

through a =ophisticated communications subnet in the ARPANET

gives term.nal users access tc a variety of time-sharing re-
sources. Initially, ARPANET development was directed toward com-
puter-computer communications and user protocols. Originally,

only terminals connected directly to a computer in the network

had access to the network. The successful completion of this
initial phase led to a desire to complement resource develop-

ment with increased user access. Many Terminal Interface Proces-
sors (TIP's) have already been installed and are currently in

use, ccnnecting users with a terminal, but with no local Host
computer, to the network. Complimentary to the TIP has been the
development of the ARPA Network Terminal System (ANTS), a ter-
minal-access port designed to provide greater terminal variability
and a degree of on-site processing for terminal users. The success
of these developments, and the present interest in continued de-
velopment, indicate a strong future for terminal access expansion.

The use of the ARPANET approach within the vefense Depart-
ment would involve hundreds of Hosts accessed Lk; tens of thousands
of low speed terminals. Effective, economical terminal access to
the ARPANET, and to similar networks, will depend on continued de-
velopment of such facilities as TIP's and ANTS's, as well as on
complimentary development of techniques for cost-effective utiliza-
tion of these facilities. This chapter continues the study of this
problem.

There are several ways to provide terminal access into the
network. In particular, multidrop lines for connecting terminals
to access ports and packet radio techniques provide potential low
cost network access methods. It is necessary to investigate both
of these schemes to evaluate the merits of each and to determine
the conditions under which either may be preferable. It is not un-
reasonable tc anticipate that both approaches may be applicable

3,1
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within the same network.

In Part 1 of Semiannual Report #1, an effective algorithm was
y described for the multidrop line-layout problem. The cost-effective-
ness of the network design will depend not only on the line layout,
but also on the number, location, and characteristics of the ports
into the network. In this chapter, we provide the foundation for

the investigation, development, and evaluation of design tools for

the effective and efficient placement of ports for terminal access.
Presently, efforts have been directed toward:
1) developing a model for use in terminal access design
procedures, and
2) estimating the cost of terminal access, as a function i
of the number of terminals and traffic, using existing de-
sijn techniques.
The models developed for use in terminal access design procedures
will serve as a basis for estimating terminal access costs as a
function of the number of terminals, traffic, and the particular
design. The models are currently being used to estimate the cost of
connecting terminals to the network through the use of TIP's and
y multidrop lines. The estimates cover a wide range of terminal num- 4
bers and traffic conditions, and are developed with the use of the
previously reported multidrop line-layout algorithm and "engineer-
ing judgement" selection of TIP locations. These estimates will
. serve as a basis for comparison with other access approaches and as

a measure of the effectiveness of new design tools.

) 2. PROBLEM EVOLUTION

The original ARPANKT architecture was based on a sophisticated i

communications subnet composed of Interface Message Processors
(IMP's) interconnected with 50 KBS lines. Each IMP served up to
four Host computers, each of which was connected to its own set of
r terminals, as shown in Figure 1(a). The Terninal Interface Proces-
sor (TIP) is a modified version of the IMP with extended hardware
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and software. This Terminal IMP, or TIP, serves in the communica-
tion subnet and has the ability to serve a Host computer in the
same manner as an IMP, but differs from an IMP in that it also has
the ability to connect directly with up to 63 terminals. It creates
a ..ew form of network architecture, as shown in Figure 1l(b).

Although the TIP provides a means of direct access to the net-
work by terminals, it does not provide local processing capabili-
ties to terminals. To fill the gap between an IMP-Host combination
and the direct access TIP, a "mini Host" computer system was de-
veloped. This system, the ARPA Network Terminal Syster (ANTS), pro-
vides a limited amount of on-site processing power and provides for
a greater range of terminal variability. The ANTS is based on a
PDP-11 minicomputer system which acts as a Host to interconnected
IMP's or TIP's. Terminals are then connected to the PDP~-1l1l which
provides no resource to the network, but permits access by the ter-
minals. The ANTS is a third variation of network architecture, as
shown in Figure 1l(c).

ANTS's and TIP's are the two types of terminal access ports
currently used in the ARPANET, each of which must also serve as an
ordinary message switching processor. Thus, such ports may be ex-
pected to be reasonably expensive and of high bandwidth. To inter-
connect a large number of interactive terminal users to the net-
work, it is very attractive to consider such ports as the roots of
centralized networks, composed of multidrop facilities for which
cost-effective multiplexing and concentration techniques may be ap-
plicable. Su.h a network architecture is shown in Figure 2. The
actual port for network entry may be an extended version of the TIP,
a version of ANTS, or some new development. The design techniques
developed in this study will only take into consideration the para-
meters characterizing the cost and constraints of the different fa-
cilities, not the internal characteristics of the facility itself.

To estimate the cost of terminal access to the network, it is

assumed that continued development of terminal access ports will

3.4
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permit the use of the multidrop line architecture described above.
Attention is therefore concentrated on the cost-performance aspects
of this architecture and on the development of effective design

techniques.

3. NETWORK MODELING FOR TERMINAL ACCESS
The process of investigating and developing approaches to the

design of networks for terminal access requires, as a first step,
the construction o. an appropriate model. In this study, a primary
goal is to determinre the tradeoffs and parametric dependencies pre-
sent in various app.»ach:s to terminal access. To compire these ap-
proaches, it is necessary to have a common data base to which each
approach can be applied. Such a base has been constructed in the
form of a model for the number and geographic distribution of ter-
minals, for the terminal and terminal user, and for the multidrop
communication lxnes. It is also necessary to model those components
of a design peculiar to the particular arproach considered. In this
report we present a model for both the TIP system and the ANTS. The

following describes these various models.

3.1 POPULATION

The cost of terminal access will depend on a variety of
factors, including the number of terminals to be connected and their
geographic distribution. To determine the parametric dependence of
cost on the number of terminals, populations of from 100 to 10,0C0
terminals will be considered. The figure of 100 reflects the anti-
cipated near-future requests for terminals. The figure of 10,000
reflects a realistic estimate of the number of terminals that can be
expected to be served by a fully developed network. (The above con-
sider only terminals without a local Host.)

To have a meaningful data base, it is necessary to geo-
graphically distribute the terminals in a sensible manner. Terminals

3.8
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were located on the kasis of populacion density becausz of the suc-
cess of this approach in previous NAC investigations. Figure 3
shows the placenent of 1,000 terminals based on a distribution pro-
portional to population. A rectangulai region was determined for
each city, or collection of cities, in rerlect the feasibility of
the region to support a population segment with access to urban fa-
cilities. Thus, consideration was given to natural geographical
boundaries,; such as mountains, lakes, and coast lines, to major
roads in the area, to the number of ncarby smaller communiti s, and
to the natural pattern of urbanization between relatively close ma-
jor population centers. Using this approach, 123 regions were de-
fined, with varying sizes of approximately 70 miles square.

Once a nuwikber of terminals has been allocated to a region
in proportion to population, the geographic positions of the terminals

within the region are uniformly randomly distributed. With a
large number of terminals, it is reasonable to anticipate that some

of them may be located at points with no discernibie geographic
significance. Therefore, a fraction a of the terminals were located
at random in a large geographic segment; east of Denver, west of
Pittsburgn, north of Austin, and south of Milwaukee. The fraction a

was selected on a sliding scale as shown below.

Number of Terminals In Regions Random

100 95% 5%
200 95% 5%
500 90% 10%
1,000 90% 10%
2,000 85% 15%
5,000 80% 20%
10,000 80% 20%

Thus, the data base developed will be used to evaluatc various ter-

minal) access approaches and design procedures.
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3.2 TERMINAL - TERMINAL USER
Even though network resources in the ARPANET have been

extended far :yond traditional time-sharing, the interactive user

retains a significant role in network usage, and the extension of

accessibility to a terminal basis will give even greater signifi- ‘
cance to terminal-computer traffic. To effectively design and evalu-
ate terminal access networks, it is necessary to model the terminal 1
traffic. Two of the few definitive papers on time-sharing modeling

from a communications perspective have been written by Jackson and

Stubbs [Jackson, 1969], and TFuchs and Jackson [Fuchs, 1970]. The

following traffic characteristics of a terminal during a period of

use are based on their results for time-sharing systems used in

scientific applications, and extended in consideration of advances

in terminal technology, higher speed lines being used, and more

sophisticated time-sharing useirs and programs. '

Average Message Minimum Average Maximum Average

Length Traffic Traffic
User Input 12.1 char .1 char/sec 1 char/sec
|
Computer Response 52.8 char 1.0 char/sec 10 char/sec !

The design of terminal accass networks, and hence the cost, is an-

ticipated to be dependent on the traffic level assumed for the ter-
minals. Thus, in this study, traffic level will be varied to inves-
tigate this dependence, with a range of variation from the minimum
to the maximum values indicated above. The minimum average traffic
level reflects the results of the noted study for scientific appli-
cations using low speed facilities and ordinary time-sharing pro-
grams. The maximum average traffic level reflects an extension of
these results in consideration of "smart-fast" terminals, higher
speed communication facilities, more advanced time-sharing programs,
and more sophisticated users. For comparison purposes, all network
designs will be based on busy hour conditions of all terminals being

active.

~®- Al
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3.3 COMMUNICATION FACILITIES
The current ports for access by terminals to the ARPANET

(TIP's and ANTS's) may connect terminals directly, or remotely
through modems and phone lines. In this study, a large number of
terminals serving interactive users are considered, and to econom- ;
ically connect all the terminals, multidrop lines will be used.

The multidrop communications facility will be assumed to be a stan-

dard voice-grade line as described below.

3.3.1 MULTIDROP LINE
Capacity (full duplex) 1200 bps
Cost $.50/mile + $40/drop

The cost is kased on the Government rate of $.42/mile plus 20%
for non-direct routing. It should be noted that in this model
the number of drops on a line is restricted only by the traf-
fic constraint. In reality, the number is often additionally
restricted by telephone company practices. The effect of a
more severe restriction is easily seen by simply assuming a

correspondingly higher traffic level.

3.98.2 ELP
The first approach to be considered will be a TIP
serving as the root of a centralized network of terminals. In
this section we note the significant features of the TIP. In
2 later section we incorporate this description to construct
a complete n=atwork model for design and cost evaluatinn.
The TIP, as described by Ornstein et. al. [Ornstein,
1972], is characterized in Figure 4. Its characteristics indi-
cate:
1) The TIP has 63 terminal I/O slots.
2) Each slot can handle direct terminal connections or
connections via modems.
3) Asynchronous data rates handled by the TIP include
1200, 1800, and 2400 bps.

3.12
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4) The TIP has a terminal program throughput of:
a) 100 Kbps one way traffic if messages arc long
("many characters"), and
b) 5-10 Kbps if each terminal message is a single
character.
5) The TIP uses 5% of its processing capacity to act as
an IMP.
6) The TIP uses 10% of its processing capacity to field
MLC interrupts.
7} The bandwidth capability of the TIP is summarized ap-

proximately by the formula.

P+ H+ 11T < 850

where P = total phone line traffic (Kbpsj)
H = total Host traffic (Kbps)
T = total terminal traffic (Kbps)

and full duplex units count twice baud rate, i.e.
standard full duplex 50 Kbps phone line counts 100,
and full duplex ASR - 33 counts as .220.

As noted, the TIP does not presently handle multidrop
lines. Consequently, adjustments to its characteristics are
required for the network model.

The above noted characteristics reflect TIP capacity as
a2 message concentrator for terminals. Additional consideration
must be given to TIP cost, which includes estimated rental
rate, the cost of its interconnect to the ARPANET, and the
cost of the modems necessary to connect terminals. Therefore,
the total cost is a function of the TIP's geographical rela-
tionship to the rest of the ARPANET, the topology of its in-
terconnection, and the number of modems required for terminal

connections. These costs will be determined as follows:

50 Kbps line (ARPANET interconnect) §$5/mile + $425/end

(based on current ARPANET experience)

3.14
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1200 bps line (terminal connection) $17/modem
(current standard cost)

TIP rental $2500/month
(assumed TIP cost of $100,000 to be amortized
over 5 years at 10% interest ccmpounded quar-

terly)

3143143 ANTS
The ARPA Network Terminal System (ANTS) provides

a powerful access port for terminals [Bouk, 1973]. The sys-
tem is based on a PDP-ll minicomputer attached to an IMP
(or TIP). The minicomputer acts as a full capacity Host for
the IMP, and offers terminals some local processing power. The
system has a higher degree of tailorability, providing access
and control to a wider range of terminals and peripheral hard-
ware than the TIP. Its increased flexibility makes the ANTS
more difficult to evaluate for terminal access, and its cost
effectiveness depends on the special terminals and local pro-
cessing as well as on the number of ordinary, interactive ter-
minals connected to it. At this point, the ANTS will be con-
sidered strictly for terminal access, and a system configura-
tion oriented toward maximum terminal access bandwidth rather
than local processing will be assumed. Estimates of signifi-
cant ANTS characteristics are:

1) Terminal Bandwidth - 12.8 Kbps

2) Monthly rental - $1,000/month

3) 1200 bps line (terminal connection) $17/modem

If ANTS's are connected into the network at exist-

ing IMP's the only cost for the terminal port is the ANTS
cost. However, the load of the ANTS on the IMP, coupled with

the existing Host computer, must not exceed the capacity of

the IMP. If ANTS's are located at new points requiring their
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own IMP's, the cost of the IMP's and their network intercon-
nect cost must also be considered. 5ince ANTS's are Host com-
puters to an IMP, up to four ANTS's can be connected to a

single IMP.

4. CURRENT DESIGNS - TIP
This section presents preliminary estimates of the costs of

terminal access based on using TIP's as roots of centralized net-
works. These estimates are made using the models developed in the
previous section and the line-layout algorithm described in the pre-
vious report. The number and locations of TIP's were heuristically
determined by visual inspection of the network configuraticn. The
network model resulting from a combination of the model componenis

presented in the previous section is described below.

4.1 NETWORK MODEL - TIP
As noted, the currently designed TIP has no provision for

the support of multidrop lines. Both hardware and software modifica-
tions may be necessary for the acceptable addition of this capabil-
ity. Significant requirements are line protocol for the multidrop
lines and more extensive file manipulation resulting from the larger
number of terminals. The line protocol must permit line utilization
of approximately 50%, a conservative figure based on the use of or-
dinary polling tech..ig es for multidrop lines. With the previously
described traffic range of 10bps to 100bps, this gives a possible
range of 6 to 60 terminals on a line. The sixty-three possible con-
nected lines allow a maximum demand of 37.8 Kbps to be placed on a
TIP by the terminals. Using the maximum demand figure in the TIP
bandwidth formula indicates that such a TIP would have sufficient
additional bandwidth to support a Host and also be connected to the
ARPANET in a manner consistent with current practices. However, the
number of terminals a TIP handles in the maximum demand case (378 -

3780) is far beyond the current maximum configuration (63). This
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increase in number should be anticipated as causing considerable
additional overhead for file manipulation. Furthermore, additicnal
overhead may be anticipated due to the burden of a multidrop line
protocol. Under these conditions, the maximum number of terminals
that a TIP can handle is assumed to be 630, one order of magnitude
greater than its current direct connection capacity. This gives a

network model as kelow.

TIP 1) up to 63 line connections
2) up to 630 terminals
Lines up to 600 terminals/line
t
where t is the traffic/terminal in bps

4.2 DESIGN RESULTS - TIP

Cost is estimated as a function of the number cf termi-

nais and their traffic level, subject to fixed TIP locations; the
multidrop line layout algorithm described in Semiannual Report #1
is applied to derive the multidrop line cost. In the table below,
costs are given for a 100 terminal system at a traffic level of

100 bps each for different numbers of TIP's at different locations.

100 Terminals

{100bps each) Monthly Line Costs
# TIP's Locations Monthly Line Costs And TIP Rental

W Chicago $14,007 $16,5C”
Memphis 14,501 17,001

New York 17,190 19,690

2 NY - LA 13,091 18,091

3 NY - LA - CHI 11,375 18,875

NY - LA - MEM 11,302 18,802

These results show that a higher number of TIP's yields lower line

costs, but not necessarily a lower total cost. Consequently, the

317
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number of TIP's is varied until a local minimum is reached. Table
1 gives preliminary estimates of the cost of terminal connection
as a function of the number of terminals and the level of traffic.
The size of the networks under consideratior is at present being
enlarged to refine these estimates. Results are shown as points
cennected by straight line segments in Figure 5. The curves suggest
that for low numbers of terminals, and thus, low numbers of TIP's,
the line constraints and TI? locations have significant impact on
cost. For large numkcrs of terminals, and thus, larger numbers of
TIP's, costs aire less sensitive to TIP placement and line con-
straints. Simplified illustrations of several of the network de-
s1gns are given in Figures 6 - 9. Note that for low traffic (10bps)
it is ccst effective to use as few TIP's as possible, while for
high traffic (100bps), savings are achieved by using more than the
minimum number of TIP's. (With low traffic, many terminals can be
chained together on one line to economically connect distant ter-
minals to a TIP. With high traffic, only a few terminals can be
placed on a line, and distant terminals result in several long, un-
economical lines.) Since TIP's are relatively expensive when com-
pared to conventional multiplexers, these simpler devices to
achieve economy of scale will also be investigated as an alterna-

tive architecture.

5. COST-PERFORMANCE TRADEOFFS
Cost effective terminal access will depend on both an effec-

tive line layout algorithm to connect terminals with access ports,
and con an effective port location algorithm to determine both the
number and location of access ports. The line layout problem for a
given set of ports has been effectively dealt with in Part 1 of
Semiannual Report #1. Present research is aimed at developing a
port locatior algorithm tc be combined with the line layout algo-
rithm for complete network design. The total algorithm will then be
used to investigate network tradeoffs with up to 10,000 terminals

and several hundred IMP's.
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TABLE 1

PRELIMINARY TERMINAL - TIP EXPERIMENT RESULTS

Traffic (bps)

$ 13,095

18,900

36,050

66,775

119,570

20

$ 13,231

19,875

39,138

72,893

125,085

3.49

20

$ 15,146

23,373

49,208

83,886

144,759

00

$ 17,607

31,818

56,099 |

94,189

165,817
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CHAPTER 4

A CUT SATURATION ALGORITHM FOR TOPOLOCICAL
DESIGN OF PACKET SWITCHED COMMUNICATION NFTWORXS

PART 1

1 INTRODUCTION

The topological design of packet switched communication
networks was first discussed hy Frank, Frisch,and Chou, ([Irank,
197C], who described an effective method for findinc low cost
topologies based on branch exchange technicues. The overall
design problem and the limitations of branch exchange technicues
were described by Frank and Chou, [Frank, 1973]. It has become
clear that as networks grow, new approaches are recuired to pro-
duce effective network desians.

In this chapter a new approach to the topological design
problem is described. This approach is hased on a fundamental
limitation on packet switched network performance called cut
saturation. The cut saturation property and itg relation to
networkx throughput and time delay were discussed by Frank, Kahn,

and Kleinrock, (Frank, 1972], and an efficient routing technicue

based on this principle was reported by Chou and Frank, [Chou, 1972].

The probLlem addressed in this chapter is the design of
low-cost packet switched network topolcgies with a fixed number
of sites (Nodes) and wi*th single fixed-capacity communication
lines (Links). The approach takan is a modification of the

Branch Exchange Method. The algorithm iteratively attempts to

keep the network throughput within specified bounds while reducing

the overall line cost and maintaining capacitv, delay and reliability

constraints.

4.1
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The results show that:
(1) The cut saturation solutions are at least as good
as the Branch Exchange Method (BXC).

(2) The cut saturation technique is computationally

much more efficient than the BXC technique.

4. DESCRIPTION OF THE CUT SATURATION (CS) METHOD

Constraints on network designs are:

(1) A fixed number of sites

(2) All lines of one capacity (say 50 Kbps)

(3) Maximum averaae delay per packet (say 0.2 sec)
(4) At least 2-connectivity

The heart of the CS algorithm is its routing algorithm. The
routing algorithm employed is an adaption of the Flow Deviation
Method for solving non-linear, constrained, multi-commodity flow
problems [Fratta,1973]. This algorithm, which has been descrihed
in detail elsewhere, provides optimal or near optimal link flows
for a given traffic requirement, network topology, and link
capacity allocation.

The object of the optimization is to achieve a desired
network throughput at the lowest possible cost. Given a typical
network configuration (usually, at least 2-connected, but much less
than 3-conuected) subject to the network constraints, the routing
algorithm can be applied to obtain optimal link flows. With these
link flows, some links will be highly utilized (80-90%), while
others will be underutilized. If the links are ordered according

to their utilization and then successively removed, the network

-~
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will eventually be partitioned into two disjoint components of
nodes. The minimal set of tnese highly utilize¢ links that dis-

connects the network is called a saturated cutset.

This experiment was performed a number of times. It was con-
tinuously observed that the total traffic between these 2 compo-
nents was usually very close to the sum of the flows in the
saturated cutset links. In other words, if: ND, = number of nodes
in component i for i = 1,2; RE = node pair traffic requirement;
NC = number of cutset links; and fi = flow in cutset link i then,

N
ND., x ND2 X RE = L £.. (1)
i

1

Clearly, the saturated cutset imposes a physical limitation
on the network throughput. In fact, a theoretical upper bound on
RE, corresponding to fully saturated links (i.e. infinite delay)

is as follows:

MIN ZCi
RE < over S .
S NDl X ND2

where Ci = the capacity of cutset link k; S = any minimal cut;

(2)

and NDi = number of nodes in component i cor.-esponding to cut S.
Since the links in the saturated cutset have fi ¥ Cyy from (1),
it follows that:

NC
RE =~ Ci . (3)
i=1 '
NDl X ND2

Thus,
* The value of RE given by the routing algorithm is very
close to the theoretical upper bound (i.e. near optimal).
+ Improvements on RE can only be obtained by reinforcing

the capacity of the cutset.

On the other hand, a new link introduced within a component will
not significantly increase the capacity of the cutset. Therefore,

if we want to introduce links that will increase the capacity of
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the cutset, we must consider only the potential links that join
the 2 components. This guideline provides an efficient criterion

for the selection of links to be introduced into the network.

8 3 CUT SATURATION ALGORITHM IMPLEMENTATION

The cut saturation algorithm consists of several bhasic
sections:

(1) Routing -~ (performed after each network

modification to generate new optimal link flows).

(2) Saturated Cutset Determination - (performed

at each stage of routing).

(3) Add-Onlv - (Select the "Best"” link to jcin

the two components).

The Add-Only operation is key to the bhasic CS method.
(4) Delete-Only - (selects the bhest link for
deletion from a highly connected topology).

(5) Perturbations - (combines Add-Only and
Delete~Only operations).

(6) Chain collapsing - (replaces selected
serial chains by a single eauivalent link to

improve efficiency of optimization).

3.1 THE ADD-ONLY OPERATION
The Add-Only algorithm determines the location of the link

1 and KZ’ The links that

must be considered for insertion corresponéd to the pairs (x,y),
such that:

that will join the two components, K

XEKl,y€K2

Using the cut saturation philosophy for throughput improve-
ment while attempting to minimize the cost, a reasonable choice
for the new link is the one that, while joining the two components,
has the shortest distance, i.e. the smallest cost as shown in
Figure 1.

4.4
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Unfortunately, this modification tends to shift the cutset
(see Figure 2) with little throughput improvement.

NEW i-\'
- il
LINK

This effect will be further discussed in a later section. A
reasonable modification would be to connect the "centers of

traffic” of the two components as shown in Figure 3.

Here the center of traffic is defined as the center of gravity of
the compornent when each has node weight proportional to its traffic
requirement. However, for networks of medium and large size, the
centers of traffic are likely to be distant from the cutset, and
thus, links joining them are costly.

4.5
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A simple heuristic technique to oktain the center of traffic
effect is called "Distance 2". This technique attempts to remove
from the set of link insertion candidates the node pairs in
which one of the nodes is close tc the saturated cutset. The
method retains nodes from each component that are at a distance
of at least two links from nodes adjacent to the cutset. If this
is not possible (because of small component size), nodes adjacent
to (a unit distarce of 1) the cutset nodes are retained. All
nodes that do not satisfy this criterion are eliminated from the
component (Figures 4 & 5).

Ry

Fiti. 4
where: @ = node that has a link in the cutset
A = node adjacent to @
KSi = revised component obtained from Ki

consisting only of nodes that satisfy

th=2 distance 2 criterion
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Now, the only links considered for insertion are links, (X, y)

such that:

x £ KS y £ KS

i 2 "
The distance 2 critericn retains nodes that are at least 5 links

distant from each other since

2 + 2 + 1 = 5
unit-link distance for K82 cutset 1iink
from cutset for KSl

A specific 26-node example of the distance 2 criterion is given in
Figure 5.
Another measure based on traffic considerations is called
SDIS (I,J) which is an index of the saturation of the least
saturated patth, T(I,J) from node I to node J. This saturation
of a path is defined as:
i

C
- MIN for all L -
SDIS (I,J) = m(I,J) TT((Ci-f.-) )

.

where 7 (I,J) is any (I, J) path, and the sum is over all
links in the particular path = (I,J). The values of all SDIS (I,J)'s
are readily provided hy the routing algorithm.

The insertion of a link between a node pair (I,J) with high
SDIS (I,J) is likely to achieve good throughput improvement, be-
cause it provides an aliternative to an already saturated path.
Here again, as in the distance 2 criterion, the tradeoff betwee:

tiiroughput improvement and link cost must be considered.

4.8
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Several Add-Only optimizations for a 26-node, 30-link
ARPANET topology were performed. In one, after ordering the
potential links according to cost, at each iteration, the minimum
cost links satisfying the distance 2 criterion were introduced.

In another after ordering the links according to the ratio
cost/SDIS, the link minimizing the ratio was added. These re-
sults are shown in Figure 6 and further Add-Only results are
presented in Section 4.2.

Surprisingly, the second run gave exactly the same results
as the first one. Based on such findings, it was concluded that
the two criteria are almost eguivalent for the network sizes
under consideration, and, therefore, the simpler distance 2

criterion was used for all further optimization.

3.2 THE DELETE-ONLY OPERATION
The Delete-Only operation begins with a highly connected

topology and eliminates one link at each iteration, thus continu-
ously reducing throughput and cost.

The criterion for link removal is based on link utilization
and link cost. One approach is to remove the most expensive and
underutilized link. That is, that link which when removed

maximizes the quantity

E. A (Di X (Ci-fi)

1:
€4
is removed, where
D; is the cost of link 1i; Cy is the capacity of link 1i;

Fi is the flow in link i; and Ci—fi is the relative

eXcess capacity. Ci
If removal of this link results in the creation of a
pendant or isclated inode, the link is not removed. With this

restriction, if the original network is 2-connected, the Delete

4.9
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Only method results in a 2-connected network; and if the network
was connected, it remains connected. Finally, if & very high cost
link in the saturated cu*set leads to a maximum E, the iink is
not remcved.

The results of Delete-Only and Add-Only experiments with 10
and 26 node networks are shown in Figures 7 and 8. Both delete
runs were started from good, highly connected topologies. Con-
sidering that the two methods are conceptually very differant,
the fact that resulting cost-throughput solutions are in the same

range leads to the conjecture that both methods are near optimal.

3.3 PERTURBATIONS

Cnce a configuration has achieved a required throughput, the

designer would like to rearrange links so that throughput remains
constant and cost is reduced. The branch exchange technique pro-
vides one such method. ,

The combination of the Add-Only and Delete-Only algorithms

provides another technique which will be called Perturbation.

Any exchange technique canncc be expected to keep ithroughput ab-
solutely constant, and therefore, lower and upper bounds, within
which throughput is ailowed to vary for intermediate solutions
(say + 5% of the desired throughput), are specified.

The approach taken allows one link to be introduced accord-
ing to the 7Add-Only criterion and one link to be removed accord-
ing to the Delete-Only criterion. If throughput exceeds the upper
bound. a Delete-Only is performed. Similarly, an Add-Cnaly is per-
foimed when the throughput decreases beneath the lower bound.
Therefore, starting with any link configuration, a desired
throughput level is attained by either adding or removing links
according to cost and cutset considerations. After reaching the
desired level, links are rearranged so that cost is reduced and

the desired throughput is retained.

4.11
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Also considered during perturbation, is the effect of
Domination. (Network A dominates Network B, if CA 3 CB
and RAE: Ry, where C and R are cost and throughput, respectively).
Each network, i, can he characterized by an ordered pair, Pi,

(Ci, Ri). A list of the dominant points is kept to serve as a
criterion [or design modifications. In fact, during perturbation
an intermediate network may be dominatecd by another previously
generated network. In this case, the network is returned to the
previous stage and the method is continued. A flow-chart for the
perturkation method is given in Fiqure 9. An example of the
application of the perturbation technique tc a 26 node network is

shown in Figure 10.

3.4 CHAINS COLLAPSING
Typical ARPANET configurations are at least 2-connected but

much less than 3-connected. Consequently, there are many chains,
with 4-5 serial nodes. The presence of chains can produce
in2fficiencies in the CS algorithm, as shown later in this section.

There are two types of traffic on a chain:

(1) Internal Traffic: corresponding to requirements

from nodes internal to the chain to external nodes, and
vice versa; and between internal ncdes. This component

of traffic varies from link to link along the chain,

(2) Transit Traffic: corresponding to requirements between

external nodes, which are routed along the cnhain. This

traffic component is uniform along the chain.

The efficiency of the CS method is jicatly enhanced i~ some of

the chains are "collapsed" and replaced by a single ejuivalent link.

-
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In narticuvlar, chaias with predominantly transit traffic should be
collapsed.

Consider the network shown in Figure 11 with the saturated
cutset indicated. Notice that each cutset link belongs tc a dif-
ferent chain. It can be shown experimentally that the traffic on
such chains is prevalently transit traffic. Therefore, all links
in a chain carry the same amount of flow and are uniformly satur-
ated. Suppose that the CS technique is applied. One of the two nodes
between which a new link is inserted may be internal to the cutset
chain (See Figure 12). The insertion then shifts the cut-set to
some other link of the chain,with very little throughput improvement,

(since all links were uniformly saturated). To avoid this, the al-

gorithm is modifying to disregard saturated cut-set chain nodes during

link insertion.

Consider the example in Figure 13. Since chain links tend to be
uniformly saturated, the cutset shown in Figure 13 may be chosen by
the CS method. This c¢ould happen, for example, if flows in the up-
per chain are slightly greater than those in the other chains. This
selection is clearly improper, since little throughput improvement
can be obtained by adding a link across this particular cutset.
Again, to prevent such a situation, special attention must be given
to chains during saturated cutset determination.

A remedy to the above situations is the chain collapsing tech-

nique, which replaces a chain by a single link with equivalent link
flow equal to the maximum of all link flows in the chain (See Figure
14) . This procedure is applied by the CS algorithm before cutset de-
termination. After cutset Zetermination and before link insertion,
all collapsed chains are regenerated (i.e. the internal nodes are
restored), except for the saturated cutset chains. For examrlie, as-
suming that the saturated cutset in Figure 14 consists of the three
intermediate chains, before link insertion, the network shown in
Figure 15 is ccnsidexed. The collapsing technique handles pathologi-
cal situations, but there are cases when chains should not be col-

lapsed. Typically, these are when internal traffic prevails over

4.17
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transit traffic, and, therefore, link flow is not uniform along the
chain. The following criterion, hased on t.;ieoretical considerations
and experimentation, is used to determine when a chain should be

collapsed. A chain is not collapsc¢ble if: (1) the number of inter-

mediate nodes in the chain is larger than NN/3, where NN is the to-
tal number of nodes; and (2) the ratio ketween maximum and minimum
flow on the chain is larger than 1.5.

To demonstrate the impact of chain collapsing on the CS al-
gorithm, consider the two 43 node ARPANET design examples shown in
Figures 16 and 17. The first does not allow chain collapsing, while
the second does.

no chain collapsing:

lL.a .
” }:jE;:::::ji::ffiéiiiiégfjil._-" ]jjEE;::égji:::}::;;%§%ii:l-_"
e — 5 ¢ B
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For the example of Figure 16, the saturated cutset is repre-
sented by the three cross country chains. However, because of the
chain effect, the CS method is able to detect such a cutset only
at step l.d. The plot in Figure 18 shows cost and throughput for
all the above steps; the largest improvement is obtained from 1.d

O :70
5% <
O -0 O

o
Nt

to l.e.

-0
2.0
FIGURE 17

ot
Tl

For the Figure 17 example, the proper cutset is detected at the first
step, and significant throughput improvement is immediately achieved
(See Figure 18). Notice from Figure 18 that the collapsing results

are constantly better than the non-collapsing ones in the Add-Only
phase, below the minimum throughput threshold. Above this threshold,
branch deletions and additions are performed, and some of the bad ini-
tial choices of the non-.ull-psing algorithm are deleted. Therefore,

the results of the two algorithms in that range are comparable.
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4, OTHER DESIGN CONSIDERATIONS

4.1 RELIABILITY
It has been shown in previous NAC reports that networks

containing pendant nodes (nodes of degree 1) are not sufficiently
reliable. No provision, however, is made in the CS algorithm to
favor the connection of pendant nodes. Nevertheless, startiug
from network configurations of 10-26 nodes with many pendant nodes
(trees), 2-connectivity is rapidly achieved.

This can be attributed to the fact that links incident to
pendant nodes become saturated early in the design algorithm.
A pendant node link would constitute the cutset with the pendant
node in one component and the rest of the network in the other
component. The only alternative for the Add-COnly algorithm,
therefore, is to establish another connection between the pendant
node and the rest of the network. Further study will focus on

a better criterion to ccnnect pendant nodes.

4.2 STARTING NETWORK CONFIGURATIONS
The irput to the CS algorithm consists of various parameters

(throughput thresholds, maximum number of iterations, time delay,
tolerances. etc.). Of considerakle importance is the initial
network configuration. Several experiments using various starting
topologies such as trees, mimimum spanning trees, and 2-connected
topologies were performed. The results given in Figures 19, 20 and
21 show various solutions for 10, 26 and 40 node networks. The
experiments for the 10 and 26 node case were run using the distance
2 criterion. The collapsing technique was used for the 40 node
case.

The starting link configuatiua could be crucial to the per-
formance of any design algorithms. The results, however, show that

4.23
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the CS algorithm is not sensitive to starting configquations,
since cost-throughput curves for different initial topologies
are close to each other. (The best starting topology seems
to be a 2-connected one.)

Further sensitivity studies will be performed with other
starting configuations such as star and loop topologies and
fully-connected networks. The goal is to establish good
standard initial topologies which depend on node location,
r=liability, etc., and to develop algorithms for the generation

of such initial topologies to avoid the preliminary hand design.

5. COMPUTATIONAL REQUIREMENTS FOR THE CUT SATURATION DESIGN

5.1 EXECUTION TIME

The execution time per iteration (which includes routinag and

cut.set modification) is dependent on the size of the network.
In particular, the computational complexity,(%‘of the flow
deviation routing algorithm used is
Cg = «m)? + sy’ (4)
where NN° = number of nodes with degree >3

NA = number of links; and « and f are
proper coefficients which depend on code optimi-
zation and accuracy required. Faster routing
algorithms can be used but this does nct appear

necessary at the present time.

The complexity CS of the cutset modiiication algorithms is

ap roximately

2
> A
Cs v (NA) (5)
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where Y is a proper coefficient which depends on code
optimization.
In most practical applications, NN~ << total number of nodes.
For sufficiently large networks, it appears that « (NN’)3 << (NA)Z,
and, therefore, the total complex.ty is C = G(NA)2 (6)
where § = B + vy .
Per-iteration running times on a CDC 6600 are presenrted in
tables 1 - 3. Equation (6) can be ver.fied from the results in

those tables. Letting C be the runninz time, we evaluate § as

follows:
Ao 1S 5 -

(NA)

FOR 10 NODES:

20 links: 6 = —8 5 = .0020.
(20)

FOR 26 NODES:

30 links: 6§ = 1'92 = .0021
(30)

39 links: & = 2'62 = .0016
(39)

FOR 40 NODES:

54 links: 6 = 4°42 = .0015
(54)

61 Qiwmkss & = 6°22 = .0017
(61)

The relatively small range of fluctuation of the coefficient

justifies the assumption in equation (6).

4.28
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TABLE 1: 1C NODES

§ Of Links Routing Cutset Total

15 .3 .2 .5
16 .4 .3 .7
17 .4 2 €|
18 .4 .3 57
19 .5 .3 .8
20 .5 .3 .8

(In Seconds)
TABLE 2: 26 NODES

f Of Links Routing Cutset Total

27 1.2 .5 b
30 1.2 ) 1.9
33 1.4 .5 1.9
36 1.5 Al 2.2
39 1.8 .8 2.6

(In Seconds)

TABLE 3: 40 NODES

# Of Links Routing Cutset Total

52 3.1 1.1 4.2
54 3.2 1.2 4.4
56 38 1.3 4.6
58 3.6 1.4 5.0
61 4.7 1.5 6.2

(In Seconds)
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5.2 CORE REQUIREMENTS

The amount of core M needed for the design algorithm cor-

responds to the sum of various node and link arrays and is given
by:
- 2 2
M = 10(NN)" + 3(NA)“ .

In addition, the code requires 10K words of core. On the CDC
6600, the algorithm accomodates a 60 node, 80 link network in
80 K words of core.

5.3 LARGE NETS

Computational and core re'juirements clearly set a limit to
the size of the networks that -an be solved directly with the
present algorithm. Partitioning techniques are necessary for net-
works of 100 or more nodes.

6. COMPARISON BETWEEM THE CS ALGORITHM AND OTHER EXISTING
METHODS

6.1 INTRODUCTION

To evaluate the efficiency of the S algorithm, CS results

were compared to: (1) Branch Exch-nge (BXC) algorithm results;
(2) theoretical lower bounds; and (3) manual network design. The
results show that the CS algorithm is more efficient than eny
other method and that it is indeed near-optimal.

6.2 COMPARISON WITH BXC ALGORITHM
The BXC Rlgorithm is an iterative network design technique.
At each iteration, links are added, deleted, or exchanged, and cor-

responding cost and throughput variations are computed. If the

tradeoff between the cost/throughrut variation is favorable, the
topclogical modification (addition, deletion, or branch exchange)
is accepted; otherwise it is refused. The procedure is exhaustive

and terminates when no more improvement is possible.
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The major difference between BXC and CS is that CS con-
siders conly those link insertions and deletions that are likely
to yield a favorabie cost/throughput tradeoff; therefore, the -
CS method can be expected to converge much more quickly to good
solutions. Another drawback of the BXC algccithm is the inaccur-
acy of the throughput computation after each *'ranch exchange: in
fact, in order to cut down the computation time, the BXC algorithm
applies a suboptimal routing technique, with throughput results 5%
to 20% below optimum. This inaccuracy can be misleading in the
search for improved network configurations and requires that, at
the end of the BXC algorithm, a large number of candidate solu-
tions be ce-evaluated with an optimal routing algorithm.

Three networks, with 10, 26, and 40 nodes, respectively,
were designed using BXC, and the results are compared to CS re-
sults in Figures 22, 23, and 24. In no case was a BXC design bet-
ter than a CS design. In addition, the 7XC is much more time con-
suming than CS: for the 40 node example, the 11 BXC solutions re-
quired 450 seconds on a CDC 6600, while the 24 CS solutions re-

quired 118 seconds.

6.3 LOWER BOUNDS

Lower bounds on the cost of the optimal solution can be ob-

tained by approximating the iink cost capacity functions with
concave lower envelopes, and solving the associated concave multi-
comrodity flow problem with the aid of mathematical programming
techniques [ Gerla, 1973 ], In the specific case treated, the
lirk cost function is a step function and is approximated with a
properly defined concave curve as shown in Figure 25. Clearly,

the minimum cost of the continuous, concave design problem is a
lower bound to the cost of the real problem, because the concave
link costs are always no greater than real link costs. Notice
(Figures 26 and 27) that most CS solutions are within 5% to 10%

of the lower bound.
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6.4 MANUAL DESIGN
In an attempt to improve CS solutions, topological modifi-

cations are often performed manually using, in addition to the
link cost and link saturation information available to the CS
method, human intuition. In most cases, however, generated solu-
tions had either poorer performance than previous CS solutions, or
were previously obtained CS solutions. A conclusion, therefore,
is that manual interaction is not required for good cost-
throughput results. Interaction is still necessary, however,

at least at this stage of CS algorithm development, to deail

with reliability issues that cannot be treated fully automatically
(e.g. break long chains, etc.).

i CONCLUSION AND FUTURE RESEARCH
The cut saturation algorithm described is a novel method

r"'——

for the topological design of distributed communication networks.

A comparative analysis of this algorithm with respect to the

Branch-E:’change Algorithm (another well known technique for

distributed network design) shows that the former gives better

%’ results and is computationally more efficient than the latter.
Furthermore, the comparison of CS solutions to theoretical

lower bounds shows that the CS Algotithm is near optimal.

Although preliminary CS results were already very successful,
there is ample space for further research to improve tne present
algorithm and extend its range of applications. In particular,
required are: techniques for generating good starting topologies;
considering a larger class of criteria for link insertion and
deletion (which might include some measure of network reliability),
performing more than one link addition and/or deletion per iteration:
and providing interactive access to the design program via graphic
terminals, In addition, the present CS algorithm will be extended

so that it can be applied to problems with several levels of
channel capacity and very large problems that require decomposition
techriques.

4.38
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CHAPTER 5

COST COMPUTATION FOR NEW LINE TARIFFS AND SERVICES

ilfe INTRODUCTION
With present line tariffs and network sizes, the rost of a

line (or circuit) in any data or comput2r communications network
depends mainly on the direct distance between the two end points
of the line. Such is the cases in the ARPANET. Thu~ far, it has
been very simple to determine line costs. However, as new line
tariffs are introduced, as new types of transmission services
are made available, and as computer networks grow larger, the
line cost calculation will no longer be straightforward.

With some of the proposed new tariffs, such as AT&T's pro-
posed Hi/Lo density tariff, the line cost between a pair of loca-
tions depends on a set of parameters which may not relete to dis-
tance. Under the proposed new services, mainly digital transmis-
sion and domestic satellite communications, the user will be able
to reduce cost by configuring networks in special ways. Finally,
as a network's size grows, advantage can be made cf line volume/
discount in its own right. (At present, some networks achieve
discounted rates on lines because they are part of much larger
networks.)

The immediate impact of these tariffs is that new computa-
tional techniques must be developed to calculate line cost, to
evaluate and compare different tariffs and services, and to con-
figure least cost circuit routes.

On the surface, it may appear that each tariff requires a
special cost optimization technique. However, many tariffs can
be placed in a generalized cost structure chat may be handled by
the same optimization process. On the other hand, a design problem
may involve more than one type of line cost structure. A general

design goai is to allow the network designer to subdivide, on the
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basis of line tariffs, the vacious line cost problems into a small
number of classes, each class corresponding to & different cost
structure. For each cost structure, a difterent computational tech-
nique, general enough to handle all problems and tariffs correspond-
ing to that cost structure, is developed. The global design program
is obtained by combining the proper cost structure. For example, the
line cost optimization for a 2-level satellite network would require
2 steps: one corresponding to the satellite cost structure, and one
corresponding to the cost structure of the terrestrial subnetwork.
The pnrpose of this section is to classify possible cost struc-
tures and to propose outlines for future studies i developing com-
putational techniques. The emphasis is on the application of dcomes-

tic satellite communications to large computer networks.

2. NEW LINE TARIFFS AND THEIR IMPACT

There are many new tariffs being proposed by AT&T and various

common carriers and domestic satellite companie¢s. The following three

tariffs are typical.

2.1 AT&T's PROPOSED HI/LO DENSITY TARIFF

Approximately 37 rate zones are defined to be high density

locations, and the remaining are low density ones. The cost per
channel-mile for a line connecting two high density locations is less
than one third of the cost between a lc7 density location and any
other location. A low-to-low or low-to-nigh ci°*~uit ~an be implemented
either hy direct connection or b, routing “lrcugh high density loca-
tions.

Since most nodes in a computer network are likely to be located
in or near populated areas, which usually are high density locations,
the network's line cost will be lower under this proposed tariff. For
nodes located in low densityérate zones, the network designer must

decide how Lo economically route circuits originating from these areas.

5.2
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2.2 AT&T's PROPOSED DIGITAL DATA SERVICE (DDS)
This new data service, being developed by AT&T, is based

on the Tl digital carrier network. Better quality and considerable
economy can be obtained by transmitting data on the Tl rather than
on traditional analog channels. Initially, DDS will be offered be-
tween 24 maior cities, and will be extended to most of the 370 high
density locations,mentioned before,at a later date. Different chan-

nel bandwidths can be leased at the following rates.

Bandwidth (Kbs) Mileage Charge($/Mile x Mo.) Serv{ZéMgé;minal
2.4 .45 149
4.8 .60 200
9.6 .90 280
56.0 4.50 500

From a location where DDP is not z:vailable, a customer can access
the DDS network via a private analog channel of proper bandwidth
and characteristics (series 3000, 5000, or 8000) and with adequatc
modems.

The cost for DDS's 56 KBPS line is less than that of a 50 KBPS
line, even at the Government Telpak rates. Thus, the availability of
DDS will have an immediate cost impact on the ARPANET. The greater
impact will occur when Tl or T2 carriers are available for public
service. Then, if a computer network is large enough, T1 carriers
can be used to concentrate traffic, to channel high traffic volume,

or to time-divisicn-multiplex (TDM) a Tl carrier into sub-channels.

2.3 DOMESTIC SATELLITE SERVICE
Several companies (WU, Amersat, CML, RCA, GTE, AT&T) have

been granted FCC approval to sell private satellite communication
services in the U.S.A. Most satellite carriers will provide, in addi-

tion to the satellite channel, a terrestrial backbone network to facili-

tate satellite access and to improve overall reliability. Although mcst
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satellite tariffs are not yet definitive, it is anticipated that the
total line cost wil) pe given by the sum of the satellite and terres-
trial cost compunants. In particular, the satellite segment (from
antenna to antenna) will be much less expensive than a coast to coast
terrestrial channel (e.g., a full duplex 56 KBS channel on the satellite
will cost = 500 $3/Mo.). Different rates will apply, depending upon
whether the customer provides his own grcund stations, arranges for ter-
restrial access to the company's ground staticns, or finally, uses the
company's terrestrial network. Two general characteristics of satellite
rates are: (1) rates not dependent on distance only, and (2) strong

volume discount with respect to satellite bandwidth used.

3. LINE COST MODELS

In the leasing of communication racilities, the user is faced with

a variety of alternatives differing in cost, quality of transmission,
delay, etc. To achieve a minimum cost network design, all such alter-
natives must be carefully considered. It is practically impossible

to develop computer programs for network design which would take into
account all the available commercial offerings. The best approach is to
classify such ¢ iferings into a limited number of very general cost struc-
tures and to develop efficient algorithms for each structure. Specific
problems can be solved by properly varying the input parameters of each
algorithm.

Four classes of cost structures are identified: distance dependent
(DID) structures; location dependent (LOD) structures; volume discount
(VOD) structures; and hierarchical structures. A description of the
four classes follows,

(A) DID Structures

The cost per channel from point A to point B is a function

of distance (A,B) only. It is independent of the specific loca-
tions of A & b, and of the number of channels (or bandwidths) from
A to B. For practical purposes, circuits in the ARPANFT can be
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estimated in this manner, even though the ARPANET's circuits are
mostly routed through existing governmental Telpak circuits.
Other examples of DID structure are the type 3000 tariff and the
type 8000 tariff. If we restrict A and B to helonging to a
privileged set of points, the Hi/Lo density tariff (where A and B
are high density points) can also be considered as a DID struc-

ture.

B. LOD Siructures

The cost per channel from A to B depends on the specific
locations of A and B. It is independent, however, of the number
of channels (or bandwidths) from A to B (no volume discount). A
typical example of a LOD structure is the Hi/Lo density tariff.
When either A or B or both are low density points, the rate
depends not only on distance (A,B) but also on the geographical
position of A and B with respect to high density points. 1In
problems where only one channel of & given capacity must be allo-
cated between A and B !(ind therefore, a volume discount does not
apply), the DDS tariff, and in general all specialized and satel-
lite carrier tariffs used in conjunction with AT&T tariff, can be
considered as LOD structures. In fact, the cost of the channel
will depend on the relative position of points A and B from the
DDS network and on the special carrier network or terrestrial
backbone network of the satellite company. In essence, this is
a shortest path prohlem. Finding a least cost circuit hetween a
ncde pair is equivalent to finding a shortest in cost path that
connects the twoc. This path may contain other intermediate nodes

if necessary.

G VOD Structures

The cost of leasing an additional channel (or additional
bandwidth) from A to B decreases with the volume of channels (or
bandwidths), or channel-miles already leased from A to B. Further-

more, the cost depends on the distance between A and B (but does
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not depend on their specific locations). Examples of VOD
structures are: the Telpak tariffs (where A and B can be any
lccaticis in the U. S. A.); the DDS tariff (where A and B belong

to the DDS network); ar” the specialized carriers and satellite
companies (where A an. B belong to the respective networks).

There is no exact method for solving optimization problems with
such cost structures. A basic heuristic approach is to iteratively
compute shortest routes, according to appropriate link costs (which
change from iteration to iteration) and redistrihute (or "deviate")
requirements on such routes. The effect of such deviations is to
achieve better economy of scale and therefore reduce cost.

Without going into detail, we simply mention that the effi-
ciency of the VOD algorithms depends strongly on the nature of the
cost-capacity functions of the links. 1In particular, link functions
which are rather irregqular, "neither concave nor convex," and with
large capacity jumps (like the Telpak case shown in Figure 1) are
in general difficult to handle during network design. On the other
hand, link functions with small capacity jumps and which can be
reascnably approximated by a concave curve (see Figure 2) lead
to quite efficient algorithms.

Although optimal topclogy will depend on many factors (eccn-
omy of scal:, throughput level, node geographiccl locations, re-
guirements, etc.), it is possible to anticipate that cost structures
with strong economies of scale lead to tree topologies, while struc-
tures with mild economy of scale lead to highly connected topolo-
gies.

D. Hierarchical Structures (Partitioning and Node Location

Problems)

Network partitioning consists of dividing the nodes into
subsets and solving a separate design problem for each subset.
This operation also requires the solution cf a location problem,
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because partitions are connected to each other, or to a cen-
tral node, through one or more "exchange" nodes whose loca-
tions must be optimally selected. Hierarchical structures and
network partitioning are the natural consequences of a VOD

cost structure or, more generally, of any economy of scale
situation where it pays to implement a two-level hierarchical
structure, with several low level networks and one high level
networkx. Traffic between low level networks is sent to the ex-
changes, and from there to the high level network. The high
level network links carry a high traffic volume and can achieve

a better volume discount than can links in low level networks.

4. AN ALGORITHM FOR OPTIMIZING DOMESTIC SATELLITE COMMUNICATIONS
NETWORKS FOR COMPUTER COMMUNI( 'TIONS-PART 1
There are three possible ways to extract, from the satellite,

channels to be used in a computer network: from a domest.c satel-
lite company's central offices; from a small "roof top" antenna at%
each terminal site (node); and from strategicaliy located grourd
stations which are set up specially for thr network. The first ap-
proach is treated in Chapter 2 of this report. The second approach
will not be feasible in the near future, since current antennae
(under 45 feet in diameter) can receive but cannot transmit adequately
at high data rates. This subsection addresses the third approach.

In this approach, all four cost structures described in the last
subsecticn are encountered. Nodes are partitioned, and a ground sta-
tion is located in each partition. For the terrestrial network,
"volunic discounts"” may be used to connect nodes to the ground sta-
tions; "location dependent structures" may be used to calculate line
costs f.x the possible high/low density tariff, for connecting lines
between different common carriers, and between private microwave
links and common carriers; finally, costs for some lines can always

ke determined by direct distances (distance dependent structures).
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Tc solve the problem stated above, a computer optimization

program is necessary. Fiqure 3 shows a flow chart for a proposed

program.

below.

The function of each block of the flow chart is described

This description is intended to demonstrate the logical flow

of the program, rather than to provide complete details for each

Llock.

A.

Data Base

The Data Base contains engineering data and cost infor-

mation for termination and communicaticn channels, it also con-

tains V-H coordinates.

B.

User Inputs
Information input by users includes:

Hetwork Information

This includes types of communication devices, .ngin-
eering data, costs, and V-H coordinates, if not already

in the data base.

Traffic Requirements

Traffic requirements can be expressed as number of
accesses, number of channels, bandwidth requirements, or
data bit rates at a terminal locaticn or between a pair
of locations. If available, traffic variations as a

function of time should also be included.

Design Restrictions

Preassigned terrestrial links, preassigned earth
stations sites, allowable earth station locations, and the
number of earth stations are among possible constraints to
be imposed on each design. Such restrictions may be the
consequence of previous designs, or may be derived from

other considerations.
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e Other Relevant Data

c. Program Manager

The Program Manager manipulates user inputs and appro-
priate portions of the data base and creates a new data base

in a format for use by the main body of the program.

D. Traffic Requirement Specifications

Traffic may be specified exclusively in terms of "traffic
per terminal pair." In this case, the algorithm used to locate
earth stations is different from the one used when traffic re-
quirements are specified in other terms. When only terminal
pair (i.e., point-to-point) requirements are specified, the
sequence F, G, H, I, J, K, identified in the flow chart, is
used to determine earth stations. This sequence represents the

algorithm for this traffic requirement specification.

E. If requirements are specified in terms of total traffic

at each terminal, the algorithm sequence L, M, N, O, P, Q, is
used to determine earth station locations. If some requirements
are specified in terms of "traffic per terminal pair," while
others are specified in terms of "total traffic per terminal,"”
two different approaches, represanted by sequences F, G, H, I,
J, K, and L, M, N, O, P, Q, are used to find locations for
earth stations, and the least cost set is chosen as the final

result.

F. Terminal Partitioning

The terminals involved at this stage are those whose traf-
fic requirements are expressed in terms of "traffic per terminal

pair." (There may be other terminals in the network whose traf-
fic requirements are defined differently. These are considered
for partitioning at a later stage.) If satellite links are not

present, requirements can be satisfied by connecting a direct,
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least cost terrestrial link with a capacity equal to the
traffic requirement for that pair. (Some of these links may
be routed through Telpak circuits for cost reduction.) The
goal of the design systen is to reduce communications costs
by replacing some of the terrestrial links with satellite
links. If terminals of this terrestrial network are parti-
tioned into clusters and one earth station is placed in each
cluster, replacing only those terrestrial links interconnect-
ing clusters may result ia cost savings. Thererore, the more
traffic between clusters, and the longer the links connecting
the clusters, the larger the potential cost saving. That is,
the higher the communications costs for terrestrial links in-
terconnecting clusters, the higher the potential cost saving
achieved by their replacement with satellite links. The steps
involved at the present "terminal partitioning" stage involve
the partitioning of the terminals of the terrestrial network
in such a way that the costs for the terrestrial links con-
necting the terminals between different clusters is maximized.
There is no exact method to achieve the above goal. However,
there exists an iterative algorithm which gives very good re-
sults. The number of clusters, or the number of earth stations
is not determined at this stage. It is defined at the Program

Manager stage.

G. Center of Gravities

A good heuristic for locating earth stations is to place
one at the center of gravity, or median, for each cluster.
The object is to determine the center of gravity to locate
earth stations so that the total terrestrial link cost for
connecting terminals in the cluster directly to the station
is theoretically minimum. Each l.nk cost is a function of dis-
tance and traffic requirements. After all medians are found,

one may discover that lower cost connections for some terminal
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pairs are direct point-to-point terrestrial links rather than
satellite links. If such terminals exist, their requirements
are deleted fron consideration and a set of new centers is
determined.

H. Checking Traffic Requirements

If there are no terminals whose traffic requirements are
expressed in terms of "total traffic required at the terminal,"”
the clustering is finished. Otherwise, these terminals must be
adced into the clusters generated at step G.

I. Reclustering

In this step, reclustering for the additional terminals and
determination of new centers of gravity of the clusters is ac-
cumoylished. The terminals defined in "H" are added to clusters
obtained in "F", so that the total cost of connectin¢ each cf
the terminals to its corresponding center of gravity is minimum.
(Each of the connections is a function of distance and traffic
requirements.)

J. Determining Earth Station Locations

The medians of thc clusters are heuristically good locations
for earth stations. 1In practice, there are restrictions on allow-
able locations ifor earth stations. The allowable location nearest
to each median is chosen as the potential site for an earth station.

K. Determining Tentative Costs

The costs to connect each terminal to the nearest earth station /
through a terrestrial link with sufficient capacity to traffic 1
requirements is determined.

5.13
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L. Clustering and Center of Gravities

The definition of medians is stated in "G". Terminals are
partitioned by some simple sets of rules into clusters. The
number of clusters is equal to the number of earth stations sup-
plied by the Program Manager. Terminals are iteratively shifted
between clusters to minimize the total costs to connect each ter-
minal to its nearest median with a terrestrial link satisfying
the traffic requirements. At this stage, terminals whose traffic
requirements are specified in terms of "traffic per terminal pair"

are not included in the clustering process.

M. Checking Traffic Requirement Specifications

If there are no terminals whose traffic requirements are
given in terms of "traffic per terminal pair" no further clustering
proces: is needed. Otherwise, reclustering may bhe necessary.

N. Checxing Requirements for Reclustering

If any of these terminal pairs with pair wise requirements
are in the same c¢luster, or if any such terminals are not con-
tained in any of the clusters, further clustering is necessary.

o. Terminal Reclustering

Eachh of the terminals not contained in any of the clusters
is assigned to the cluster whose median is closest. 1If there is

a direct traffic requirement between a pair of terminals, and if

they are in a same cluster, the traffic requirement can be satis-
fied less expensively via terrestrial links only. These require-
ments are deleted from consideration. A new set of medians are

l then calculated.

r‘ P. Determining Earth Station Locations
Identical to Step J.

Q. Determinining Tentative Costs
Identical to Step K.
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R. Choosing the Least Cost Partitioning

If only one type of traffic requirement is specified,
there would be one set ~f earth station locations, and the
program can proceed to the next block. If both types of traf-
fic requirements are specified, there would be two sets of earth
station locations. The total cost to connect terminals with
terrestrial links directly to their associated stations is dif-
ferent for the two sets. The set of locations and their associ-

ated clusters corresponding to the lesser cost is chosen.

S. Solving the One Terminal Telpak Problem -

The possibility exists that several terminals in the same
cluster can be connected to the éarth station by a shared wide
band line. The cost optimization associated with this situation
is called the "One Terminal Telpak Problem”. The problem complex-

ity is such that in general only heuristic solutions are possible.

T Post-Processor

This portion of the Programming System determines whether
the earth station location for each cluster should be perturbed
liy proceeding to block "U" or whether systems with a different
number of earth stations should be evaluated by returning to
block "C". If no further processing is needed, the results are
placed into the desired format, a complete cost analysis is per-
formed and the plotting routines are called.

u. Perturbation

With Telpak-like circuits included, the earth station lo-

cations determined earlier may not be the least cost choices. £
These locations are perturbed to test for possible cost reduc- 4
tions. Also, it may be less costly to connect some terminals near :
boundaries or the clusters to the earth station of a different
cluster via a Telpak-like route.

-
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CHAPTER 6

ROUTING CONSIDERATIONS FOR LARGE NETWORKS

1. INTRODUCTION

In this chapter, the computational aspects of the large
network routing problem are considered. Both hierarchical
and nonhierarchical networks are studied, and computatiorn,
storage and overhead traffic requirements are examined. Several
hierarchical routing algorithms are proposed. These algorithms
are based on a decomposition approach and provide significant
savings in memory space and computation time when compared to
other techniques which have been implemented or proposed. These
algorithms can operate efficiently for distributed networks
with 1000 or more nodes each of which is active in the routing
process.

In a packet-switched communication network, the routing
policy is defined as the set of rules that guide each packet
through the network, along a route from source to destination.

We distinguish two types of routing policies: deterministic

pclicies, which implicitly assume time invariant input rates
and a perfectly reliable network configuration; and adaptive
policies, Which are capable of adjusting to traffic fluctua-
tions and network failures. The former type policy cidn be
specified analytically and is mostly used for network analysis
and design. Adaptive routing procedures protect against
network failures and load fluctuations and thus are essential
for traffic management in 2 network implementation.

An efficient routing policy should be able to fully
utilize network capacity for any load pattern, by sending
packets on minimum delay or maximum throughput paths and event-
ually distributing heavy traffic on multiple paths. However,
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the routing strategy alone cannot prevent network congestion
if input traffic exceeds network capacity. Therefore, a flow
control mechanism is needed to control input rates before con-
gestion occurs.

Routing and flow control techniques have been designed
and implemented for small and medium size netwcrks (up to
about 64 nodes), with satisfactory results. However, for
networks of more than 100 nodes, existing techniques become
inefficient, primarily because of computation time and memory
space. In fact, the analytical solution of a deterministic
routing problem with existing routing algorithms requires an
amount of computation between (NN)2 and (NN)3 and a memory
space on the order of (NN)2, where NN is the number of nodes.
Similarly, the implementation of the existing adaptive routing
techniques for traffic management introduces an overhead
proportional to (NN)Z. The adaptive routing program presencly
used in ARPANET, for instance, requires at each nodal processor
a storage space (for routing table storage) and a processing
time (for routing computation) both proportional to (NN);
similarly, each node periodically transmits an amount of routing
information proportional to (NN). The total overhead traffic,
obtained by multiplying the overhead of each node times the
number of nodes, is therefore proportionai to (NN)2.

The relation between network congestion and network size
cannot be expressed in simple quantitative terms. However, it
can be shown that in a large network under particular traffic
conditions, present flow control procedures are not able to
prevent congestion of regional or local areas.

New routing and flow control techniques are therefore
required for large networks. Such techniques wi:il, in general,
use decomposition concepts, tc reduce the large network problem
to a set of dependent smaller problem, each solvable using the

existing methods.
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The overall solution should depend not only on network
size, but also on network topological structure. In fact,

some solutions appropriate for a distributed structure such
as a grid topology might not be efficient for a hierarchical
structure.

Hierarchical structures are particularly advantageous

for large network analysis and design. Thus, in this paper
we concentrate our discussion on various hierarchical routing

algorithms.

2. HIERARCHICAL STRUCTURES

A variety of topological structures can be used for net-
work design, ranging from hierarchical structures to uniformly
distributed structures such as grids. The preliminary 1000
node network study in NAC's Semiannual Report #1 has shown
that hierarchical structures are desirable for large networks
because: (1) they are more economical; (2) they are easier to
analyze and design; (3) they offer more flexibility in the
5 , because different hierar-

choice of the system configurat®

R ad

Ll

chical levels can be implemented using different communication
technologies and under d° “ferent system requirements.

Because of the above factors, a hierarchical structure
was selected ‘or the present large network routing study. With-
out loss of generality, it is assumed that there are two hier-
archical levels (the regional and the national level) consisting
of m regional networks (with m nodes each) connected to each
other by a national network. Each regional network is connected
to the national network through two excliange nodes. Therefore,
the national network has 2m nodes which are exchange nodes and

belong both to regional and national networks.
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It is also assumed that flows between two nodes belonging
to the same region canno* be sent along routes containing nodes
external to the region. ihe assumption is both physically re-
alistic and also greatly simplifies both the deterministic and
adaptive routing algorithms. While a variety of other assumptions
are possible, reasonable ones do not seem to either substantially

increase or decrease the difficulty of the routing problem.

3. DETERMINISTIC ROUTING POLICIES
The Deterministic Routing Problem.The optimal deterministic

policy is generally defined as the routing policy that minimizes
the average packet delay T for a given external traffic require-

rent, or, alternatively, as the policy that accommodates the

maximum throughput, swca that T < Tma , where Tm is the

X aXx

maximum admissible packet delay.

We assume that the basic traffic requirement is known and is
given by an NN x NN matrix R°, where R°(1,j) is the average packet
rate from source i to destination j. The traffic that the
network can actually accommodate is given to RA pR°, where p

is the admissible traffic level. To maximize the throughput

corresponds to maximize p.

Under appropriate assumptions, whose validity in practical
network implementations has been verified experimentally, it
is possible to obtain simple expressions of the delay T in

terms of the average link flow rates. One such expression is;

NA £
h U G 7
i ~i
where: N: . wr er of links
Y = total external input rate [packet/sec]
f. = average rate on channel i [bits/sec]
C; = channel capacity of link i[bits/sec]
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More detailed traffic models lead to more elaborate expressions

of T: however, the conceptual difficulty of the routing problem
r¢mains the same.

Using the appropriate expression for T, the deterministic
routing problem can be formulated as a convex multicommodity
fiow problem, whose solution, if it exists, is unique.
Efficient algorithms exist for small and medium size networks.
Tyrically, the routing policy for a 30 node network is obtained
after 5 to 10 iterations, and requires 2 to 4 seconds CPU time
on a large computer. However, storage requirements and computa-
tion time increase at a rate on the order of between (NN)2
and (NN)3. Therefore, such algorithms are not adequate for
the solution of networks with several hundred nodes.

Hierarchical Routing Algorithms. If the network structure

is hierarchical, it is possible to develop hierarchical routing
algorithms with computing time proportional to (NN)2 and
memory space proportional to (NN)3/2.

An example of hierarchical routing algorithm, based on
the "flow deviation method" is discussed below. The algorithm,
takes advantage of the fact tnat regional traffic can use only

regional links, and it provides an exact solution to the

problem of finding the routing that minimizes the average
=i packet delay, given the external requirements.
HFD Algorithm:
) Step (o) Let f be a feasible NA-dimensional link flow vector.

Let T° A T (f°): average delay corresponding to flow f°.

i Let n = 1

¢ step (1) Cgmpute the NA-dimensional length vector &F, where
li is the equivalent length of link i, as follows:
n 9T

2. A (ﬁ)

p’ i- (2)

=t "t
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Using eq. (1), we have:

;=17 h 2 (3)

(nctice that 2? increases with channel saturation)

Step (2) Compute Shortest Routes:
m shortest route problems (one for each region) are
first solved. Using in part, the regional results,
the shortest route problem for the national network
is then computed.

Step (3) Assign link flows:
Flow requirements between node pairs are assigned
to the shortest routes, as computed in Step (2).
The assignment ié performed in 3 phases: in phase
(1) » the equivalent national requirements (between
different regions) are computed; in phase (2), flows
are assigned to national links, and the equivalent

regional requirements are computed; in phase (3),
flows are assigned to regional links. The resulting
flow is represented by an NA-dimensional vector_ﬁ?.

Step (4) Minimize the delay:

Let T 4 min T (Af"" 1+ (1-1) o™ (4)
A

s.t. 0 <A <1

Let X be the minimizer of Eq (4); let £ ™ A X" 1+ (1-%)¢"
Step (5) Stopping rule:
£ (r*"1 - on) < e, where €is a proper positive
tolerance, stop: f? corresponds to the optimal de-

terministic routing, within tolerance ¢.

Otherwise, let m = m + 1 and go to Step (1).
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The HFD algor.thm can be proven to converge to the optimal
solution. Notice also that the assumption that regional traffic
never leaves the region is satisfied by the regional flow as-
signment performed in Step (3).

Another hierarchical routing algorithm can be developed
from the "cut-saturation" technique describ2d in this report.
The algorithm, called Hierarchical Cut-Saturation (HCS) algor-
ithm, maximizes network throucunput at seturation. The structure
of HCS is very similar to that of HFD, and the fundemental steps
are the same.

HSC Algorithm:

Step (0) Initialization:

Let p® =0
Let f° =0
Let n =1

Step (1) Compute equivalent length vector &n as follows:

1 if link i is not saturated

© if link i is saturated
Step (2) Compute Shortest Routes: (Same as in HFD)
Step (3) Assign Link Flows: (Same as in HFD)

Step (4) Increase the Throughput:
Let 0 = 14 5"

Where § is the largest positive coefficient such that

one or more links, previously non-saturated, reach saturation.

Let o" = pn-l + 8
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Step (5 Stopping Rule:

Let S be the set of saturated links. If the removal
of S makes the network disconnected, Stop e¢ Otherwise,
let n = n + 1 and go to Step (1).

Computational Considerations In nonhierarchical routing

algorithms, the computational bottlerneck is represented by the
shortest route computation and by the flow assignment, the first
requiring a number of operations between (NN)2 and (NN)3, de-
pending on the degree of network connectivity, and the second
requiring a number of operations proportional to (NN)2.

In the two hierarchical algorithms, HFD and HCS, previously
described, shortest route and flow assignment are still the
computational bottlenecks. However, it can be easily seen that
both shortest route computation and flow assignment require
from (NN)')/2

The total memory space needed to store routing, distance

to (NN)2 operations.

and requirement matrices is proportional to (NN)2 in a non-

3/2 in a hierarchical one.

hierarchical algorithm and to (NN)
The computation and storage reduction obtained with HFD
and HCS allows the solution of the routing problem for 2-level
hierarchical networks with a number of nodes on the order of
one thousand, which could not possibly be attacked with the
traditional routing algorithms. In the case of larger networks,
three or more hierarchical levels must be considered, in order

to obtain algorithms implementable on the computer.

4. ADAPTIVE ROUTING POLICIES

4.1 NON-HIERARCHICAL POLICY
Several types of nonhierarchical adaptive policies

can be implemented orn a packet switched communication network.
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Here we use as a model the distributed adaptive policy presently
used in the ARPANET.
In a nonhierarchical adaptive policy, each nodal

processor i (i=l,...,NN) stores an NN x A, delay Table DT (i),
where A. is the set of nodes adjacent to the node i. The entry
DT(i) (k,2) is the estimated minimal delay from node i to de-
stination k,if 2 is chosen as the next node in the route to k.
From DT(i)
computed by the nodal processor as follows:

, an NN dimenstional minimum delay vector MDV(l) is

wov‘i) (x) & min pr) (x, %), for all k=1,...,NN.
LeA,
i
mpv (1)
k, and the corresponding £ is the next rode in the route to k.

(k) represents the minimum estimated delay from i to

Periodically, each node asynchronously transmits the vector
MDV(i) to its neighbors. Upon reception of neighbor's vectors,
node i updates DT (1) as follows:

pr't) (x,2) =a (i,0) + wov B K)v gor a11 k=1,...,NN
where 4 (i,%) is the measured delay (queueing + transmission)
on link (i,%).

To perform the above operations, an amount of computation,
a stcrage space and ar. exchange of routing information propor-

tional to NN are required at each node.

4.2 A CENTRALIZED ADAPTIVE POLICY
The centralized adaptive policy here proposed is

essentially a deterministic policy which is periodically up-
dated according to load fluctuations and network failures. Thus,
each node has a deterministic routing table; a Network Routing
Center (NRC) coliects network information, computes routing
policy corrections according to such information, and transmits
routing update messages to all nodes. For additional failure

protection, the nodes are also equipped with Minimum Hop Tables.
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Following is a description of possible specifications for a
centralized adaptive policy implementation. '

4.2.1 Basic Operations

Each node transmits to NRC asynchronously, every

.5 seconds, the following information:

° number of packets transmitted on each output channel

in the past .5 seconds.

o for each destination k, the number of packet:z 4dira-ted
to k, which were received from external sources (Host

computers, terminals, etc.) in the past .5 seconds.

Using the information received from the nodes,
a computer, available at the NRC site, evaluates channel
and external input rates averaged over the past 10 seconds.
Every 10 seconds the above data is fed to a routing program
resident in core. The routing program can be the Flow
Deviation algorithm: in such a case, the program computes,
on the basis of channel traffic and external requirement,
for each node-destination pair, the new route on which a
fraction of the traffic, say a (0 < o < 1), must be
"deviated", in order to improve network performance. At
the end of the computation, which typically requires 100
to 300 msec., NRC delivers to each node a routing update

message which contains:

o a vector of "next nodes", one per destination, to

which a fraction o of the incoming traffic must be
r' deviated.

) the parameter .
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Upon reception of the routing message, each
node updates its routing table. Since the Flow Deviation
algorithm is an optimal routing algorithm, the centralized
adaptive policy converges to the deterministic policy in

steady network conditions.

4.2.2 Line and Node Failures

In order to avoid congestion when a failure
occurs in the 10-second interval between routing updates,
a very simple local adaptive policy is provided as a
backup. ~for example, the minimuin hop number policy.
During normal network operation (nc failures) the min
hop policy remains inoperative. s soon as a node ex-
periences the failure of an output line or neighbor
node, (1) it modifies its min hop numbers, according to
the failures, (2) it transmits immediately the min hop
table to the neighbors, (3) it switches from centralized
adaptive to min hop mode of operation, i.e.,it routes the
packets along min hop routes. Gradually, all nodes switch
to min hop policy, until the NRC learns about the failure.
New tables are then computed, which account for the
failure, and the centralized adaptive policy is gradually
restored. During the transient period following the failure,
min hop and centralized adaptive policy co-exist in the
network. It can be easily seen that such a situation is
logically acceptable, and does not create severe performance

degradation.

4.2.3 NRC Failures
The reliability of NRC can be improved by

providing a backup NRC at another network site. When one
NRC goes down, the backup takes over. Furthermore, if
network failures isolate the NRC's so that they belong

to two disconnected components, each component can be
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controlled by the respective NRC. Finally, if
both NRC's go down, or if a network component becomes
disconnected from both NRC's, packet routing is

accomplished by the min hop policy.

4.2.4 Centralized Versus Local Adaptive Policy

Following are a few points of comparison be-
tween centralized adaptive policy (CAP) and local adaptive
policy (LAP).

. Overhead traffic, due to transmission of network
status and routing information, is approximately

the same.

0 Processor overhead, corresponding to routing and up-
dating, is of the same order of magnitude for both
systems (except that in LAP the routing computation
is distributed among the nodes, while in CAP it is

performed by NRC).

° In the transient period following each failure, CAP
is less efficient than LAP. However, failures
ol typically occur at the average rate of one every two
hours, in a thirty node network. Therefore, the effect

) of failures on average CAP performance is not sub-

stantial.

° CAP has no loops and makes efficient use of alternate

paths. LAP can generate loops and tends to use only

one path at a time.
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o CAP can perform a better and more selective flow
control on the external input rates, than LAP, as
it has the glokal knowledge of all external traffic
requirements.

4.3 HIERARCHICAL POLICY

A hierarchical adaptive policy consists of the com-

bination of several regional policies and one natir -al policy,
properly interfaced with one another at the exchange nodes.
Packet rouvting within each regional network and in the national
network is performed according to the traditional algorithms.
Some new operations are required for the delivery of packets
between different regions. ‘An outline of the hierarchical

routing procedure is given below.

o Regional Routing. Each node of a regional net uses
and updates, in the traditional fashion, a regional
routing table, where only destinations within the

region are listed. Furthermore, the node receives

a national minimum delay vector from each of the two

exchange nodes, indicating the minimum delay from
the exchange ncde to any region. Packets with _
destination within the region are routed according

to regional routing tables. If a packet is directed
to another region, the source node determines, after
inspection of regional and national delay vectors,
the exchange node which minimizes the sum of regional
and national delay, and transmits the packet to it.
From there on, the packet is handled by the national
routing algorithm.
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Natioral Routing. Each exchange node, in addition
to regional routing and delay tables of the region
to which it belongs, is equipped with national
tables, which show routes and minimal delays to

all other exchange nodes. Using the national delay
table, each node computes the national minimum de-
lay vector and propagates it among the nodes of its
region. Furthermore, each exchange keeps track of
the nodes of its region, that it can reach through

a regional route, and stores the information in an
m-dimensional regional connection vector. The i-th
entry of the vector is 0 if regional node i is un-
reachable (because it is down or disconnected); 1t
is 1 otherwise. As soon as a change in regional
connection occurs, the exchange node updates its
connection vector and sends an updated copy of it

to the other exchange node in the same region. Each
exchange node therefore stores two connection vectors,
one indicating the regional nodes reachable from it-
self, the other indicating the regional nodes reach-
able from the other exchange node in the same region.
From the inspection of these vectors, an exchange
node, upon reception of a packet directed to a node
in its region, determines whether; (1) the packet
can be directly delivered to the regional node, or
(2) must be routed through the other exchange node,
or (3) cannot be deliver:zd because the destination
is not reachable from either exchange node. 1In the
last case, the packet is discarded and a negative
acknowledgment is sent tc the source node.
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The main difference' between a nonhierarchical and a
hierarchical policy is therefore represented by the
existence, in the latter, of national minimum delay
vectors in the regional nodes, to determine the
shortest way out of the region, and of regional
connection vectors in the exchange nodes, to ensure
reliable delivery of packets between different

regions, whenever a source to destination path exists.

4.4 COMPUTATIONAL CONSIDERATIONS

In the nonhierarchical case, the overhead (nodal

processing, storage space, exchange of routing information)
for each node is proportional to NN. In the hierarchical
case, suach an overhead is proportional to VNN, where NN = m2,
as usual. The overhead reduction is obviously consid-
erable, and should allow the implementation of 2-level hier-
archical adaptive routing algorithms on networks with on the
order of a thousand nodes. For larger networks, it might be
necessary to use hierarchical structures with 3 or more levels,

and modify the routing algorithms accordingly.

5. CONCLUSION AND FUTURE RESEARCH

In this chapter, the computational aspects of large net-
work routing have been considered and various hierarchical
routing algorithms have been discussed. The algorithms are
based on a decomposition approach and provide significant
savings on memory space and computation time, with respect to
the craditional techniques. Such savings allow the application
of the algorithms to networks with a thousand or more nodes.

Many other large network routing aspects remain to be
investigated including:
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o Multilevel Structures. For very large networks,
the computational reduction obtained with a 2-level
topology might not be sufficient. In such a case,
multilevel hierarchies must be investigated. oimi-
larly, network reliability provided by two exchange
nodes per region might not be adequate and configura-
tions with 3 or more exchange nodes might be required.
However, the selection of number of levels and number
of exchange nodes will depend on many other design

factors beside routing computational considerations.

@ High Bandwidth Traffic. Channel capacities in regional
networks are generally much smaller than channel ca-
pacities of the national rietwork. Consequently, when-
ever a high bandwidth requirement arises between two
nodes belonging to different regions, a bottleneck is
most likely to occur in the two regional networks.
Therefore, to improve high bandwidth performance,
further research is required to develop efficient
regional adaptive routing algorithms, which provide
multiple routes between high throughput nodes anc

regional exchange nodes.

L Flow Control. As another consequence of lower re-
gional capacities, regional networks can become cou-
gested much sooner than the national network. For
instance, if several nodes belonging to different
regions simultaneously send packets to the same des-
tination, the destination region might become con-
gested (and all the nodes in such a region unable
to communicate with each other) much before the
sources learn about it. The "flow control" technique
currently implemented in ARPANET is based on a re-
assembly space reservation scheme. It is aimed at
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multipacket messages and cannot prevent regional
congestion generated by single packet messages.
Thercfore, more efficient hierarchical flow control
techniques should be investigated. Such techniques
might involve metering of traffic entering each
region, at the exchange nodes, and circulation
among national nodes of traffic load tables, which

reflect the load status of each region.

Use of Different Communication Techniques. 1In the
design of large, multilevel hierarchical structures
it is often more econcmical to use different communi-
cation techniques at different levels. For example,
one could conceive a 3-level system where the
national level uses packet ,atellite communication,
the regional level uses pa-ket switching communica-
tions, and the local level uses broadcast radio
technigues. New, more general techniques must there-

fore be investigated.
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CHAPTER 7

ROUTING ALGORITHMS FOR HIGH BANDWIDTH TRAFFIC

1. INTRODUCTION

When a high volume data transfer must be performed be-
tween two high speed devices at two different ARPANET sites,
the total time of the transfer, and therefore, the efficient
utilization of the devices, can be considerably improved if
data traffic between the two sites is routed aiong two or
more routes, so as to best utilize the excess capacity of the
network. This task, often referred to as "alternate routing”,
must be performed by the routing algorithm resident in each
IMP.

2. DISTRIBUTED AND CENTRALIZED ROUTING ALGORITHMS

The routing algorithm presently used in ARFANET and the
new routing algorithm proposed by BBN can be classified as

distributed routing algorithms. Traffic is sent on shortest

routes, computed according to some reasonable lenjth criterion;
the shortest route computation, however, is "dist:ibuted", in
the sense that the computation at each node is based, in part,
on the results of similar computations at neighbor nodes.

An alternative to the distributed algorithm is the

centralized algorithm proposed earlier. Such algorithm assumes

the existence of a network routing center that collects all
appropriate traffic information, computes shortest routes be-
tween all node pairs and distributes routing information to
all nodes.

Both distributed and centralized algorithms can be
properly designed so that alternate routing is obtained. How-

ever, both have limitations; inparticular, distributed algorithms

el
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suffer the limitation of being "local", i.e. routing decision
is based on local traffic information, or on global, but
generally out of date traffic information; centralized routing
algorithms can achieve a better global utilization of alternate
routes, but cannot react rapidly enough to traffic changes.

In the following we present some new concepts for the design

of efficient high bandwidth routing algorithms which combine

desirable characteristics of both approaches.

85 SOURCE AND DESTINATION ROUTING ALGORITHMS

Intermediate solutions between distributed and centralized

routing scheme are represented by the source and the destination

routing algorithms. In the two latter algorithms, each node
collects traffic information from all the other nodes. Using
such information, and having the global knowledge of network
topology and channel capacities, the node evaluates appropriate
equivalent lengths for all the links in the network.

Next, in the source algorithm, each node evaluates all
shortest routes (according to the above lengths) from itself
as a source to all the other nodes; in the destination algo-
rithm each node evaluates all shortest routes from all the
other nodes to itself as a destination. Alternatively, in-
stead of shortest routes, maximal residual capacity routes
can be determined.

At the end of the shortest route computation, each node
propagates into the network the routing information in the
form of a routing vector.

Efficient alternate routing is obtained by repeating
such shortest route computations at a frequency that will
depend on network saturation and presence of particular high

bandwidth requirements. After each computation, n2w routes
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are obtained and the tcaffic is optimally distributed be-
tween new and preexisting routes.

As an exanmple, assume that a high bandwidth requirement
arises from source S to destination D. If source routing is
used, the source node attempts to accomodate such a require-
ment on the (S,D) route (or routes) presently available. If
there is no suificient excess capacity on such routes, the
source computes the new shortest rovte from S to D and accomo-
dates additional traffic. Shortest route computations are
repeated until the requirement is entirely accomodated or there
are not more residual capacity routes between S and D. In
either case, the source algorithm provides a smooth flow control
on the input rate of the high bandwidth requirement.

4. COMPUTATIONAL CONSIDERATIONS

In the sequel, the guestion of the feasibility of source
and destination routing implementations on minicomputers like
those used in ARPANET is addressed. To answer such a question,
the amount of computation and of memory cpace required by the
algorithms is investigated. 1In particnlar, the two routines
Shortest Route and Flow Assignment are described which are
the backbone of both algorithms and account for most of the

execution time and memory space requirement.

4,1 SHORTEST ROUTE ROUTINE

As mentioned before, the source routing algorithm re-
quires the computation of all shortest routes from the given
source to all the remaining nodes; conversely, the destination
routing algorithm requires the computation of all shortest

routes from all nodes to the given destination. In both cases

7.3




ey e e b

a modified Dijkstra's Algorithm is used which applies
Floyd's Treesort Algorithm for the sorting of the
minimum distance node at each step. The computational
complexity required to find all shortest routes is theo-
retically bounded by NN lgzNN + NA (for comparison operations)
and by NA (for addition operations), where NN is the number
of nodes, NA the number of links. 1In practical cases such
as ARPANET, the computational complexity with respect to
comparison operations can be further reduced by treating the
2 and 3 degree nodes separately, and it approaches the lower
bound N2.

The modified Dijkstra's Algorithm for the computation
of shortest routes from source S to the other nodes is de-
scribed below. A similar algorithm can be used to find
shortest routes from all nodes to a given destination. Before

introducing the algorithm, a few definitions are necessary.

4.1.1 HEAP
A list of m=2%-1 numbers Nys...sNyk_; can be identi-
fied with a rooted binary tree with k levels, where n; is at
the root, n, and n, are at the next level, and in general,
n?- and ny;s1 at level i+l are connected to n, at level i. In
figure 1 this mapping is illustrated for k=4.
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The list L = [nl,..., nzk_l) or equivalently the

binary tree associated with it is called a heap, ifni <n and

21

n ¥i=1,... 2k—l; i.e. the element at the top of the

M+
heap is the minimum of the list,

4.1.2 DATA STRUCTURE

DIS (I), ... NN, is the vector of shortest distances
from S to each node I, and constitutes the heap of the modified
Dijkstra's Algorithm.

D (1J), 1J=1, ... NA, is the vector of link lengths.
Assuming that the index 1J corresponds to the link (I,J),
then D(IJ) is the length of link (I,J). NODE (K), K=1,...NN,
is the vector of pointers from heap to list of nodes. PRE (I),
I=1,...NN, is the vector of predecessorz.In particular, PRE(I)

is the node preceding I in the shortest route from S to I.

4.1.3 Modified Dijkstra's Algorithm

Step (0) Assume source node S is labeled as node 1.

Initialize:
NODE (I) =1 )y =2, ...8N
DIS (I) = =
NODE (1) =
DIS (1) = 0

Step (1) Scan the top node in the heap:

Let I = NODE (1)
For any unscanned node J adjacent to node I:
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If DIS (J) > DIS (I) + D (1IJ)
then: DIS (J) DIS (I) + D(IJ)
PRE (J) I
Do a treesort on the heap DIS

Step (2) Remove the top node. (which is now scanned).

If K is the lowest index in the heap such that
DIS (NODE (K)) <=, let:

NODE (1)

NODE (K)

NODE (K)

"
o

Do a treesort
Step (3) If DIS (MODE (1)) = =, Stop.

Otherwise go to (1).

At the end of the algorithm, DIS (I) represents the
shortest distance from S to I, for all I; PRE (I) represents
the predecessor of I in the shortest route from S to I.

Notice that some minor modifications to the algorithm
allow maximum residual capacity paths to be found instead of
shortest paths. Tor example, in a maximum residual capacity
algorithm, DIS (I) represents the residual capacity on the
best path to node I; the top of the heap is the node which
has currently the maximum residual capacity; the test in Step
(1) becomes: DIS (J) < min (DIS (I), RS (IJ)) where RS (IJ)
is the residual capacity of link (I ,J).
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4.1.4 AMOUNT OF COMPUTATION REQUIRED BY DIJKSTRA'S ALGORITHM

The time consuming steps of the algorithm are Step
(1) and Step (2). Tf k is assumed to be the number of un-
scanned nodes adjacent to the node presently scanned, and NX
the total number of labeled and unscanned nodes (typically
NX < NN), then
° Step (1) requires k additions; < k(lgzNX-Z)
comparisons; ik(lgzNN-l) interchanges.

° Step (2) requires 52192NN-2 comparisons, 1gzNN-1

interchanges.

Recalling that Step (1) and Step (2) are executed
at most NN times, the upperbound on computational complexity
is proportional to NN lgzNN. Further computational re-
duction is obtained if the network contains several nodes of
degree < 3; in such case, it 1is possible to make the upperbound
proportional to kl NN'ngNN' + k, NN" + k3NA, where NN' is the
number of nodes of degree >3, and NN" is the number of remain-

ing nodes.

4.1.5 FLOW ASSIGNMENT ROUTINE

Let the NN-vector REQ (I) I=1l, ...NN contain the flow re-
quirements from S to all other nodes (such a vector is evaluated
node S). Let us assume that the nodes are relabeled in
the order they were removed from the heap, i.e. in the
orde~ oi increasing DIS (I). Let the NA-vector FLOW (K), K-1,
...Na, contain the link flows obtained by assigning flow re-

quirements to shortest route flows.
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Sstep (0) Initially, FLOW (1) = 0, ¥ I=1, .+.NA,
NL=NN

Step (1) NF = PRE (NL)
FLOW (FL) REQ (NL) where FL is the index of link (NL,FL)
REQ (NF) = REQ ‘NF) + REQ (NL)

step (2) If (NL.EQ.1) stop.
NL=NL-1
Go to (1).
The amount of computation required by the flow

assignment is linear in NN.

4.1.6 STORAGE REQUIREMENT

The following arrays are required for the shortest
route evaluation:

(1) NN-vector with node degrees

(2) NN-vector with node status (nodes up Or down)
(3) NA-vector with link capacities

(4) NA-vector with link flows

(5) NA-vector with link lergths

(6) N)-vector with line status (lines up or down)
(7) NA-vector with adjaceat nodes

(8) NN-vector with pointers from the list of nodes
to the vector of adjacent nodes.

(9) NN-vector with shortest distances
(10) NN-vector of pointers to the heap

(11) NN-vector of pointers from the heap
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In addition, the following arrays are required for
the flow assignment:

(13) NN-vector with flow requirement from source S
to all other nodes.

(14) NN-vector with the list of nodes in the order
they were removed from the top of the heap.

(15) NA-vector with new link flows

4.1.7 ROUTING TRAFFIC OVERHEAD

Routing traffic corresponds to: (1) Line traffic infor-
mation, which must be transmitted to each node, so that line

"lenghts" can be evaluated and shortest routes computed; (2)
routing information which is based on shortest route computa-
tion and is transmitted from the source (or the destination)
node to all other nodes.

Line Traffic Information: each node evaluates average

flows on its output channels and distributes such information
to all other nodes in the network, using a propagation scheme.

Routing Information: each source (or destination) transmits

the routing vector to all other nodes, using a propagation
scheme.

Sle CONCLUSION AND FUTURE RESEARCH

Source and destination routing algorithms are conceptually
very simple, and can accomplish an efficient high bandwidth
utilization. Their computational requirements are within the
capability of minicomputers of the size of an ARPANET IMP.

Further research is required to develop a routing algorithm
which implements the new concepts.
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A SYSTEM FOR LARGE SCALE NETWORK COMPUTATIONS - PART 1

2 1 INTRODUCTION

Extensive experience in the design and implementation of sophis-

ticated algorithms for network analysis applications has estahlished
the need for improved computational approaches to large scale network
design. While rapid advances have been made in algorithm design using
methods such as computational complexity analysis, non-linear program-
ming theory, and decomposition techniques, the method cf c¢oiputation
has remained relatively static. Remcte job entry to 2 single large
scale scientific computer in a batch mode has been the predominant
approach to large network problems. This mode is very efficient for
performinc the algorithmic computations, but unfortunately, it is in-
adequate for human use. Consequently, the effectiveness of the remote
job entry approach is limited. Time sharing, on the other hand, has
many attractive user oriented features, but it does not offer an accept-
able alternative because extensive network computations cannot be car-
ried o1t on a time shared basis.

Developments in parallel processing, distributed computing, pro-
gramming language theory, data structure design, and int:eractive
graphics offer many opportunities to improve neicwork conputations.

The application of these developments to practical large scale network
computations has only recently begun. To collect and focus NAC's efforts
irn this area, the Laboratory for Large Scale Network Computations was
established to study and develop mechanisms for carrying out compu-
tations for large scale network applications. A facility for such
computations consists of computer hardware, systems and ccmmunicatiorn
software, and the software implementing network algorithms. Section 2
describes the hardware resources of the laboratory, and Section 3 de-
tails the progress and plans for systems and communication software.
Specific large scale network algorithms are described in the other
chapters of this report.
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2. HARDWARE RESOURCES FOR NETWORK CCMPUTATIONS

2.1 NAC COMPUTER CENTER
The NAC computer center is bui.t around three remote joh

entry terminals now used exclusively for access to CDC-6600 computers
at various sites. Two of the terminals are CDC-200 User Terminals,
boch equipped with a medium speed card reader and line printer, and
a hardwired controller. The third terminal is a Un .tech UT-1 intel-
ligent terminal built around a Data General 1220 Nova computer with
high speed card reader, line printer, and 7 track tape drive. 1In
addition, there are two large CalComp flat-bed plotters; one of which
is connected online to one of the 200 User Terminals. The other is
capable of being driven in either an online or an ofrline mode (through
the tape drive) by the Unitech System. Additional computational ecuip-
ment is in the laboratnry itself.

2.2 LABORATORY HARLCWARL

The first equipment for the iIahoratory was delivered in the

fall of 1972 and consisted of:

L An IMLAC PDS-1D programmable graphics display unit with 8K
of memory, lonc vector hardware, cassette tape unit, and a

"mouse" for graphic interactions;

2. A Texas Instruments 720 Silent Terminel; and

3. An Andersen-Jacobson combination 103 type modem and acous-
tic coupler.

In slightly over a year, two Infoton terminals have heen

added, and leased lire connections to the ARFANET have been made to
TIP's at CCA in Boston and at the National Bureau of Standards in
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Washington. In July, 1973, NAC began an experiment to provide low
cost terminal access to the ARPANET, even though the nearest TIP is
over 200 miles away from NAC's facilities. In tﬁis experiment, sev-
eral terminals were multiplexed onto a single voice grade line.
Presently, the three CRT terminals operating at 1200 bhps and the T.I.
720 a: 300 bps, are mulitiplexed onto one voice arade line using a

Bell 4800 bps modem. Since this is a new way of utilizing the ARPANET,
the next se~tion is devoted to describing in some detail, our expecr-

iences in connecting a multiplexed line into the net.

2.3 MULTIPLEXED ACCESS TO THE ARPANET TIP
Because NAC is distanc from any ARPANET TIP site, terminal

access through conventional dial-up or multiple leased lines to serve
a number of users at NAC, is expensive. For example, in a single
month of dial-up useage when NAC first began using ARPANET dial-up,
communication charges were over 50% of total computation cost. To
reduce communication costs, NAC was first connected to a TIP via a
leased line by means of a Bell 103A2 modem with a ring circuit con-
nection operating at a 300 baud maximum. This initial implementation
was chosen because it was the only leased line configuration that
had been connected to a TIP by late 1972,

As AKPANET usaye yrew, the following sequence cf steps

was planned to reduce network access costs.

1. A remote terminal was connected to the TIP without the

complications of a ring-circuit.

2. Higher speed lines for use with CRT terminals could be

utilized with appropriate modems.
3. To serve the users at NAC, lines could be multiplexed

without the need for additional eguipment beyond the multi-

plexers and appropriate modems.
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A survey showed that none of the above steps had been attempted or
implemented elsewhere. Hence, to increase the prohability of success,
the NAC 'mplementation was sequential.

The first step was to determine whether higher speed leased
lines could operate with the TIP under a simple connection strategy.

A 1200 baud leased line was connected from NAC to the CCA-TIP with
Bell 202R modems without the added complications of the multiplexer.
Before this time, the 202R had not operated well with the TIP for
other users, but this stage of the implementation went smoothly.

A 4800 baud line with Bell 208A, Dataphone 4800 modems was
then installed. After some difficulties in testing it, due to voltage
reductions in the New York area, the line was declared operational.

A pair of T-4 Timeplex multiplexers were then connected at NAC and at
the CCA-TIP site.

fnitial tests proved that the multiplexer line configuration
was successful; the TIP recognizing each line uniquely at the speeds

required. Two problems were uncovered at this time.

1. The muitiplexer was equipped with cards which require parity

on data received.

2% The multiplexer was equippe&c to operate with attached modems

rather than terminals.

The first problem caused certain ASCII characters to be acknowledged
by the T-4 as control information. This was corrected by ordering
different high speed cards which supplied parity for the internal oper-
ations of the T-4 and then remcved the parity again when outputting
the data.

The second problem has still not been satisfactorily settled,
although patches have heen wade to temporarily circumvent the difficulty.
Apparently, terminals connected directly to the T-4 do not supply all
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of the necessary EIA signals which recent TIP versions (TIP's 315
and 316) now require (e.g., carrier detect). After some experi-
menting, NAC found that by patchina EIA signals, data-terminal-ready
and request-to-send together the system operated successfully.

The multiplexed line configuration is highly cost effective.

Cost for the line from NAC to CCA have two components.

1. The Inter-Exchange Connection (IXC) charge from NAC to
the Telpak connection (approximately 8 miles) is $26.50/month.

2. There is a Telpak charge of $0.50/mile/month for the re-

maining air miles to CCA.

The equipment charges at both sites include the price of the modem and
additional equipment at the specified site, and a charge for the
equipment at the IXC/Telpak connection which is included in the equip-
ment charge for one of the sites. The 103 A2 modem also had alternate
viyice capability. Table 1 shows a breakdown in cost per modem.

The total cost is the m.nthly cost for the modems and lines;
the Telpak charges are conservatively computed assuming 300 air miles
from Nassau County, New York to Boston, lassachusetts.

The cost of supporting the Timeplex T-4 multiplexer, Bell

‘ 208A modem, and leased line configuration is $522.90 monthly for the
line plus a $1,610.00 purchase price for each T-4 unit. Without the
multiplexer, three lines with 202R modems and one line with 103 A
modems would cost $1,193.10 per month. Thus, within six months, both

multiplexers have heen completely paid for with the savings generated.
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8. SOFTWARE FOR LARGE SCALE NETWORK COMPUTATIONS

3.1 A PROTOTYPE - THE NEIWORK RELIABILITY ANALYZFR

The first effort ai. developing improved large scale network

software was aimed at a typical applied network problem-network reli-
ability analysis. The system designed was used as a prototype. User
experience was used to suggest improved computational techniques for
large scale network problems and to evaluate the implementation of
the conjectured improvements.

The abstract problem of network reliability analysis is to
calculate the unknown reliability of a network given the reliaiblities
of its nodes and links. The appliied problem was the reliability an-
alysis of data communicaticn networks, in particular, the analysis
of ARPANET. In the oriuinal topological design of the ARPANET
[Roberts and Wessler, 1970], [Frank et al, 1970] network reliability
was assured by requiring that at least two communication computers
or telephone lines must fail before two functioning computers are
disconnected from one another. As data was collected on the avail-
ability of lines and IMP's, the availability of the network became
a parameter that was not only important but was also computable. In the
first phase of the research, a very flexible simulation method was
developed for performing this calculation [Van Slyke and Frank, 1972(aj]l,
[Van Slyke and Frank, 1972(b)]. Since many samples must be taken in
a simulation model to achieve a small variance, it is essential to
make the sample determination as efficiently as possihle. To do this,
computational complexity analysis was brought to bear [Lawler, 19711},
[Miller and Thatcher, 1972]. First, it was discovered that the sample
determinaticn is essentially equivalent to finding a minimum spanning
tree on the network. In [Kershenbaum and Van Slyke, 1972], a careful
analysis of the computational complexity of minimum spanning tree algor--
ithms was carried out resulting in substantial improvements over tra-
ditional algorithms. (eneralizations of these techniques of computational
complexity analysis are being applied to other important areas of net-

work analysis.
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The result of this phase of the wor} was a very flexihle
and efficient computer algorithm written for remote job entry to a
CDC-6600 computer. Much useful information was developed using this
code. It was found that for networks the size of the current ARPANFT
the reliability implied by requiring at least two elements to fail
before any disconnection yielded adequate available for the net; al-
though it was also discovered that for larger nets, this approach
was not adequate. Reconfigurations of ARPAMET which dramatically
increased reliability at very little cost were discovered usina the
program. Variants of the program were applied to a wide variety of
communication networks including centralized networks and command
and control netwoxks [Frank, 1974].

At this point, efforts to more eifectively use computational
resources for solving network reliability problems were intensified.
The first experiment along these lines was to make the program inter-
active so that analyzing the reliability of a seguence of variants
of a basic configuration could be carried out conveniently. The first
crude version of an interactive network analvzer was demonstrated at
the International Conference on Computer Communication in Washington,
D. C., October 24-26, 1972. The program was implemented on an IMLAC
PDS-1D graphics display unit working with a PDP-10 with a TENEX Oper-
ating System. Communication was through the ARPANET. The user could
type in a network of his chosing or start with a very small version
of the ARPANET having 10 nodes. He could then edit the network by
adding or deleting links. He could specify node and link failure
probabilities either by assigning a common value to each node and
another common value to each link or hy assigning different values
to each element,

Finally, a random number seed, the number of samples, and the
range of variation for the probeébilities had to be specified. After
the simulation was completed, the user had a choice of tabular output,

graphical output or hoth. The program then displayed the network
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analyzed so that further modifications could be made and another

simulation carried out. The program had the capability simultane-
ously displaying the reliability curves resulting from three dif-
ferent simulations. Thus, one could easily compare the reliability
of networks where reliabilities and/or topology were varied. This
first version was well received at the conference. It was also con-
siderably easier to use than the previous remote joh entry version
for demonstration proklems. However, there were still several ser-

ious inadequacies:
iz The input was required to be in rather rigid format,
making it almost impossible to enter any but the smallecst of

networks.

2, If any errors were made in entering the data, the program

had to be restarted from the beginning.,

3% If any portion of the network was modified, the entire

display had to be redrawn (and retransmitted from the PDP-10).

4, Nodes could not be added or deleted from the network.

1 5. The program could only be operated on the IMLAC/PDP-10

hardware configuration.

6. The display of a net could not be modified to make it
Clearer.
7. Large networks had to be entered by the programmer and

could not be saved. Network topologies could not be read in

from a previously createc file.

8.8
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8. Operating the program was slow because of the necessity

for elementary operations for use by bheginners of the system.

9. llodes ai.d1 links could only be differentiated by sequen-
tial numhers assigned by the program rather than by lahels

or by varying symbhols.

10. Since the simulation was being carried out on a time-
shared computer, and the computation was extensive, it was
only possible to analyze small networks using a small number
of camples. For examplie, for the demonstrations at ICCC,
even for 10 node networks and 100 samples, the delav due to
competi*ion with other user~ of the time sharing system
could run to several minutes when the computer was heavily
loaded.

11. The graphic display is vulnerable to line noise since it
is connected to the time sharing computer by an asynchronous
line with no error checking or facilities for retransmission.
Moreover, the display vector commands are usually given re-
lative to the end of the previous vector. Thus. if noise
causes a translation of one vector it also causes a trans-

lation of all of the vectors dependent on it.

12, Very large networks could not be displayed (even if they
could be read in - see 1, 2, 6), because of limitations on

display screen size.

It is noteworthy that all of the above twelve difficulties

could occur in any applicaticn of standard computational systems to

large scale network computations. In the next phase of research,
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prototype computer utilities were developed which not only made the
network reliability analyzer more effective, but which can also be
used for better large scale network computations in general.

This effort culminated in early Summer, 1973 with the
second version of an interactive network reliability analyzer. Many,
but not all, of the twelve difficulties of the earlier version were
eliminated by the creation of several network analysis utilities.
Free format routines-were created; opportunities for remodifying data
witlout rastarting were inserted: modification or the pictorial re-
presentation of a network could be made without completely redrawing
the network; nodes could now be added, deleted, and moved on the dis-
play; a teletype version of the program was installed on the ARPANET
for other users who did not necessarily have an IMLAC (This program
was used successfully by at least one user at SRI); networks could be
read from files, and, after ccmputation, large networks could be saved
on files automatically; and nrodes could be characterized by alphanumeric
lavels as well as by differing symbols, e.g., diamonds, boxes, triangles
and circles. In addition a "mouse" capability for directly interacting
with the graphic representation of a network was introduced.

Work currently in progress is to use distributed computing
to combine the advantage of the raw computing power of basically remote
job entry computers, such as the CDC-6600 and the IBM-360/91, with the
flexibility and ease of use of interactive computing on time sharing
computers. The basic configuration is to use a TTY, CRT, or graphics
terminal together with a time sharing computer like the PDP-10 TENEX
system for entering data and generating a remote job entry file for
transmission to a large scale scientific machine which does the com-
putation. The output is then returned to the time sharing computer
for examination. Two network analysis programs, a program for the

topological design of regional high density terminal oriented TIP
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networks, and a program for traffic routing on distributed communi-
cation networks, have been used in this manrer. However, the pro-
grams were hasically straightforward remote job entry codes without
the interactive features developed for the network reliability
analyzer.

The next versior of the network reiiahility analyzer, which
will be completed shortlyv, will combine the desirable features of the
interactive version and the computational efficiencies of the firet

remote job entry version.

3.2 A SOFTWARE TASK FORCE

A review of the computation recuirements for large network
problems based on ycars of extensive overall experience in the area
or large scale network computations and on the particular experience
gained in building the various forms of the network reliability ana-
lyzer was begun in the Summer of 1973. 1Initial conclusions were that
it was now possible to design a general computation system for large
network problems. To this end in July of 1973, a task force was ap-
pointed to design a computation system that would exploit recent
advances in distributed computation, interactive oraphics, program-
ming language theory, theory of data structures, and other modern
computational resources for the more effective solution of large scale
network problems.

Included in the mandate for the oroup were the following

requirements and engineering constraints:

LG Ease of Use: The system should he equally accessible to

users with little programming or network analysis experience

and to experts, This is tc be accomplished by;

a. Several levels of documentation, ranging from one
or two sheet explanatious of the most useful and bhasic
aspects of the system up to full documentation of the
system which should sufflice for expert programmers to

recreate the entire system;

8.11
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b. On line interactive aides which can inform users

in real time how to use the system; and
c. Intelligently chosen defaults for options which will
allow users to ignore the more erudite features of the

system which they may not need.

2. Efficiencx in the use of;

a. Communication Networks

b. Computer time (in execution of computing bounded
programs) .

cl. User time and patience.

3% Capacity: The system should be capable of handling large

scale networks.

4, Machine Independence: In order to take advantage of re-

source sharing on the ARPANET, the system (with slight and
well defined modifications) should run on the major computers

of tne network.

5. Flexibility: It is most important that the system be

developed in stages and that the result of each stage be use-
ful and applicable without the need to wait for the system
to be completed.

Required of the group in addition to a system design, was

a schedule of implementation which would be gradually carried out

with the most useful features implemented first so that practical

8,12
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and useful results would be apparent from the beginning. The design
and the schedule of implementation should be motivated by reocuirements
generated in practice based on the experience gained hy the network

reliability analyser.

3.3 PRELIMINARY RECOMMENDATIONS AND INITIAL IMPLEMENTATION

By the late fall of 1973, a consensus was beginning to emerge
on the general outline of a large scale network computation system.

It would consist of two languages - a Metwork Fditing Lanrguage and a
Network Language. The MNetwork Language in turn has two parts - a Net-
work Structure Language and a Netwnrk Programming Language.

As network problems get larger, necessary algorithmic¢ calcu-
lations become more complicated, as expected. However, prohlems of data
management grow much more dramatically and often hecome the major
source of difficulty. Errors in input become inevitable while error
detection and correction become much more difficult. In extreme cases,
extensive computations are often rerun many times bhefore trivial input
errors with obvious effects on the output can be corrected. Thus, it
was decided that the initial emphasis should be put cn the Network
Editing Language. Conceptually, the Network Editing Languvage is very
much like a text editor except that the domain of application is net-
works rather than text. The main complications come form the variety
of ways the network heing modified can be dicsplayed to the user. The
network structure can be fed back to the user as a list of nodes, links
and properties on a TTY of CRT alphanumeric display, or graphically on
an interactive display device or flat-hed plotter. Text editors must
often deal with more text than can be displayed at once. Ecuivalently,
the Network Editor must deal with networks that are too large to be
displayed in their entirety on a graphics terminal: Conseguently,
windowing and other graphics display techniques must be built into the

editor. 1In tte next section, the design of the first version of the
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Network Editor is given. The Network Language is in a more rudi-
mentary state. As mentioned before, it consists of two sub-languages,
a Network Programming Language and a Network Structure Languzge. The
Network Programming Language will be an extension of FORTRAN which
admits network structures and operators resembling, for exarmple,
FGRAAL [Rheinboldt et al, 1972]. Most such languages are ineffec-
tive in an applicaitons environment because of their relatively rigid
data structure. Either the structure is too cemplex, so that the
program runs inefficiently, or it is too simple, in which case many
applications do not fit gracefully to the language. The Network
Structure Language, which can be thought of as an extension to the
declarative statements in FORTRAN, allows one to use exact'v that

data structure which is appropriate to his problem.

4. THE NETWORK EDITING LANGUAGE

The Network Editing Language provides a set of commands by which

the user can modifv a network data structure. The network data base
consists of nodes, links, and properties corresponding to nodes and
links. The editing langquage must supply commands to add and delete
nodes and links and assign values to their properties. It also sup-

plies the necessary prompts to the user when input is required.

4.1 DESIGN

Three factors must be considered in the design of the com-
mand language: 1) simplicity, 2) consistencv, and 3) economy. All
are closely interconnected, and the command syntax must be written
in such a way as to optimize eech factor relative to the others.
The goal is tc minimize the number of commands, define each on the
same syntactical base and lirit the amount of input recuired for each
command. Special features and options can he added for experienced
users, but the basic command structure should be maintained.

8.14
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4.1.1 Command Syntax

Commands are defined to he any input or sequence of
inputs that modity the user data base. A command consists of
two parts: 1) the Verb, and 2) the Agruments. The verb is
a single character which will activate a process. Requiring

the verb to appear before the arguments has two advantages:

i Ccinimands are easier to process and allow a variety

of argument syntax, and

2. The program is able to respond to each succeeding
input element in an appropriate¢ manner and prompt the

user if data 1s not entered.

The arguments are “li2 necessary control information
and data for editor use. An 2xample of a command is 'A, N, 5'
where 'A' is the verb to ADD and 'N' and '5' are the arguments
specifying Nodes and t.ie quantiiy 5. This command would add

5 nodes into the data base.

4.1.2 Command Structure

Commands must bhe simple enough for a new user to learn

and concise enough to allow experienced users to omit reduntant

control information. For example, consider the command to assign

a value to a node property in the network. The hasic command
allows the user to enter a property identifier, the "pid," and
the value to be assigned Inr a specified node, the "pval." As-
sume that nodes have 2 properties, their TYPE (pid = T), and
LABEL (pid = L). The hasic command allows the user to assign a

property to a node, nou- 5 for example:

s, N, 5 T, 1
s, N, 5, L, NOS,

8.15
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while the concise command allows listing the pid,; pval pairs:

S, N, 5, 7T, 1, L, NOS.

Even the second form is still verhose if these properties have
tno be assigned to a large number of nodes. For this, a special
command M(for MACRO) provides very concise commands for frequently
performed operations on large data hases.

In the sections to follow, commands will bhe introduced

on the most basic level, and additional features are ciscussed.

4.2 NOTATION

The following symbols and notations are used in command des-

criptions:
= = carriage return
= = escape
' = = comma
Nf < = = prompt
<< = = continuation prompt
(] = = information enclosed in brackets is supplied by
program,
= = blank or snace
- # = = positive integer
pid = = property identifier
) pval = = property value
r Ni = = node label for node i
L Ni’Nj = = node label pair defining link (Ni,Nj)
) (//) == delimits a repeated field in a macro command




4.2.1 Delimiters

The concept of a field 1s important to the commard.
The verb and each of its arguments in a command, is contained
in a field. The field is delimited by a comma, a hlank, or a
carriage return which terminates the command. Taking the ex-

ample from above:
s, u, 5, T, 1, L, NO5%

seven fields are specified; the first is the verh, and the
rest are arcuments. The final argqument is delimited hv the
carriage return.

In the command descriptions, the comma will be used
to delimit all fields except the last one. A blank can replace
the comma (a string of blanks is considered as one) or can flank
the comma for legibility. The blank cannot, however, replace
a comma before a carriage return which specifies continuation
of an argument list. Another set of delimiters will he dis-
cussed in Section 4.6.1. These will involve additional symhols
which will not delimit the fields as such, hut rather serve as

guides for the user on inputting data.

4.3 COMMANDS: BASIC LEVEL

At the basic level, we are interested in supplying commands

to do what is minimally reguired to enter a network definition., These
commands are more suited to editing an existing data base, hut could
be used to enter a "small" network of say, 10 nodes and 20 links,

each with a few properties. Primarily, they are presented to give

the flavor of command structure and descripticn technicues.

8.17




Network Analysis Corporation

4.3.1 Add Command - 'A!
The 'A' command adds nodes and ..aks to the network.

The nodes are assigned default labels as they are added by
which the user can reference that node in later commands.

[<] A, M, #%
will add '#' nodes to network.

(<1 A, L, Ni,N. g No o Moy e Mg, Ha 3

1 J1 2 A2 I X
will add lirnks Ni s N. , x=1, k, k > 1 to netwecrk.
X Ix
4.3.2 Delete Command - 'D'

The 'D' command deletes previously defined nodes and

links from the network.

(<} D, N, N,, N , N %

1r 727" k

will delete nodes Nl, N o Nk' k >1

2,..
(Note that when a node is dcleted, any links indicent to that

p node are also deleted.)
I f<ll B L, Wr 5 M s:iio; Na op W, 9
] L I I
[ will delete links (N. , N. ), x 2 1
i 3
X X
Y

8.18
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4,3.3 Set Command - 'S'
Now that the network has been defined, the user can

assign values to those p:operties needed hy the program. Assume
that nodes have a property TYPE (pid = T), and links have a
property LENGTH (pid = L).

To assiin a tyoe to ncte 5, erter

o0

[<] §, N, 5, T, 2
In general,

[<] S, N, N pid, pval % for nodes.

ll
(<} 8, L, Ni N. , pid, pval % for links.

1
To set the value of every node pid to the same pval,

enter
[<] S, A, N, pid, pval %
and for links

(<] §, A, L, pid, pval %

4,3.4 Sumnary

We now have a set of commands to allow the user to
enter node and link definitions and assign values to their
properties. The keying in of input is considerable. 1In the
next section, we will introduce new commands to perform more

actions with less input.

0
=
W
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4.4 COMMANDS: CONCISE LEVEL

This section will present commands, or extensions of
previously defined commands which can be used to enter the network
definition with less effort.

4.4.1 Coatinuation of Arqument List

In commands which accepted a list as part of the argu-
ments, the list was terminated by the first carriage return. By
delimiting the last field prior to that carriage return with a
comma, the program will read in another line of input and take
it as a continuation of the argument 1list.

Ffor example, if nodes had a few properties, then many

nodes could be assigned values for their properties in a single
command :

{<] s, N, N, pidl, pval,, pidz, pval,,3
[<<] NZ’ pid3, pva13, pid4, pval4 %
(<]
Note the comma before the carriage return in the first

line (which is required) and the subsequent double prompt in line
2

In the next section, we see how a macro can remove the

unnecessary pid's when they are the same for each node.

4,4,2 Add/Set Command - ‘A, S'

Since most programs require properties associated with
the nodes and linke a recsonable time to enter the values of
those properties corresponding to that node or link is when it

is initially defined. Thus, a new command is introduced which
does two things:

8.20
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i It will add the element heing descrihed if it does

not exist, and
2% It will assign the given values to that element.
For nodes, entering:

[<] A, S, N, N pidi, pvali, i>0

lf
will add liode Nl' with property values pvali, 1f Nl does not

already exist.
Similarly, for links:

pval k -0

[<] AI SI LI Ni 14 Nj ’ pid k' -

’
1 1 k

will add link Ny Nj if it does not already exist.
1 1
If the element does exist, it will be consicdered on

error since this is an ADD command.

4.4.3 Summary

The amount of control information is now only a per-
centage cf the total amount of data keyed in. Even this amount
is much too large for a 1,000 node networks. Although it's im-
possible to completely eliminate the control information, we
can reduce it considerably by using macros for frequently per-
formed operations. Macros and variable length property values

are the subject of the next section.
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4.5 COMMANDS: EXPERIENCED USER LEVEL
For networks with nodes (or links) which all have the same
properties, and values which must be assigned to the properties, it
would be ideal to add the node, assign the values, and omit all con-

trol information. This is done by the MACRO command.

For some properties, the value assigned might he a combin-
ation of twc or more values. For example, the LOCATION of a node
- might be its longitude and latitude. Longitude and Latitude are
properties of LOCATION, not of the node, so that in response to a
SET of property LOCATION for a node, the pval becomes a pair (longitude,
latitude) which must now be added.

4.5.1 Macrc Command - 'M!'
In an effort to eliminate control information, the

Macro command supplies a command skeleton with slots for re-
quired input. A macro is constructed by preceding a command
by 'M'. The program will now save this input, and all further
input will be controlled by this skeleton or format. Whenever
a '*' is encountered, a value is taken from the input and the
command processing continues. For example, suppose we wich to
enter a large number of nodes with the following properties:

1. DEGREE pid = D
2. X~-COOR. pid = X
3. Y~COOR. pid = y

8.22
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We can use the Add/Set command:

. * * > * Mg *x
[~] M, A, S, N, *, D, *, x, *, v, ;

[Macrc readyl

sc] A, 1,129, 150

S IR P B - W

o2

A
"
~J
~
N
~
[N}
o
o
~
’_l
w
w
o0

[<<] &8, 2, 350, 90 %
[<<] 2 %
[<]
The +2Z (control - Z) terminates the macro and returns
to the command moce. The macro defined ahove will input the
lines follcwing as if the values were entered with all the nec-

essary control information:

(<] By & N, 1, Dy 1, ¥, 126, ¥, 150

ad

[<] AI SI NI 21 Dr lr XI 1351 Y/ 3

N

An attempt must be mads to keep the range of the macro
restricted or else the system bhecomes unduly complex.




Networx Analysis Corporation

4.5.2 Multiple 'Pvals'

In some applications, a property may he considered as
a group of values. For instance, if we assume nodes to have
properties X-COOR. (X) and Y-COOR. (Y), the assignment command i
has two control arguments:

[<] S, N, N X, pval, Y, pval

ll
This could be extended to a Z-COOR. Therefore, one
way to reduce the control information is to group the three

(or more) properties under ore property (say POSITION (P)).
{<} S, N, Nl’ P, pvai, pval, pval,...
This is a possible extension of the language. How-

ever, the macro feature shouid be able to handle this case

whenever information of this type is to be entered:

(<18, N, *, X, *, ¥, *, 2, * 1
. oo ; |
If editing must be done on these properties, they can {
be entered individually rather than grouped. 4
4.5.3 Argument List
The properties entered on a line of inputt may vary as
to length; i.e., there may be a property which is a list of pvals.
Suppose we consider nodes to have the property of the number of
terminals (K) connected to it and a list of the terminals (T)
{<]1 §, N, 14, K, 3, T, T1, T, T2, T, T3
spcaifies that node 14 has 3 terminals, (Tl, T2, T3) connected to
iti
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If this command is incerpeorated as 2 macro, a question
arises as to how many slots to leave in the list. Vlor this

application, we introduce the list element in an araument list

in a macro.

[] M, S, N, *r K, kr (/Tr*‘A)

where the (/T,*/) is the list element to he rerceated 'N' tirmes

under program control.

4.6 OTHER DESIGN CONSIDERATIOXN

This report has introduced the hasic command svntax and the

commands supplied to edit and initialize a network cata base. Other
areas in this editing langquage must still be considered, and the fcl-

lowing sections we discuss a few of them.

4.6.1 Input Delimiters

To allow input to be more readable to the user, thre

following specifications are proposed:

1. Parentheses can delimit a node pair defining a
1 \]

link as (ki, Nj).

2 A pid, pval pair can be entered, pid = pval,

£ A verb can be followed hv a slash as

{<] A/N, 5 %
to highiight the 'A' as a verb.

Difficulties arise wvhen programmina such a syntactical
scheme in a language such as FORTRAN if the delimiters are per-
mitted to be entered optionallv. Thus, as a matter of policy,
these symhols will simplv be considered hlanks and recome part

of the delimiter separating the fields it lies hetween.
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4.6.2 Input/Output Commands

Commands must be provided to permit the user to list

on the teletype, the network definition, (or cause it to be dis-
played or plotted), and to save versions of the data bhase for
subsequent sessions. This also implies a command to input the

irformation saved from a previous session.

4.6.3 Error Detection and Handling

Three types of errors can occur while inputting infor-
mation: 1) the user may mis-key a character (e.g., hittinc a 'O’
instead of a 'l1'), 2) the user may enter an invalid command; and
3) the user may enter data which the program determines invalid.

The first case is the simplest and reguires a special
character such as +4A to delete the most recently entered char-
acter.

The second error condition cccurs when the program is
expecting a certain input (such as the number of nodes to be added)
or a set of inputs (such as 'N' or 'L' for a Delete command).

The third condition is similar to the second in that the program
detects an error which is found to be inconsistent with the data
already available. It is not clear in the latter case whether
the input on which the error was detected, or previously entered
information, is the cause of the error. Procedures for handling
these errors will be developed as a result of user experience

(and misadventures).

4.6.4 Prompts to User

When the program is expecting input, there shouléd he
a short prompt available to be displayed to the user when the
is unsure as to what is expected. This is especially desirable
for a new user of the system, but is always an aid when input

has become "messy" or the program must be continued.

8.26




Network Analysis Corporation

CHAPTER 9
PACKET RADIO SYSTEM - NETWORK CONSIDERATIONS

1. INTRODUCTION

The Packet Radio System is a broadcast data network extend-
ing a point-to-point packet communication system (such as
ARPANET [Roberts, 1973]) to provide local collection and dis-
tripution of data over large geographical areas. Since the sys-
tem is wireless, it will be especially effective for mobile
devices, devices for which the peak data rate requirements are
much higher than average requirements, and devices for which
hardwire connections are not feasible. The system is designed
to be economical, reliable, secure, and conservative of spectrum.
The properties and implementation of a Packet Radio System are
being studied, under the direct guidance of ARPA by Collins Radio
Corporation, Network Analysis Corporation, Stanford Research
Institute, the University of Hawaii, and the University of Cali-
fornia at Los Angeles. An extensive discussion of the uses and
need for the Packet Radio System is given by the project director,

R. Kahn [Kahn, 1974].

In this chapter we discuss the network aspects of the Packet
Radio System which must be taken into account in order to make
the system workable. Any network consists of nodes and links. In
r the Packet Radio System, nodes correspond to communication de-
vices, and links to transmission on the channel. These aspects
are discussed in Sections 3 and 4. The geographic layout of

the netvork is discussed in Section 5.
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2.. NETWORK OVERVIEW

There are three basic functional components of the Packet
Radio System: the Packet Radio Terminal, the Packet Radio Sta-
tion, and the Packet Radio Repeater. (See Figure 1) Packet
Radio Terminals will be of various types, including personal
digital terminals, TTY-like devices, unattended sensors, small

computers, display printers, and position location devices.

The Packet Radio Station is the interface component between

r the broadcast system and the point-to-point network. It will

have broadcast channels into the Packet Radio System and will have
link channels into the pcint-to-point network. In addition, it

will perform accounting, tuffering, directory, and routing func-

tions for the overall system.

The basic function of the Packet Radio Repeater is to ex-
tend the effective range of the terminals and the stations, es-
p pecially in remote arecs of low traffic, and thereby increase
the average ratio of terminals to stations. A more detailed dis-
cussion of the network hardware functions can be found in

Section 3 .

} The devices (repeaters, stations, and terminals) of the
L- Packet Radio System communicate in a broadcast mode using the

Aloha random access method [Abramson, 1970] which is suitable

9l. 2
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for terminals [Roberts, 1972(a)] that:

(i) are mobile, so that a broadcasting mode is necessary,

(1ii) are located in remote or hostile locations where hard-

wire connections are infeasible,

(ii1) have a high ratio of peak bandwidth to average band-
width requirements (because the Aloha method allows
the dynamic allocation of channel capacitv without
centralized control), or

(iv) require little communication bandwidth sc that hard-

wire connections are uneconomical.

The channel characteristics of the Packet Radio System are

described more fully in Section IV,

Stations will be allocated on the basis of traffic. Thus,
to first approximation, we can think of partitioning the area
to be covered (e.g. the United States) into regions of equal
traffic and allocate one station for each region. In regions
of low traffic density, the station may not be in "line of sight"
of all the terminals in the region; hence repeaters are used to
relay the traffic to the station. Thus, repeaters correspond to
a geographical partition of the area into sections small enough
so that each terminal can communicate with a repeater and be re-

layed by it to a station,

In areas of high traffic, such as urban areas, repeaters

may not be needed: in fact, the problem may be that a station

9.4
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can communicate with more terminals than it can handle. Broad-

cast of data in urban areas is also complicated by extreme

multipath interference ([Turin, 1972]. The rapidly expanding

Cable Television (CATV) Systems within urban areas offer an b
attractive alternative to over-the-air broadcasting, except A
for mobile users who must use broadcast techniques. The same

general Packet Radio concept can be applied to Packet Communi-

cation on CATV systems. This approach is explored in detail in

[NAC, 1974(b)].

As a gross estimate of the size of such a system, suppose :
the 3,536,855 square miles of land area in the United States
are to be covered. Then, if the average usetul area that a re-
peater can cover is 1r102 square miles, we would need approxi-

mately 11,258 repeaters.
ﬁ

In Table 1 a sample trarfic distribution is given, based on
one due to L. Roberts [1972(b)]. We assume that the number of the
various types of terminals is propcrtional to population. Thus,
in column (b) of Table 1 we give the relative number of various {
terminal types per N people, where N is an arbitrary constant of
proportionality. In the table reasonable assumptions relative to 1
the numbers of the different devices are made. For exampie, there
are twice as many (100) ITY's and personal radios as position
locators (50) per N people. Columns (a) through (h) specify the

characteristics of the devices. Columns {i) and (j) give
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the overage rate of useful information being transmitted,

while columns (1) and (m) give the rates when overheads due

to heacers and partially tilled packets are included. Columns
(g) and (h) are conservative estimates of the bandwidth required
by each device if it had a dedicated channel with sufficient

capacity to handle the peak rate of the device.

Based on the assumptions made, N people would generate 4175
bps into the terminals and 2645 bps out. This makes no allow-

ances for a packet header, retransmissions, artificial traffic

] due to repeaters, acknowledigments, or other overhead.

We assume a one frequency system with 100 Kbps channel ca-

pacity, used in an unslotted Aloha random access mode (5ee Sec-

tion IV). Using such a scheme, conflicts due to interference

betweer. packets reduces the maximum bandwidth to 1/2e of the

nominal value or 18394 bps.*

From Table 1, we see that N people will generate 15500 bps,

including overhead, given a packet size of 1000 bits of infor-

mation plus 250 bits of header. Of the 15500 total bps, only
6820 bps is useful information; the rest is overhead--packet
4 headers and wasted space from partly £filled packets. Thus, the

channel has a possible maximum effective utilization of _%E (2%%%0)

W

; = .08093, yielding for the 100 Xbps channel a maximum rate of

useful information of 8093 bps.

*Recent studies indicate that a two data rate system, with high
rate repeater to repeater channels and low rate terminal to
3 repeater channels may be desirable.

4 9.7
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It is instructive to compare the efficiency of an Aloha
random access channel with schemes using dedicated channels for
each device either by frequency or time multiplexing, even
though the implementation scheme for a conventional time divi-
sion or frequency multiplexed scheme on the scale of the Packet
Radio System is not clear. The comparison given below is highly
conservative since guard bands, packet headers, and synchroniza-
tion requirements are ignored for the de-’icated channel systems.
Moreover, if time division multiplexing were used, system wide
synchronization would be required. If such synchronization were
obtained, the complexity of the hardware would be at least as
great as that needed to implement a slotted .i\loha scheme. Such
a slotted Aloha scheme would lead to a gain by a factor of
two in channel utilization over the unslotted Aloha channel.
Finally, it is assumed fo>r ease of analysis that the packets
in the Aloha system must all be of equal size {the /e
formula only applies to this case). (n the actual system, packet
size would vary - again increasing the ut:iiization of :he Aloha

channel.

Tn columns (g) and (h) of I3ibie 1 wo list the estimated

dedicated channel capacity recaired Zor each device. The total

¢ bandwidth required is then Lib)(g+h) = 278720 bps. The total
] average rate of useful °*»nilo:mation carried by the channel is

6820 for an eftective viilization of 6820/278720 = .0244. Thus,

9.6
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a very conservative estimate is that the Aloha system is 3 to

4 times as efficient as cedicated channel systems; and more
realistically, we can expect at least an order of magnitude im-
provement in efficiency when hardware complexity and actual

overhead factors are considered.

The appropriate choice of N to scale the traffic is arbi-
trary. Table 2 contains the number of stations, the number of
people per 100 Kbps channel, the number of statinns outside the
large metropolitan areas, and the population density at which
the population associated with a station covers the same area
as a repeater. These numbers are all a function of N, assuming
a 100 Kbps channel. In Table 3, the ratio of repeaters to sta-
tions is related directly to traffic density in bits per second

per square mile.

For large N some stations would provide area coverage and
thus replace repeaters. The extent of the replacement depends
on the distribution of population density. The average popula-
tion density in the U.S. is 57.6 people/square mile; the dencity
in the states range from 0.5 people/scuare mile in Alaska to
953.1 people/square mile in New Jersey. The density in Manhattan
is 67,808 people/square mile. At high traffic levels (N < 10,000
or traffic density > 1u0 bps/square mile) repeaters play a much
smaller role, since the system is now traffic limited. In ex-
treme cases, repeaters may not even be necessary. The 148 Stan-

dard Metropolitan Statistical Areas (SMSA) with more thar




Network Analysis Corporation

TABLE 2
Repeaters/
People/ Stations Station Critical
100 Kbps Outside Outside Population
N Stations Channel SMSA's SMSA's Density
100 1712013 118 638312 .02 .38
1000 171202 1186 63831 .16 3.78
10000 17121 11867 6383 1.65 ST W
100000 1713 118670 638 16.55 377.74
1000000 172 1186707 63 165.56 3777.41
TABLE 3

No. of Repeaters
(with 10 mile
effective radius

Sq. miles per channel

Traffic Density (100 Kbps or 8093 bps

bps/sq. mi. effective) required per station)
3 1 8093 25
i 10 8058.3 3
-é 100 80.9 0
Ef 1000 8.1 n
; 10000 .8 0

S
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200,000 population contain 127,417,000 of the 203,168,000
people in the United States in 301,661 square miles out of
the 3,536,855 square miles of land area in the United States.
Thus, the 148 SMSA's would correspond to enough area for 960
out of the 11258 repeaters, many of which could be replaced
by the stations for area coverage. In the remaining part cf

the U.S., 10,,u8 repeaters would be required.

We can already draw several preliminary conclusions from
this simple analysis. For low traffic levels (N > i00,000 or
traffic density < 16 bps/sq. mi.), the number of stacions <<
numbers of repeaters << number of tefminals; hence, the assign-
ment of functions to devices should be such that the terminal
is as simple and cheap as possible, the repeater only slightly
more sophisticated, and as many functions as possible should
be delegated to the relatively few stations and the point-to-

point packet communication network connected to them.

We now turn to a more detailed examination of the Packet

Radio Network.

0. 11
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NETWORK NODES - TERMINALS, REPEATERS, STATIONS

In this section we discus: the devices' functional cap-

abi.ities which are necessary for communication in the Packet
Radio network.
Termipals: There are two categories of terminals; (i) those
whiclh usually await a response to a message they transmit (e.g.
manually licld radioc terminals, small computers), and (ii) those
which do not requiie such responses or acknowledgements (e.g.
unattended sensors, position indicators). Some terminals in
the former category will usually send and/or receive several
packets in one message.

Necessary or desirable capabilities of a terminal:

(1) Ability to identify whether the packet is
addressed to its ID.

(2) Calculation of packet checksum.

(3) Character genervator logic.

(4) A random number generator for retransmission, or
an assigned random number for this purpose.

(5) Capabilities related to packet routing such as;
terminating retransmission when acknowledged, recording and
using a specific ID of a repeater and/or station to be used for
other packets of the same message, counting the number of re-
transmissions.

(6) Capabilities related to the response to previously

determined t;pes of error (see also [Roberts, 1972 (a)].

9.12
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(7) For unattended terminals, capabilities by which
a centralized control or a station will be able to identify
whether the terminal is operative or dead.
Repeaters: Functional capabilities for repeaters include:

(1) Calculating packet checksum.

(2 Packet storage and retransmission.

(3) Capabilities by which a station can determine
whether a particular repeater (or any repeater in a particular
area) is operative or dead.

(4) Capabilities (1), (4), and (5) of terminals.

(5) Capabilities, dependent on the routing strategy,
for calculating the most efficient next repeater on a trans-

mission path to the station.

The routing functions in each of the three devices,
Stations, Repeaters, and Terminals will, at least initially, be
implemented in software on a micro-computer. The implementa-
tion of the routing algorithms will be described in a forth-
coming report,
Stations: The station will have a broadcast channel for com-
munication with the Packet Radio network, terrestrial channels
for communication with the high speed point-to-point network,
and possibly a satellite channel. Among the stations' func-
tional capabilities are:

(1) Cryptographic apparatus suitable for handling
sensitive and private messages.

(2) A directo:'y of terminals and repeaters in its
region.

{3) Operations necessary to convert packets from the

9.13
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Packet Radio System into packets used in the point-to-pcint net-
work and conversely.

(4) Storage buffers for packets received from terminals
and for packets to be transmitted to terminals.

(5) Storage for character position information for
active terminals.

(6) Character generation logic?

(7) Accounting capabilities.

(8) Capabilities related to routing of packets.

Adaptive Power

One can resolve conflicting power requirements between urban
and rural use of terminals by having transmission power adapt to
the local requivements. This is usually what people do when they
speak and cannot be heard. Specifically, every device retransmits
a packet with increased power until acknowledged, up to some maxi-
mum specified number of times. This increases its probability of
being captured each time. (If the transmission is not successful
because of collision with another packet, an increase in the
transmission power of both transmitters will not resolve the prob-
lem.) Many aspects of this approach need study. General power con-
siderations for the Packet Radio System are discussed in '"Propaga-

tion Considerations and Power Budget" [Col, 1974].

9.14
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4. NETWORK LINKS - THE CHANNEL

Communication between devices is by broadcast, using a
variant of the Aloha random access method. Many aspects of the
broadcast channel are of peripheral interest in the network design
of the system; however, some factors are crucial to determine the

behavior of the network. By Aloha transmission we mean the use

of a channel which is randomly accessed by more than one user.
In the simplest case users transmit equal size packets, each
using a speed equal to the channel speed. Several modes of
operation are pcssible. The two simplest are: a non-slotted

(asynchronous) mode in which users can access the channel at any

time, and a slotted (synchronous) mode in which users can access

the channelonly at the beginning of a slot of time duration equal

-

% to a packet transmission time. In the latter case, a form of
F synchronization is required since each user must determine the
beginning time of each slot. The following theoretical results

assume that, if two or more packets overlap, none is correctly

received, and eaci must be retransmitted. Such a system 1s
called a system without capture.

The simplest analytic results assume that there are an

3 infinite number of users and that the point process of packet
origination and the point process of packet originations plus

retransmissions are Poisson with mean S and G, respectively;

s

3 constant transmission time T for each packet is also assumed.

Then, if a packet begins at some random time, the probability

L I, o
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that it is correctly received (no overlapping, collision or con-
flict) in the nonsloted case is e'ZGT. The reception rate, 2qual
to the origination rate (assuming that colliding packets are re-

transmitted until correctly received) is S=G e'ZGT. The effective

2GT

channel utilization is ST = GT e “°", and the maximum utilization

is Max (S T) = 1/2e. For the slotted case, the probability of

6T hich leads to 1/e as the maximum utilization.

collision is e
GT, the channel traffic is equal to 1/2 and 1 at a maximum
effective utilization for the non-slotted and slotted case,
respectively [Abramson, 1970].
In the original Aloha system, implemented at the Univ-
ersity of Hawaii [Abramson, 1973], a central station communicates
with several remote sites. The system contains two channels -
on¢ {ur station to site traffic and the second for site to station
traffic. This has several a’'vantages for the Aloha system. First,
the station broadcasts continuously to furnish synchronization
between all sites. Second, station to site traffic is coordinatec
by the station so that messages from the station do not collide
with one another. Thus, if the traffic from the station has a
separate channel from the reverse traffic, retransmissions are
substantially reduced. Allocating separate channels for inbound
and outbound station traffic is not as attractive when repeaters
and multiple stations are introduced. This channel allocation
problem is examined in detail in a forthcoming report. Channel improve-

ments also appear to be possible by using Spread Spectrum Coding,
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which offers the possibility of time capture. Competing packets
arriving during the transmission time of the first may be ignored
if their signal strength is not too great. When the trans-
mitters are widely distributed, geometric or power capture is
alsc possible [Roberts, 1972 (b)]. With or without spread spec-
trum a competing signal whicu is much weaker (further away),
then the desired signal will not interfere. Both types of cap-
ture can give rise to pcrformance superior to that predicted by
the simple unslotted Aloha model. However, capture biasss against
more distant transmitters since the probability of a successful
transmission to the station decreases as the distance from the
station increases. Hence, the number of retransmissions increascs
as well as the delay. In Chapter 12, spread spectrum coding is
evaluated as a function of:

(1) the packet arrival rate,

(2) the time bandwidth product K (extent
of spectrum spreading),

(3) the signal to noise ratio SN,

(45 the power law assumed for the trans-
mission power of a transmitter at
distance r from the receiver, and of

(5) the multiplicity of receivers available
at the receiving location.

Channel properties and spread spectrum techniques are discussed
in detail in three reports by Stanford Research Institute,
""Measurement and Propagation'' [SRI, 1974a], "RF Capacity Con-

siderations" [SRI, 1974b], and "Spread Spectrum'" [SRI, 1974c].

8.17
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5. NETWORK TOPOLOGY - REPEATER AND STATION LOCATION

Many more factors affect the location of repeaters and
stations than the simple ones discussed in Section II. The cal-
culationrs used to determine terminal to station fanouts and
repeater to station fanouts neglect important considerations.
Moreover, considering repeaters as area covers and stations as
traffic covers reglects interactions between the two types ~f
devices. In this section we identify complicating fac’ors as
well as indicate methods for chcosing locations for repeaters
and stations.

Factors affecting the location of repcaters and stations
in addition to range and traffic are:

(1) Logistics: Some locations for repeaters may be
preferable to others because of greater accessibility or more
readily available power,eliminating the need for batteries (e.g.
on telephone poles ov near power lines). Stations should preferabiy
be placed near existing facilities of the associated point-to-
point network.

(ii) Reliability and redundancy: For many reasons, redun-

dant repeaters and stations will be required. Since repeaters in
remote areas will operate on batteries, it will be necessary to have
sufficient redundancy so they need nst be replaced immediately. Sta-
tions and repeaters will have intermittent and catastrophic failures
for which backup is required. Extra repeaters are needed when line
of sight to the primary repeater is locally blocked. Random varia-

tions in repeater and station manufacture and placement will cause

9.1%
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inadequate performance. These factors will mandate a safety mar-
gin of redundant coverage in the design.

When a single channel is operated in an unslotted Aloha
1andom access mode, no more than 1/2e of the bandwidth can be
used, as discussed in the previous section. However, additional
traffic is generated by repeaters, and conflicts created by
transmissions between adizcent stations. Some sources of re-
transmissions are:

(a) For reliability several repeaters or statiois must

; be within range of each terminal. If the repeaters retransmit
every packet they receive, one message can generate an exponentially
- growing number of relayed messages. To prevent one message from
saturating the network, traffic control is required. The disci-

pline chosen and its efficieacy will probably be the single most

important system factor affecting system performance. Two types

i e e

of undzsirabie routing through the repeaters can occur. First
a message can circulate endlessly among the same group of re-

peaters if not controlled. Second, even if no message is pro-

™

pagated endlessly, a messapge ran be propagated to a geometrically

increa..ng number of new repeaters in a large network.

Se e B b i i

’

(b) For system reliability, more than one station must
be able to transmit via repeaters to each terminal. Thus there
can be conflicts between adjacent stations which reduces the
useable bandwidth and also introduces coordination and rcuting

problems.
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(c) In general there will be many routes between anyv
given terminal and any given station. Consequently, more con-
flicts can result than would be the case if the terminals communi-
cated directly with a station.

Extrineous traffic can also be generat<.: in the point-
to-point network if several copies of the same message enter the
network from different stations. These duplicates can be identi-
fied and eliminated either on entry to the stations or at the

destination. In the latter case, traffic is artificially ircreased,

and in the former case, additional computation must be perfcrmed
by the stations to maintain coordination.

In a forthcoming report, several methods are de-

scribed for locating repeaters to furnish reliable line of sight
coverage of an are2 containing mobile or fixed terminals at un-
specified locations. Repeaters must be located so that any

terminal will be in line of sight of a repeater and "sufficient"

connectivity will be assured. We wish to minimize the number

T

of repeaters subject to this reliability of service constraint.

It is impractical to consider ihe infinite number of

possible locations for repeaters and terminals. Thus, we Jimit

consideration to finite sets of possible repeater and terminal
locaticns. The choice ¢f these sets will be of great computa-
tional importance and will probably be based on an adaptive

selection process. For the present, we assume these sets are

Yt

knovr and fixed.

aiFa e

9.2{0




Network Analysis Corporation

Next, the possibility cf line-of-sight transmission between
pairs of points must be determined. 1In general, these procedures
depend on many factors including effective earth radius; fresnel
zones; weather conditions; design, height and orientation of the
antenna; and vopography between the two points. These factors
are beyond the scope of the discussion here. Nevertheless we
assume there are known functiorns which indicate if a repeater at

a location can communicate with a terminal or a repeater at

another location. More generally, we can consider the probabil.ty

that the appropriate two locations can communicate. Amon~ :the
initial problems is the proper choice of a reliability measure.

We assume that the packet radio network is for local distribution -
collection of data from terminals with smal! traffic rates compared ‘o
the channels' capacity so that throughput is not a major reliability
consideration. That is, if any path through the networ} exists

for a given pair of terminals we as-ume there is sufficiesnt cap-
acity for transmission. Possible measurcs of nestwor’ reliability
that have proven useful in the analysis of comnunication net-

works [Van Slyke and Frank, 1972] are the probability that ali

terminal pairs can communicate an¢ the average fooction of teim-

inal pairs which can communicate.

For the network design problem {us distinguished rrom the
analysis problem) known probabilistic approaches appear ineffi-

cient from poth computzciona? and data collection points of view.

T

This suggests that ''deterministic' requirvements such as 'ther:

exist K node disjoint ; iths _Lccween every terminal pair" should

i 30

3 be considered in the design stage. This guaraitees that at least
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K repeaters or transmission links must fail beforc any terminal
pair is disconnected. In a report in preparation, tkis problem
is an amalgam of two well studied network problems, the set
covering problem [Garfinkel and Nemhauser, 1972] [Roth, 1969] and

the minimum cost redundant network problem [Steiglitz, Weiner and

Kleitman, 1969Y].
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CHAPTER 10

ROUTING AND ACKNOWLEDGEMENT SCHEME FOP. THE PACKET RADIO SYSTEM

1. INTRODUCTION
In this chapter we discuss routing problems for broadcast

oriented packet communication networls. Possible solutions to
these problems are described and an approach, tested by simu-
lation, is proposed for system operation.

There are basic differences between the packet radio net-
work and existing point-to-point store and forward networks,
such as the ARPANET. For example, the packet radio network
serves mobile terminals; devices in the network share a common
channel in a random access broadcast mode; and repeaters in this
neiwork will have significantly less storage and processing capa-
bilities than the switching nodes in ARPANET like systems. Con-
sequently, many of the routing techniques developed for the
point-to-point networks are not directly applicable to the packet
radio netwoirk.

The objective of the network is to distribute and collect
traffic to and from terminals wiich have high ratios of peak to
average traffic requirements. An initial test of the packet
radio system is to serve as a local distribution system for
traffic dastined for the ARPANET from mobile sources.

The network consists of repeaters to provide area coverage
and stations to provide traffic management and interfaces to other
nets. Stations serve as a major source and sink for the packet
radio net. There are many possible paths via repeaters over which
a packet originating at a terminal may flow to reach a station.
That is, a packet transmitted from a terminal can be received by
several repeaters, and there may be several stages oi transmission
through repeaters before the packet is received by a station.

Some proble/.s -ha. arise in controlling trcaffic flow in a

large scale broadcast network are:
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(1) A packet transmitted can be received by many
repeaters or stations or not be received by any.

(2) Many copies of the same packet can circulate
in the broadcast network .

(3) Many copies of the same packet can enter the
point-to-point newwork at different stations.

Indications of the consequences of not imposing a suitable
flow control mechanism can be observed from combinatorial models
analyzed in Chapter 1l. In these ideal models, the repeaters
are located at corner points of an infinite square grid and time is
broken into unit intervals, each slotted into segments. A packet
transmitted by a repeater can be received only by its Tfour nearest
neighbors. 1If a packet is correctly received by a repeater, it is
retransmitted within the next unit interval of time at a random
time slot within the interval. Suppose now that a single packet

originates at the origin and that the transmission plus the pro-
pagaticn time falls within one unit interval of tima. Then after
n intervals of time:

(i) the number of repeaters which receive the packet
for the first time, B(n), is:

B(n) = 4n, n3y1 B(0) =1

(ii) the number or repeaters through which the packeu
passed,

A(n), is:

n
A(n) =) B(j) = 2n° + 2n + 1, n2p
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(iii) if we assume that a raepeater can receive anc
relay a large number of packets within the same time
interval, the number cf copies of the same packet
received by a repeater at coordinates (d,3j) after

d + 2k units of time is:

4+ 2 ]
N‘j1 @+ 2) = (k+3) (%) for large x 2%

where 4 is the number of units of time that the packet
requires to arrive from the origin to the repeater,
and j is the horizontal number of units.

Unless adequate steps are taken, the explosive pronliferation
of redundant packets will severely limit the capacity of the
system. One can now recognize two somewhat distinct routing and
control problems:

(1) to ensure that a packet originating from a
terminal arrives at a staticn, preferably using the
most efficient (shortest) path; and

(2) to suppress ccpies of the same packet from
being indefinitely repeated in the network, either
by being propagated in endless cycles of repeaters
or by being propagated for a very long distance.

In Section ¢, we outline general techniques wh.ch can be
combined to prnvide workable routing schemes. Acknowledgement
schemes aimed at achieving high throughput and minimum delay are
discussed in Section 3. Section 4 gives a detailed description
cf an efficient routing scheme. 1In Section 5, a method for re-
peater labeling to obtain efficient routing is proposed. Finally,
some qualitative properties of the routing scheme proposed in
Section 4, generated via a detailed simulation are given in

Section 6.
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25 POSSIBLE ROUTING TECHNIQUES
There are two key objectives in developing a routing pro-

cedure for the packet radio system. First, we must assure, with

high probability, that a message launched into the net from an
arbitrary point will reach its destination. Second, we must
guarantee that a large number of messages will be able to be
transmitted through the network with a relatively small time
delay. The first goal may be thougnt of as a connectivity or
reliability issue, while the second is an efficiency consideration.
A rudimentary, but workable, routing technique to achieve
connectivity at low traffic levels can be simply constructed by
using a maximwr handover number [Boenm & Baron, 1964] and saving
- unique identifiers of packets at each repeater for specified
é periods of time. The handover number is used to guarantee that
% any packet cannot be indefinitely propagated in the net. Each
time a packet is transmitted in the net, a handover number in the
header is incremented by one. When the handover number reaches
an assigned maximum, the packet is no longer repeated and that
copy of the packet is dropped from the net. Thus, the packet is
*aged" each time it is repeated until it reaches its destination

G Dyt il

Bladkcaaid bond g o s

or is dropped because of excessive age.

: If the maximum handover number is set large, extensive arti-

k ficial traffic may be generated in areas where there is a high
density of repeaters. On the other hand, if it is set small, packets
from remote areas may never arrive at stations. This problem can

. be resolved as follows: We assume that every repeater can calcu-

4 late its approximate distance in numbers of hops to s.ations by

5 observing response packets. (A labeling technique for this cal-
culation is discussed in Section 5). The first repeater which
received the packet from a terminal sets the maximum handover number
based on its calculated distance from the station. The number is

! then decremented by cne each time it is relayed through any other

% repeatex. The packet is dropped when the number reduces to zero.
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When a station transmits a packet, it will set the maximum hand-
over number by "knowing" the approximate radius in "repeaters"
in its region.

Even if a packet is dropped after a large number of trans-
missions, local controls are needed to prevent packets from being
successively "bounced" between two or a small number of repeaters
which repeat everything they correctly receive. ( Such a phenomena
is called "cycling”" or "looping.") A simple mechanism to prevent
this occurrence is for repeaters to store for a fixed period of
time entire packets, headers, or even a field within the header that
uniquely identifies a packet. A repeater would then compare the
identifier of any received packet against the identifiers in stor-
age at the repeater. If a match occurred, the associated packet
would not be repeated.

The time allotted for storage of any packet identifier would
depend on the amount of available storage at a repeater and tre
number of bits required to uniquely identify the packet. For ex-
ample, more than 4K packats could be uniquely identified with 12
bit words. Thus, 4K of storage could contain .entifiers for more
than 300 packets. With a 500 Kbps repeater to repeater common
channel for broadcast and receive and 1,000 bit packsts, this would
be sufficient storage for cver 1.5 seconds of transmission if the
channel were used at full rate. Assuming a single hop would require
about 20 milliseconds of transmission and retransmission time, a
maximum hop number of 20 would guarantee that any packet would be
aropped from the system because of an excessive numkher of retrans-
missions long before it could return to a previously used repeater
not containing the packact idertifier.

The combination of loop prevention and packet ageing with
otherwise indiscriminate repetition of packets by repeaters will
guarantee that a packet travels, on every available path, a maximum

distance away from its origin equal to its original handover number.

10.5
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Thus, if the maximum handover number is larger than the minimum
number of hops between the terminal and the nearest station, a
packet accepted into the net should reach its destination. Un-

fortunately, with this scheme, copies of the packet will also
! reach many other points, with each repetition occupying valuable

channel capacity. However, if those packets for which adequate

capacity is not available are prevented from entering the net,

the network will appear highly reliable to accepted packets.

E The above routing scheme is an undirected, completely dis-

; tributed procedure. Each repeater is in total control of packets
sent to it, and the stations play no active part in the systewn s
routing decisions. (They must still play a role in flow control.)
In the above procedure, no advantage is taken of the fact that
most traffic is destined for a station, either as a terminus or as
an intermediate point for communication with the ARPANET. Also,
the superior speed and memory space of the station is ignored.

For efficiency, one is therefore lud to investigate directed
(hierarchical) routing procedures.

A directed routing procedure utilizes the stations to period-
ically structure the network for efficient flow paths. Stations

periodically transmit routing packets called labels to repeaters
to form, functionally, a hierarchical point-to-point network. Each

label includes the following information: (i) a specific address

of the repeater icr routing purposes, (ii) the minimum number of
hops to the nearest station, and (iii) the spuecific addresses of

3 all repeaters on a shortest path to the station. 1In particular,
the label contains the address of the repeater to which a packet
should preferably be transmitted when destined to the statiomn.

_ When relaying a packet to its destination, the repeater ad-

4 dresses the packet to the next repeater along the preferred path.
Only this addressed repeater will repeat the packet and only when
this mechanism fails will other repeaters relay the message. A
detailed description of the directed routing technique proposed is

i 10.6
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given in Section 4. However, we first discuss acknowledgement
structures for message flow since good acknowlsdgement schemes
are an integral part of an efficient routing procedure.
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3z ACKNOWLEDGEMENT CONSIDERATIONS
Acknowledgement procedures are necessary both as a guarantee
that packets are not lost within the net and as a flow control

e T -

4 mechanism to prevent retransmissions of packets from entering
the net. Two types of acknowledgements are common in packet

oriented systems:

1 Hop-by-Hop Acknowledgements (HBH Acks) are
transmitted whenever a packet is received suc-

cessfully by the next node on the transmission

path.

2% End-to-End Acknowledgements (ETE Acks) are
transmitted whenever a packet correctly reaches
its final destination within the network.

3
2
1
E -

O VR

In a point-to-point oriented network such as the ARPANET, HBH
Acks are uvsed to transfer .:sponsibility (and thus open buffer
space) for the packet from the transmitting node to the receiving

node. This Ack insures prompt retransmission should parity errors

‘ or relay IMP buffer congestion occur. The ETE Ack serves as a flow

requlator between source and destination and as a signal to the sen-
J A ding node that the final destination node has correctly received the
é message. Thus, the message may be dropped from storage at its origin.
§ Both types of Ack's serve to ensure message integrity and reli-
] ability. If there is a high probability of error free transmission
:i per hop and the nodes have sufficient stccage, the Hop~-by~Hop scheme
' is not needed for the above purpose. Without an HBH Ack scheme, one
p would retransmit the packet from its origin after a time out period
expired. cvne introduced the HBH Ack to decrease the delay caused by
E retransmiss'ons at the expense of added overhead for acknowledgements.
In the ARPANET, this added overhead is kept small by "piggyba~king"
E acknowledgements whenever possible on information packets flowing

in the reverse direction. In the packet radio system, the overhead

can be kept small by listening, whenever possible, for the next

; 10.8
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repetition of the packet on the common channel instead of gen-
erating a separate acknowledgement packet.

The value of an Ead-to-End acknowledgement is sufficiently
great that it can be assumed present a priori. However, the
additional use of a Hop-by-Hop acknowledgement is not as clear.
Therefore, in tiils section, we examine the question of whether
the ETE Ack is sufficient, or whether one needs a Hop-by-Hop (HBH)
acknowledgement in addition. The problem is therefore whether
an HBH Ack is superior to an ETE Ack with respect to throughput
and delay, since the ETE Ack ensures message integrity. It is
noted that the routing and flow control by devices in the network
depend on the type of acknowledgement scheme used.

We consider & simple case where (n-1l) repeaters separate the
packet radio terminal from the destination station. Assuming that
the terminal is at a distance of "one hop" from the first repeater,
one obtains the following n-hop system:

hop 2,(T .. @_hgp_n.,@

A simple model is used to evaluate the total average delay
that a packet encounters in the n-hop system when using HBH and
ETE acknowledgement schemes. When the ETE acknowledgement scheme
is used, every repeater transmits the packet a single time. If
the packet does not reach the station, retransmiss.ion is originated
by the terminal. The ETE acknowledgement is sent from the station.
In the HBH scheme, repesters store and retransmit the packet until
positively acknowledged from the next repeater stage.

If, after a terminal (or a repeater in the HBH case) transmits
the packet, an acknowledgement does not arrive within a specified
perio¢ of time, it retransmits the packet. The waiting period is
composed of the time for the acknowledgement to arrive when rno

conflicts occur plus a random time for avoiding repeated conflicts.
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Two different schemes for LTE acknowledgement and one
scheme for HBH acknowledgement are studied. Curves for the
total average delay as a funccion of the number of hops and the
probability of successful transmission per hop are obtained.

Two cases are considered: One in which the probability of suc-
cess is corstant along the path ana another in which the pro-
bability of success decreases linearly as the packet approaches
the station. Finally, channel utilizacions are compared when
using ALOHA [Abramson; 1970, 1973] random access modes of opera-
tion.

It is Jdemonstrated that the HBH scheme is superior in terms
cf aelay or channel utilization. This conclusion becomes signi-
ficant when the number of hops increases or when the probkability
of successful transmission is low. For example, in a five hop
system, if the probability of success per hop is 0.7 then the
total average delay is 12.5 and 53 packet transmission times for
the HBHL and ETE acknowledgement schemes, respectively.

The modzl used is based on [Kleinrock & Lam, 1973; Roberts].
The model is simplifiea, however, by assuming that the probability
that a packet is blocked is the same when the packet is new or has
been blocked any number of times before. Although the more general
equations could have been written, the numerical solution is rather
elaborate [Kleinrock & Lam, 1973] and seems unnecessary for this
comparative study. It is further assumed that the prohabilities of
being blocked on different hops are mutually independent. The
"total delay" is defined as the time between the transmission of
the first bit by the terminal and the correct reception of the last

bit of the packet by the station.

3.2 DELAY CONSIDERATIONS

The delay equations, normalized by the number of packet

transmission times, are given by:

n 1-q.
D(HBH) = (1 + ) * n + (l+2(+x+‘)<.:‘ 1-4) (1)
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D) (ETE) = (1 + B) + n + [(1+28+a) n+s] ('I'B_Q) -

D, (ETE;j (L + B) *» n + (l+2B+a+6) (1'9) . (3)

Q

In these equations, o is the ratio of the acknowledgement trans-
mission time to the packet transmission time; B8 is the ravio of
the average propagation time per hop to the packet transmission
time; and 6 is the ratio of the average waiting time (beyond the
minimum) for avoiding repeated conflicts, to the packet trans-
mission time. The quantity q; is the probability of successful
n
transmission on hop 1; and Q = 7® q..
f=l, =

As indicated before, two different cases for the ETE acknow-
ledgement are considered. Dl(ETE) represents the delay when the
terminal waits the expected time for the packet to reach the station
and for the ETE acknowledgement to be received by the terminal
before retransmitting the packet. DZ(ETE) is for the case in which
the terminal retransmits after shorter periods of time because it
anticipates a low probability of successful transmission Q. In
particular, we examine the case in which the retransmission delay
is “he same as in the HBH method.

Figures 1, 2, and 3 show delay curves for the three acknow-
ledgement schemes using the parameters a = 0.5, B = 0.02, and
§ = 2.0, Figures 1 and 2 are for the case in which q is constant
along the path.

The curves show the delay as a function of the probability of
successful transmiscion q rather than the channel utilization.
Thus, they can be used for slotted or non-slotted ALOHA, or possibly
for other access schemes.

It is evident from Figure 1 that the delays for the ETE acknow-
ledgement schemes grow iauch more rapidly than delays for the HBH

scheme. For example, in the 5-hop system, if the packet transmission

10.11
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time is 10 msec, the average delays are 170 msec, 470 msec, and
1180 msec, for D(HBH), DZ(ETE), and Dl(ETE), respectively.

In practice, q will differ along the path. It is reasonable
to assume that the probability of success, g, will decrease when
the packet approaches the station. (Simulation results confirm
this assumption.) When random access ALOHA systems are used,
the practical range for q is from 1l/e for which the effective
utilization is maximum to 0.9 for which the utilization is 4.7%
and 9.4% for the non-slottzd and slotted case, respectively. We
take a function of the form:

g; =0.9-05-2;i=1,2 ...n (4)
The normalized average delay as a function of n, with q;s as in

Equation (4) is shown in Figure 3.

3.3 EFFECT ON CHANNEL UTILIZATION
We now consider the effect of the acknowledgement scheme

on the maximum utilization achievable when using slotted and non-
slotted ALOHA random access schemes. To simplify the comparison,
we take & = 0 (this affects the comparison with ETE scheme 1) and
assume that g is constant along the path. It is further assumed
that the arrival process, to each rcpeater, of new packets and new
packets pluc retransmissions are both Poisson with mean rates S
and G, respectively and that the packet transmission time is one
unit.

Given an n-hop system, suppose that one wants to use an ETE
acknowledgement scheme such that the average delay equals that
when using a HBH scheme. Lquating (1) and (2), and (1) and (3),

respectively, one obtains*:

* We use subscripts 1 and 2 to denote variables for ETE schemes
1 and 2, respectively; variables without a subscript will denote

quantities related to the HBH scheme.
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1/n ( ) 1/n
ql=q FqZ=E__(%:r','E (5)

The relation between the channel traffics G for the acknow-
ledgement schemes, when using slotted ALOHA are:

-1
= G . = YO0
Gy =] P 62="% (6)
where
-G
Yz_—_—
n-(n-1)e"€ (7)

Consequently, the channel utilizations (or throughputs) S

are related as follows:

s 1

°1 _ 1 _-G(1-——)

3 &= £ (8)
S -G

S2 _ e 1/n =] (9)
s “ng Y iny

The ratios of utilization (Equations (8) and (9)) as a function
of n are shown in Figure 4, for the case G = 0.5 which is equivalent
to 30% utilization in the slotted ALOHA random access system.

10.16




P NNOIA
9 S

-h-M

e e s e e L i |

-
-

S0 =9
VYHO'IV ddLLOTIS

a
L} 1

U SdOH 10 YIIWNN

16.17




Network Analysis Corporation

4. A DIRECTED ROUTING PROCEDURE

In this section, a routing scheme is proposed aimed at
achieving maximum throughput and minimum delay. This is obtained
by using shortest path (minimum hop) routing from terminal to
station and from station to terminal, and by preventing, where-
ever possible duplicate copies of a packet from being circulated
in the network. However, the routing procedure includes suffi-
cient flexibility so that when the first choice shortest path
cannot be used, the packet departs from this path and uses a
shortest path from its new location. One pays overhead for this
efficiency by "cairying" two labels in the packet header.

4.1 LABELING

The shortest path routing is obtained by labeling the re-
peaters to form, functionally, a hierarchical structure as shown
in Figure 5. Each label includes the following information:

(i) a specific address of the repeater for routing purposes,

(ii) the minimum number of hops to the nearest station, and

(iii) the specific address of all repeaters on a shortest path to
the station and the address of the repeater to which a packet has
to be transmitted when destined to the station.

For simplicity, we describe routing for the case of a one
station network. A label of repeater Ri of hierarchy level j will
be denoted by Lij; i,3>1. The station will have the label Lll'
L°ij will denote the label of the repeater which is the "nearest
available" to the communicating terminal.

A label is composed of H subfields, where H is the maximum
number of hierarchy levels (H-1 is the maximum number of hops on
the shortest path between any repeater ard the station). Every
subfield has three possible entries, bla:k (BLK), a serial number
(SER), or ALL. Lij has j entries SER's and (H-j) BLK's as shown

below:
1 2 j-1 j j+1 H
SER SER|. . . .| SER SER BLK . . . . BLK]
\ /\
VvV V
j serial numbers (H-j) blanks
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We say that Lij "homes" on Lkp' h(Lij) = Lkp' if p = j-1
and the first j-1 subfields of both are identical. If twoe
repeaters at level j home on the same repeater, their labels will
differ only in the entry to subfield j.

As an example, if we use 3 bits per subfield, the labels of
the station and the repeaters of the network shown in Figure 5
are as follows:

Subfield 1 Subfield 2 Subfield 3

Lll 001 000 coo
le 001 001 000
L22 001 010 000
L33 001 001 001
L43 001 001 0lo
L53 001 010 001
L63 001 010 0l1o0
L73 001 010 011

In this example, a subfield in which all bits are "0" is ccnsi-
dered "blank." Note that all entries in Subfield 1 are the same
since all repeaters home (eventually) on the same station.

4.2 ROUTING
The packet header, in both directions, will include the
following routing information.

OTHER HEADERS AND

-]
Lkn L ij PACKET INFORMATION
TO LABEL OF
NEAREST
REPEATER TO

THE TERMINAL
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Lkn is the label of the repeater to which the packet is currently
addressed. The complete packet will always be transmitted to a
specific device; other devices which may receive the packet will

dr»2p it. The shortest path from a terminal to the station consists
7.0 o ) 3 3

of L ij’ h(L ij), h(h(L ij)), up to Lll' in the given order, and

in the reverse order when routing from station to terminal. When a

specific repeater along the shortest path is not known (by the

terminal) or not available, then the terminal or repeater (which

has the packet) will transmit only the header part of the packet,

trying to identify a specific repeater. 1In that case, the label

Lkn will include some entries ALL.

A, Routing from Terminal to Station

When a previously silent terminal begins to com-~
municate, it first identifies a repeater or a station
inp its area. It transmits only the header part of the
- set to ALL. The header

is addressed to all repeaters and stations that can hear

packet wiith all entries in L

the terminal. A device which correctly receives this
header substitutes its label ‘n the space Lkn and repeats
is also L° and will

kn kn
be usad by the terminal to transmit all packets during

the header. This particular L

this period of communication. If a terminaj :: stationary,
it can store this label for future transmissions. L°kn
begins to transmit the complete packet along the shortest
path to the station.
Suppose that Lij along the shortest path is not

successful in transmitting the packet to h(Lij). Then
Lij begins the search stage of tryving to identify another
repeater. In the first step, it tries to identify a re-
peater which is in level p<j-1l. This is done by using
the following label:

il 2 3 j-1 j j+1
SER ALL ALL| . . .| ALL BLK BLK| . . .| BLK
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The header is addressed to all repeaters in levels
2 to j-1, which eventually home on Lll' If this step

is not successful, in the second (last) step, L tries

to identify any available repeater by using a l;%el in
which the first entry is SER and all other entries are
ALL. When a specific repeater is identified and re-
ceives the packet, it transmits the packet on the shortest
path from its location.

Note that if repeaters have sufficient storage,
they can save alternative labels and thus reduce the
necessity of searching for a specific repeater. Alter-
native solutions in which repeaters have multiple labels

are also possible.

B. Routing from Station to Terminal

L°ij contains sufficient information for shortest
path routing to the terminal. Denote by h'-l the inverse
of h and by h™? = k"t (h™1), etc. The shortest path from

station to terminal includes h-(J-l)(L°i.), h-(J-z)(L° ),

e e h-l(L°ij), and Lcij’ I< some Lkp is not successfuiJ
in transmitting the packet along the shortest path, it
begins the process of identifying another specific re-
peater. Note that when routing to the station, the next
label is always a function of the label of the repeater
that currently stores the packet. When routing to the
terminal, the next label is a function of L°ij and the

hierarchy level of the repeater that currently stores

the packet. Thus, when routing to the terminals, it will
be useless to transmit the packet backwards, since it will
usually arrive back at the current location; therefore it
is more efficient to delay the packet. If, when routing
to the terminal, a repeater on the shortest path is tem-
porarily unreachable, the procedure attempts to by-pass
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this particular repeater and regain the original
shortest path route. The labels that will be used

by h—3(L°ij) are shown below:
-3 1 2 j=3 j~2 j-1 Jj j+l
h"(Le,,) [SER [ SER] __]SER [ BLK ] BIK | BLK ] BIRK] _ [BIK|
-2 j j+1
h (Loij) 'SEF I R | I [ SER [ BLK [ B L [ BIK | |B[4J

1 2 j=-3 j=-2 j-1 j j+l
SEARCH [SER | SER] ISER | SER | allL | BL R [ BLK] [BIR |

All the entries SER are taken from Loij‘

4.3 ACKNOWLEDGEMENTC

In Section 3, it has been shown that the use of HBH ack-

nowledgements in the routing scheme in addition to the ETE acknow-
ledgement is desirable. However, one can prevent specific acknow-
ledgement packets from being transmitted by using the passive "echo"
acknowledgement. This approach has other advantages as well, which
will be described in the next section. Echo ackncwledgement will
be employed along the path. That is, the device transmitting

the packet waits in a receive mode to receive this same packet vhen
it is repeated by the next stage. The reception of the packet when
transmitted by the next stage constitutes the acknowledgement, since
it indicates that the next repeater stage has correctly received the
packet and will store and retransmit it as necessary.

In fact, one has the option of adding parity bits after the
header. 1In this event, it would be sufficient to "hear" the header
of the packet, and thus, the header plus parity bits will constitute
the acknowledgement. At the end of a path, the terminal or station
will repeat the heailder. Note that the probability of correctly
receiving an acknowledgement would be higher than the probability

of correctlyv receiving a packet, due to the difference in transmission
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time. Furthermore, in many cases the station may correctly re-
ceive the header, whereas the entire packet is received in error.
The information contained in the header can be used by the station

for control purposes.

4.4 TRAFFIC CONTROL
The control procedures to be implemented would use con-

trol packets from stations to repeaters, from stations to terminals,
and possibly from repeaters to terminals. Some of these may be
implemented in the station - repeater protocol and relate to the
initialization of repeaters, relabeling of repeaters under various
overload conditions, activation and deactivation of repeaters, and
so on. In this section, we discuss controls necessary for the

routing scheme. These are:

(i) 1Initial search by the terminal.
(ii) Maximum handover number (MHN).

(iii) Maximum number of transmissions (MNT).

It was demonstrated in [Kleinrock & Lam; 1974] that after
channel traffic exceeds a certain value, throughput reduces. If
the number of retransmissions is not limited, the offered channel
traffic will increase indefinitely and the throughput will reduce
to zero. Thus, one problem is to prevent new traffic from entering
the system when the system is congested. This control can be ob-
tained by the search procedure which is used by terminals when
entering the system. This control is "local" in the sense :hat it
depends on the traffic level in the geographical neighborhood of
the terminal. Terminals will nevertheless be able to enter the
system when being "far" from stations, and the traffic introduced
will propagate towards the stations.

The MHN is a control aimed at suppressing packets from being
propagated in endless cycles of repeaters or being propagated over

patb- containing many hops. This may occur when packets depart
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from the shortest path. Furthermore, if the routing scheme used

is relatively unsophisticated, the MHN will prevent the packet

from arriving at remotely located staticns. The MHN for a given

packet depends on the number of hops between the originating

terminal and the station with which it communicates (or vice versa).

It will therefore be a function of the hierarchy leve! of the

repeater with the label Loij'
The MNT is also a local control which reduces the traffic

level when the system is congested by discarding a packet after

a specified number of retransmissions have been attempted. It

also prevents repeaters from indefinite transmission of a packet

when surrounding repeaters are temporarily blocked and are unable

to accept packets.

4.5 TFPACKET FORMAT
A possible packet format for performing the routing

described is shown below:

HEADER PACKET INFORMATiON PARITY

The header includes the following items:

]
iFI‘/F Cc/I DID OoIiD Lkn L ij MHN E/C
T/F =- a bit, indicating whether the packet is addressed To
station or From station.
C/I - a bit, indicating whether the packet is a Control packet
or an Tnformation packet.
DID - Destination address.
0ID - Originavion address.
Lkn - The label of the repeater to which the packet is currently
addressed.
L°i. - The label of the repeater "nearest" tc the terminal which
) criginated the packet or to which the packet is transmitted.
MHN - Maximum handover number.
10.25
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E/C

An error or control message. If it is an information
packet, the space may inclvde a sequential number, speci-
fication of the packet nuriber in the message, etc. If
it is a "header packet," it may include an error message
asking for retransmission of a certain number of packets.
If it is a control packet from the station, this space
may be used for the control message.
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i F A PROCCDURE FOR REPEATER LABELING

In this section, we identify some of the problems of repeater

.abeling and propose one approach for the iritial labeling of a
repeater network. Assume that initially every station and repeater
has a fixed ID, Ri' This ID will be used for labeling purposes,

te identify whether the device is operative or dead, to activate
and deactivate a repeater, and for other control purposes.

The station will determine and assign labels to all repeaters
in its area in the initial labeling procedure. When mor2 than one
station operates in an area, the initial labeling will b2 done by
the stations sequentially, and repeaters may be allowed to choose
the home station according to the minimum number of hops.

First, it is necessary to specify two parameters: (i) the
maximum number of subfields or hierarchy levels, say H, and (ii) the
number of bits per subfield, say B. These parameters are to be the
same for the entire broadcast network in order to have the same
packet format when transmitting information. If some sections of
the broadcast network are disjoint, it is sufficient that B x H
be the same for the entire network. As indicated before, E-1l is
the maximum number of hops that a packet will travel when using the
shortest path route, and 2B-2 is the maximum number of repeaters
that can home on a single repeater or station (one label is needed
for ALL and another for BLK). 2 x H x B is the number of bits in
the header which will contain the routing information.

The initial labeling procedure is:

STEP I:

The station transmits a control packet to every repeater
sequentially. This packet includes an MHN as well as another MHN
to be used by the addressed repeater for its response packet.
There is no directed routing at this stagz2; every repeater
which correctly receives the control packet decrements its MHN,
and stores and retransmits it until echo acknowledged by the next

stage. The control packet is dropped when its MHN reduces to zero.

10.27
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The repeater to which this packe? is addressed transmits a
response packet to the station using the ass’'gned MHN. Every
repeater which receives this packet will decrement the MHN arnw
add its Ri ia orde=.

The station may receive one response packet, several, or
none. If no response paciaet is received, the station can
try severil more transmissions, each time increasing the MHK's,
or conclude that the repeater is dead (this repeater can possit. .y
be reached from another station).

STEP II:

The information acquired from the response packets is suf-
ficient to determine a hierarchical labeling structure. la th.is
step, the station processes the informati~n and determines an
"optimized" structure. The processing performed during this step
is described in the next section.

STEP III:

In this step, the station tests the shortest path, particu-
larly in the direction from station to repeaters, which was not
tested before. The station transmits a control packet to every
repeater, using its label. The station uses an MHN equal to the
number of hops on the shortest path so that if this path is not
possible the repeater will not be able to receive the packet. A
repeater which receives this packet transmits a response to the
station, which constitutes an ETE positive acknowledgement. If
all rep.aters have been successfully tested, the procedure ends;

otherwise, the program returns to Step II for further processing.

5.1 AN ALGGRITHM FOR DETERMINING THE LABELS

We describe a technique for processing the response packets

Can i atealibEan Tl ot o 4

and for determinaing the hierarchical labels in Step II of the
labeling procedure. 1In general, the repeaters may be distributed

R .
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at random locations, and the station may not know the geograph-
ical locations of repeaters. Furthermore, there may be more
r2peaters than the number needed for efricient routing. Ideally,
one would want to obtain a network of repeaters which has the
following properties:

(1) There should be a minimum number of hierarchy levels.

(2) There should be a shortest path from every repeater
to the station.

(3) The entire area should be covered with a minimum
number of repeaters.

(4) Every repeater should bz able to transmit directly
to at least j (say 2) other repeaters.

(5) The number of iepeaters which home on one single
repeater or station should be 523-2.

A solution which satisfies all the requirements may not exist.
For example, if more than 2B—2 repeaters can directly reach the
station and none can be deactivated, requirement (2) will not be
satisfied.

Suppose that there are N-1 repeaters and one station denoted

by Rl. The station first constructs a connectivity matrix C = (c,
where,

1 if Jdevice j can hear i directly

cij i ilj = ll 2' e e o g N
0 otherwise.

C is constructed from the response packets in Step I. For example,

if a2 response from Ri contains (in order) Re' Rm' Rk' ..., then

c. =1, ¢ = 1, € N = l, ... One can see that the station does
ie em mk
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not have to transmit the first labeling packet to all repeaters,
since it can learn about the functional location of some of the
repeaters which were on the return path of previous control
packets. Furthermore, the number of response packets to a control
packet can be increased when the MHN assigned by the station is
increased. Finally, we note that C is not necessarily symmetric.

The entries 1 in row i indicate the repeaters to which R,
van directly transmit, and the entriesl in column i indicate the
repeaters from which R; can directly receive. The structure of
the repeater network will be recorded by the vector h, where hj'
j=1, ..., N, indicates the repeater on which Rj homes.

Let S(m) denote the set of repeaters whose shortest path to
the station includes exactly m liops. Assume that all repeaters
in s(l1), s(2), ..., and S(m), have been labeled (assigned home
repeaters). We describe the labeling of (repeaters in) S(m+l) by
(repeaters of) S(m). At every state k of labeling S(m+l) by S(m),

we characterize repeatcers of S(m) by:

di(k) = The number in S(m+l) which have been labeled Ri
(say, the degree of Ri at state k)

vi(k) = The number in S (m+l) which still can be labeled Ri

fi(k) = The potential degree of Ri at state k, i.e., fi(k) =

di(k) + Vi(k)‘
Repeaters of S(m+l) will be characterized by:
uj = The number of repeaters in S(m) which can label it.

At every state k, we distinguish among three disjoint subsets
of S(m) and S(m+l):

10.30
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F - . - i *

sm(k) -{Ri s vi(k) 0} cannot label more

Sg(k) ={Ri : fi(k) < 28-2; ordered according to increasing values
of di(k) and when the same then according
to ‘increasing values of vi(k)}

Sg(k) ={Rl g fi(k) > ZB-Z; ordered according to increzsing
values of vi(k)}

SF (k) ={R : h.(k) > 0} = alreadv labeled (assume that

m+l i i <
h, (0) = 0)

i
SL (k) —{R : ¢, =1 for some R ¢ SR(k)- ordered according to
m+1 i " Tip p m !

decreasing values of the number of re-
peaters in Sg(k) that can label them and

when this is the same, then according to
decreasing values of us

S§+l(k) = The remaining repeaters of S{m+l) ordered according to

decreasing values of uy

Note that Sﬁ(k) is the szt which can potentially violate
requirement (5), and Sg+l(k) is the set teo be labeled which may
result in this viciation. Therefore, one should try to label
S§+l(k) by S;(k). When such a label is assigned, it decreases the
values of fi(k) in Sﬁ(k). Furthermore, the orders of the subsets
of S(m) according to di(k) are aimed at obtaining a network in which
the repeaters of S(m+l) are divided equally among repeaters of S(m)
(this was not specified in the requirements). The order of S;+l(k)
is done sco that (if possible) the repcws':er which can be labeled by
the largest number of repeaters of Sg(k) is labeled first.

The algorithm prcoceeds as follows:

* There may be repeaters in S(m)! for which vi(O) = 0. It is con-
venient to refer to these as "end repeaters of level m" since no
repeater will home on these.

1031
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Take the first of S 1(k) and lalel it by one of S (k)
(beginning with the flrst) If it is labeled, evaluate the
subsets of state k+l and do the same; if not, take the next
repeater of S;+l(k) and do the same.

STEP B:
(1) 1f S (k) is empty, then S 1(k) is also empty; com-

plete the labeling cf Sm+1(k) by Sm(k) using the procedure of
Step A, then return to Step A.

(ii) If S (k) is not empty, label one of S 1(k) by
S (k) using the procedure of Step A, then return to Step A.

Note that il all of Sz(k) becomes part of S;(k) at some
state, the network produced satisfies requirements (1), (2),
and (5); since (5) is satisfied by the last statement, (2) implies
(1), and (2) is satisfied by the definition of S(m). If one of
the above requirements must be violated, modification of (ii) in
Step B of the algorithm is required.

The sets S(m), defined at the beginning of this section are
constructed recursively as follows:

S(1) ={Rk 2 Cpq = 1}

. m
S(m+l) ={Rk : Rk 5:3 S(p). ckj = 1 for some sts(m)}

That is, to construct S(m+l) it is necessary to examine in the
matrix C only the entries 1 in the columns which corresponds to

repeaters of S(m) and choose the ones that have not been identified
yet.

5.2 REMARKS

1. The shortest path label assignment does not, in
general, correspond to physical distance. That is,
the label assignment depends on the terrain as well
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as possible variations in transmission power and
reception sensitivity of devices. Thus, it is
a functional rather than a geophysical assignment.

2. In the practical case, it may be necessary to
label redundant repeaters and then deactivate them
for use as stand-by repeaters. Furthermore, the pro-
cedure for this process should satisfy requirements
(3) and (4) of the previous section.
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6. SOME SIMULATION RESULTS
A computer program v.'ich simulates in detail the operation

of the packet radio netwocrk and the proposed routing and control
techniques is currently available and will be described in

[NAT; 1974 (b)]. Some qualitative observations of the model's
performance as related to routing are described in this section.

Figure 6 shows one network that has been extensively studied.
The labels of repeaters in this network were assigned a priori,
and the lines connecting the devices in Fiqure 7 signify the
hierarchical structure created by the implementation of the
directed routing technique. Terminal traffic is introduced into
the system at random times, and originates at random locations
on the plane. Once a terminal is introduced, it begins the search
procedure, and the communication between a terminal and a station
proceeds using the routing and control schemes described including
the ETE and Echo HBH acknowledgements. Figure 6 shows the con-
nectivity of the network simulated. That is, when a particular
repeater transmits, all devices connected tc it by line can re-
ceive the packet.

Simulation results demonstrate that the critical hop in the
packet radio network is between the first level repeaters anc the
station. Thus, special attention should be given to the flow
control design on this hop. In particular, repeater placement in
the neighborhood of the station and the control of these repeaters
by the station are significant. These repeaters also have higher
power duty cycles, since they repeat all packets o. repeaters
which home on them.

It is also demonstrated that there is a higher probability of
end-to-end successful transmission from station to terminal than

from terminal to station. This is observed from the higher fre-

quency of repeater searches and dropped packets when routing towards

the station. One cause is that the station is the largest user
and thus has higher probability of successful transmission over
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the critical hop because it manages its own traffic rather than
competing with itself in a broadcast node.

The terminal simulated recognizes a packet addressed to it by
checking a portion of the packet header not related to repeater labels.
Consequently, the terminal can receive from a different repeater than
the one to which it transmits. Since the response to a search packet
by repeaters is randomized in time, the terminal frequently identi-
fies a repeater which is not necessarily the nearest to the ter-
minal or the nearest to the station. As a result, the path from
the terminal to the station is not necessarily the same as .rom
the station to the terminal. The latter is usually shorter. Such
a case is illustrated in Figure 8. Here, the terminal will usually
receive its packets from Rl at tiie time R]1 transmits to R2. The
echo by the terminal will usually acknowledge Rl and R2 simultaneously.
Furthermore, R3 need not handle traffic to the terminal.

Figures 6 and 7 show that while the station has connectivity
7, only 4 of these repeaters are labeled as first level repeaters
that home on the station. In particular, note that the station can

! hear all packets transmitted towards it by R26; however, these
packets are addressed to R27. The station finally receives the
packets from R27. Consequently, the station is busy a fraction of
the time with non-useful traffic. This can be improved by changing
the reception and transmission operation of stations. That is,
the station can be made to receive from any repeater along the
shortest path and to transmit to the repeater nearest to the ter-
minal that it can reach. Another advantage of this type of station

operation is that more repeaters can be placed in the neighborhood
of the station and lakeled arbitrarily. These repeaters may be
required for area coverage or reliability considerations.

Other observaticas of the simulation show that some terminals
are blocked when the system in their neighborhood is congested,
and that a higher frequency of alternate routing occurs when the
traffic offered to the system is i)creased.
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An extensive description of the simulation program and
experiments is forthcoming [NAC; 1974(b)]. It is e:pected that
the routing procedures described above will be modified as more
experience is gathered. Further topics to be investigated
include buifer management, flow control, and system initiali-
zation. These topics will be the subject of forthcoming reports.
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7. APPENDIX: AN EXAMPLE OF-REPEATER LABELING

The figure below shows the set S(m+l) to be labeled by
S{(m). The connection line between RieS(m+1) and RjeS(m) was
drawn to demonstrate that cij =1, also B = 3 bits.

£(0) = v(0) = 0 8 4 6
S (m)
S (m+l)
_ uj = 1 1 2 11 3 2 2 1 2 2
: F o, F _
S, (0) = {R;} | Spep (0) = {6}
SL(O) = {R,, R,} sk (0) = {R R R R
m 37 74 m+1 107 11’ 12" 14’
Rls' R, R R8}
R _ R _
First label assigned is hlo = R3, then,

F _ F _
f s¥(1) = (r,, R,} s¥ (1) = {(R.., R.., R,,, R
: m 4' B3 m+1 117 Ri27 Rygr Rygr
4 R _ R B
? Sp(1) = (R} Spe1 (1) = {Ry, Rg, Ryql
‘ 10.40




The second label is hll = R3, then,

F
Sy (2)

R
Sp(2)

{r,}

{R2, Ry R3}

{¢}

Sme1(2) = (Rygs Ryl

Spr1(2) = (Rpps Rpys Ryy,
Ri5s Rys Rgy Res
Rgs Ry, Rl3}

st 1 (0) = {6}

From nov on, any labeling will satisfy requirement (5) since

53(2) is empty. The labeling by the algorithm proceeds as fcllows:
= R

h12 = R2, h
h9 = R3, hl
1

14

3

=R4.

h

5 = By

The final network is:

56 81214

h, = R4, hg = Ry, hg = Ry, hg = Ry,
3 4
0 E )
9 1011 7 1315

10.41
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CHAPTER 11

COMBINATORIAL MODELS FOR ANALYSIS OF MESSAGE FLOW IN PACKET RADIO NETS

s INTRODUCTION
This report is a summary of r=cent research on the macro-

scopic combinatorial analysis of message flow in packet radio

nets. We begin by developing our so-called basic model of the re-
peater net, message origination and capture mod2s. The basic model
assumes that all messages are transmitted in the direction of the

fixed ground station or processing center.

The model is built in stages as more complex assumptions are
made concerning design and operating modes of the repeater network.
Initially, we assume an infinite repeater net at the lattice points
of the usual Euclidean plane. The ground station 1s at the origin,
and all messages which are repeated are accepted at each repeater.
Messages originate at each point in discrete time independently at
each repeater according to a Poisson distribution. All messages re-
ceived at a repeater are received perfectly and repeated to those
immediate neighbors which are one unit closer to the origin (ground

station). Under these ideal conditions, we compute in closed form

the number of messages received at the ground station, the number
of unique messages received at the ground station, and their ratio,

called the "inefficiency" of the system.

The next step in complexity of the model is to assume that not
all messages which are received at a repeater are accepted. In this
case, we specify two models for acceptarice, called Type 1 and Type
2 slotting. We assume a time unit is broken into m-slots, and mes-

sages received are independently and at random assigned to one of

: the slots. In Type 1 slotting, the number of messages accepted is
E given by the number cf slots with exactly one message. In Type 2
: slotting, *':.e number of messages accepted is given by the nuirber of
non-empty slots. Spacific closed forms and asymptotic formulae are
developed for Type 1 and Type 2 trarsfer functions (the functions

ij vhich are the probability that j messages are accepted given

that k arrive or are received). A combination theoretical-computer
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analysis is developed to obtain sample numerical data on survival
of messages at the ground station as a function of various values
of the parameters (number of slots, mean originations, configura-
tion of repeaters, etc.). In par:icular, probability density func-
tions for message arrivals or receptions and acceptances are ob-
tained, and sample numerical data is given. The probability dis-
tributions for the number of copies of a single message which ar-
rive at the origin are obtained by computer analysis of a set of
derived difference equations. A special case of this probability
distribution is the probability that at least one message gets
through. Numerical data are given in terms of the parameters of
the model.

The last stage of development of the so-called basic model is
to include the possibility of retransmissions when a message is
wiped out. Two types of retransmission modes are considered. In the
first mode, retransmissions occur at the source of origination of
the message after a time delay which depends on the distance to the
origin or ground station. In the second mode, retransmissions occur
at the point of wipeout of the message. Analyses are developed for
the case of a single path from a repeater to the origin. Computer
programs have been written which compute and study the number of
retransmissions, delays, and bottlenecks. Some preliminary computer
data has been obtained, and the results are summarized in Part J of

Section II.

To summarize the development of the basic mcdel:

The basic model was developed in three major stages:

A. Perfect Reception at all Repeaters

1. Number of messages at each repeater at each point in

time

2. Number of distinct messages at each repeater at each

point in time

L2
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B. Type I and Type 2 Slotting (capture model).

i; 1. Closed form calculation of transfer functions
. Survival probability of messages

2
3. Probability density functions of arrivals and
receptions

4. Arrivals .nd receptions at origin at each point
in time

5. Distribution of number of copies of a single message
received at the origin when multiple routing is
used and calculation of the probability that at least one
message gets through.

(o) Retransmissions
1. Number of retransmissions, acceptance and arrivals

2. Delays and average delays
3. Bottlenecks

Sections 1 through 11 summarize the advuinces in the basic model.
The items with the capital letters are the piroblems solved in each

4 stage of development of the model. All solutions are available
' in a computer programming package which will be described in the
final section of this report.

In addition to the development of the so-called basic models

% a number of other gquestions and models were studied, mainly con-
: cerning message explosion with multipl-~ routing schemes. The
simplest such model was to assume that a sinqgle message is origin-
‘ ated at the origin at time zero. This message is transmitted per-
. fectly to each of the four nearest neighbors, each of which in turn
send the message perfectly to each of their four nearest neighbors,
and so on. For this simple scheme , we develop closed form formulae
for the number of messages received at each repeater at each point
] in time assuming an infinite grid of repeaters. Some conjectures

for the solution of the same problems in finite grids are made.

1 The above described simplified model was extended to assume

fhi Rt

that messages originate at each repeater according to a Poisson

probability law at each point in time. Questions were asked and
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solved concerning message flow and various operating conditions
of the repeaters. The different operating features which were
considered are:

(i) Mo message can be repeated more than k-times.

(ii) If the same message arrives from different sources
only onerepeat is made.

(iii) A repeater never repeats the same message except
upon initial reception.

(iv) A combination of (ii) and (iii).
(v) A combination of (i) and (ii).

Closed form solutions are obtained for each case when repeaters

are in an infinite network.

The last type of model considered, a very important part of
the overall analysis of the packet radio configuration was to
study the behaviour of a constant number of messages being sent to
repeaters from the ground station. If this model is combined with
the basic model of inward flow a model for messages being repeated
back and forth from repeater to stations and back can be obtained

and studied under various operating conditions.

Specifically, for flow of messages from the origin to the
repeater, we assumed that a fixed number say J messages originate
at the origia at each point in time. These messages are repeated
to repeaters on paths which are the duals of the input paths to
the station. We study how many messages get to repeaters at var-
ious distances from the ground station under the same two capture
modes as we assumed for inward flow. Numerical data and graphs
which resulted from computer analysis of the flow equations are
given. The computer program is operable and can be used to develop
other numerical data for a variety of combinations of values of

the parameters.

2. THE BASIC MODEL: OUTLINE OF QUESTIONS

As mentioned earlier the basic model for messages going into
a ground station from a repeater network is developed in three
basic stages. The first and simplest stage assumes that messages

are generated at each repater and repeated to repeaters one unit

11.4
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of distance closer to the origin. Specifically,

Assumption 1. Repeaters are located at the corner

i points of a square grid depicted as follows:

4

; hensstem—

E- The arrows indicate the direction of flow of messages and the lower

left hand corner represents the origin or ground station.

Assumption 2. Starting at time t=0 and at quantized time periods after-
ward (perhaps 1 second), t=0, 1, 2,..., messages originate at each

repeater independently according to a Poisson probability law.
1 That is, the probability that exactly k-messages originate at time !

-A k
t is given by ——E—__ : k=0, 1, 2,..., where X is a constant which

represents the mean or average number of originations.

Assumption 3. Allmmessages which arrive at any given repeater are re-

i A A A2 $0 A/ I NS4 b

Peated immediately to each repeater one unit of distance closer to i

the origin or ground station.

Prob;em l. Under assumptions 1,2,3, compute Xo(t)'and Xé (t) which
‘ are defined a2s the number of arrivals and the number of distinct i
E arrivals at time t, respectively. Note that X, (t) and k ,(t) are !
é random variakles. The quantity X, (t) # X (t) since multlole paths |
to the origin will produce a mult1p11c1tv of copies of each 1lessage.

Problem 2. Compute No(t) and Ni(t) which are the expected or aver-
i age number of messages and distinct messages which arrive at the
ground station at tlme t. Define the inefficiency of the system
as the ratio N (t)/N (t). Compute the inefficiency and the asymp-

totic 1neff1c1ency.

We can alter assumption 3. to model the situation where

not all messages which arrive at a repeater are accepted. We will

Rk o Soue o S ad laas
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model the case of imperfect capture using two different modes.
For the first mode of imperfect capture which we call Mode 1,
we change assumption 3, to 3.1.

Assumption 3.1l. Not all messages which arrrive at a repeater are

captured or accepted. Each repeater has the capacity to accept

at most m-messages. The arriving messages are independently and
at random in one of m-slots. The number of messages accepted is
given by the number of slots with exactly one message.

Assumption 4. Messages not accepted disappear from the system.

Problem 3. Under the assumptions 1, 2, 3.1, 4, compute the pro-

bability ij de”ined as the probability that exactly j messages
are accepted given that k arrive, j=0,1,2,..., max(k,m). The

quantity ij=0 for j>max(k,m) by assumption 3.1.
Problem 4. Under assumptions 1, 2, 3.1, 4, compute xo(t), Xi(t),

No(t) and Ni(t). Generate numerical data for a finite net of depth
5 repeaters in each direction for different numerical values of

A and m.

Problem 5. Study the relationships between arrivals and acceptances
at the origin.

An alternative model for capture is given as assumption 3.2,
called Mode 2 cavture.

Problem 6. Under assumptions 1, 2, 3.2, 4, solve the analogues
of Problems 3, 4, 5.

The next assumption that can be altered to refine the basic
model concerns what happens to messages received but not accepted.

We mcdify assumption four to allow two modes of retransmission of

lost or erased messages.

T

Gteias

11.6
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Assumption 4.1. When a message is wiped out, it is retransmitted

at its source of original transmission J(d) units of time after
its original transmission.

Problem 7. Under assumptions 1, 2, 3.1, 4.1, compute the number
of arrivals, acceptances,and retransmissions at each node or re-
peater for a varietv of values of the parameters. Carry out the

same calculations under assumptions 1, 2, 3.2, 4.1, i.e. change

i the captuire mode to Mode 2.

k Assumption 4.2. When a message is wiped out or erased, it is re-

transmitted from its point of erasure one time unit after erasure.
g Problem 8. Solve Problem 7 under assumptions 1, 2, 3.1, 4.2 and
l' 2' 3-2' 4.2-

‘ l Problem 9. Under the sets of assumptions 1, 2, 3.1, 4.1; 1, 2,

3.1, 4.2; 1, 2, 3.2, 4.1; 1, 2, 3.2, 4.2 compute delays and aver-

age delays encountered by a message being repeated toward the

origin.

3. THE NUMBER OF MESSAGES RECEIVED AT THE GROUND STATION

In this section, we begin our analysis of the basic model by

solving problems one, two, and three. We study the Poisson case

where messages arrive at each repeater according to a Poisson input.
Since our interest is in the expected number of messages arriving
at each repeater under perfect capture, we will assume that one

message originates at each repeater at each point in time. It

can be shown that we multiply the resultant numbers by A, the mean
number of Poisson arrivals. To fix ideas, we can plot a few time

points and see by calculation how many messages arrive at each

11.7
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Let x?(t) be the number of messages received at a repeater
at distance d, horizontal distance j (i.e. with coordinates (d,j))
at time t.

We have immediately,

X (t) =4 X (t-1) + 1, t21,  ana
x e) = 2 x2(t-1) + x2(t-1) +1
o = 1 o where
2 _ 250
XJ(t) = 2 X](-1) + 1
2
= 2 xl(t-—Z) + 2 + 1
- ottty

This follows from the observation that repeaters at

horizontal distance zero or 4@ will receive the same number of

messages for 4 »0. Repeaters with coordinates (4,3),

j=1, 2,..., d-1 will also receive the same number of messages.

Thus;
x2(e) = 2(2%1) + xI(e-1) + 1
= Xé(t—Z) gt + 515
=1+ 22 423 4 L st
We conclude that,
Xo(t) = 23 4¢-7 t=0, 1, 2,....

Thus No(t) the expected number of messages received is

N 2t*3 47y,

33 .19
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The expected number of distinct messages received is

2
A(Ze%+2t+1) .

Therefore
t+3 t+3 t+2
No(t) 2t°4+2t+1 2t t

4, MESSAGE DISTRIBUTION WITH TYPE 1 SLOTTING

We derive formulae for ij, the probability that j messages

are "received" given that k messages "arrive" at a repeater.

Each message is assigned independently and at random to one of

m-identical slots., The nunber of "received" messages is given

To solve this problom, we consider the "ball in cell” model
f of placing k distinct balls into m-distinct cells. The quantity
| ij is the probability that exactly j cells have exactly one ball
in each.

Let S be the set of all k-tuples where each component is

’ by the number of siots with vxactly one message.

one of the integers 1, 2,...,m, i.,e., S = {(a1, az,...,ak):
a; € {l, 2,...,m}, i=1, 2,...,k . Let A Dbe the event(subset)

where cell v has exactly one ball, i.e. the subset of S of those

sequences where the integer v appears exactly once.

-l Let \™ P, . . =8

; i<i <i<.<

| where P; . . 12 135 he proba ility P(A. NA. N...NA, )
b 111 2,..0, w the prO ablil y ll iz O iw »

and the sum is over all subsets of integers of size w selected
from |1, 2,...,m}.
It is easy to compute Sw,

PR

f: o= 3 k(k=1)... (kowrl) | m kd mew) <7
: ¥ mk(m-w)w-k Yo mt(k-w) !
il<12<...<1k
for w=1, 2,...,min(k,m), S =0 for v >min(k,m).

w
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By the well known variation of inclusion-exclusion.

e
1]

’

Y 07 07 s
k3 T & 50 Syer

o "ij(_l), GEN ™) ke (eegen) kI
k
m =0

b -
(k== 7)1
| ™ m-j . - ‘
= Z, R G e i R I
m =

when j € min (k,m). Actually, ij depends on m and should be
written as ij(m). Von-Mises has shown that when m is large,
Pk,(m) can be approximated by;
E
A -
" 1 l) k

ij(m) = G ! a Poisson variate with A = ke o

-k
Thiskis an approximation for the binomial with p = e M ,

q * l-e 'm when k is large, p small and kp moderate,

; k m m, k-3j
: p.=(e ™ (1me ™ :
I kj 5!
|
161 el
L——-.ﬂ_ DU —— e -
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5 . MESSAGE DISTRIBUTION WITH TYPE i1 SLOTTING
*
We derive formulae for ij , the probhability that j

messages are "received" given that k messages "arrive" at a

repeater. Each message is 3ssigned indepcndently and at random

to one of m-slots. The number of "received" messages 1s given

by the number of slots with at least one message.
Again we use a "ball in cell" model and ask for the proba-

bility that exactly j boxes are not empty when we place k distinct

balls in m-distinct boxes. §
Using the same method of inclusion-exclusion as in section

B, we find that;

e GG N

m J Vo -y
=M ¥ € k

Be
kj ) V=0
*
We can approximate ij by the same method as Section 4,
i
X . !
. TR, T e /
P . ~ & % ;0 0<™ £ minth,m)
2 (m-371
-k
where Az is me ™ when m,k are large.

6. SURVIVAL OF MESSAGES

Problem number three calls for the solution to the problem
of finding the survival probability for a messade which originates
at a repeater with coordinates (j,d) at time t. We must first
compute the probability that it is received at its original node.
Let P* be the probability that a given message which arrives at
a repeater is received at that repeater. We must compute P* under
two modes or types of slotting. We call P* " P; the values of P*

1
under type I and II slotting respectively.

11.12
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Let Sk be the set of (k+1l) tuples formed from the integers

1, 2,...,m. Clearly, n(Sk) = mk+1 , 1l.e., the number of elements

*
k+l. Let Py 1 be the probikility that the message is

in Sk is m
received given that k-other messcges arrive and type I slotting

*
is ugsed. Clearly, P = 1, and for k > 0,

0,1

P* - M{number of elements in Sk with - in the jth

“k+1
m

position only)

Kk
k'l -—.E;T [(m_l)k] - (% e (l-l%‘.)k
m

m

3
]

which 18 of course indepcndent of time,
*
lHowover, Pl is dependent on time since it dcpends on the
probability that k-other messagcs arrive: Therefore;

o .
* - *

Pl(t) = 2, Py 3 - P {exactly k other messages arrive at time t]. (1)
k=1 !

In principle PI(t) is computable from the distribution of
arrivals at a given node at time t.

We must compute P;(t) for type II slotting. In this system,
the given message is received jiZ it is selected at random from the

messages in its slot.

[od

* .
P,(t) = Y. P[Reception/k arrivals at t] P[k arrivals at t]
k=0
oo k
=y P[Reception/k arrivals at t, j in same slot]
K=0 3=0

P[j in same slot/k arrival] * P[k arrivals at t].

k
- 55 2: 1 ?{j"in same slot/k arrivals] * P[k arrivals
K=0 §=0 i+ at t].

11.13
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* X 1. k+1, | . .
Pz(t) = g;% T [1—(1—5) ] P{k arrivals at time t]. (2]

Equations 1 and 2 can be solved once the distribution of
message arrivals is determined.

To compute the solution to the problem of survival, let us,
for simplicity, assume that the message arrives at a repeater
with coordinates (d,d). Pictorially; the same problem for a

repeater with coordinates (0,4d).

- ‘- - - . P Y
o -

(0,00 (1,1) (2,2) (3,3) (4,4) (d,d)

Let Pl(d,t) be the probability that a given message which origin-
ates at (4,d) at time t is received at the fixed station at (0,0)
at time (t+d). Since the repeater .at d-1 cannot "tell the difference"

between a message arriving from (d,d) or originating, we can write:
Pl(d,t) = Pl(d—l,t+1)- P[message is initially received at (d,d)].

The quantity, P[message is initially received at (d,d) was computed
as ( 1) and ( 2) in the pruvious analysis for type I and type II
slotting. Thus, the survival probabilities satisfy the fundamental
difference equations for Pl(d,t) and P2(d,t) the survival probabil-
ities for type I and type II slotting respective.y.

FUNDAMENTAL DIFFERENCE EQUATIONS:

v

o0
Pi(d,t) = P (d-1,t+1) 3 (-5 Plx (£) = k]: £20 d21 (3)
( K=0 m d

with the initial condition,
@«

Pl(O,t) = ég% (1—'%]-)k P[xd(t) = k],

11.14
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Z km (1- (l-— k+l

(5.4) Pz(d,t) = Pz(d-l,t+1)
k=0

] PIXg(E)=k] (4

for t 20 d 21,
with the initial condition,

z k+1
(5.43) P,(0,¢t) = g [1- 51--) 1 PIXy o(t)=k]. (4a)

For t=0 all distributions X, d(0) are Poisson with mean A.
’
Thus, we have theoretically solved the survival probability
problem in terms of the message arrival distributions., We now

turn our attention to the solution of problem 4.

DISTRIBUTION 'O_F. ARRIVALS AND RECEPTIONS
We now discuss the difficult problem of finding the dis-

tribution of arrivals and receptions at each repeater at each

point in time. In sections 4 and 5 we have established formulae
for ij
is possible to greatly simplify *“he problem by proving that there

which connect the arrival and reception distributions. It

are only three random processes to determine.

A, xo(t) = arrivalsat origin at time t.

B. Xd(t) = arrivals at distance d from the origin on an axis
at time t.

C. X(t) = arrivals off the axis at time t.

The corresponding quantities Xg(t), Xg(t), XR(t) denote the reception
distributions which can be obtained from the arrival distributions

and P These remarks are justified by the ftollowing theorem.

kj®

’

each t 2 0 and k=3, 1, 2,...

THEOREM: A, P(X (t)=k] = P[X- (t)=k] for each d,e20,
—— 0,d 0,e

B. P[xj,d(t)=k] = P[Xu'w(t)=k] for k=0, 1, 2,...

tor all pairs j»v>0,dw>0,.

€ P[X (t) =kj] = P[x0 l(t) =k] for k=0, 1, 2,...
for all pairs d £ 20 and every t .

D. P[x. (t)=k] = P[X (t)=k] for k=0, 1, 2,...
j.d v,W
and all pairs d,w>0 and j,v > 0,

11.15
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PROOF: The proof follows by induction on t based on the facts
that all repeaters start off with the identical Poisson process,
the symmetry due to an unbounded region, and the relationships
between xj,d(t) and x?'d(t):

Thus we need "only" tc “termine the distributions of the
rancom process Xo(t), xd(t) and X(t); t20. The initial conditions

are given by,

Kk
P(X,(0}=k] = P[X,(0)=k] =PIX(0)=k] = &-—E{L- k=0, 1, 2,...

For the "received" randon process,

p[xg (0)=§] p[xg(0)=jl = pixR(t)=9]

s R
2, PIX (0)
k=0

i | X(0)=k] - P[X(0)=k]

ij P{X(0)=k]

k=3
o0 X k
= k - P .
K=j 1 k=j ~ kI
for type I slotting, and,
Zn) 2 Lpt
= 2: k3 for type II slotting.
k=j k!

We can substitute the formulae for ij and P;j from sections
4 and 5 1into this equation, but the results are quite complicated.
The processes X(t), xd(t) and Xo(t) are each sequences of
independent random variables over time, however, for each repeater,
they depend on the values of earlier times at neighboring repeaters,
In fact, we can write the recursive equations,
Xo(t) = Yl(t-l) + Yz(t-l) +Y3(t-l) + Y4(t-1) + Y5 (5)
Where Yl'YZ'Y3'Y4 are identicaily distributed (not indcpendent)
random variables with the same distribution asxg(t—l) and Ye is a

Poisson random variable which is independent of Yl'YZ'Y3'Y4' It
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follows that,

E(Xy(t)) = 4E(X] (£-1)] + —
Where E denotes expectation.
Similarly,

X(t) = Wl(t-l) + Wz(t-l) + w3 (6)

Where wl(t-l) and Wz(t-l) have the same distribution as XF -1)
but are dependent ard w3 is Poisson with mean M and independent of
w2-
Finally;

Wl,

x (t) = z (t-1) + z.(t-l) + 2 (t-l) + z4

where Z (t-1) and Z (t-1) have the same distribution as x (t-1),
Z (t-1) has the same dlStllbuthn .as X (t-1) and depends on Zl,
whlle Z4
There are essentially two types of repeaters in this model;
those on an axis and those off the axis. Since neighboring repcaters
have dependent arrival distributions, we shall consider two types
of "clusters" of repecaters and their associated random distributions

is Poisson with mean A and is dependent of Zl,zz, 3

of arrived and receilved messaaes.x5

‘ X
[ R o 4
%
| L s
|
9(3

We define the following multivariate density functions:

£,(Y),Y,,¥5) = PIX, (t)=Y,, X,(t)=Y,, X (t)=Y,] (7)

2'

11.17
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R = R,,\_ R, \_ Rz
9t(w1'w2) = P[X, (t)=W,, xs(t)=w2] (9)
gh(uy,uy) = PIX} (£)=U,, Xp (£)=U, ) (10)

where x4,x5 have the distributions of X as do Xl, x2 while x3

has the distribution of Xd. The initial conditions are:

Y. +Y +Y

= X -\ -— 2
fO(Yl'Y2'Y3) exexex)\ 172 73 ; Yl, Y2, Y3 2 0 (11)
YlLYﬁl Y3l
-2\ W.+W
W T W1 e Wy Wy, 2 0. (12)

Under type 1 slotting, we can develop the following relations

between the f's and g's.

R _ SR L R,,\_ -
ft(zl'z20z3) - v Z % P [(xl(t)-zl' xz(t)—zzr X3(t)—z3 (13)
17273
X, (£)=Y,, X,1t)=Y,, X, (t)=Y4] (14)
_ Y, Y, Y - (X, Y X, Y +X.Y.) "1 Y,-X
-Z Ch(yede 111?‘2 33 (qee ) 1
K. Ey X
¥,0Y,,Y, 1 "2 %3
Y2ov,-x, Y3 ovg-xg
(l-em ) (l-em ) ft(Yl'YZ’Y3)
Rw.,u,) = Z pxR(t)=u., X3(e)=u,| X, (£)=W;, Xg(t)=W,]
IeWarte! = &l e 1 ts Y T2 4 1 s 2! (18)
1'%2*

. P[X4(t)=wl, Xs(t)=W2].

11.18
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W), ¥, = (W, Uy +W,0,) W, W.=U
y U1 U2 ©m
Wy oW, e 0
: M2 W27l
‘ In order to determine the density functions (6.3, 6.4, 6.5, 6.6)

we need equations relacing these functions over time. In generai,
this is a difficult task since the distribution at say X,, xz(refer

to diagram pelow)
Y

Xl\' 3
Yy

X5

BlcEis (o g o

Bl it

1,Lo,OI

R

depends on the joint density of Yo Yoo YS' Similarly, the density

at points along the axis depend on distributions along a wedge
which increase in the number of points (repeaters) which must be

ey

considered.

(0,0)

b We are thus led to define two types of joint density functions
of variable numbers of random variables.
We define the set of all points at the same distance from the

s Wamaired

i
b : c . . . . :

é origin as an iscdesic set. Consecutive points on an isodesic line
3

11.19
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are a sequence of points whose neighbors differ in distance by
one unit from »n axis. An isodesic wedge is a sequence of points
on isodesic lines with a point on an axis and an equal number of
points in neighboring guadrants separated by the axis.

isodesic line of 5 points isodesic wedige of 7'péints

For an isodesic line with k points at distance d define the

joint density,

ft(X .,Xk) = P[the number of messages arriving at each of

the k ﬁoints is Xl' XZ""'Xk respectively]

1’.-

(Note that the order and distance are unimportant due to symmetries).
Denote the received versions by EE(Xl""’Xk)'
Similarly, for the wedge density define;

ét(xl,...,xk,Y,zl,...,zk) is the joint density of arriving

messages at time t at the points along the wedges and

3§(X1,...,Xk,Y,Zl,...,Z ) be the received joint densities. It
is easy now to write difference equations over k and time (note that
k € d-1) otherwise f and g are not defined.

The initial conditions are independent over repeaters so that

the joir:t densities are Poisson products.

k
2 KA 3 h %
fo(xl'ooo’xk) b e x Xl,xz,...,xk 2 0
_ Xl! le--Xk!
k=1'...'d_l
11.20
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( k k
- (2k+1)A 12_:: xi"E_} Bt

1 1 . (16)
d

ao(xl" ..,xk,Y,Zl,..- 'zk) =

k
x1lUUCXkl Yl ZIIlllzkl

E xl'oloxk'Y'zl'ooo’sz 0

k=0'o LI ) ,d‘l'
The received and arriving v~rsions are connected by the
following equations.

-k B Z 2, 2, Zy -(zlx1+z2x2+..+zkxk)
ft(xl,--.,xk) -y

(17)

'
N
1
=
=
'
[
1
=
™
=
1
[
'
| =
*
=
3
1
[~
3

(l-e ™ {(l-e ) (].-em ) "'(l-em )

at(Yl,Yz,.-.,Yk,r,wl,.'..,Wk). (18)
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The difference equations_,over time are given by:

f (x '...,x ) = :E: P[x ,...,X W ,...,W ] (19
t 1 k o<W m 1 ki"1 k+1 )
received at

i=l,2,o..,k+l t-l

'P[wl,...,wk] ,

received at
t-1

so that,
Et(xl'oco'xk)
i=1,2,,..,k+1

k+l+Yk=xk] ft-l(wl'°"'wk+l)

‘P[wk+w

| k }z‘ o
| Y ok B MM 7452 ) |
0<W,<m £ A A A .
21,2, ... k41 KWW (KpmWomWa) Lo (Xp =Wy Wy ) )
W +W 1_.X
(20 3
f (wlyooo, k+l) . k=l,...,d"1o ) !
Similarly for the "wedge" density func:ions;
T «
Si(xl,o..,xk,Y,leoo.,Zk) = ”Lﬁﬁv P[WE+W?+Y15X11 . f
'v"d,{ 7 '}
| "B W WY =5 5
. t ] =
P[Wk+hk+l+Yk Kk P[U+Xk+1+zl+s Y]
|
| . ¥
-P[kavk+l+Uk=Zk]

R .
'gt-l(wl"“'wk+1'U Vl""' Pl (21)
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1<ic<k+l

k
-2 I W,

-V.-V
17 'k+1 ,
A j=2 3

A

R

£ t_l(wl,...,w

k+1
all divided by,

(xl-wl-wz) l (XZ-WZ-Wj) leoo (xk-wk-wk+1) ! (Zl-Vl-Vz) ) o (2

(Y-U-xk+l-zl) l .

Theoretically, these equations can be solved since all
initial condition (t=0) have been given and recurrences in time

are derived.

m
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8 . COMPUTER ANALYSIS WITH A CLOSED BOUNDARY
The results and complexities observed in sections 3

to 7 indicate the usefulness of computer analysis. An

interesting and perhaps symbolic special case for computer
analysis might be obtained by closing the boundary at d=5
steps from the origin. The distribution for each of the two
modes (sections 4 and 5) can be computed and used as transfer
functions from "arrived” to "received" messages. Of course,
these transfers will take place by random sampling from those

distributed and hence one less type of simulation will be

required.
The computer analysis will begin once we have numberc i the

61 repeaters which lie at a distance of five or less units from
the origin. We do this in a counter clockwise direction begin-
ning with d4=0, d4=1, d=2, d=3, d=4, d4=5 and j coordinates 1, 2,...,4d

d=0, 1, 2, 3, 4, 5, as shown below in Figure 1.

FIGURE 1

11.24
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The repeaters at d=5 do not have messages arriving from
other stations. They only receive their own traffic at Poisson
rate. Repeaters at d<5 which are on the "axes" (denoted by
circles) have messages arriving from the three neighbors at d+l,
as well as their own Poisson traffic.

Repeaters off the axes at distance d <5 have input at each
time point from the two neighbors at d+l1 as well as their own
Poisson traffic.

The network is activated at t=0 by having random Poisson
arrivals with mean A at each of the 61 repeaters. This input
traffic at each repeater is converted to received messages in
each of the: two possible modes for different values of m by use
of the "transfer functions".

™ min(k-j ,m-7j) _,

_ Y. (=3 k! _i_ k-3 :
(1) ij-—JYZ 1" (7)) sy (M=) ;

m v=0

*

m vy dmry Kk g .
(2) Py = () y);o -1)" (D= "t j=0, 1, 2,...,min(k,m)

These calculatinns giv> us P j)(O') for all repeaters with

R
(da,
coordinates (4,3}, d=1, 2, 3, 4, 5, j=1,...,4d4, arn (0,0) the
station at the origin,

We can now determine message traffic at each repeater by using
equations which describe message transmission in the direction of
of the "origin".

For Time t=1

When d=5; j=1, 2,...,20 , the repeaters at d=5 receive only

their generated Poisson traffic. Thus, for time 1 we generate
61 Poisson traffic numbers which describe direct (i.e., at the
source) message input. When A4 <4, the repeater at coordinates

(d,j) also receive traffic from its neighbors at further distance
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by one unit. The following equations describe messages arriving
at cach repeater fo: arbitrary time t>1.
On the Axis:

R
(1,4

R
(1,3

R

(t-1)+P )(t-1)+P ft-l)+Poisson

R
(1,2)

At d=1 (P P

1,1'P1,27 P1,30 P, 4!
R

P(l,l)(t) = P(Z,l)(t—l)+P

R e _ _—
(2'2)(L l)+P(2'8)(t 1)+Poisson

= mR R _ R _ .
R
(2,6

R R

P(l,3) (t) = P(2'4) (t-1)+P(2'5) (t=1)+P

)(t-1)+Poisson

R R R .

At d=2 P, 1, Py 3/ Py 50 Py g

A

_ R R _ R E .

P(Z,l)(t) = P(3'1)(t-1)+P(3’2)(t 1)+P(3'12)(t 1)+Poisson

p (t) = P (t-1)+PR. . (£-1)+P", ., (£-1)+Poisson
(2,3) (3,3) (3,4) (3,5)

R

- R 1R ) .
P(2,5) (t) = P(3,6) (t-1)+P(3'7) (t 1+P(3,8) (t 1)+P01sson

- R - R - R as 1gc
P‘2'7)(t) = P(3'9)(t 1)+P(3'10)(t 1)+P(3’11)(t 1)+Poisson
At d=3 Py 30 Py 40 Py g0 P390
] (t) = PR (t-1)+PR (t—1)+PR (t-1)+Poisson
3,1 (4,1) (4,2) (4,16)

_ oR 259 B _1v.oR 4 ;
P(3'4)(t) = P(4'4)(t 1)+P(4'5)(t 1)+P(4,6)(t 1)+Poisson
P (t) = PR (t-1)+PR (t-1)+PR (t-1)+Poisson
(3,7) (4,8) (4,9) (4,10)

B . R iy R _ :
)(t)— P )(t 1)+P(4'13)(t 1)+P(4'14)(t 1) +Poisson

p R
(3,10 (4,12

11.26
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At d'4 p(4'1)(t)' p(4'5)(t)' p(4'9)(t), P(4’13)(t);

R R R )
Pig,1ylt) = P(S'l)(t-l)+P(5'2)(t-l)+P(5'20)(t-1)+polsson

R . R N R _ )
P(405)(t) - p(S,G)‘t-l)+p(5,5)(t l)+p(5'7)(t 1)+Poisson

R

Pia,9) () = P54

(t-l)+P?5'll)(t-l)+P?5'12)(t-1)+Poisson

R R R .
p(4,l3)(t). P (5'15)(t-l)+P(5'16)(t-l)+p(5'l7)(t-l)+Polsson

Off the Axes:

R R . — )
p(d,j)(t) P(d+l'j)(t-l+P4d+l'j+l)(t-1)+P01sson, JE=2 1,8 e oxe 5 A1
d=2,3,4.
R R 3 e ¢« 4= E
p(d,j)(t) p(d+l,j+l)(t-l)+p(d+l,j+2)(t-l)+p°1°son' j=d+2,d+3,..24;
. d=2,3,4.
P, . (t) = PR, . . . (t-1)+PR. . . _ (t-1)+Poisson; j=2d+2,..3d;
(4,3, (d+1,3+2) (d+1,3+3) ! ! !
d=2,3,4.
P, . (t) = PR . (t-1)+PR .., {t-1)+Poisson; j=3d+2,..4d;
(4,3) (d+1,3+3) (d+1,3+4) d g 2

d=2,3,4.

These equations relate arriving and received messages over
nfsighboring time points and repeaters, Thus, the arriving number
of messages can be computed in the grid at each point in time and
each repeater,

In terms of a flow diagram, the procedure for analyzing this
and all finite grids follows:
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R ey

The parameters are, A = mean Poisson arrival at each time
point, at each repeater, m the number of slots in each mode one
and two.

The output of the computer analysis 1is processed and pre-
sented in two forms, tabular and graphical. The tabular format is
for each m and A mode,

I 1 2 3 4 5 6 7. .. ;

Po,0) V) ..

R
Plo,0) (&) o

S )
R

PR
® a2y b

R
Pl1,2) &)

e ik

NG
.
]
e it A s

Various graphigl analyses are also obtained.

A. A graph @ arrived and received messages at the origin
as a function of time for various values of m and X. %
B. A frequen~y histogram of arrivals off the axis. There are

24 points of the axis at distance 2, 3, 4,...

We take for each time t;

f(x) = nimber of stations with x arrivals at time t
24

This is plotted for each time point.

R, 5 ot

11.29
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C. The same histograms As in b except on the axis. There
are 16 points on the axes at distances 1, 2, 3, 4.

. . A
D. The mean number of arrived and received messages A(t)

and X R(t) as a function of time on and cff the axis. These

are given by,

; Nie) = Y xftx), AR = 2 x£R (x)
x=1 y=1

where f(x) if the frequency of arrivals and fR(x) 18 the
frequency of receivd messages.

PN T xgx, A,F0 = T oxe R,
x=1 x=1

whera fA(x) and fAR(x) are frequencies on the axis of
arriving and received messages. Some numerical results
follow.

8.1 Summary of Initial Computer Analysis

Attached, are two curves which represent a summary of data
compiled from a preliminary computer investigation of a closed
grid network. The grid selected for initial analysis is the
closed boundary grid at distance five. We combined computer
runs with the closed form theoretical analyses of sections 4
and 5 of this report to obtain some observations of network
behavioui.

The first six curves represent a study of messages arriving

and being received at the origin (fixed ground station) as a

function of time. We used 20 computer runs for each of the first

fifty time units. In this initial study the number of slots was
kept fixed at 100, but A(the mean number of messages originating
at a given repeater) was set at 10, 20 and 30, All calculations

were carried out for mode 1 and mode 2.

11.30
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The message flow and reception at the origin settle down at
about t=4 and remained relatively constant. For A=10 the number
of arriving messages seemed to have a mean at about 155 and the
number of received messages averaged to about 31. Since the sys-
tem behaviour for A=10, m=100 settled down so quickly it seems
reasonavle to combine all time goint data past t=10 to estimate
the probability density function of arrivals and receptions at the
origin in each of modes 1 and 2 when A=10. The curves wcnuld seem
to indicate asymptotic Poisson behaviour with means about 31, 155
in mode 1 and about 100, 300, in mode 2 respectively. Saturation
occurs quic. Ly in mode 2 for A=10 or more. These results are
summarized in the last four curves of probability density functions.

11.31
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Sq The number of airiving and received messages at
b o
the origin as a function of time.
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9. DYNAMICS OF A SINGLE MESSAGE ON ROUTE

% In this section, we will develop the thecretical basis for

; a compute. analysis of the dynamics of a sinjle message originating

E at a repeater in the net and attempting to reach the ground station

? at the origin. The equations derived are directed towards a computer
E analysis. Let us assume that the given message originates at a

% repeater with coordinates (i,j) at time t. If the incoming and ac-

% ceptance numbers at (k,j) at time t are respectively X o (t) and

F. xA (t), we assume the given message is one of the x(l'J)(t)

: (i,3) (1,3,

3 messages. Furthermore, we assume that each of the X (t) messages

: (i,3)
‘ is equally likely to be one cf the accepted messages. Under these

assumptions, it follows that at (i,j), there are two types of
messages which have arrived. The first type is one message (the
given one), the second type are X (t)-1 messages. The proba-

(1%3)
bility of acceptance at (i,j) is given by the hypergeometric pro-

bability density function:

g

x(ij)(t)-l
A
X(ig) (-1

(22)
X15) (8
LR

X(i5)

(t)

At each repeater on every path to the ground station the
same analysis applies. At any given repeater, on the path, say
with coordinates (k,e) there may be =everal copies of the original

message which arrives.

Lo

Suppose (k,e) is on a path from (i,j)} to (0,0) and the number

11.40
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of paths from (i,j) to (k,e) is w. Then at (k,e), at time t

plus the distance from (i,j) to (k,e), either 0, 1, 2,..., up to
If 4 is the distance from
yiX

(i,3) to (k,e} and at time (t + d),X (t+d) and X (t+d)
(k,e) (k,e)

messages respectively arrive and are accepted then we can compute

w copies of the message may arrive.

the probatility that exactly 2z copies of the original messages

are accepted. The ccmputation of the required probabilities is

a direct extension of

P{exactly 2 copies of original message is accepted.at
(k,e) at time t + d/v copies are amongst the arrivals}

<

ey TS

a
X(k,e)

~

(t+d) -2

t

X(k,e)(t+d)

A

X(k,c)(t+d) i 2=0,1, 2, ..., V.

Equation(25) is valid at every repeater along every path from (i,j) to
(0,0), and in particular at ne origin. The only ingredient needed to apply
the equations to a computer analysis and generate numerical values is a for-
mula for the probability that exactly v copies of the message arrive at each
repeater. This formula can be obtained recursively using the idea of isodesic

line and wedge joint density functions as developed in Section 7.

If a single copy of the given message is accepted at its origination re-

pecater, it is:

a) repeated to each of two repeaters one unit closer to the origin if

it is not on an axis;

b) repeated to the one repeater one unit closer to the origin if it is

on an axis.
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We will focus only on (a) since (b) is essentially identical
as far as the analysis is concerned. The message, when accepted
at its origination, is then repeated to repeaters at (i-1,3-1)
and (i-1,j). Acceptances at (i-1,3j-1) and (i-1,j) are determined
according to Equation (23) The isodesic line joint density of
receptions and acceptances are computed at (i-1,j-1) and (i-1,3).
This joint density then determines arrivals and acceptances at
(i-2,3-2), (i-2,3-1) and (i-2,j). The process then continues

recursively until all computations are carried out at the origin.

9.1 Outline of Computer Analysis

In our computer analysis we used the above results to compute
the probability distributions and mean value of the number of
copies accepted at the crigin of a single message which originates
at distance of 5, 4, 3, 2, 1, 0 units from the ground statioﬂ. For
convenience and realism of the numerical results, we selected each
originating repeater to have the maximum number of paths to the

origin. The coordinate system we used for these calculations is

given in Figurell, below:

A L
L/

(%]

1L/ 9 7 5 3] 1

FIGURE 11
11.42
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The regeaters selected for originating messages at distances 5,4,3,2,1,0
are respectively at (5,4), (4,3), (3,3), (2,2), (1,1), (0,0). The routes arc
designated in Figure{2, and the maximum number of copies of an originating mes-

' sage which can be received along cach repeater on the route is given in Table 1
below. Note that the maximum number of possible copies is given by the number
of paths from an originating repeater to the receiving repeater. Note in Table
1 that no copies can be received at a repcater further from the origin than the

originator.

(3,2)

(5,4) 0,0)
1,2)

(2,3)

Fig.12 Routing From (5,4) to (0,0)

(0,0) (1,1) (1,2) (2,1) (2,2) (2,3) (3,2) (3,.. (3,4) (4,3) (4,4) (5,4}
(0,0) | 1 1 1 1 2 1 3 {1 6 s | 10
(1,1) 1 0 1
(1,2) 1 0
(2,1) 1l
(2,2)
(2,3)
(3,2)
(2,3)
(3,4)
{4,3)
(4,4)
(5,4)

(7%

~ jWw W

~ lo |~ |~

= |O |0 |~ |O

(N -3 ST FI 'R FX)
o v |k |o|w -

= jo |~ o jv -

= |O |jC i~ |O O |+ |O

Hjo | jk N
f\‘

H O k=

U T I I NS i U WVUR o e T N

Table 1 Maximum Number of Copies -~ Between Two Repeaters
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A. The Equation for Zo(j;t)

Clearly zo(j;t) is simply given by

A(O 0) (llj;t)
2o(Jit) =+ oo 3=0 L t=0,1,2 ..., 40. (24)
(0,00 " 7f
B. The Equation for Zl(j;t)
1 A (u,j:t)
. (0,0) *H’ L
z,(Git) = J (K)ot e £ uit-1) (25)
1 o
n=gy B g, gy OriH
for 3=0,1; t=1, 2, ..., 40; where
A (1,3:¢)
| L ¢ 7Y R M _
£,3:t) = A1 (0,070 A0 1y =D, 25 2 200 394
r
c. The Equation for Zz(j;t)
1 1 A (u+v,j;t)
. 2 '
z,t5it) = ] 1 et (7). L0 . ol (26)
=0 v=0 B E e
for 3 =0,1, 2; t=2,3, ..., 40; where
£2(1,5:t) = % 2wien (‘.‘)~2‘1'” :Z;Z: °2‘1'2’ :Z;:: :
u=0 I P, P o P TR
for t=1, 2, ..., 39; i=0,1; j =0, 1; where
A (1,j:t)
2. _ 2,2 . L.
fl(J,t) = R, 2)'O,O;t) ; t=0,1, 2, ..., 38; j=0, 1.
D. The Equation for Z3(j;t)
A (u+v,j;t)
. 3 ‘
z3(3;t) = Z X f3(u,v;t—l) (IH.P\’)}\(0 O)(o 0, 1) i (27)
p=0 v=0 J (0,00 """
for £t =3, ..., 40; 3 =0, 1, 2, 3; where
1 1. . 3.
3. .. L & 3 nowee B,y Welie) Ry o) Hvgit)
£0.50 = [ [ Evien ) ¢ T T
u=0 v=0 ] (1,1 "F (1,2 "
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fort=2, ..., 3% 1i=0,1; j=40, 1, 2; where
3 5 3 A (w,i;t) A (u,j:t)
£,0,0:0 = T £ L0y oy 222 T T3 )
= ’ . YA Y A T H
u=0 1 J A(z’z) \orort) A(2’3) (OIOIt)
for t=1, 2, ..., 38; 1i=0,1; j =0, 1; where
LY (i,j;:t)
3,. (3,3) ' "
£(jit) = =" —; t=0,1, 2, ..., 37; 5 =0, 1.
1 A(3’3) (0,0;t)
The Equation for Z4(j;t)
3 3 A u+v,j; t)
. 4 + ;
Zd(J;t) = z z f4(ul\);t-l) (u -\)) ® A(o 0)(0 0°t) H
p=0 v=0 J {0,0) ‘"¢
for t =4,5, ..., 40; j=0,1, 2, ..., 16; where
1 2 1 A (U'P\),i;t)
4, . 4 " 1,1
g = I 1 T flwaeien ¢ ¢P . Rl
v=0 p=0 p=0 J (1,1) "
. A(l,Z) (Ll"’pr]?t) .
A(l,2) (0,0;t)
fort=3, 4, ..., 39, 1i=0,1, 2, 3; j=0,1, 2, 3; where
f:(i,j,k;t) = Zl Xl f‘zl(u,v;t-l) ¢y #*W) (‘,’c)-:(z’” ?;;3 ':(2'2) :T:it)
p=0 v=0 o d (2,1) " (2,2) 0
. A(2'3)(v,k;t) .
A(2’3) (0,0;t)
for t=2,3, ..., 38; i=0,1]; 3j=0,1, 2; k =0, 1; where
£2(1,9:0) = % By P 8 oz 2 R Wl
rJi = i s . % i
2 =g nL Y A3 (0,0it) * A4 4 (0,05t)
for t=1, 2, ..., 37; ¥$=0,1; j=0, 1l; where
£2(5:0 = O Rk . (28)
1 A(4 3) (0,0;t) ; t=0,1, ..., 36; 3 =20, 1.
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The numbers in Table 1 give the upper limits of the summation for the pos-
sible copies of messages which can be received at cach repeater of a single
message originating at a repeater further from the origin but within the net of
Figurei2. With the selected net and the numbers of Table 1, we can use the re-
sults of section 12 to obtain numerical data.

At time zero a random number of messages has arrived at each repeater. To
compute the distribution of copies arriving at (0,0) from (5,4) we assume one
of the messages arriving at (5,4) is singled out and followed along the route
using the hypergeometric analysis of section 12, The procedure was used for
t=0,1, 2, ..., 40 in conjuction with the random Poisson number generator de-

veloped and discussed earlier.

Specifically we seek to compute the five numbers:

Zo(j;t); j =0, 1; t=0,1, 2, ..., 40;
Zl(j;t); j =0, 1; t=1, 2, ..., 40;
Zz(j;t)7 j=0, 1, 2; = 2, 3, i, 40;
Z3(j;t); iy = 0F 1525 B ti= 3y 4, .i.q 40;

24(j;t); j=0,1, 2, 3, 4, 5,6; t=4,5,6, ..., 40;

1

Zs(j;t); 3 0,1, 2, 3, «.., 10; t=5, 6, «.., 40;

where Zk(j;t) is the probability that exactly j copies of a message originating
at a repeater at distance k at time t-k, are accepted at the origin at time t.
For the cowputer analysis we considered one repcater at each of the distances,
as in Figurecll. The maximum j values are given by the first row of Table 1.

Using the hypergeometric analyses the following equation can be used to compute

cach of the Zk(j;t); as a function of:

1) A
2) m

mean number of originations at each repeater.

nunbar of slots fixed at 100.

3) Each of two capture modes 1 and 2.

For casc of notation we denote:

X(i.)(t)—w

A, (v, X;t) = .
(i3) A

X,... (t)-x/.
(i3)
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F. The Equation for Zs(j;t)

{6.6) Zs(j:t)

fOI"t =) 5, 6,

f:(i,j;t)

for t
where

5,. .
f4(1,],k;t)

for t
where

SYl &
£5(1,3.kit)

for t

5
fz(l,]:t)

]

4 6 5 +y
I I vy 09
u=0 v=0 J
..., 40; 3 =0, 1,
1l 3 3

I I I f0mpstD)
v=0 u=0 p=0

4, 5, 6, ..., 39; i=0,

1 2 1 |
P I gjmeit-D
v=0 u=0 p=0

3, LI Y 38; i=01 1;

. Mooy
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(u+v,j: t)

R(0,0)

2, +.., 10;

utv, e
( i ) ( 3 )

1, 2, 3, 4;

i

j=0,1, 2, 3;

) (“;“) ()

(0,0;t) '

where

{u+v,i;t)
{0,0;t)

e
7 M

. A(l,z)(u+p,j;t) .
A(1,2)(0'0;t)

J = 0p Ly 25 eeep 163

. A(2,1)(v'i;t)

A(2,l) (OJO;t)

{(v+u,j;t)
(Oloit)

R(2,2)
Ri2,2)

(u+p,k:t)

A2 ,
(0,0;t) !

R(2,3)

k=0, 1, 21 3;

i A A (u,izt)
J ] e eD) B ) |
v=0 u=0 (3,2 '
. A(3,3)(u+v,j:t)
A(3'4)(v,k;t) .
A(3,4)(0,0;t)
2,3, ..., 37; i=0,1; j=0,1, 2; k=0, 1; where
D Suen ¢ ) - 2@ TS Tee 200
n=0 1 i’ Y3 A(4,3)(0,0;t) A(4'4)(0,0;t)
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=

q;;; for t = 1' 2' 3' ceeyp 363 i = 0. 1’ j = 0, 13 where

A, o (L358) '

s 5 (5,4)

£.(3:t) = ; t=0,1,2, ..., 35 3j=0,1.
% 1 3(5'4) (0,0;t)

9.2 Probabilitv of at Least One Message Getting Through

The first set of curves, piguresl3-18,plot the prcbalility
of at lcast one message getting through as a function of the
mean nurber of originations at cach repeater. Theze is ono sot of
curves for each unit of distance d ranging from 0 to 5. Lach
figure contains onc curve for mode 1 and one curve for mcdo 2.
‘the nunber of slots was fixed at 100. The data for the curves is
summarizced in Table 2 below.

A=1 A=3 =5
distarce Mode 1 lode 2 Mode 1 Mode 2 lMode 1  Mode 2

0 .398 .589 .285 421 .2G64 .431 )
1 .243 .434 .192 .273 alali .321

2 .355 .614 .166 .341 .129 «326 _
3 .428 .695 .164 .358 .119 .285 =
4 .613 - .874 .25b .534 .159 .271
5 . 740 .967 .341 .692 .157 . 198

Table 2: Probability That at Least One Message Gets Through
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9.3 Distribution of Message lxplosion as a Function of Slot
Size and Mean Number of Originations

The eguations for message explosion derived earlier
in the report were used to obtain numerical data
for message explosion. The results of the numerical analysis
follow in Tables 3 through 26 and Figures 1220, and 21.

9.4 Distributions of Copies Getting Through as a Function of
Slot Size and Mean Originations

Tables 3-26 contain the probability distributions for the

number of copies of a siugle message which are received at the

origin (ground stations) ifcr each distance (d=9,2,3,4,5,) of

origination of the message. The tables vary according to mode

(cach of two modes), mean number of messages originating at each

repeater (A=1,3,5), and each of four slot sizes (m=25, 50, 75,
100). This prcduces a total of 4 x 3 x 2 = 24 tables,

In table 27, we summarize the results of the twenty-four
tables by considering cnly the probalility that at least one
copy of the message gets through .: 2 function of distance and

the three parameters; mode, mean, and .'lot size.

The results of table 27 are presented pictorially in
figures 19, 20, and2l for distances of zero, two and four respec-

tively of oricination of the message.
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Mode 1, A= 1, m = 25
x
distanc® 0 1 2 3
0 . 786 .214
1 .921 .079
2 . 900 .096 | .004
3 .397 .097 | .005
| 4 .831 .153 1 .015 .001
5
Table 3
Mode 2, A= 1, m = 25
N
distanc? 0 1 2 3 4
J .689 .311
o 1 .834 .166
- 2 .759 .219 | .021
3 .716 .245 | .037 .002
4 .554 .324 | .103 .018 .002
5

]
©
o
-
V]
b
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Pode 1, Y= 3, m 25
'di:;tanc:\ T 0 1 2
g_- 0 80 J95
: | L.942 058
I 2 ) Les2 | .0s7 |.001
3 | .e66 | .33 ).001
4 953 .045 1,002
| s
feble |5
bMede 2, A = 3, m = 2§
#
distance\ 0 1 2 3
0 . 739 .261
1 .290 .102
2 .887 }.107 |.006
3 .892 .101 [.007
4 . 826 .153 [.019 .001
5
Table g
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Mode 1, A =5, m 7 25
#
distancc 0 1 2
0 .813 187
1 .951 .049
2 .963 .036 | .001
3 .979 L0211 .0CL
4 L9717 .022 } .001
5
Table 7
tode 2, A =5, m = 25
T
distance\\ 0 1 2
0 .753 247
1 .914 .086
2 .916 .080 |.004
3 .930 .066 004
4 .900 .091 008
5
rable g
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itlod> 1, A =1, m = 50

s
dlednCG\r 0 L 2 3
0 A . E 5
1 | .878 | .122
2 .823 | .166 |.001
3 L7906 | .ies5 | Lo1s .60
4 .661 | .272 |.052 | .907
5
Table 9
Fode 2, X =1, m= 50
4
distance 0 1 2 3 4 s
0 .605 | .395 5
1 .736 | .264
2 .602 | .338 |.060 !
3 .531 | .356 |.103 { .00 :
4 .306 | .360 {.232 | .083 |.017 |.052
5

Table 10
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Mode 1, A = 3, m = 50

distance * 0 1 2
0 .788 .212
1 .926 .074
2 .921 .076 | .003
3 .926 .070 | .006
4 .882 | .108 | .009
5

Table 11

Mode 2, X = 3, m = 50

dlstcnc;\# 0 1 2 3 4
0 .709 |.201
1 .860 | .140
2. .816 |.170 |.014
3 .800 |.:78 |.021 |.o001
4 i .875 |.258 |.058 |.008 | .001
5
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\#

Eijj;n.".(?f;‘ \ 0 i z
U l.voc .206 |
i ! 5
g |.937 ' .063 |
) | Lazn i as7 | Lcon
3 YRR
. 935 | .062 ! .00
5 | |
table 13
Mode 2, A =5, m = 50
N
i
distance 0 1 2 3
0 2788 | 267

.890 .130
.868 .124 1,008
.870 .120 }1.010
ad 91 .180 |.027 .002

U b Jw (N

Tabhle 14
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Fode: 1, L =1, m = 75

distance\f 0 1 2 3 4
oo .711 | .289 ;
1 .831 .169 i
2 .742 .235 1.023 i
3 .868 |.269 |.043 1 .002 :
4 .512 | .342 {.121 !.023 i .003
5 |
Talle 15
Mode 2. A =1, m =175
distancéf 0 1 2 3 4 5 6
G 526 |.474 |
1 .655 |.345 |
2 .486 |.408 |.106 !
3 .392 408 .175 |.025 i
4 .184 {.304 1.295 l.158 |.042 |.0c3 ! .o00:
5
Table ]_.6__
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Pode 1, A = 3, m = 75
Gistuned, 0 ) 2 2
% 1 L7e2 | .218 | %
1! 1 ' —
| 1 i .913 | .087 : ]
2 .89c | .300 |.005 | 3
3 .891 | .102 i.006 | ‘
4 .818 | .161 1.019 .00l
5 ! | ! ;
Tc..bl—e_ l.l
Mode 2, A = 3, m = 75
8
distance\' 0 1 2 3 4
0 674 | .326
1 .815 | ._g5
2 .750 | .225 |.025
3 .725 | .233 l.040 , .002 :
561 1 .313 |.103 | .020 | .00z
1 3
5 | L
Table lg
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Moda 1, A=5, m =175

uistanc \" 0 1 2
0 788 | .212 |
1 929 | .071 |
2 924 | .074 |.003
3 .932 | .065 '.003
4 .894 | .098 i.008
5 |
Table 19
Mode 2, A= 1, =175
o
distunce| 0 1 2 3
| o | .71l .289 | !
1 863 | .137 | i
| 2. .819 | .168 |.013 ! i
| 3 | .g1g | .163 |.019  .001,
s 703} 239 1.081 L006.
| _ 5 | | | '

fgble,20
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: foce 1, M= 1, m - 190
:
Listonc O 1 2 3 -_ 5 6
: | ¢ ! .e02 '.298 L=
3 ! i !
: i 757 rapes ! |
: 2 | 625 1.sc2 | .053 |
; 3 .52 325 | .09z .013 |
4 4 §.387 .269 | .182 |.cs0!.008 L
2 5 |.z60 '.318 | .250 |.1221.029 |.008 ! .09
é Zable 21
%
tode 2, A=1, m = 100
5

_ ' distancA G ] 2 3 4 5 . 6 7 0
_ , Tt
ﬁ ¢ 4811 .589 | ' : |
! 1 l.ses | .434 ! 0
! 2 |.386 | .433 | .181 - L=
: 3 l.305 | .399 | .240 | .056 | !
i 4 126 | .244 | .308 | .215 | .087 | .019 ' o002 .

s loo3 | .110 ) .200 !.248 !.211 | 126! .054| .014 ! .00zl
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tiode 1, A= 3, m = 100
3 #
distance 0 1 2 3 4
0 .715 | .285
] .808 | .192
2 .834 | .143 | .023
3 836 | .147 |.016
. 4 | .750 ! .211 !.035 |.o004
; 5 | .659 i .267 :.063 ! .010 | .00l
[ Table 23
]
l'ode 2, A= 3, m = 100
\5
distance) 0 b 2 3 4 5 6
0 579 | 421
3 727 | 273
% .659 .279 | .062
5 .642 .276 | .073 ! .co08
4 | .466 338 | .149 {.020 | .007 | .001
| 5 b o308 | .333 ¢ .2231.095 ! .oz0 | .007. .oo0v




3
1
3
-
4

cdir 1, M= 5, = = 140
aisianc: y 0 =0 2 3
i
| © 736 | .204]| | i
1 .803 | .117 |
2 .871 | .119] .c10 |
3 gs1 | .110] .ocy |
g 841 | .150] .ea8 | ooy |
5 .e43 | .133] .o22 | .oe2
Table 25
Mode 2, A= 5, m = 100

distance # 0

Network Analysis Corporation

1 23 4 5
0 .569 | .431 |
! 4679 | .321
2 .674 | .283] .043 | o
3 .715 | .214| .064 | .007
4 .729 | .169] .076 | .021 | .oo0 :
I g .802 | .115| .056 | .020 | .cos | .oo1
Tab]eg__
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10. SYSTEMS WITH RETRANSMISSIONS

10.1 Retransmission Frea Source of Grigination

———

e ncow can extead the scope and gcnurality oi the bzule
odel by including the possilLility ol retrancsmission of [c: ¢S
which are erased in randcm sloutting or it tochuical ancy i,
"not ceptured”. The notlion o: retransiassicn Cai e I.omw - lGG
at lecast two ways. The first way, considered in this sectzicn o
that vhen ¢ nressage s wiped cut, it 1s retransmitted frcr 24

source of coric neticn atfter a fixed delay tiae J(d) wihrich dopond

"aa

on tho distance of origination from the ground staticn. Tho
cecoré tvpe of rcetransmissicas which we shall conrider arc re-

transmissicns which occur ai the point (repcator) of crasure at

one time unit after wipeout. The latter type will be anaivzed in

Secticn 7.

E To begin to éevelop programmable eguations, we necd come
% notation:
- Let X (t) be the number of messaces arriving at (1,7

4 (1 IJ)I(L v)
i at time G which originated ai (u,v) at time t - {u-i). {(rcca'i

that the first coordinate refers to distance frcm the origin).,

(t) be the number of messages accernted at (i,3)

Let Y, . .
(i,3),(u,v)
at time t which criginated at (u,v) at time t - (u-1).

Let '(i j)(t) be the number of messages arriving at (i,j) at
, .
time t.

Let Y(i j)(t) be the number of messages &accepted at (i,j) et
’

time t.

Z
Let (i,3
time t.

)(t) be the number of retransmissions at (i,j) at

b

Y. )

s S o

—

Rk L T,

11.72
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e dzvelep ccuaticns to compute Z(i j)(t)' To begin, we
14

. have the follewine essumptions.

{ ) i jate + Z2,. .
k(i,j),(i,j)(t) Poisscon Variate (1,3)(t) (30)
. . N | = . ., (L) randomire ;C wode 1 cr mode
Y(l,)),(l,j)(t) X(l,j)( ) ndonir-ed over nmod h
2 aistribution. (31)

Cbwiously;

Xi1,5) ¥ -2 £(1i,9),(u,v)

(u,v)ei(i,3)

(t) (32)

There I,, ic the set of zll repeaters which arein the input

o)) :
set to (i,j,, i.e., all repeaters for which there exists - directed

path to (i,j).

1f we assume that each arriving message is equally likely to

be accepted, it follcws that:
(t)
V) ’

XK
. - (1,3) , (u, (33)
3,3, G B = Y,y (B e
(113)
 and that o :Z: ‘ ]
B3 S e [X(u,v),(i,j)‘t‘J‘l’) S X ol e g T
oli,j) | (34)

where O(i 3) is the "outward set of (i,j)" defined as the set ol

[ B

2]l repeaters which receive messages from (i,j), including (i,])
itself. The gquantity J(i) is the delay fuctor which depends on i
the distancefrom the origin, but is independent of the source of

message wipeout,

Tr.e only part of the eguation(9.5)which is not acccunted for

is A(u,v),(i,j)(t)’ The next eguation is obvious:
i) B 7 Yk, (upy (5717 SEE
(K,W) in

IT(i,5)

where II(i j) is the immediate input set to (i,j) that is those

14

11.73.
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repeaters one unit of distance further thaa (i,j) which repeat
to (i,j) in cne time unit.

The equations (30)to (35)were successfully prograrum.cd fcr
the square grid net of repeaters at the lattice pointe of the

Buclidezin wlane, five units or less distance from the crigi

This net has a total of 61 repeaters. We do not include nunoericel

data since many time points must be computed to cbtain naaainafal

steady state results. This can be dcne at any time since the

program is available.

10.2. Retransmissions at Point of Lo s

In this model we assume that retransmissions oif wiped out
messages cccur at the point of wipeout one time unit later, in-
depcndently of where the message originated. For this type of
assumption, we need to compute, Z(i,j),(u,v)(s't) the number of
retransmissicns at (i,j) at time t of messages which originatcd
at (u,v) at time s, s=0, 1, 2,..., t-lu-j|. The quantity 2 is
computed for repeaters (u,v) in the input set.to (i,3). The

titi 3 (£) : : i s i
quantities 2 )(t) and Z ,j),(u,v)(t) are defined as in

(1,3 (1

Sectior 13,

Since we are assuming that retransmissions occur at the
point of wipeout, to compute delays we must keep track cof time
and place of origination of messag.s. We therefore define the

uantities X,, . t) ar@d ¥, . : s as the numbe
< (i,3), (u,v) 58 (1,3), (v 58 t e
of messages arriving and respectively accepted at (i,j) at tire

t which originated at (u,v) at time s.

Acceording to our assumptions, the regquired quantity can bc

computed from:

25,59, (u,v) 58 = XG5y, 8 2D - Y55,

According to (5) , we need to compute X anc Y which cen be

done recursively.

11.74
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S 4 i 5 - / v PR CEE A | v- Va
: ) Lo L g R e O SR
‘IJ\I('-‘-I‘I‘ ! {2 ,5s) , {2,¥%) ‘»".‘} ! i
{(iX,7]) in
EL 19, 3 Loy
|
| )
{
| ( i Y f 3y :\:({ 1) {2 ) (S't"
.. 2 =) K BRI =L VeI NV
! \]'I’\I:"‘I‘\ B (J'I_;./ bl L ad : (38)
l i (&}
(Easy w
i B
}
¥
33 wn the previces section Y, ., (t) = ¥ (£} rendowiicd avis

{2,3) {1, 3)

weee’ 1 or mode 2 éigtributicn. The remaining guaantity to compul.

2

{(u,v} in
LI(i,j) set

is:
X(i,j)(t) = o (s8) v a j\(c) (39)

These equations have been programmed for the grid of repeaters at
the lattice points of the Euclidean plane, as earlier. The program is

for the case where a repeater has a single fixed path to the origin or

ground station. The program was run for ten time points using a single
sample at each point. The numerical results are, therefore, subject to

some variability. Some of the results of a single run are given in
Tables 28 - 34. As is evident from the tables, saturation of the
channel begins early for A = 5. In Table 31 for example the “roba-
bility that a message originating at d = 5 at time 1 gets *o the ori-
gin with a delay of less than four time units is only about .44. For
A = 5 the situation deteriorates rapidly with time. To obtain a large
set of representative data would require running the program for many
time points, probably at least 15 or 20 for different values of X and
slot size. This can be done using the available program.

10.3. Delays and Average Delays as a Function of Distance

We can extend the calculations and analyses described in the pre-
vious two sections to include calculations of delay distributions and
average delay. In addition to studying delays, we can develop equa-
tions to study bottlenecks in a given network. These formulae have
been programmed and numerical results can be obtained.

Let D(i,j)
originates at (i,j) at time t. We assume that the probability that a

(t) be the random variable delay of a message which

message is delayed by k-units of time is given by the proportion of
1Le 75




Retransmissions at Point of Wipeout

A=5, m=100, Model

0 1 2 3 1 5

1 0 0 0 0 0 0

2 0 0 0 0 0 0

3 6 6 0 0 6 0

4 6 11 6 1 3 0

5 43 26 18 1 1 0

6 19 19 7 2 0

7 (6 29 13 0 )

8 91 47 3 0 0

9 67 67 1 0 0

10 151 64 9 2 0

TABLE 28
A=5, m=100, Mode 2

:\<i 0 1 2 3 4 5
1 0 0 0 0 0 0

2 0 0 0 0 0 0

3 7 2 1 0 0 0

4 4 19 1 0 2 0

5 34 20 2 2 1 0

6 37 2 il 1 0

7 19 0 1 0

8 28 6 3 1 Al

9 33 18 1 2 0

10 41 4 0 1 1

TABLE 29
11.76
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Delay Probability Tables for a Message Being

Accepted 4 units from the Ground Station

A=5, m=100, Mode 1

A Message Originating at d=5 at time 0.

0 1 2 3 4 5
0 .159 271 .524 .933 1.000 1.000
1 «235 .247 .325 .059
2 .134 <187 .084 .004
3 .097 .076 .028 .002
4 .089 .045 .016 .001
5 .041 .009
6 .007

TABLE _gg

A Message Origination at d=4 at time 0.

ey

0 1 2 3 4
| 0 .249 .454 .727 1.000  1.000

1 .251 .221 .153
2 .196 .123 .083

] 3 .083 .070 .021

] 4 .054 .033 .007

; 5 .046 .018 .004

% 6 .016 .002

; 7 .002

E‘ TABLE 3]

e
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A Message Originating at d=3 at time 0

2
[\
-
o0
[
/]
(33

0 1 2 k)
0 .916 .950 1.000 1.000
1 .036 .031
2 .023 .010
3 .013 .004
4 .004 .002
5 .003 .001
6 .002 .001
7 .001
TABLE 32
. A Message Origilating at d=2 at time 0
delalst 0 1 2
0 .823 1.000 1.000
.170
2 .004
3 .00?
4 .001

TABLE 33

A Message Originating at d=1, at time 0

0 .778 1.000
i .183
2 .038
3 .001
TABLE 34
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THE NUMBER OF MESSAGES ACCEPTED AT THE ORIGIN

AN=5, m= 100, mode 2

Originating at d = 5 at t = 0: 3 messages

Time of Acceptance at Origin Number Delay
t=5 .814 0
t=6 1.130 1
| t=7 .502 2
t =28 L2513 3
t=9 .161 4
2.8€0
TABLE 35

Originating at d = 5 at t l: 6 messages

23

Time of Acceptance at Origin Number Delay
t=6 2.010 0
t=7 1.238 1
t =28 .988 2
=8 .805 3
5.061
TABLE 36

Originating axt d = 5 at t = 2: 2 messageas

Time of Acceptance at Origin Number Delzy
gE 7 .115 0
t=28 .249 1
t=9 .256 2
.620
TABLE 37
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DELAY PROBABILITY TABLES FOR A MESSAGE

BEING ACCEPTED d UNITS FROM THE GROUND STATION

A=5, m = 100, mode 2

A Message Originating at d = 5 at time 0
Dist 0 1 2 3 4 4 5
—Delay
0 .271 .496 .854 1.000 1.000 1.000
1 «377 .360 .140 - - =
2 .167 .071 .003 - - =
3 .084 .041 .003 - - =
4 .054 .018 - - = -
5 .007 - - - =
TABLE 38
— A Message Originating at d = 4 at time O
LoEhet 0 1 2 3 | a
Delay
0 .407 .452 .792 1.000 1.000
1 .189 .300 .178 - -
2 .216 .178 .029 - -
3 .092 .035 .001 - -
4 .045 .020 .001 - -
5 .028 .008 - - =
6 = .003 - - -
TABLE 39
11.80
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A Message Originating at d = 3 a: tiwme O
% _g;i:v 0 1 2 3
%» 0 .511 .962 1.000 | 1.000
i 1 .425 | .022 - =
é 2 .031 .G09 - -
E 3 .020 .005 = =
i 4 .007 .001 - =

5 .003 .001 - -

6 .002 - - -

TABLE 40

F A Messaqe Originating at d = 2 at time O
| g;i;v 0 1 2 3

0 .883 .923 1.000

i .061 .074 -

2 .050 .002 -

3 .003 - -

4 : e =

5 .001 - -

TAELE 41
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A Message Oriqinating at d = 1 at time 0

L'.st
0
alay =
0 .800 1.000
1 0191 —
2 0005 -
3 0004 o
TABLE 42
A Message Originating at d = 0 at time O
Dist o 3 [
Delay
0 1.000
1 . 000
TABLE 43
A Message Oriqinating at d = 5 at time 1
Dist
1l
Delay 0 2 3 4 5
0 «335 |.520 .718 .752 .846 1.000
1 0206 0159 .116 0207 .132 —
2 0165 .161 .125 a039 0020 =)
3 .134 {.081 .024 .002 .002 -
4 - 0036 0012 0003 — il
5 - - .003
TABLE 44
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PROBABILITY OF ZERO DELAY VS. DISTANCE OF ORIGINATION
MODE 1
E:\fi 0 1 2 3 4 5
o |1.000{.778 |.823 |.916 |.349 .159
1 | .346(.320 |.a58 |.125 |.o001 .123
2 | .242|.229 |,045 |[.085 |.053 .047
3 | .207|.043 |.013 |.058 |.02! .024
4 | .177.033 |.025 |.021 |.o013 .037
5 | .092|.019 |.o11 |.o06 |[.o015
6 | .021|.005s |.002 |.o008
7 | .020|.002 |.001
8 | .o31|.001
9 | .047
TABLE 45

11.83
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MODE 2
l :\d 0 1 2 3 4 5
o |1.000).800 |.ss3 |.s11 |.a07 .271
1 | .373].136 .18 .36 |.170 .335
2 | .3331.118 |.102 |.030 |.180 .115
3 | .100|.084a |.033 |.154 .066 | .218
4 | .1121.026 |.061 | .o4s5 .109 | .161
5 | .co2|.032 |.005 | .100 .073
6 | .021|.0o11 |.022 |.o041
7 | .0a5 |.022 |.o019
8 | .o05 |.018
9 | .021
TABLE 4¢
11.84
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messages which originate at time t which are delayed by k-units. If
enough random samples are taken, this estinate becomes quite good. In
notation, define Y(o,o) (i,3) (s,t) as the number of messages which
are accepted at the ground station at time s, which originated at

(i,j) at time t. Then,

a5
St o e ESECI i hh ) R oy = m
i (L)-:\; = - = - e IS S A N
1) c (t) |
C,. .. (t] 40
(J-r_]l ( )
tacl C0lfe SeEpuier xillE te dabl.ifime 40 SN BOANES I LR
crer zid Zi r. Sowdy et distesce 1 gud boecate Uk, Soelay Jic-
; ePbarE0ln 28 & limite.@t eRlT-ef @istERer Ee e SRS N EEELTE -
] 1.0,
1 il :
: N iR : . r
3 g1 (CEYEE Tt P . (&)=X;, where (41)
3 | DA \lrj)
: 3=1
4 D, (t) is the randox variable delay of a rmessage originctina ot
distznce i at time t.

To obtain a timo invarient measure, we Ceél averace 41 IOy
time end chialn the probebility distribucion of the renicmn vari-
able D, and its expectation, given by:

- &) X

E(D. =ZkP{D-=:

i) = ;=K1 (42)
k=0

v

The sane kind of analysis can be used to study "bottlienacks.'
Let D,.
(i, 8

!
girating at {i,j) at time t in getting w units frem the orcund

o

j)(w t)} ke the random varieble "delay of

¢

station for w=0, 1, 2,..., i. &s earlier we have:

Y oo .y (Btk+i-w, )

: PID,, . (w,5)=k) = —et), (3,9) 7O, s

: (3,3) 05 (L)

3 g G0 : (43)

~ -

¢ where (w,u} is the unique repeeter on the rath frem (i,3) to ‘o,

i at distance w. Siﬁilarly as in 41 and 42 :

4 L ' |

: r . . — 1 - v -1 -

E P{D, tw,t)=X} = = }Z} P{D(i'j)(h,t)mK} and (44)

3 i r

E E[Di%w,t)]=ZKP{Di(w,t)=k}. (75)
k=1 '
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11. MESSAGE3 OUTWARD FROM THE ORIGIN

11.1. A Single Message Originates at the Ground Station.

The next major part of our study is to model the situation
when message flow is outward from the origin. We begin our
study with the dynamics of the simple model where the repeaters
are at the lattice points of the plane. A single message ori-
ginates at the ground station at time t=0. Every message re-
ceived by a repeater is accepted and perfectly retransmitted to

each of its four nearest neighbors. We determine:

a) The number of repeaters which receive the message
for the first time at time ¢: t =0, 1, 2,....

b) Tqé number of repeaters which have seen the single
message 94 time t.

c) /7he number of copies of the single messagce received
by any repeater at time t.

The assumptions are:

1) A single message arrives at a given node at time t = 0,

no other messages are introduced into the network. We assume

the message originated at the origin,(Cartesian coordinates

(0,0)).

/ 2) Message transmission is perfect, i.e., after one time

RTARTY 5 . ey
% R ol R i s

unit each of the four neighbors to any repeater receive
all messages transmitted by the repeater at the previous

time point.

B M i S 3

11.86
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Some diagrams and numbers are helpful to fix iceas.

t =20, (one message at origin, no
messages elsewhere)
(a single message at each of the
four neighbors, no messages
t=1, elsewhere)

(4 messages at the origin,

0 Message at all repeaters

1 step from origin, 1 message
at each of four repeaters

2 steps in either the horizontal

or vertical directions, 2 messages

at repeaters, l unit in horizontal

direction and 1 unit in vertical

direction.

By examining the diagrams we are led to introduce a
coordinate system based on distance as measured in steps to
reach a repeater and horizontal distance of the repeater

from the origin. The quadrant symmetry of the model also

indicates use of these coordinates.

11.87




The coordinafes of a repeater are deroted by (4,3)
where d is the distance of the repeater from the origin
measured in minimum time units a message needs to arrive at
the repeater from the origin; the second cocrdinate j is
the horizontal distance of the repeater from the origin
again measured in time units but only in the horizontal direction.

For example, we give some coordinates:

3,0

(2,0) . (4,2)

[ (1,0) .(2,1).(3,2)

(33l (@) @iy [ 00 WD 2.2) (5 5

(312) (2,1) 4 (110) -(211)

7(2,0) . (3,1)

¢ (3,0)

Some further notation which 1s necessary;
B(t) = the number of repeaters which reéeive the message
for the first time at time t.
Clearly B (t) is the ﬁumber of repeaters .whose first
coordihate is t. i.e. that are at distance t from fhe origin.
A(t) = the number of repeaters which have seen the

message by time t. Clearly A(t) = \t,_'_ncj).
3=0

N?(t) = numbef of copies of the message received by a given
repeater at coordinates (d,j) at time t. Clearly
a) N‘j‘(t) =0 for d )t

h) Nc;(d+2k+l) =0 fork=1,2, ....

]

o
~

—
-

8]
-

.

.

L]

L]

Thus it is necessary to compute N?(d+2k) k

11.88
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The quantity B{t), (the number of repeaters at distance

t from the origin is the number of repeaters which receive
the message for the first time t, is easy to compute. This
guantity is given by the number of integer solutionsto

li‘ + ‘jl = t. Since a repeater 1is at distance d from the

origin if and only if its' Cartesian coordinates(i,j) satisfy

‘i\ + |3| = tswe can solve this equation and count solutions. Note that
i=0, j=t or -t 2 solutions
i=1, j=t-1 or -t+l 2 solutions
i=-1, j=t-1 or -t+l 2 solutions
i=2, j=t-2 or -t+2 2 solutions
i=-2, j=t-2 or -t+2 2 solutions

[ ]
¢ "
I : |
i=t-1, j=1 or j=-1 . o %
i=-t+1 j=1 or j=-1 R R
i=t j=0
i=-t 3=0

1

The number of solutions is, B(0)

B(t) = 2 + 4(t-1) +2 = 4t for t21,
To compute A(t) we sum B(t) and obtain
t t t
At) =2 B(§) =1 +3 4(j) =1+ 43> 5 =1+ 4 t(t+l)
=0 j=1 j=1 2
P ' =1 + 2t2 + 2t = 2t2 + 2t + 1

The rate at which A(t) the number of repeaters which receive
the message by time t grows as A' (t) = 4t + 2 which is linear in t.
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B The quantity N?(d + 2Kk), Kio= 0, 1, 2;:: a5
L ]

To compute the number of copies of the message received
at a repeater with coordinates (d,j) at time d + 2k, k =0, 1, 2,...

we first draw some diagrams. Due to symmetry it suffices to

ex-mine only the first quadrant. l

2

0 3
\,
t=3
! 9 t=4,
% ol 0 1
d 4
It seems clear from the diagram that a repeater with

ccordinates (d,j) will receive at t=d the number of messages
which is given by the binomial coefficient (g). From the

diagram we note the relationship of the outer edge to the

th

d now of a Pascal triangle:

1
21
1 21
1331
14641
15101051

This result is also apparent from an argument based on the number of

paths of a message from (0,0) to (d,j). The number of messages

received at a repeater with coordinates (d,j) is given by the

number of paths from (0,0) to (d,j) which is obviously (?). To
determine a general formula for N?(d + 2k) for k) 1, we can

write and solve the appropriate difference equation.

PR o W e e

..........
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4 _ gd=-1 _ d+1 -
Nj(d + 2k) = Nj-l(d + 2k-1) + Nj+1(d + 2k-1)

+ ngl(d + 2k-1) + ngl(d + 2k-1)
for k=1, 2,...,;,4d=0,1, 2,...,;3=0,1, 2,...,d.
The initial conditions are
N‘ji(t) =0 if td4,

d,., _,d

The solution to this equation is given by N?(d + 2k) =(d +k2k) (dejZk)

To check its validity note that the initial conditions are

satisfied, and apply the well known definition of binomial coefficients,

n, _ n-1 n=1 > N
(j) (j"l) + ( j )’ n/l J Il.
N?:} (A-1 +2k) + N?I% (@+1+2 (k=1)) + ngl (A+1+2 (k-1)) + ngl(d-l+2k)

=(d+2k-l d+2k-1 d+2k-1 d+2k-1, ,d+2k-1

d+2k-1, ,d42k-1, ,d+2k-1
ko ) (eago1 ) F Oy Y Cpgg THO ) T L

s R ) G )

_,d+2k~1 d+2k-1 d+2k-1 d+2k-1 d+2k=1 d+2k-1

_,d+2k-1, d+2k d+2k-1, ,d+2k

_(d+2k ) [(d+2k-l d+2k~-1 d+2k
k+j

_ d+2k
SRR e D (RN B e

For k very large with respect to d we can use a stirling

approximation to note the N?(d+2k)ﬂv24k i.e. grows as 24k.
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Baatitasusie.

To summarize:

a) B(t)

4 , t21 B(0) =1,

2 t2 + 2t+1 t7)0,

d _ (442, d+2k 4k
c) Nj(d+2k) =( k+j)( xk )™~ 2" for large k ,

ctl i i el

| b) Alt)

11.2. A fixed Number of Messages Originate at tha Ground Station
and Subject to Non-Capture

The model of message flow from the ground station out to re-

peaters can be extende:l to 2]llov' the possibility of erasure ox

non-capture of messages.

; We assume %“hat at each point of time t, T messages are being
4enerated outward from the origin. Of messages accepced at each

g repeater, a fixed proporticn ko arve ad- ressed ‘Lo that repeater and
? lhence are not repeated. We study the distributions of the number

of messages received ~:.a accepted at each repeater at each point

in time, assuming un infinite net.

(1)

Recall X (t) = number of messages arriving at a repeater
(i,3)
with coordinates (i,j) at time t with Mode 1 capture.
A, (1)
X (t) = number of messages accepted at a repeater with
(1,3)

coordinates (i,j) at time t in Mode 1 capture. In Mode 2 capture,
we use the same notation except that (1) as a superscript is re-

place by a (2).

E A. In Mode One:
1 In Mode 1 capture, the relationship between arriving and

E accepted messages is described by the transfer function:




T aT

oiiony Mok g i
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(?) min(k,m)-j

m v=0

when j < min(k,m), and zero otherwise.

(1) A, (1)

e can study x( ))(t) and x(ij) (t) recursively.
At the origin for each t =0, 1, 2, ...; xzé)m(t) = T, a fixed constant.
“urthermore:
m min(t ,m)-w
(l) A _ .Ji_ ! 3V MW T4 gy TW=Y
P{X(g gy () =W} =B E -1 O oyt (v
{47)
If we assume T < m;
(w) v vV m=w 1! T=W=V
= ;;—-vzo (-1)  ( v ) 7;:;:;7? (m=-w-v) ifw<
p{x 0, O)(t) = w} =
0 ifw> 7.
(48)
At coordinates (1,1), (1,0) the distribution of x(l,O)(t) and x(l,l{(t)
are identical, hence we write only Xzi)o)(t).
We have:
(l):A = 3
x(l) (t) - (0 o) (t l) t - l' 2, e e o) (49)
(1,0)
o] if € = 0.
For the acceptance at t =1, 2, ...;
A, (1) 3 (1)
P{x(l,O) (t) = 3} = Zj B PIX () g (O = k} 3=0,1, 2, v
or recursively:
3 (1),2
Yop.,ocop{x, 000 e~ =k} if § < 1s
A (1) k=3 I S0, -
p{ (1,0) (t) = j1 =
\ © otherwise. (50)

11.93
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]
Equation(50) is recursively solvable since P{x:a) 6)A(t-1) = k} is given by
14

;‘ (48)and ij is given by (46).

Now more generally,at a repeater at distance d with ccordinates (4,j);

j # 0,d. We have for d = 2, 3, ...;

Y

i (1) < T (1) ,A n ()R o ] 51
Xigg) &) = kg [x(d-l,j-l) (-1 + xR e (51)
% The acceptances are given by:
; (2m)
] PL¢ VP = . (1) — k1. (52)
P{X?d'j)(t, =r} = kzr Py * PIX(g 5 (8) = kb

where Pkr is given by (1) and P{xté)j)(t) = k} can be computed recursively from
" The

(51) using the notion of isodesic line jcint densities,

equatinns for mode 2 analysis are identical except that ij is replaced by P;j.

3 When j = 0 or 4, i.e. the repeater is on the axis at distance d a simpler

analysis urifolds. Since the random variables X (t) and X (t) have the
(4,0) (4,d)

sane probability distribution,we write equations only for x(d 0)(th d > 2 since
# 2z

r
] |
E X(O,O)(t) ard X(l,O)(t) have already been determined.
p
(1) i L ~ '
x(d,O)(t) = (1 xo) x(d-l,O)(t 1); =4,d+1,...; (53)
=26 B85 el 4

For the acceptances;

s (1) -
() =3} = § Prs PlX(q,0) (B = K}y

k=3

(1) ,5
(4,0)

"

P{X 0,1, 2, ..., m (54)

The equations (46)through (54)can be used with computer generated data to

study message arrivals and acceptances at each repeater.

11.94
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Blbeals o
b

In particular, we can write equations such as 46-54 for the closed

i net under consideration and obtain numerical data for flow from

the ground station.

Let X, j)(t) be the number cf messages received at (i,3])
[

(

at time t and Y(i i)(t) be the number of messages accepted at
[
(i,3) at tine t. We assumec X(O o)(t)=J a fixed constant for all
[
timre points. As in the inward model, Y(i j)(t) is obtained from
— 4
S
(llj)
Wien performinc the calculaticons on the ccmputer, we assumed a

(t) by randomizing over either mode 1 or mode 2 slotting.

finitve grid ol 61 repeaters as carlier. However, now a repeater
repcats messages to those repeaters which are one unit of

distance further frcm the oricin or grevnd staticn. Thus for

L e i Lk

exarple’ a repeater in a quadrant repeats to its two further

T

neighbors, whilec a repeater on the axis repeats to the one .e-

peater which is onc unit further.

The specific equations wsed for the first quadrant <alcu-

. 1
lations follew, we assume that &1 of those messages accepted

are addressed to cach repeater and hence not repeated. The

calculations were carried out in cach of the two slotting modes.

P ! Step 1. Set (t) = J =80, £t =1, 2,...,35.

X(o,o)
Step 2. Compute Y

(o O)(t) by randomizing over the transfer
4

distribution in each of two modes.

Step 3. Compute X ard X (t) from:
(1,2)

(1,1 (V)

(0,0)

Step 4. Compute Y(l l)(t) and Y(l 2)(t) in each of two modes.
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Step 5. Por t = 2, 3, 4,...,37; Corpute X(z'l)(t), X(2 ,)(t)

and X(2'3) from:
X (t) = &9 (t-1)
(2,1) 61 (1 et
X(z,z) (t) = "I (Y(l,l) (t-1) + Y(l’z) (£-1))

60

X(2,3) Y(1,2

Step 6. Compute Y(Z,l)(t)' Y(2,2)(t) and Y(2'3)(t) by randon-
izing in each slctting mode.

Step 75 Compute X(3 2) (t) ’ '(3'3
60

)(t)l X(3'4) (t) from:

= 80 - -
X3,3) &) = 1[ (2,2)(F71) * Yo, 3t “]

nh & 60

X(3,4) (8 = g1 Y(2,3 (t7D)

Step 8. Cocmpute Y(3,2)(t), Y(3’3)(t), s 4)(t) by randcmizing
in mode 1 and mode 2.

Step 9. Compute X(4'3)(t) and Y(4'4)(t) by randomizing.

Step 10. Compute X(S 4)(t) from:

= 60 -

Step 11. Compute Y(5 4)(t) by randomizing and print out X'
and ¥Y's for t =1, 2,...,40. The numerical data is

summarized in Table 26 and the accompanying Figure 10.
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11.3 ‘Messages Ccming Outward i'roa the Crig-on

It is assumed that at each point in tim= eighty (80)
messages originate at the origin (ground station). The messages
are repeated outwards to the varicouc repeaters. At each point in
time each repeater sends all but a fixed proportion of its ac-
cepted message to each neighbcring repeater, one unit of distance
further from the ground station. The fixed proportion not re-
peated is 1/61 of the number of accepted messages, which are
assumed to be addressed to the given repeater. The number of
slots is fixed at 100.

In table 47 we summarize the result of this calculation
by giving the average number of messages accepted and arriving
as a function of distance and mode. The numerical data is dis-

played graphically in figure 22.

MODE 1 MODE 2
DISTANCE ARRIVING ACCEPTED ARRIVING ACCEPTED

0 80 33 80 52

3 32 21 51 36

. 2 27 19 47 33

. | 3 32 22 57 41

E. 4 46 30 87 58

% 5 58 31 114 66
E TABLE 47

ks

g 2

E 11.97
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12. OTHER MODELS

A number of models other than the "basic model"” were consi-
dered. The results for quantities of interest were obtained in
closed forms under the assumption of an infinite grid. One ex-
ample of such a model was described in Section 3 for
messages repeated only toward the ground station. Of course
that was part of our "basic model". 1In the process of developing
the results of Section 3 . we assumed that a single message
originated at each repeater at each point in time and multiplied
the results by the mean, 1, to obtain average flows. We will
now "justify" that calculation and study uninhibited passage of
messages in each direction in an infinite grid. Our new assump-

tions are:

1) At each point in time, starting at t=0, messages
originate at each repeater according to a Poisson
distribution with mean X\ .

2) The arrivals (originations) at each repeater are

independent over time and different repeaters.

The probability that exactly j new messages originate at

any time point at any repeater is
%;JS{ ; 3=0,1,2,....
We compute formulas for;
a) No(t) = averége number of messages which arrive at the
origin at time t. Since all repeaters are statistically

identical there is no loss in generality in studying message

flow at the origin.
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b) Né(t) = Average number of distinct messages which arrive

at the origin at time t for the fiist time.
c)Ileff(t)=Inefficiency of the network defined
by:

No(t) average number of messages

=N ()" average number of new messages for the lst time.
o

Ieff (t)

This is a measure of inefficiency since the larger Ieff,
the more inefficient the system.

The actual number of messages which arrive at the origin at
L time t is a random variable. In fact it is a sum of a large number
(when t is fairly large) of independent random variables. The

summand random variables can loosely be described as the con-

tribution to message flow at the origin arising out of some

3 number of messages originating at each repeater at each point

in time.
To compute No(t) we can sum up all the contributions. This
is interesting but tedious. A simpler method is to compute

X, (v) which we define as the number of messages arriving at the

origin at time t in a deterministic model obtained by assuming

that at each point in time, at each repeater, exactly one new

message originates. It will then follow that

N (t) = A 7 {t),

Similarly, if we define xé (t) to be the number of distinct messages

mie s

that arrive at the origin at time t in the deterministic model it
] will follow that

N (t) =AXS (t).

E We indicate an armwaving proof of the first assertion. The

quantity No(t) is a sum of average contribution to the flow at
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the origin at time t, as a result of messages originating at

repeaters less than ¢t units in distance and times earlier

than t. The average contribution from each repeater is

a constant (not with time) at each fixed taime point and

ity o Ha Sl o e

| | repeater, multiplied by )\' the average generation rate.

(the constant is given by the calculations in section II

and depends on the coordinates (d,j) and time. Thus X factors
from the sum and Ng(t) is)\multiplied by the total flow resulting
from a single message originating at each repeater at each

point in time.

We now make the specific assumption.

G o

At each point in time and at each repeater, a single new
3 message is originated.
Under this model to compute X_.,(t) and hence No(t) is trivial.

E To fix iceas we depict the situation at three time points

3
At time zero one message originates at each repeater, hence the

message flow is x0(0)=1.

5

| =1

E 11.101
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At time 1 each repeater receives 5 messages,one from each of

four nearest neighbors and one new message.

21

21 21

21 21

At time . = 2 each repeater receives 5 messages from
each of its four nearest neighbors and one new message for a total
of 21,

To compute X (t) in general we note that each repeater

is statistically identical in terms of message flow. Hence,

| xo(t) = 4Xo(t-l) +1 t21
xo(O) =1,
This difference equation is trivial to solve and hence,
xg(8) = 4% 11 e300,
3
Thus
N () = _é (at+l_1)

To compute Né (t) we consider the same deterministic model
and compute Xé (t), the number of distinct messages which arrive

at the origin for the first time at time t. It is easy to com-

pute Xé (t) from the following table by summing contributions.

11.102
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Time of Origination Distance from Origin Number of Messages

o t 4t

1 t-1 4(t-1)
| 2 t-2 4(t-2)

£-1 1 ‘

t 0 1

The first column is the time the message first appeared in
the system if it is received by the origin for the first time
at time t. The second column indicates the distance from the
origin that the message originated. The third column indicates
the number of message originated at that time and distance which
are received at the origin at time t. Thus,
X'o(t) = 4t + 4(t-1) + .. +4+1 = J}: 45+1

2t2 + 2t +1, tdo

Thus,

NS (&) = >\(2t2 + 2t +1)
The inefficiency of this "undamped" network is

Ieff (t) = ) (4t+1_1) gttty gt
3 =

~

N2t? +2t+41 3 (2t242841) 6t

2

The inefficiency grows rapidly with time for this undamped

| system.
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We can now put restrictions on the operating characteristics

of the repeaters and message flow.

12.1. No Message Can Be Transmitted More Than k Times

In this mode it is assumed that each message has a counting
feature whereby each time the message is repeated the counter
is updated by one unit. When the counter reaches the number k
the message is no longer repeated and disappears from the system.
In this mode we compute;
a) No(t) = average number of messages received by the origin
at time t.
b) Né (t) = average number of distinct messages received

at the origin for the first time at time t.
Ieff (t) = b_lﬂ_(ﬂ

[}
N (t)

Once again by the argument presented in the previous section

it suffices to consider the deterministic model and t.. compute

xo(t) and XJ (t). To fix ideas we diagram the first 6 time points,

inherently assuming k3 5.




1 Network Anaiysis Ce:poration

1 1
t =0, one message at each repeater,
1 1 all of age zero

5
five messages each repeater:
5 5 one of age zero
t =1, four of age one
5 5
5
21
2] messages at each repeater
t = 2, 2 21 1 of age zero
4 of age one
16 of age two
21
21 21
2 85 messages at each rereater
64 of age three
85 85 16 of age two
t =3, 4 of age one
1 of age zero
85 5
85

341 messages at each repeater

] 341

] ’ 256 of age four
1 64 of age three
5 341 41 16 of age two

: t =4, 4 of age one

: 1 of age zero
_ 341 341

341

11.105
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1365 Messages

1024 of age 5
&= 5 1365 256 of age 4
' 64 of age 3
16 of age 2
1365L_ 1365 4 of age 1
1365 1l of age O
1365 TOTAL

Let Xo)k(t) be the number of messages arriving at the
origin at time t whose age is less than k. Thatis, those that will be
transmitted. Since the flow at all repeaters is statistically
identical:
.xo(t) = ax2 *(e-1) 41, £21 .
The number of messages received at the origin at Lime t is
four times the number that will be transmitted by any of the

four nearest neighbors plus one new one. Once again this is

trivial difference equation to solve in k. We obtain as a

solution:
4k+1_l N
Xo(t) = t2 k,
t+l
4 "-1 =
X (t) = ——= t<k

Hance by the arguments above;

ALa¥T1-1) £ 2k
3

t+1
-1 k
;FLA_j_,.HL t<k,

No(t)=

T

11.106
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.. similar analysis shows that,

2 B
NS (t) = 2L2+2k+1, t2k,
2t° + 2t + 1 t &k.
Thus:
A k+1
Teff(t) = —3 14 -1 t 2k

AN2xZ + 2t + 1)

e fKL ok
= 2 B s,
3(2k™ + 2k +1) 6k 3Kk
In tabular form for k=1, 2, 3, 4, 5 thi inefficiencies are given

teff |1 | 1.62 | 3.40 ] 8.3 | 22.4 ] --..
k|1|2|3|4|5|....

12,2 If the Same Message Arrives From Different Sources Only one

Tranemission is Made.

In this mode of operation a Trepeater has the ability tc
compare messages which arrive at the same instant. We may consider
this mode to be a “"memory" type system of length of time "one unit"
or instantaneous. Ve seek to compute No(t) and Né(t). Again we
consider the deterministic model. To fix ideas let us examine
some early time points and compuvte multiplicities. Alil re-

peaters in this case also have statistically identical flows.

; 5
t =0, 1 1 t=1, ° 5
5 5

1 1 :

21

E=2 21 21
21 21
21
11.107
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REAS L

Y

At time t = 2 all repeaters receive 21 messages,and they are

T

statistically identical. Of the 21 total messages received at the

origin only 14 are distinct.

Caas

We can partition this total using a table as follows:

; Origin of Message Time of Origin Number Distinct
E (0,0) t=2 1
? (1,1, (1,0) t=1 4
E (2,0),(2,1), 2,2) t=0 8
(0,0) t=0 1

The total distinct is 14,

Hence the diagram for t=3 is,

; 57

E £ =3, 57 57 of the 57 = 444 +1,one is new
: and 14 came from each of four ‘
57 37 nearest neighbors.

57
, i

The same method can be used to compute X, (2t) and Xo(2t-1) ,

in general. Let Xg (2t) and Xg (2t-1) be the number of distinct |

R e s

‘ messages received at the origin at time (2t) and (2t-1l) respectively.

1 Clearly, these quantities satisfy;

|
| _ 4.4
X (2t) = 4X_ (2t-1) +1  and

_ d
xo(2t+1) = 4xo (2t) +1,

Thus it suffices to compute Xg (2t) and Xg (2t-1),

it
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To compute x (2t) and Xd (2t-1) we decompose each as follows:

Xo(2t) = xd looe) + xd 2200 + x33(2e) 4.4 xd: t+1(2t)

3
2e-1) = Srleen + Qe+ .0+ @t

Where Xg’v(t) = number of distinct messages received at the

origin at time t for the yth time. The quantities Xg'v(t) are

computed by the following table, which essentially decomposes

xod’v(t) by distance and time of origination of each message

contributing to xi’v(t). For Xg(Zt—l);

| 15t time - time of orlgln., -2 §2t-1 I
5 :1st. at orlglniZt— 2t- 2 1l 0
] ond, .. time of origin.} 0 Il v e iZt—4 2t-3
3 tine -~
é dist. of orlgln!7t k] ALY EUNLUNLU - 2 ,
;.. L4 . L] . . . .I ‘ .l I. I. .I - L4 L] * n l‘ .I l. .l .l . I. .l I. .. I. I. l. I. 'l.
3 (t l)thtlme— Time of origin. §0 §1 2I 3
. SRR TR
: dist. at originJg3 42 #§1 § 0%
‘ th

£t time - time of origin. { O
TSI

dist at origin.

The grand sum is;

v 2t-1 2t-1 2t-1
: x3rlz14g ;Sj (2t-3) , x5r%e 144 ;E% (2t-5),. . ., Xorta g 2%; (2t-3)
’ j= j=2t-1

since the number of messag-s originating at distance d is 4d as we

have seen earlier. Therefore,

3 t 2t-1
X (2t-1) = t+4 3T ST (2t-3)
o ey
k=1 j=2k-1
| 11.109
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After summing we obtain:

xd(2t-1) = t(4t+1)3(2t+1)
o

By a similar analysis we can show that

xg(Zt) = (4t+3) (2t+1) (t+1)
3

7

Thus,
X (2¢) = 4-x3(2t-1) +1 = 4t(4t+l) (2t+1) +1
o i o 3 P or
2
o 3
.Similarly,

¥ (2t+1) = 4-X(2t) + 1
(o} (o]

= 4(4t+3)(§t+1)(t+1) +1
32t3+72t2+52t+15
3 v

Hence: N_(2t) = W(4t+3) (8t241)
3

’

3 2

N°(2t+l) = N\ (32t +72£7+52¢+15)
3

[4

N;(Zt) o h(2tZ+2t41) = NBtieatel) |

The efficiency of this mode is:

L 2
(4t+3) (8t +l).\'£ﬁ .

3(8t2+4t+1) 3

l Eff (2t) =

sl o 1L 140
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12.3 A Repeater Never Transmits The Same Message More Than

Once Except Upon Initial Reception

This mode of operation implies infinite but not instantaneous
memory in the repeater. We analyze the deterministic case
with no loss of generality.

Pictorially the first few time points appear as follows;

0, 1 1 t =1, 5 5 t =2, 21 21

Of the 21 messages received at t=2 there are 17 which are
received for the first time. These can be enumerated by voint
and time of origin: 1 new one at(t=2,d=0),4 at(t=1, d=1),12 at
(t=0, d=21. Thus there will be 69 messages received at each
repeater at t=3.

In general let:

Xo(t) be the number of messages received at the origin at time t,

and X 1
(o]

(t) be the number of messages received at the origin for the
first time at time t. Then,

= 4 vl
Xo(t) = 4 Ao(t—l) L

11,111
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If a message was received for the first time at any re-

peater at time t-1 it originated at distance t-1 at time 0, or

at d=t-2 at time 1 or, ..., at distance 0 at time t-1l. Summing

these by their appropriate multiplicities we obtain,

t t-k
= -k+
xe-l) =4 = . EEh D 41
k=2 3j=0 L
Orl
xL(e-1) = 2t 2-4¢-3 and
0 ¥
Xo(t) = 2¥*4-16t-11
Similarly;
No(t) = N (2t*%-16t-11) and as before

N i’(t) =W\ (2t2+2t+1)

The efficiency of this mode is:

t+4 t+3
gee - Nolt) . 2° 2l L S e
No~ (t)  2t“+2t+l g
11.112
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12.4 Mixture of Modes 12.2and 12.3

In this mixed mode a fepeater has infinite memory for
comparison of messages and instant memory. The result (operational)
of this mixed mode is that when multiple reception of the same
message is received only one transmission is made. Furthermore
if a message is received for the second time it is not trans-

vmitted at all. The result of this combined mode is to reduce the |
transmission in the instantaneous mode to only messages received
for the first time.
Therefore:
X (t) = ax (e-1) + 1
o] o
where
X;'d(t) is the number of distinct messages received at the
origin for the first time at time t. - This quantity has been
previously computed to be,

¥
Xo’d(t—l) = 2(t-1)% + 2(t-1) + 1 = 2¢2 - 2t - 1.

It follows that,

8t%-8t=3, and

X, (t)

A(82-8t-3).

i

No(t)

The efficiency of this mixed mode is seen to be
_ a(8t%-8t-3)  8t’-8t-3

2 f'vd_

Eff (t) 5
P\(Zt +2t+1) 2t°4+2¢+1 .

11.113
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12.5 Mixture of Modes 12.land 12.2

In this mixture of modes no message can be transmitted more
than k-times and each repeater has instantaneous memory but not
finite memory. This mode also provides an upper bound to the
case where each repeater has zero capture and messages are dropped
after k transmissions.

A little analysis will show that for t< k there is no change
in the message flow from the instantaneous memory case. For t> k
the exact same analysis as in the instantaneous memory only case
shows that the formulas are exactly those except that t should be
replaced by k.

Therefore in this mixed mode, for memory of k.

2
aer _ (2k+3) (8k%+1) 5 (K
xo(zti - 3 " t_[f]
(2t+3) (8t2+1) k
tsix]
3 ' p
3 2, core el
X (2¢+1) = 32k "+72k"+52k+15
o (%% 3 £>k
= 3263472t %452¢+15
3 t<k.
Furthermore,

N°(2t) = Xo(2t),

AR R <.

We arrive at

: No(2t+1) = xo(2t+1).

the same result with t replaced by k.
(4k+3) (4k°+1) 4

3(8k“+4k+1)
In tabular form;
IEff ] 1.33|12.67]14.0]5.3] 6.67] 8.0
K 1 2 3 4 5 6
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12.6 A Closed Boundary Model
In this part of the model it is assumed that each repeater

is less than B units from the origin. As in earlier cases, the

units are measured in steps. The region is now closed and ap-

R R

pears as follows:

B (90)

Bl tEnthy it ni ta o) Sl his B LR g b o 4

Furthermore, in the initial stages of this model, it is

Rbiaiag AL o e R el i

assumed that a single message originates at the origin at

TR

time t=0. All message flow is generated as a result of this

single message. Unfortunately, this model causes a loss of

T

: symmetries which facilitated the ease of cbtaining closed

form solutions for message flow in the previous models. How-

ever, some closed form analysis can be obtained. In particular

it is not difficult to obtain an algorithm which will supply

e ko

a complete analysis of message flow at any point in time on

; any repeater or station.

Let Ng j(2t+d) be the number of messages received at a
14

station or reoveater which is d-units from the origin and j-units

T RO Y

from the y-axis at time (2t+d) where d=0, 1, 2,...,B-1, j=0, 1, 2,...B.
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g j(2t+d) are identical to the cquations
I

for the open boundary case when 05 t £8-d since the closing of

The equations for N

the boundary does not affect message flow at a rcpeater at

distance B-d until t=B+d. Therefore;

da _ (2t+d, 2t+d, | <B
NG5 e = GO ESD: es3
We can use this equation to compute message flow at all

time points up to and including t=B. To compute message flow

after time B, we can work backwards from the boundary and
suécessively compute message flow at each station or rcpeater
for any time point using the equation we will develop. First
however, it is helpful to examine a particular case with a
diagram and compare the closed boundary with the open boundary.
We let B=4.

Closed Boundary at B=4 Open Boundary

The closing of the boundary will not affect any repeaters

or stations. until t=6.

o
o

= o
o
()
=

o w o =
(V%)
W
(-
=
[
—
=
[<)]
(o)
o
w [ (8]
w
=
=




0 0
16 6
t=4 - $ .
-
36 ; :51
0 0 16 0
25 g
t=5 0
100 \\\ 0
E 0 0
p 100 0 25 100 0 25
25
75
0
=6
225 00
0
400
0
400
t=7
0
1225
0
400 o 1225 0 441
t=8 3022 0 =8
= 0
2445 T\1960
0 ¢ 1568
4900 4900 784

0 3136 0

f ’ It is obvious how to conrtirue for as long as onre wishes to
optain the message flow. Since all message flow can be computed
-i by the formzilas of the preceed . cortion for tfrB, the nessage
flow with closad boundary can bc —omputed by backward iterotion
for all times larger than B. The initial conditions at time t=8

are given by the following relations,

At timo> k=B

(o

K+

. ) if B=2k+d
s R
0 otherwiso,
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since Nd
B,

numbers.

At time t=B+1

j(B) is zero unless B and d are both odd or even

g J(B+1)=0, i.e. no messages at the boundary,
(4
(B+1)(B+l)
(B+1)= k+j if B=2k+d-1,
B, 0 .
otherwise.
At time t=B+2
On the boundary:
B _ B-1 B+l 2 _ B+l,2 _ B
NB,O(B+2) = N (B+l) = {7 ( B Y =N ,B(B+2).
B B- 1 b1
.(B+2) = N {B+1) + N B+1
Np,§(B¥2) = Np71(B+l) + Np"o ) (B+1)
B+1 B+2 - B
fOI' j‘—l, 2,-.0,B 1.
for d<B
(E+2)(B+2)
g (B+2) k *k+j if B=2k+d—2, j=0, 1,
3 0 otherwise
At time t=B+3
On the boundary
NB . (B+3) = 0: j=0, 1, 2 B
B,j - S J=v, ’ pecoe Do
At distance d=B-1
B-1 _ =B
O(B+3) = NB,O(B+2) + N (B+2) + 2N l(B+2)
B+l,, ,B+2, .2 _  B-1
=[( B )+ ( B Y17 = NB,B_l(B+3).
11.118
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B-1 _ 4B-2 B
NB,j(B+3) = NB fol (B+2)+NB +1(B+2) + N (B+2)
+ NB 5 (B+2)
o B+3 B+1 B+2 _ oB-1
j=1' 2,- o ® 'B-ZQ
At distance d <B-1
E d (B+3)(B+3)
; NB,j(B+3) ={" k " 'k+j B=2k+d-3 §=0, 1,08,
1 0 otherwise

)

At time t=B+4

T

On the boundary

i

B B+l, B+2, 2_ B
o(B+4) = B 0(B+3) = (g )+ 2 %= Np p(B+4).

B B-1 B-1
NB,l(B+4) NB,O(B+3) + NB,l(B+3)

(Note that Ng l(B+4) nust be computed separately since

(B+3) and N (B+3) for j>1 do not share a common formula,

B 0 P,j
i.e. are not special cases of a general formula.)

NE _ B _ B+l B+2 B+1 B+2 B+3, .
Ng 1 (B+4) =g oo (BHd) = [ )L 5 BECo) ]
B B-1
N, .(B+4) =N B+3) + N B+3)
B,]( ) B, j-1 ( ) (
E : (¥iote the formula is the same f01 j=1 as above.)
f - [ (B*1y (B*2 B+4), _ ;B _
: = [Cp) OG0 = Ny p s (Bed)
4 j=2,...,B-2
! At distance d=B-2
_ B-3 B-1 ;  B-1
B 0(Bl-4) = JB 0 (B+3) + NB,O (B+3) + 2 ”B l(B+3)
- B+1 B+_ B+3,,2 _ ,.B-2
=8 | { B ) + ) ( R )] “B,B—2(E+4)
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B-2 _ B B-1 B-1
NB,j(B+4) = NB ,5- l(B+3) + NB,j+l(B+3) + NB,j(B+3)
B
+ B J(B+.s)
B+4 B+1 B+2 B+3
(543 [Cp) + gD + g0
_ B2
= NB,B-jAZ(B+4)'
for d < B-2
B+4, B+4 c e
Ng _(B+4) = ( )(k+ .) if B=2k+d-4
v] 0 otherwise ,
At time t=B+5
at distance d=B-1l
B-1 _ . B=2 B B
NB,O(B+5) = N 0(B+4) + N (B+4) + 2 NB,l(B+4)
B+l B+2 B+3,,2 _ ,B-1
[2(°1) + 259 + 17 = Ny 5 ) (5+5)
_ B B-2
B l(B+S) = B 0(B+4) + N (B+4) + NB,l(B+4)
+ B l(B+4)
= (2 (B+1) + 2(B+2 +(B+§]
B+ B+2 B+3 B+4 B-1
B=-t _ o B-2 -2
NB,j(B+5) = NB,J (B+4) + NB J+1(B+4) + N ,J(B+4)
+ B' . (B+4)
- B+J B+1 B+2 B+3
= (j*3)I2( ) + 2( )+(B)]
_ .B-1
= NB,ij-l(B+5).
j=2'ooo'B-3o

11.120
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At distance B-3

B-3 _ ..b-4 B-2 B-2
0(B+5) = NB,O(B+4) < NB,O(B+4) + ZNB 1(B+4)

’

- [(B+1) (B+2 B+3

B+4
B’ * (

B-3 B-4 B- 2
N Z(B+5) = N_ . B+4) + N +
B3 (B¥5) = Ny~5_ (B+4) L (B+4)

(B+4) + N (B+4)

B
B+5 B+1 B+2 B+3, ., ,B+4
= B-3 14 s -
= Hp . p5_g\B+5) j=1, 2,...,B-4,
for d<B-3
B+
wl s mns) = O 0 Gen) if B = 2k+d-5
B, j ;= j =
0 otherwise.

j=G6, 1, 2,..,d.
We will continue for three more time poin.s to get some
idea as to how the solution beheveswith time. We will omit
the general equations and give 7nly the results since it is

clear that the expressions become too cumbersome for easy

comprehension.

For time t=B+6

at the bcundary
B _ B+l B+2 B+3,,2 _ . B
NE. O(B+6) = [2( ) + 2( ) IRE E ))1© = NB (B+6)

B l(B+6) = [2(B+l) 3 2(B+2) . (B+3)][3(B%l) - 3(B+2)+2(}3+3

11.121
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B _ Bl-l ~ B+2 B+3 B+l B+2 .., B+5
NB,Z(B+6) = [2( ) + 2( B ) + Y1 ( + ( B )+ +{ B )]
B o 2+ 232 + E2EdH)
J B J+3
j=3, 4,...,B-3
At distance d=B-2
B+1 B+2 B+3 B+4,,2 B
(B+6) = [3( ) + 3¢ B ) + 2¢( B ) + ( B )1° = NB’ _2(B+6)
B-2 ~ B+l B+2 B+3 B+4
NB,l(B+6) = [3( ) + 3( B 14 2 B ) e 2 B )]
. B+1 B+2 B+5 _ oB-2
[Cg7) + (7)) +eee 4l = )] = NB,B_3(B+6)
_ ,B+6 B+l B+2 B+3 B+4,,_.B-2
B, (B+6) = (j+4) (3¢ B ) + 3( ) & 24 )l B B )]—NB,B-Z J(B+6)
J=2,¢0 ,B—4
At distance d=B-4
B-4 _ . B+l B+2 . B+5,,2 B-4
NB,O(B+6) = [ B ) + ( B ) + gL N B )l = NB,B—4(B+6)
-4 _ (B+6, , B+l B+2 B+5, .2 B-4
NB,j(B+6) = (J+5)[( ) & B ) 0ok ( B )1° = NB,B-4—3(B+6)
=1, 2, /B=5
Egd<&ﬁ
B+6, B+6 e
1]
0 otherwise.
At time t=B+7
At distance d=B-1
B+1 s+2 B+3 B+4,.2 _ . B-1
0(B+7) = [5( B ) aEE ) + 3¢ ) + B )] —-NB,B—l(B+7)
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[5 (B+l) g 5‘B+2) R 3(B+3) B+4

B-1 =
1(B+7) = + (%)
- (4 (B+l) + 4(B+2) + 3(B+3) e 2(B+é\ 2 (BES)]
_ B-1
= NB,B 2(B+7)
6 .

N3 (B+7) =(;EA(B;3)) (5CPFh + 5582+ 3(BE3) 4 (BYY)
= ND 5 o (B+7).

B 1

At distance

(B+7) =(B+7)[5(B+1) + 5(}34—2) " 3(B+3) P (B+4

j+4 B ).

j=3,...,B-4.
d=B-3

B-3 _
NB,O(B+7) =

B-3 _
NB l(B+7) =

4

B
B

3 —3
J(B+7)

4

At distance

EN + 4 CP%) + 3R L a (B (BE5))2

6 :
15 (B;J)][4(B+l)+4(B+b) B+3)+2(B+4) B+5

B-5 i
NB,O(B+7) =

NB -
B (B+7) =

I

At d4 B-5

d _
NB j(B+7) =

4

+( )]
3=1 P
+
(§+7)[4(B+l)+4(B+2)+3(B+3 +2(B+4 (B 5)]
J+5 B
j=2,...,B3-5
B-S
6 B+j. .2 _ B-5
(2 (57017 = mp™2 o (B+7)
j=1
;i (Btyy &7 =1, 2 B-6
[_: J j+6 =i, ’ LI}
=1
B+7, B+7 X
{ 3= 1~
(0% )(k+j) if B=2k+d-7
j 0 otherwise

£05123




Ne2rwork Analysis Corporation

At time t=B+8

at the boundary

Np,o(B+8) = Np o(B+8) = [5(°phi+s (P 243 BE+ B2
Np 5 8+8) = 5P BpP+3 P Bp0)
19 (B+l)+9 (B+2)+6(B+2)+3 (B+4)+ (BtS) ]
B 2(B+8) = [5 (B+l)+5(B+2)+3(B+3) (B;4)]
.[::,B+1)+_,’(B+2)+4(B+3)+ \B;4)+2(B+5) (Bgs)]
8 (B+8) = (}j By s Brhes PE 43 B3 & (BT
.' Ng’j(B+8) - (B+8) [5(B+1)+5(B+2)+3(B+3) (B;4)]
E j=4,...,B-4,
' At distance d=B-2
Ng:g(B+8) = [9 (B+l)+9(B+2)+6(B+3)+3(B+4) (BES)]Z
NET%(B-FS) = [9 (B+l) 9,B+2)+6(B+3)+3(B+4) (8;5)]
f e (B+l)+5(B+2)+4(B+3)+3(B+4)+2(B+5) (13:3-6)]
Np 3 (B+8) = (j_:l(B*J))[9(B+1)+9(B+2)+6(B+3)+3(B+4) +(P1%)]
f e N A N T P TR PTG PE TR PGS
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At distance d=B-4

g,g(B+8) = (5 (B+1)+5(B+2)+4(B+o)+3(B+4)+2(B+5) (526)12
_ 4B-4
= NB’B_4(B+8)
7
_ B+k B+1 B+2 B+3 B+4 B+S B+6
B l(B+8) = légi VISR )45 (g ) +4 43 (T ) +2 (g )+ 570 ]

NB-;(B+8) - (B+8)[5(B+l)+S(B+2)+4(B+3)+3(B+4)+2(B+5) (B+6

j+6 B )]

3=2 ;. . ;B=E.

At distance d< B-4

B+8 B+8

d
N. (BR+8
J()

0 otherwise.

This completes an analysis of the first eight time points

past the time to the boundary. The expressions are quite unwieldy.

However, the algorithm is clear and can compute niessage distribution

throughout the grid at any time point. We write down the general

set of equations and then indicate a "closed form" combinatorial

method tn make "sense" out of the unwieldy expressions.

The General Equations

The initial conditions for t=B are:

At time t=B: Initial Conditions

B, B o
8 () = § k) lkesy) 1f B=2ked
B,)

0 otherwise

1L, 125
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The General Equations

Cn the boundary k 21

B _ B-1
B(B+2k) = NB 0(B+2k—1).

’ 14

B
1. NB,O(B+2k)

B B-1 B-1
. N .(B+2k N, L~ (B+2k-1) + N_ . B+2k-1
2. Ny (B+2K) = Np~( )+ Np Sy ( )

s
t 14

j=1, 2,.0-,B_10

Note that:

B - | o
N, (B+2k) = Np o . (B42k), j=0,...,B.

Along the axes 0<d<B, k=1, 2,....

d+é(B+2k )+ N é(B+2k—1)

d
0(B+2k)

+ d+l(B+2k 1)

d(B+2k)

Off the axes 0<d<B, 0<j<ad

d . - 9tl d-1
NB,j(B+2k) = B (B+2k 1) + NB,J(B+2k 1)
d-1 d+
+ NB,j-l(B+2k'l) + NB (B+2k 1Y) &

At the origin:

0 _ 1 _
NB,O(B+2k) = 4NB,1(B+2k EL e

This completes the general equations.

A Conjecture on Solutians to the General Equation

An examination of the ccefficients of the (ng) expressions

in the first eight time points indicates that the coefficients

11.126

R @ R T i ke ST ARl

-




T
e

Log

TR Ay

T I R T T

s otk

T T ik e i

Network Analysis Corporation

are the same as the rows in the following infinite sequence of

tableaus.
51 T
j=L 2 A& 5 6 k3 1 2 3 4 5 6 7
k=1 1 i 0 1
k=2 1 1 2 1 1 1
k=3 2 2 1 3 3 3 2 1
k=4 5 5 3 1 a4 9 9 6 3 1
k=5 14 14 9 4 1 5 28 28 19 10 4 1
k=6 42 42 28 14 5 1 6 90 90 62 34 15 5 1
5] Ta
k=1 0 0 1 o 0o 0 1
2 1 1 1 1 T T |
3 4 4 3 2 1 5 5 4 3 2 1
4 14 14 10 6 3 1 20 20 15 10 6 3 1
§ 48 48 34 20 10 4 75 75 55 35 20 10 4 1
6 165 165 116 69 35 15 1 275 275 200 125 70 35 15 5 1

e ¢ U=

The tableaus through T 4 cover all the coefficients which

arise up to and including t=B+8., It is possible to give a

solution for §,.(T,) which is the jt@ element in the kP row

of the tableauT,, v=1, 2,... However, it is perhaps not

obvious how these tableaus are generated., The jth term of the

th

et

k- row of any tableau is obtained by summing the last (k+v-j) !
terms in the previous row. That is, the third term in the

fourth row of T, is obtained by summing the last three terms

of the third row. In mathematical form the equation for the

tableaus are:

Initial Condition Sl,j(Tv) = 0,j<u,
1,j="
0,3>v.
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k+v =2
S 1(T,) = Sy p(T,) = Z Sp-1,5 (T
j=1
k+tv-2
S.(T)=ZS (S k>1
kj v welel k,w v

It is clear that the between tableau equations are:

(r,)) =8, (T

klj 4 k,] V+l) - Sk"l,j(Ty-{-z) ’ k>ll y = 1, Z,...

S.. (B

k,5T2) = Sk+1,5
Thus, to solve these equations it suffices to give a
general formula for Sk j(Tl). The other terms can then be computed

14
recursively., It is easy to check that the solution for T1 is given

by,
_ i,2k-j-1

Then by recursion:

. _ J (2k-j+1y _ j 2k-j-1
Sk,j(fz) 'k+1( k ) k( k_l )l k (4 2!““

_J (2k—j+3) = 23 2k:j+l)
k+2 k k+1 K

To apply these results we take a particular example to

conjecture:

k
B _ B+j, 12
Ny, (B+2Kk) = [;EA k3T Cp) ] , k21
K 2k-j-1, B+j, 2
= X S ) a0
i=1

11.128
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This conjecture holds for time points k=1, 2, 3, 4.

Fu k+1
NB'O(B+2k+1) = [j; S

k1,5 (T (502

This coniecture holds for all k=1, 2, 3, and satisfies

the general equations.

11l:429
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13 SUMMARY OF RESULTS OF THEORETICAL MODELS

Recall that;

No(t)

No(t)

expected number of messages rercived at the vrigin at time t.

expected number of distinct messages received at the

origin for the first time at time t.

Eff (t) =

No(t)

ND(t).

These symbols are in the model where there is Poisson input

at each

repeater at each time point. Tn all modes;

NI() = (2t 242¢41) .

A. Deterministic The first model analyzed is the effect of a

single message originally at the origin at time zero.

messages ever enter the system.

No other

The prop:'gation of this message

can be measured by the fcllowing turee gquantities.

1) B(+) - the number of repeaters which receive the message

for the ISt time at time t.

{ B(t) = 4t for t>1, B(0) = 1

2) A(t) = the number of repeaters which have received the message

by time t.

3. N

at a

lA(t) = 2€2+2t+1. l

(t) = number of copies of the message received at time t

rrpeater with coordinates (4,j).

11.130
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chl(t) =0 if t<a
N?(d) = (?) 3=0, 1,...,d; d=0, 1,.....,
N?(d+2k+l) =0 k=0, 1, 2,... '
a _d+2k, d+2k B
N (avzi) = (4E2H) (G0 k=0, 1,.. _

The quantity N§1d+2k) can be more generally interpreted as the
number of copies of a message received at a repeater which
is at distance d and horizontal distance j from the originating
repeater, after d+2k time units.

B. Poisson Input Results

1. With no restrictions imposed on the operation of any

repeater;

N_(t) = %(4t+1_1)

NI(t) = M2tP+2es1) |

2. No Message Can Be Transmitted More Than k-Times

: 4K+l '
Eff (t) = c—pda—r

3 (2k%+2k+1)

1.60§3.400 8.3 22.4
2 3 4 § 5
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3. If the Same Message Arrives From Different Sources Only Onc

Transmission is Made

This mode of operation assumes that a repeater can compare

all messages arriving at the some time and transmit only one
copy of duplicate messages. It is inherently assumed in this
mode that there is only instantancous memory (which we may call

Ofmemory)

' o, 4t+3) (8t4.1) i
i N (28) = ) 3 ;

I

Né(Zt) = A(Bt7+4t+1)

(4t43) (Bt°+1) o 4t

1 IEEf (2t) = )
4 ; 3(8t7+4t+1) 3

] This mode produces a substantial reductiun in duplicate

traffic.

4. A.l Messages Are Transmitted in the Direction of a Fixed

Ground Station

In this mode it is assumed that repeater "knows" where the

message should be received.

l(2t2+2t+l}

HO (t) =
L
e = d
ege(0)= 25 344e-7 2t+2
\ Yo, e
2t242¢41 t

This mode is bketter than no mode, but holds little promise by

itself.

. o T e T

5. A Recpeater Never Transmits The Same Message More Than Once,

Except Upon Initial PReception
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In this mode a repeater has "infinite" memory but not

instantaneous memor

Y. -
N (0 = 2@ -16E-1D)
[o]
| N () = A (2t242¢8+1)

t+4
Eff (t) = 2 5 16t-11

2t7+2¢+l

It appears that infinite memory without instant memory does
not "damp" the message flow significantly:in fact it is worse

than "directionality" in the repeater.

6. Infinite Memory Plus Instant Memory

If we combine the two modes of operation

N_(t) = A (8t2-8t-3)
N (t) = A(2t242t41)

L3N
The efiect o

combining the instant memory feature with the
instantaneous memory feature is to reduce the message flow in the
instantaneous mode by a factor of t/3 which is significant.

7. Instant Memory Plus no Message Transmitted More Than k-Times

In this mixed mode the analysis shows that all results in

the instant memory case are the same except that the flow becomes

independent of time after t> k. The inefficiency is

11.133
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CHAPTER 12

TIME AND SPACE CAPTURE IN SPREAD SPECTPUM RANDOM ACCESS

I. INTRODUCTION AND SUMMARY
When a receiving station for packet data communication is

being accessed in a random access mode, the use of spread spec-
trum communication offers the possibility of time capture. That
is, a packet may be distinguished and received correctly even if

contending packets overlap the transmission as long as the signal

strength of the zontending packets is not too great. Moreover,
if multiple receivers are available at the receiving station, spread

spectrum coding can be used to allow the reception of several dis-
tinct packets being transmitted with overlap on a single channel.

When the transmitters are widely distributed, geometric or

power capture is possible [Roberts; 1972]. With or without spread
spectrum, if a competing fignal is much weaker (further away),
than the desired signal, there is no interference. Both types of
capture can give rise to perfocrmance superior to that predicted

by a simple unslotted ALOHA model. On the other hand, power cap-
ture gives rise to bias against the more Jdistant transmitters
because the close in transmitters overpower the ones further away.
Thus, the probability g(r) of 1 successful transmission at a dis-
tance r from the station will decrease as r increases and the
number of retransmissions increase as well as delay.

The purpose of this chapter is to characterize the probability
of successful transmission as a function of:

1. distance from the receiver, r,

2% the multiplicity, M, of receivers available at
the receiving location,

3. the packet arrival rate,

12.1
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4. the time bandwidth product K (extent of spectrum
spreading),

£ the required signal to noise ratio SN of the
receivers,

6. the exponent a in the inverse power law (s/ra)
assumed for the transmission power of a transmitter
at distance r from the receiver.

The situation we consider is that of a circular field of
transmitters of radius R accessing a receivirg station in the
center with M receivers where R is the range of the receivers.
Arriving traffic is assumed to have a uniform rate per unit area
in the field and the arrivals plus retransmissions are assumed
to be Po:!sson distributed.

Particularly important for the design of a Packet Radio Sys-
tem is the analysis Of multiple receiver stations. Adding extra

receivers to the Packet Radio Station adds throughput and shortens
delay. This is a very attractive approach because the modifi-
cation is simple and is applied only at the station. No modifica-

tions are required to the terminals, the repeaters, or their

geographical location. Finally, the enhancement is applied directly
where it is needed at the station bottleneck where all the infor-
mation flow of the system must eventually pass. The simulation
results show that miltiple receivers will in fact increase perfor-
mance substantially; moreover, very few additional receivers are
required to realize most of the advantage (usually only one addi-
tional is required). For addition of receivers to be effective,
two prerequisites must be satisfied: (i) the traffic rate musc

be quite high; otherwise, the chance of several messages arriving
simultaneously will be small and (ii) the spread spectrum factor
K must be sufficiently large compared to the required signal to

noise ratio SN; otherwise, even if there are sufficient receivers
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to receive 2 number of simultaneous messages the interference
created b the messages will cause none of them to be received
correctly.

The gq(r) function derived here will also be very useful
in the location of repeaters to provide coverage for terminals.
The simplest mcdels require that each possible terminal lecation
be "covered" by some number of repeaters in order to guarantee
reliable communication. This type of model assumes a binary
characterization of transmitter-repeater communication: either
communication is possible or it is nct. The g(r) functicn could
be used to reflect the fact thav a far away receiver does nct

provide as good service as a nearby one.

In Section 2, the model and the assumptions it is based
upon are introduced. 1In Section 3, analysis is used to predict
the qualitative behavior of the gq(r) function especially with
respect to limiting values of parameters. It was found, for
example, that to a user at far distances, r+*R, the system per-
forms as in unslotted ALOHA. That is, a transmission arriving
at time to gets through if and only if no other transmission
starts in the interval [to-T, to+T] where T is a packet transmission
time. On the other hand, for r+o for the one receiver case per-

formance approximates slotted ALOHA in the sense that only packets
preceeding,to-Tststo,can interfere. Explicit bounds on the benefits
of adding multiple receivers are also given. In Section 4, simu-
lation is used to verify and extend these results. Finally, the
simulation program is documented in an Appendix.

The first analysis of the: geometric effect of capture for a
circular field of packet transw'tters accessing a receiver in a
random access mode was [Roberts; 1972]. Roberts made (among others)

the following assumptions:

1. the probability q of a packet being received
correctly for a given transmission or retransmission
is:
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(a) independent of distance r from the
receivers,

(b) independent of whether the transmission is
the first or a retransmission,

24 the probability of more than one contending packet
is neqligible,

3te noise is negligible compared to competing signal
strengths.

Kleinrock and Lam [1972] improved on these results by relaxing

assumption (1 b) to allow different gq's for the initial transmission

and for retransmissions. John Leung {1973) considered the same
problem where the signal pover, instead of being represented as a
deterministic inverse square of distance, had a Rayleigh distribu-
tion to represent the effects of multipath. One consequence of
this is that the receiver has unlimited range. Leung also essen-
tially assumes (1) and (2) (see in partic-lar, eq. 7, where G(r)
is apparently assumed proportional to r; i.e., that L.ne rate of
arrivals plus retransmiecions per unit area is independent of r.
Fralick [1972] also doex an analysis of the field of terminals

situation, cxtending Roberts' results for the use of spread slotted
spectrum, including propagation delays. He assumes (1), (2), and
(3).

Abramson [1973] considers a central receiver in an infinite
field of transmitters and determines the "Sisyphus distance" RS
which is the radius beyond which thz expected number of retrans-
missions is infinite. He assumes (2) and (3). Thus, the critical
distance RS is defined by competing signals while the R we use is

defined by noise considerations. All the above models assumed
; one receiver, M=l.
\ The model for spread spectrum reception 1s similar to those
described in [ Kaiser; 1973, p. 21, [McGuire; 1973], and [Fralick;
1973a). Fralick [1973a] considers several models of spread spectrum

T Pt T T o R
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random access the one closest to ours is the one using "Synch
Preamble." 1In particular, our lower bound for g(o) is based on
his analysis of this case. Also, Fraiick pointed out an error
in normalization in Section 2 that appeared in an earlier version
of this note. For simplicity, we assume that the surface wave
devices for encoding the spread spectrum code are programable
and that the chip code varies from bit to bit in a pseudo-random
manner so that competing signals appear more nearly like noise;
this, for example, avoids many of the difficulties pointed out
by Fralick [1973]. Programmable surface wave devices are dis-
cussed in [Staples ana Claiborne; 1973]) and [LaRosa; 1973].
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2. MODEL AND ASSUMPTIONS
A central receiving station is receiving messages from an

infinite number of terminals within a radius R where R is defined
to be the range of the station; that is, the distance at which a
terminal can just be heard. The terminals send packets according
to a Poisson distribution with arrival rate density p packets per
unit time per uriit area. The principal objective is to determine
the grade of service for terminals as a function of distance from
the station. The grade of service q(r) is defined to be the pro-
bability that a message sent by a terminal at radius r from the
station will be received by the station on any one transmission

(first and subsequent retransmissions are assumed to have the

same probability of success [Kleinrock & Lam; 1972].)

i e

Having q(r) we can also define G(r) = S(r)/q(r) to be the
arrival plus retransmission rate density at radius r where S(r)
is the arrival rate density at racius = ociven by 2nrp.

For our purposes, the receiving si=tion car. be in owue of
M+l states; o receivers busy, 1 receiver busy, ..., I receivers
busy. We will denote these states as So, Sl, ..., S.,. TIn state

M
Si(i<M),i receivers are busy and one of M-i remaining 1s awaiting

a synchronization code from the beginning of some packet. If the

receiver achieves synchronization with a new packet, the receiver J
is captured (Si + Si+l) and is now busy (in a receiving state) and
remains in that state for one packet transmission time, T. The

new packet is correctly ~eceived if the total power of contending
signals does not become too high during the transmission time.

The receiver is busy for the full time T in either caze. When all
the receivers are busy, state SM’ all arriving packets are lost

| until one of the receivers becomes free. We specifically ignore

the possibility of false alarms; that is, the receiver going from

free to busy on the basis of noise. Thus, a packet arriving at
time t is asstmed to be received correctly by the station if the

E 12.6
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following threc¢ conditions are satisfied:
1. a receiver is free at t.

2. the signal strength is sufficiently s*ronger than
ambient noise and other signals arriving in (T-t,t)
so that the receiver achieves synchronization.

35 signals &' ~iving in (t, t+T) are not strong
enough to drow: ~t the signal after synchronization
is achieved.

In our model of the receiver, we assume that a signal can
be heard if the desired signal energy is sufficiently greater
than the competing energy which consists of two elements: am-
bient noise and the other undesired signals. We are allowed
to use spectrum spreading to increase discrimination between
signal and the competing energy.

To be more specific, assume we divide each bit into a
coded sequence of K chips. Further, suppose the receiver works
by integrating the received signal correlated with the chip code.
If the integral of the signal amplitude over one chip time is
A, then, if there is correlation with the chip code, the received
energy in one bit is K2A2 = s/r® for a signal at distance r. If
the signal is uncorrelated with the chip code, the received signal
is the integral of a sum of K binomially distributed signals of
amplitude A which for K reasonably large approaches a Gaussian
distribution with mean o and variance KA2 = s/Kra. Thus, received
signals in synchronization with the receiver deliver after corre-
lation a factor of K more power than competing signals of the
same strength which are uncorrelated with the receiver.

If we let N be the ambient noise per bit, the signal to
noise energy ratio is:

12.7
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2 SN (1)

laj
n [0 Qin

1
x (15 +W

i

aj

which we require to be no less than SN for reliakle reception
where r, is the radius of the desired signal which is assumed to
be in synch with the receiver's chip code and Ly i # o correspond
to competing signals not in synch which effectively look like
noise added to the ambiert noise N.
The range R is determined by:

s

R®

N

SN, or

{1 s 1/a
== (4 &)

The parameters we wish to study are SN, a, and K; so, by judicious

(2)

choice of units, we may normalize the units of power and distance,
so that s = 1 and R = 1. This results in the decision criterion:

K 1
o
r
9 > SN (3)
K
el
r° Ll
1
OfriSI = 0, L, -

See [Kaiser; 1973] foir a similar model.
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3. PRELIMINARY ANALYSIS
The exact analysis of the probability, gq(r), of a message

getting through on any given transmission from a radius r seems
most difficult; however, we can get quite a good qualitative idea
of q(r) by analysis. This analysis will be supplemented by
simulation result: in the next section.

Since the signal power is monotone decreasing with increasing
radius and the message arrivals are independent, it is clear that
g(r) is monotone non-increasing. A message being transmitted,
starting at time t from the critical radius R = 1, will be success-
ful if, and only if, there is no other transmission in the interval
(t-T, t+T) since any additional signal will prevent reception.

But this is exactly the situation for unslotted ALOHA. Thus, if
G is the rate of message arrivals and rctransmissions for the
entire circular area of R radius from the receiver:

q(r) = e 2 T, (4)

Unfortunately, we do not yet know G. Clearly from (4) and the
fact that q(r) is monotone G < G, where G  is the arrival plus
retransmission rate for an unslotted ALOHA system; i.e., Gu is
the solution of

s =g e 26T
u

where S = nRZp is the total arrival rate. We can dgeneralize (4)
somewhat. For, even if r < R =1, if r is sufficiently large,

any other transmission can prevent it from being received. Thus,
suppose we are considering a packet from r, contending with a packet

arriving from r, = R = 1, the weakest possible. The message from
r, can be heard whenever,
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On the other hand, if r, > ;, any other message is sufficient to

block reception. Therefore, we have,

q(r) = e"26T 5 o=26,T

v

(5)

for r 1.

A

r

A

As r»o, the signal power becomes infinite, so that the probability
of successful transmission depends only on whether a receiver is
free or not. For the case where M=l and with perfect time capture,
Fralick [1973a] has shown that the probability the receiver is
free is I%E' Since there isn't perfect time capture in our model,
the probability the receiver is free is greater than that. So
we have:

g(o) 2 I%E'
Given there are one or more transmissions in (t-T, t) the probability
the receiver is captured is greater than the probability that one
specific transmission, say the first in the interval, captures the

receiver which is, in turn, greater than the probability that that
specific transmission is received which is S/G on the average.
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Thus,

g(o) = 1 - (Prob. of transmission in (t-T, t) times the
probability receiver is captured by one of the transmissions)

$1-@0-e°%
yielding
= o qlo) w1 - (1-e ) 2
i+g = 9l0) = e G (6)

If we add additional receivers we get improved performance
for small r, but not for r ¢ r < 1. In order for additional
receivers to be helpful, there must be sufficient traffic to keep
them busy but not so much that the interference caused by non-
synchronized messages overwhelms the desired one. We first de-
termine the maximum number of receivers which can all be correctly
receiving at the same time. This clearly happens when all signals
are at the same radius and that radius approaches zero. For n
receivers at radius € with € » o, (3) has the limit

=

= 2 SN

e

Thus, we see that

Maximum number of receivers < K/SN (7)

For example, if the spread spectrum factor K were 100 and the
required signal to noise power SN were 20, then at most, five
receivers could be simultaneously receiving correctly. This in-
dicates that the number of repeaters which can profitably be added
is small.

12.11
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Another factor affecting the uvtilization of multiple receivers
is the amount of traffic in the system. Suppose the gross traffic
including retransmissions is a Poisson Process with arrival rate
G per second. Then, the number of messages being received at a
given time to is simply the messages which arrived in the interval
(to-T, T) where T is the transmission time. The probability P (k)
of k active messages is then given by the Poisson distribution:

k _-GT
P(GT;k) = €T € = L (8)
k!
We define
k
Q(GT;k) = )} P(GT;i)

i=o

For an M-receiver system, a new arrival at r=o will be
received if less than M messages arrive in the previous T seconds
(although sometimes a receivei will be free even if M or more
arrived in the interval); thus,

q(0) 2 Q(GT, M-1).
Similarly for K+« we have

q(r) = g 2 Q(GT, M-1).

We do not know G but we can define G to be the solution of
S =G Q(GT, M-1)

in the case K+» and g(o) 2 in general.

Ol
"

yieiding the bound

ol jn
l|»
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To gec an upper bound, we consider a hypothetical system
with perfect capture in which messages turn themselves off if
they do not capture a receiver. In other words, a message is
received correctly if and only if there are less than M receivers
which are in the process of correctly receiving a message. For
such a systenm,

a(r) = 3 =0 (ST, M-1)
where we assume the packets received correctly follow a Poisson
process with arrival rate S. Since messages do not turn them-
selves off, our performance is worse and for real systems we
have,

a(r) £ qQ(st, M-1) (9)

For M=l we obtain,

q(r) S ST (10)

Since a finite K will only make the system behave still worse,
(9) and (10) also hold for finite K.

It is important to note that almost ail these results depend
on the processes involved being Poisson. There are three processes
of interest the arrivals to the system, the starting times of
first transmissions and retransmissions, and the starting times
of successful transmissions. The first and third processes have
arrival rates S in equilibrium while the second process has rate
G. It is reasonable to assume the first process is Poisson, and
by being sufficiently clever with the retransmission scheme used,
the second proress can probably be made Poisson to an arbitrarily
close approximation, but there is no way the third process can be
Poisson. ror example, the probability of M+l successful receptions
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starting in an interval of length T is zero for the third process
and positive for a Poisson process. The Poisson appcoximation has
been shown to be accurate for lower traffic rates and one receiv-r
but for the high traffic rates examined here and with multiple
receivers discrepancies can be expected.

For example, safer bounds for (9) and (10) respectively

might be,

(9*) q(r) S QUST, M-1)
Q(ST, M)
and for M=1
(10") q(r) & —L1—
1l + 8T

In the simulations of the next section only the second process

is assumed Poisson.
Now let us summarize our knowledge. 1In general we have:

: = SElSS S
(1) q(rl) = q(rz) for o=r; rz—l
(ii) e-2G Tz _-2GT s g(r) for 0Sr31 where Gu satisfies
_ -G
S = Gue u
S (iii) q(r) = e 26T £or T<r<l where T = —.L—-g- 1/a
+ ==
K

(iv) q(r) = Q(ST, M-1)

(v) qo) 2 where G satisfies S = GQ(GT, M-1)

(3110}

12.14
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(vi) gq(o) = if K+» and q(o) 2 for finite K.
1+G l1+4
(vii) qlo} £ 1 - (1-e7°T)

Finally, the maximum number of receivers which can be
correctly receiving m~2ssages at the same time is less than or
equal to K/M.
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4. A SIMULATION APPROACH
Simulation was resorted to in order to verify the relations

derived in Section III and to estimate more detailed attributes
of the system in particular to estimate G which is required for
several of the estimates in Section III. Details of the simulation
method are given in the Appendix. Ir general, the estimates of
G were quite stable, with apparent accuracies of better than 1%.
The functional form of g(r) was not as successfully simulated;
however, the simulations were consistent with the approximations
and bounds of Section III within sampling error.

The nominal system simulated had § = .1, SN = 20, K = 100,
M =1, and a = 2; T was everywhere taken to be 1. Table 1
summarizes the systems simulated. Figures 1l - 7 are gq(r) curves
for the first seven systems simulated. Figure 8 shows the change
in g(r) obtained by adding a second receiver (Systems 2 and 10);
changes for adding more than one receiver were negligible in all
cases. Figure 9 illustrates the deperdence of G on K for fixed
S; while Figure 10 shows the relation between G and S for K = 100
and K = 1000.

12.16
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5. APPENDIX: METHOD OF SIMULATION
The radius from the station (R=o0) to R=1l is divided into

ND intervals. Associated with each interval, I, is a ring of

width 1/ND and area 2 1 I/ND. Thus, each ring is assigned a weight
(proportional to radius) of arrivals in an array RDN, so that

the arrival rate in the ring is RDN(I)* SIGMA; Q(I) is the current

h

estimate of the probability a transmission from the It ring is

successful. RDL(I) is defined proporticnal to RDN(I)/Q(I), so
that the estimated arrival plus retransmission rate in the Ith
interval is RDL(I) * GAMMA, where SIGMA-S and GAMMA.G.

Initially, we take GAMMA = SIGMA and RDL = RDN. The general
step 1s to generate NS Poisson arrivals with arrival rate GAMMA.
The transmissions are assign?d radii according to the distribution
RDL and the corresponding signal powers calculated in an array S.
In an array ST, the instantaneous power is calculated for each
time at which a transmission is initiated. Finally, in an array
SMX the maximum power over the T seconds subsequent to each start
of transmission is calculated.

To calculate the number of successful transmissicns, the
transmissions are considered in order. An indicator keeps track
of how many receivers are busy. .or a given transmission, the
program first determines which interval from 1 to ND the trans-
mission originates from; if it is in the Ith for example, then
RBX(I) is bumped. Then the program makes the following tests to

sce if the transmission is successful:

1. Using the ST array, the program determines if

the receiver can hear the beginning of the transmission.
If so we go to Step 2. If not, we go on to the next
transndission.
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2 Is a receiver free? If one isn't, qo on to
the next transmission; if one is, mark the receiver
busy for the next T seconds and go on to Step 3.

3. Can the entire transmission get through without
being drowned out by subsequent competing transmissions?
This is determined using the array SMX. If this test

i5 passed, the transmission is assumed successful and

a counter SBX(I) is bumped.

after all the transmissions are processed, and improved

estimate for Q(I) given by

Q(I) = SBX(I)/RBX(I) (A.1)

is ubtained and this is repeated several times until the distri-

bution setties down. It turns out that this process was very

unstable, at least in the estimate for Q(I). The estirates for |
GAMMA were quite easy to obtain and reliable, but there were rather

wide fluctuations in the Q(I) between iterations or when using |
different seeds for the random number generator. The reason is

apparently because the power for originations near the origin

become unboundedly large and hence have disproportionate influence,

while the number of such events is quite small so the resulting

variance is rather large. This was ameliorated to scme extent by

using exponential smoothing; that is, replacing (A.l) with

Q(I) : = RLX * Q(I) + {(1-RLX) SBX{(I)/RBX(I) where
O < RLX < L.
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CHAPTER 13

PACKET DATA COMMUNICATIONS ON MATV AND CATV SYSTEMS: A FEASIBILITY STUDY

1. INTRODUCTION

In 1970, the ARPA network was still written about in terms
of goals to be reached.

"For many years, small groups of computers have
been interconnected in various ways. Only re-
cently, however, has the interaction of computers
and communications become an important topic in
its own right. 1In 1968, after considerable pre-

' liminary investigation and discussion, the
Advanced Research Projects Agency of the Depart-
ment of Defense (ARPA) embarked on the implemen-
tation of a new kind of nationwide computer in-
terconnection known as the ARPA Network. This
network will initially interconnect many dis-
similar computers at ten ARPA-supported research
centers with 50-kilobit common-carrier circuits.
The network may be extended to include many
ather locations and circuits of higher bandwidth.
The primary goal of the ARPA project is to
permit persons and programs at one research
center to access data and use interactively pro-
grams that exist and run in other computers of
the network. This goal may represent a major
step down the path taken by computer time-sharing,
in the sense that the computer resources of the
various research centers are thus pooled and
directly accessible to the entire community of
network participants."” [F.E. Heart, et.al., 1970]

Now these goals have been completely achieved with even
further developments largely colidified. For example, TIPS

(Terminal Interface Processors) to connect terminals to the ARPANET

i are a reality as are VDH (Very Distant Host) connections. 1In fact,
- ! in 1972 the result of the ARPA network development led to the con-

clusive statement that its performance is superior to other existing

i

methods- Extensions to persorzl hand held radio terminals, are

in the offing using a random access mode as hegun in the University
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of Hawaii. The merits of the ALOHA packet mode have been thoroughly
investigated with a conclusion:

"...packet technology is far superior to circuit

technology, even on the simplest radio transmission

level, so long as the ratio of peak bandwidth to

average bandwidth is large. Most likely, the only

feasible way to design a useful and economically

attractive personal terminal is through some type

of packet communication technology. Otherwise

one is restricted to uselessly small numbers of

terminals on one channel. This result may also

apply to many other important developments, only

to be discovered as the technology of packet

communication is further developed." [Roberts, 72]

Both as an adjunct to the interactive packet radio mode and
&s an extension of the ARPANET, this report describes the use of MATV
and CATV coaxial cable systems for local distribution of packet

data.

We first explain the need for a local distribution medium
such as an MATV and CATV System, to augment a packet radio system
in urban and suburban areas. We next investigate the properties
of the coaxial cable systems in order to evaluate their data
handling capability. To demonstrate the validity of our conclu-
sions, actual designs are discussed for the existing CATV system
in the Metropolitan Boston area. Specifications are given for
all required digital equipment, and finally, test procedures are
given. The overall conclusion of the study is that MATV and CATV
interactive packet systems would form an excellent local distri-

bution medium,
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2. THE IN-BUILDING PROBLEM

In urban areas two difficulties impede the reception of radio
signals in buildings:

1. The attenuation of signals in passing through
building walls; and

2. The reception of multipath signals due to re-
flections off buildings.

In a study of the in-building reception problem, C. H. Vandament
of Collins Radio concludes,

"...signal strength environment on a city street
will probably need to be 25 to 30 db higher than
that previously considered if direct radiation into
buildings is to be considered (i.e. no building
distribution system employing amplification).

This is quite unattractive since this implies
either excessive transmit power and/or quite

close repeater spacing." [Vandament, 1973]

Both of these problems can be av»yided while still retaining
the main idea of using ALOHA random access multiplexing. fnstead
of operating in an over-the-air broadcas*t transmission mode, data
can be sent over the existing wideband coaxial cable facilities of
master antenna (MATV) and cable television (CATV) systems. Recent
FCC rulings require that all new CATV systems have two way capability.
penetrations of 40-60% of U.S. homes is projected by the end of the
decade [Sloan, 1971]. Moreover, most of the major new office
buildings will have wide-band communication channels built in. For
example, in the New York World Trade Center, there is a system of
switched wideband comminication channels. The user can select
60KHz audio channels or 15 MHz video channels and has an individual
wideband cable connection to the central switch [Friedlander, 1972].
By 1980, "the wired city" will be close to reality.

Vandament, after considering radiation, telephone wires, power
cables, and other special wiring schemes for the in-building pro-
blem, comes to a similar conclusion regarding the merits of coaxial
cable transmission:

"...Every building will require some analysis
to determine which technique is required to
deliver a useable signal to a terminal inside.
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If the building has windows and is relatively
close to a system repeater, no special techniques
will be required. At greater distances, a
simple repeater with directional antennas
focused on specific buildings will deliver

the signals to interior users by radiation.
Buildings which are effectively shielded

must have a simple, dedicated repeater to
receive a signal and pipe it into the building
over conductors of one type or another...High
grade coaxial cables solve that problem nicely,
but this answer would probably be prohibitively
expensive for the packet radio scenario of
general distribution throughout every impor-
tant building in the U.S. ...Where such cables
exist, they do offer an attractive solution to
the in-building distribution problem."
[vandament, 1973]

In the next five sections, we will show the technical merits
of MATV systems for solution of the in-building problem and

CATV systems for local distribution in high density suburban and
urban areas. To do this, we first describe the properties of
typical modem MATV and CATV systems in Sections 3 and 4 respectively.

iR
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3. A TYPICAL MATV SYSTEM

A master antenna television system as shown in Figure 3.1 serves
a concentratiorn. of television sets such as in an apartment buiid-
ing, hotel, or motel. The main purpose of the MATV system, as

CH.I CH.5 CH.10 cH.3
OO\
o - N \

="

4-WAY HYBRID

USED AS A COMBINER

PREANPLIFIER

ANPLIFIER

SPLITIER =

|

e e e
UP TO 100 OUTLETS

Figure 3.1 Typical Hotel or Apartment Building MATV System

shown in Figures 3.2, 3.3, 3.4, is tc provide a usable signal to
a large number of television sets fed by a local distribution net-
work.

A number of television sets connected to the same antenna
system without a signal amplifier would not provide any of the sets
with a strong enough signal te produce good pictures. An all-channel
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BALUN
WALL OUTLETS
AMPLIFIER SPLITTER
S

Figure 3.2 Typical Motel MATV System

e

AMPLIFIER

] L
! 300~ OHM
TWIN (EAD

—

-]l

] ) &&}

L AN

Figure 3.3 Typical Home MATV S’stem

master antenna amplifier is connected to one antenna (sometimes
more) which provides across-the-band amplification of all tele-
vision signals in the VHF band and the f-m broadcast band.

Some MATV systems employ more than one amplifier. A separate
single-channel amplifier may be used as shown in Figure 3.5, to
provide greater amplification of a single channel. Generally,

a separate antenna is used with a single-channel amplifier.

13..6
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Figure 3.4 MATV System for Muu‘iple Dwelling

For reception of UHF television stations, a UHF-to-VHF
translator is required.

BROADBAND SINGLL

CHANZEL
AMPLIFIER AMPLIFIER

4

2 v
CONTROL

COUPLER

TO LISTRIBUTION
NETWORK

Figure 3.5

Use of Single Channel and Broadband Amplifiers for
Receiving Distant Stations

For MATV systems with more than 100 outlets, further am-

plification may be required, and in a large office building

cascades of two or three amplifiers might be expected. Never-~
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theless, compared to CATV systems - to be described in the next
section - modern MATV systems are relatively uncomplicated media
for data transmission. Signal to noise ratios of better than

43 db are reasonable; there are few environmental problems, since
the system is i - oors; there is minimal temperature variation;
and amplifier cascades are low since the wide band capabilities
of 0.5 inch coaxial cable are used. In a CATV system, the signal
at the building is received from a cable distribution system
rather than frowm antennas. However, the in-building part of the
system is essentially unchanged from that used for an MATV system.
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4. A TYPICAL CATV SYSTEM

CATV systems are an historical outgrowth of MATV and com-
munlty antenna telesvision systems. CATV systems perform roughly
the same function for an entire town that a MATV system performs
for a building, namely the distribution of TV singals to many
terminals from a central reception area. Although the basic
engineering strategies are the same for MATV and CATV systems,
the CATV system is different in one crucial aspect; since it is
larger, as many as thirty amplifiers may have to be cascaded to
deliver a TV signal to the most distant terminal in the system.
Therefore, the system design requirements are stringent; wvery high
quality amplifiers and off the air reception equipment are essentiai.
In order to motivate our proposal of data options and techniques
-or CATV systems, a detailed description of these systems is in
order.

CATV systems in the U.S.A. are almost universally tree
structured networks of coaxial cabl=ss installed for the distribu-
tion of broadcast type television signals from a central receiving
station, called the "head end," to home type television receivers.

Dif ferent television signals, which may be received at a central

site or relayed over long distances by microwave systems, are
processed at the head end and frequency division multiplexed onto
coaxial cable for distribution. Coaxial cables now in use are
universally 75 ohm inpedance types, usually of seamless aluminum
sheathed construction, foam polyethylene dielectric, and solid

copper or coppar clad aluminum center conductor. The coaxial cables
range in size from 0.75 inch outer diameter for "main trunk cables,"
through 0.5 inch size down to a 0.412 inch size for “local distri-
bution." The service drop lines tu the houses are usually flexible
cables of about 0.25 inch diameter. The useful frequency range in-
cludes the VHF television band, 54-~216 MHz, and broadband transistor-
ized amplifiers are installed with equalizers to compensate for cable

losses. Practical systems are aligned to be unity gain networks
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with amplifiers spaced about 20 db at the highest transmitted
frequency.

Cable losses range from about 1 db/100' at 220 MHz for the
0.75 inch size cable to about 5 db/100' for the flexible service
drop cables. Power division at multiple cable junctions and taps
into subscribers' homes are accomplished through hybrid and direc-
tional couplers. All system components are carefully matched to
75 ohms to minimize internal signal reflections within the system.

System amplifiers are subject to rigorous linearity specifi-
cations. Amplifier overloads manifest themselves as cross-modula-
tions between chenr~ls and as undesired second and third order
intermodulation and harmonic products. Amplifier operating levels
are bounded on the lower side by system signal to noise ratio ob-
jectives which are about 40 db over a 4 MHz band for reasonable
acceptable performance as a television distribution system. A
typical system will have amplifier inputs at about +10 dbmv and
outputs at abouc +30 dbmv. System operating levels are controlled
by automatic gain control circuits driven by pilot carriers and

thermal compensation devices.

More recent cable systems have been built using a "hub"
principal in which tree structured networks originate from a number
of "hubs" throughout the community serviced (see Figure 4.1). The
"hubs" may contain equipment for more elaborate control of signal
levels and it may be possible to perform some special switching
functions such as the interconnection of sub-trunks for special
purposes.

hub

i

Figure 4.1 Hub System
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Two-Way CATV Configurations:

FCC regulations now require that new CATV systems must have
two-way capability. Practically speaking, this does not mean that
all new systems are two-way systems, but rather that amplifier
units are installed with forward amplifier modules in place and with
distances between amplifiers constrained so that at some future date
reverse amplifier modules can be installed for two-way operation.
However, a number of actual fullytwo-way systems are presently being
built and the number is increasing rapidly. Most present two-way
systems use the configuration in Figure 4.2. Filters at each end
of the station separate low (L) and high (H) frequencies an¢ direct
them to amplifiers usually referred to as "downstream" from the
head end and "upstream" toward the head end.

A number of possible "two-way" configurations are shown in
Figures 4.2, 4.3, and 4.4 [Jerrold, 19711. The final choice between
single cable/two-way, multi-cable ‘two-way, and multi-cable without
two-way filters will probably be made on the basis of marketing
opportunities for special services.

There are no government regulations '.s to minimum specifica-
tions for a system. Hence, we will base cur discussion on the
characteristics of a repr:-entative two-way system, the Boston
complex. This system is being built in about 10 stages, one nf
which is already installed and the final phase of which is to be
completed within a year. At its completion, Boston will be one of
the largest systems in existence in the U.S. The Boston system uses
the "feederbacker" configuration shown in Figure 4.4 with the fre-

quencies assigned to the upstream and downstrzam paths specifically
indicated.

Data transmission on CATV systems will generally have to be
fitted into space not being used to TV channels or for pilot fre-
gquencies. Hence, it is best to first describe the frequency allo-

cation for video signals. TV channels are allocated six Megahertz
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FIGURE 4.2

FIGURE 4.3 Two-way CATV Repeater (with feeders).
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FIGURE 4.4 Dual Trunk/Single Feeder Station (Boston Configuration)
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bandwiths. Broadcasted TV chann:zls are in the Lo-VHF ranage 54
MHz-88MHz, the Hi-VHF range 174 MHz2-216 MHz, and the UHF range
470 MHz-890MHz. The TV frequency allocations on :able are
different. They partition the 54-3C0 MHzspectrum a- follcws:

Svb-VHF 5-5. ¥Hz
Lo-VHF 54-88 MHz
Mid-band 88-174 MHz
Hi-VHF 174-216 MHz

Super-band 216-300 MHz

There is still discussion going on as to whether the mid-band
cshould be used within a cable system because of danger of interfer-
ence to aircraft navigation in case of signal leakage out of the
cable. Data might be squeezed into bands not used by TV signals.
Some space is available below Channel 2 at 48-54 MHz. The space
between Channel 4 and Channel 5 (72-76 Mhz) might be used for low
level data signals. High signal levels in this area could cause

harmful picture interference on some TV sets.

A more likely situa*ion is that two 6 MHz video channels - one
upstream and cne downstream - would be set aside for datz trans-
mission. The simple fact is that 2] to 30 chann2ls are available cn
a single cable system and 42 to 60 channels on a dual cable system.

These channels have not all yet been pre-empted by v.leo transmissioan.
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5. DATA OPTIONS ON MATV AND CATV SYSTEMS

Pased on the details of MATV and CATV systems, we can demon-
strate the merits of in-building and local distribution on MATV and
CATV systems and describe detailed data options for experimentation
and practical implementatior..

Most two-way systems are being developed with an upstream
channel designed to permit input from virtually any location in
tihe network. The result is a large number of noise sources being
fed upstream toward a common source. Individual cable television
amplifiers usually have a noise figure of about 10db for a 6 MHz
channel. Cascading amplifiers can increase effective system noise
figure by 30db or more. Nevertheless, we shall see that gystem
specifications on signal-to-noise ratio for CATV systems are
stringent enough so that packets can be sent with existing analog
repeaters, and no digital repeaters, such that bit rate error
probabilities are regligib.e,.

For example, in Boston the worst signal-to-thermal noise ratio
is limited to 43db and the worst cross-modulation to signal ratio
is limited to -47db. System operators may want to limit data
channel carriers to a level of 10 to 20db below TV operating
levels in order to minimize additional loading due to the data
channel carriers [Switzer, 1972]. The cable operator, at least
for the time being, :s making his living by providing a maXimum
number of downstream television channels and will accept data
channels only on a non-interfering basis.

Accepting these restrictions, in the worst case, we would be
limited to 23db signal to thermal noise ratio and ~27db cross-
modulation to signal ratio. Let us consider both of these sets
or restrictions to determine the resulting CATV system performance
for random access packet transmission.

Firom the calculations in Appendix A, we hate the error rates
shown in Tabl= 5.1. The calculations are performed for a FSK
system with incoherent detection to determine a lower bound for

system performance.

13.14
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TABLE 5.1
ERROR RATES FOR FSK

System Type of T
Labe). | Specification | (Ne/S) | (S/N.) | m Pe
A Boston S = 43db | 2 =5,148_ -2,239
on Specs. 47db | 12e ~ 1/2 x10 “*
-571 -248
B Boston Specs. -47db 43db | 4 |34e X 3/4 x10
c | Boston Specs. | -47db { 43db | 8 |7/8e 1%y 7/8x107%°
Boston Specs. 2 =51 =22
-27db 23db 1l 22 0
D - degraded by L TS
20db

It is well known that for effecti- signal-to-noise ratios
above 20db there is a threshold effect for error probabilities.
This is born out by the negligible error rates in Table 5.1. Even
for the degraded specifications the error rate is low enough for
the most stringent practical data requirements.

At a rate of 10® pulses/second the FSK signal will occupy the
6MHz bandwidth [Switzer, 1972] with negligible intermodulation into
TV channels [Schwartz et al., 1966].

In Figure 5.1 we plot the maximum number of active terminals
for the systems in Table 5.1 as calculated in Appendix B. The

curves labeled A,B,C, and D correspond to the slotted systems in

Table 5.1 labe? ' B,C, and D. The lines labeled A',B',C', and
D', are for t. - .~sponding unslotted systems.
We can now . :...ne Figure 5.1 to determine system performance

under some typical data transmission requirements. For a data rate
of 40 bits/second per terminals, a single trunk can handle 900 ter-
minals with a slotted ALOHA system (1 Megabit/sec) with an error

rate of 10'-22
average number of TV sets per trunk in Boston is approximately

at a signal to noise ratio degraded by 20db. The
27,000. Hence, the simplest modulctinn scheme will handle cre thiid

of all terminals in Boston as active terminals. At 100Kbits/second,
tne system will handle 900 active terminals.
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We will also consider the introduction of a number of basic data
processing options into the CATV system in order to make our data
transmission system adaptable to a variety of traffic requirements
while satisfying the system constraints,

We will use the terminology of the cable TV industry in des-
cribing the direciton of signal flow. Signals traveling from the
head end toward terminals will be said to be directed in the "for-
ward" direction on a "forward" link and signals traveling from
terminals toward the head end will be said to be directed in a
"reverse" direction on a "reverse" link. A convenient synorym £ux
"forward" will be "downstream", and for "reverse", will be ‘up-
stream”". To install the device to be described ir. the forwcrd and
reverse channels simple diplex and triplex filters can be used. More
detailed specifications for the filters and the data devices are given

in Appendix E.
CARRIER FREQUENCY CONVERSION:

In the simplest version of a data system, two carrier frequericies

are used; one for forward transmission from the head end to the termin~
als, and one for reverse transmission from the terminals to head end.

Let us call these angqular frequencies We and W, respectively. The next
simplest option is to use frequency converters at a small selected set

of points in the system. 1In the forward direction, the converter con-

verts from w'f to we and in the reverse direction, it converts from w

to w'r. The net result is that the terminals still receive and transmit

at the frequencies We and Wy However, in the trunk between the con-

rl

verters and the head end, there are four frequencies in use, wr, w'
wf and w'f so that in these trunks twice the traffic can he handled.
The converter and the other devices to he described in this
section are shown schematically in Figqure 5.2.

The advantages of this scheme are:
a) All terminals ar= identical.

b) The converters also act as digital repeaters to
reshape signals.

c) The capacity of the system is increased since two
channels are available in each direction.
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ROUTING:

In the interactive packet system, there is no requirement for
routing since the basic premise is that all receivers listen to all
messages that reach them and merely select the ones addressed to
them. Nevertheless, we will consider the addition of some primitive
low cost routing schemes to study their effect on system capacity.

In the central transmission mode there is routing needed in
the reverse direction since all messages reach the head end along the
unique paths from the originating terminal. 1In the forward direction
the signals at frequency w'f are blocked by filters at the converters
and yields a simple form of routing.

In fact, av any section of trunk not requiring signals at '
filters ca- be (3dded to block w'f. Adding these filters does not

3

increase system capacity but may be useful if the frequency w'f can
be used for local signaling when not being used for data transmission.
At any junction containing a converter, digital routers must

be added to send messag2s at we down the trunk to which they are

addressed rather than all trunks. Such a router may be added at any

other point in the system as well. This is called "forward routing"

and can increase syste capacity. Forward routing requires a digital
router which can read and interpret message addresses.

Let us now consider these system options in the presence of
local traffic. The option of frequency conversion is unaffected
and performgin exactly the same manner as in the central transmission
mode. However, an extra routing option is available for local trans-

mission. In particular, if two terminals are on the same trunk, then

the message between them can be intercepted and routed at a routing
station rather than travel all the way to the head end. Such routing

is_called "local routing". Local routing reduces the traffic on the
main trunk.
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COMPRESSION:
As the next more complicated option, the data rate as well as

the carrier frequency is changed at a converter, 1.e., a com-
pressor can be used. The advantages of this arrangement are:
A. All terminals operate at low data rate.

B. On heavily used lines near the head end a higher
data rate, say one megabit/second, can he used to
increase the number of potential active users or
decrease the delay.

C. Even though a section of the trunk can carry high
data rate traffic at carrier frequencies w'r anand w'f

other users can still use the system at the low data
rates at W and Wee Thus, the number of compressors

required is smali.

D. At the low data rate, signal distcrtion is kept to
! a minimum,

CONCENTRATION:
| Finally, the compressor at junctions may be replaced by a

concentrator. That is, messages arriving simultaneously on two

or more links in the reverse direciton are buffered and sent out
sequentially at the higher data rate. This essentially makes the
system downstream from the concentrator appear to operate at the
higher data rate and hence increases the system capacity even further.
With the use of converters, compressors , concentrators and
routers, we have a highly flexible interactive packet data system
which obviously meets most of the system requirements of capatibility

with the CATV system, the packet radio system and the population.

In particular, the system has the following characteristics:

A, The number of active users that may have access to the
system can be readily controlled by varying the number of
converters, compressors , concentrators and routers.

4 B. The transmission rates at every terminal are at the
« low data rate of 100 kilobits/second,

C. Terminal equipment is inexpensive because modulation
takes place at the low data rate.

y D. All terminals receive and transmit at the same fregquencies
and data rates.

13.20
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FREQUENCY DIVISIOK MULTIPLEXING:

In case the data rate is limited by the head end mini-computer,

an available option is to frequency division multiplex several
100Kbits/sec. channels,each of which is processed by a separate head
end mini-computer.

The assignment of these options in an optimal fashion requires
detailed expressions for the traffic in the links. Formulae for the
traffic are given in Appendix C and are used to give an augmented
design for the Boston system in Appendix D.
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6. FUNCTION OF EXPERIMENTAL DIGITAL SYSTEM DESIGN

The previous considerations indicate the desirahility of
developing a system of MATV and/or CATV lines for inter- and
intrabuilding comrunication to and from packet data terminals.
A picture of the system is shown in Figure 6.1.

In order to communicate through the cable system, each
terminal will be connected to an interface and modem. A minicom-
puter will be connected to the cable system at its head end by
means of a similar modem and modem-to-computer inter face. The

minicomputer is used as a test device to:

A. Receive and generate basic traffic to establish the

viability of the system configuration.

B. Provide message loading to determine limits of system

performance.

C. Demonstrate the functional capabilities required for

the head end processor.

D. Determine the performance required to communicate with

external facilities.
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7. SYSTEM CONSTRAINTS

In specifying hardware, a dominant consideration ic the fact
that the interactive packet cable transmission system must inter-
face with a CATV system and a packet radio transmission system, among
others, and an existing population of unsophisticated users. Thus,
any hardware innovation must satisfy the following three classes
of system constraints.

Interface With CATV System:

Two Way Options:

The data transmission system must be readily adaptable to a

wide variety of existing CATV system designs and two-way options.

Data Rates:

The data signals must not cause visible interference with

video signals.

Installation:

If auxiliary data equipment is to be added to the CATV system, ‘

it must satisfy the following requirements:

e It can be installed with only minor changes
in the CATV system.

e It need be installed in only a small number
of locations.

e It can be installed rapidly in early hours of
the mornirg to prevent interference with TV
| service.

Low Cost:

To maximize the marginal utility of data djistribution over
the CATV system, any equipment introduced must lie inexpensive.
Depending upon the data rates and bandwidths involved, the radio
and CATV systems can be arranged to share sone modules, at the

ﬁ baseband or IF frequency range.
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Intertace With Population:

Population Density Variations:

Standard transmission configuration options must be avail-
able for systems of various sizes, population densities and percent
of active users. Because of the huge number of potential users,
all terminal equipment must be simple and inexpensive.

Unsophisticated Users:

To minimize user interaction with the system operating mode,
all terminal equipment must be the same for each location; it must
use the same frequencies and data rstes; and it must have no op-
tions for equipment modification by the user.
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8. COMPONERTS OF EXPERIMENTAL SYSTEM

With the overall system plan described in Section 6 and the
specifications described in Section 7, we can now develop a de-
f.ailed description of each system corwoanent. These components
are examined in depth since the system under consideration must
be compatible with both CA7¢ and data transmission technologies.
Systems similar to the one propos=d have never been designed or
built. Hence, major system components must be designed to esta-
blish the difficulty of meeting technical requirements and to
ultimately establish a cost for each component.

A fature report will study in detail the cost/performance
tradeoffs of this system versus other lccal transmission methods
involving other technologies such as packet radio, puiled multi-

drop lines, dial up, and other communication techniques.
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8.1 MATV AND CATV SY¥=,MS

The digital MATV and CATV study should be carried out in

two phases.

Phase one will develop data transmission techniques

for a locally built MATV system. In the second phase, this tech-

nology will be transferred tc an existing CATV system. The

advantages ¢l this mode of operation are the following:

The MATV system will be local and hence
there would be no initial problems of
equipment transportation.

There are no initial restrictions on TV
interference or picture quality.

There are no initial restrictions on
carrier frequency or bandwidth.

The initial system can be varied in
structure and performance to approxi-
mate the degradation in any CATV
system,

A final advantage of performing the
tests on high quality, well built MATV
system is that it would completely

prove out the viability of using MATV
systems to solve the in-building dis-
tribution problem. Although MATV equip-
ment is generally poorer quality than
CATV systems, there should be only minor
technical problems with the local MATV
system since cascades are low and envir-
onmental conditions are good. The local
system will also provide a standard to
which older, poorly built MATV systems
must be raised for data transmission
capabilities.

The MATV system should meet the following specifications:

The system will have a separate antenna
and pre-amplifier for each channel, so

the levels for each channel can be con-
trolled independently.
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® All available off-the-air channels will
be received.

® The system will cover the full VHF and
UHF range.

® The head end amplifiers will be driven
at full output capability of about
55 dbmV in oraer to test significant
noise and cros:c modulation figures.

® The system will be two-way so that at
any tap a signal modulated by digital
data can be inserted and received at
any other tap. This will be done by
feeding the signal bact to the head end
and redistributing it :hrough an ampli-
fier after conversion.

@ The system will contain at least one
extender amplifier on a leg of at least
1500 feet to simulate paths in a large
building.
® The system will contain converters so
that signals can be converted from a
sub-VHF channel to a mid band channel.
A block diagram for the system is shown in Figure 8.1.1 and
a bill of materials using Jerrold equipment is given in Table 8.1.1.
Once the equipment and techniques are perfected for the MATV
data system, they must be tested and modified under environmental
operating conditions on an actual CATV system. CATV systems use
much higher quality equipment than do MATV systems, but have much
longer cascades. Since the test CATV system should be an operating
system, there will be certain restrictions on test operations.
The requirements on the data transmission are as follows:
® The data signal bandwidth be limited to
an available 6 MHZ TV channel. The
Placement of the signal is still being
investigated. 1If operation were to be

at 70 MHZ, the 4 MHZ guard band between
70 and 74 MHZ could be used.

13.28
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® The data signal must not yield visible
interference with TV service. A reason-
able guarantee is achieved if the data
signal is kept 20 db below the video
transmission.
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MATV SYSTEM BILL OF MATERIALS

QUANTITY JERROLD CATALOG NUMBER

4 J-Series
J-Series
J-275

TPR

TPR (1443, 3968)
PPS-8A
THPM

UcCa

TLB-2
THB-2
SCON-Sub-V
1597

15928
LHS-76
FCO-320
.’C047
1596A
UT-82
SPS-30/60A

(LS IR G, B - BV Y, |

(-
[ B o B o S T S I B 2L B OSTR ¥ ) B =]

W
[l *]

SLE-300-2W
4000 ft. JA-500-cc-J

DESCRIPTION
Lo band VHF antenna
Hi ‘band VHF antenna
UHF antenna

VHF preamplifiers

UHF preamplifier

preamplifier power supply

VHF amplifier

UF amplifier

trap filter

trap filter

subchannel to VHF converter
four-way solitter, UHF/VHF
two-way splitter, VHF

VHF multiplexer

UHF/VHF multiplexer
subchannel - VHF, multiplexer
two-way splitter, VHF/UHF
Subscriber taps

power supply

rack and miscellaneous hardware
CATV exterder amplifier

5 inch coaxial cable

TABLE 8.1.1

13531
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8.2 TERMINAL INTERFACE

A. The interface can use a non-slotted ALOHA random
access mode. The first transmission, as well as subsequent

retransmissions, will be randomized over time.

B. The interface will transmit and receive data to a
suitable modem at a rate of 100K or 1M bits per second. Data will
be supplied to and received from the modem in bit serial form.

The interface will be able to provide crystal controlled clock
signals to the modem or utilize moaem provided clock signals along

with modem data.

C. The interface will provide and receive data for the
interactive terminal at the rate required by the particular ter-
minal. The :xact rate chosen will be selected from the rates given
below by means of simple plug changes or terminal block jumper
wiring at the interface unit. The data rates possible are:

110 bits per second
134.5 bits per second
150 bits per second
300 bits per second
600 bits per second
1200 bits per second
2400 bits per second

The terminal input and output rates shall be independently selec-
table. 1In addition, it should be possible to control the transfer
of data to and from the terminal by means of an externally supplied
clock signal(s) which is below 2400 bits per second.

D. The interface shall be capable of receiving or trans-
mitting 5, 6, 7, and 8 bit characters. The number of bits per
character shall be selectable independently for transmitter and
receiver by means of plugs or jumper straps within the interface.

13.32
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E. The interface shall be capable of transparently receiving
or transmitting all bits included in each character, including a

parity bit, independent.y for transmitter and receiver.

F. The following formats will be used for the TV/Terminal
system:
1, Data Packets

HEADER 'L TEXT CHECKSUM

2. Acknowledge Packets

HEADER CHECKSUM

The format within the header will be as follows:

MESSAGE TERMINAL

DEST. I.D. SOURCE I.D. CONTROL CODES NUMBER RCVR RATE

40 bits 40 bits 8 bits 4 bits 4 bits

The field sizes are chosen to allow expansion to a reasonable num-
ber of terminal interfaces on a given TV system, and to provide

sufficient control codes for system operation.

There are three possible means of identifying source and des-
tination in the TV/Terminal Inter‘ace.

A. "Log in" to the interface via the terminal and establish
the ID codes which the interface then uses in <ach header.

B. Use short, hard wired (or switch selectable) interface
ID codes for header information. The user of the terminal
"logs in" to the head end to identify fully.

C. Use fuli switch selectable ID codes on the interface
into which the user sets his ID number. A likely choice is
a Social Security number of 9 4-bit digits. No further
identification of the user is required to the head end.

The first alternative is unattractive hecause the implementation
of a dialogue capability between the terminal and the interface will
be more costly and complicated than is warranted. A hardware design

which allows (C), also allows (B) as an alternate later on with only
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software changes while the reverse is not true. For this reason,
the initial test interfaces will he built to allow insertion of a
36 bit (9 4-bit digits) ID code for source and destination. If at
a later date it is desired to use a log in procedure at the head

end, the switches will be used to set in a smaller interface ID

code.

Since there are boundaries at 8 and 16 bits due tc most mini-
computers which might be used at the head end of the CATV/MATV cystems,
initial choice of 40 bit fields for both source and destination ID's
is recommended. An 8 bit control code field should also be adequate.
The control coZe field will contain information such as message ID
and acknowledge bits. The total header lenath is then 96 hits or six
16 bit words.

G. The following description of the proposed operation of the
transmitter section cf the TV/Terminal interface assumes that the
terminal has not been operated with the interface prior *o this operation.

e The switches, jumpers, and plugs on or in the interface
should be set to conform to the parameters of the terminals.
This includes input and output data rates, character size, and

interfacing conventions such as EIA, current loop, etc.

2. The initial parameters which are required for
operation with a given head end computer are set in via
switches, plugs, or jumpers. These parameters include
source and destiration I.D. codes and special escape
characters which, upon receipt by the interface, cause
initiation of various functions (if any). As an example,
the character sequence which, when received from the
terminal, causes the interface to initiate message trans-

mission 1is one such parameter.

3. The terminal should be connected to the inter-
face and modem, and A.C. power should be applied to all

units.
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4. The terminal operatcr should compose the first
message and enter it on the terminal keyboard. The inter-
face will accept and buffer the message up to a maximum
number of characters. For interactive terminals, the
maximum number of chavracters will be 125, the maximum
line length. Depending on the terminal type and mode of
operation, the interface might provide data character
echoing to indicate correct message receipt to the
terminal operator.

5. Upon receipt of the escape character sequence

frem the terminal (line terminator such as carriage re-

turn, line feed, or a similar sequence), or upon filling
of the interface buffer, a transmission would be initiated
from the interface, and the message would be transmitted
at 100K or 1M bits per second. Upon transmission of the
message, a timer would be started to time out the reception
of an acknowledgement from the message destination.

The timer will serve two functions: (a) time out the

reception of an acknowledgement (of the transmitted message)
from the head end for retransmission by the terminal inter-
face, and (b) randomize the starting time for the retrans-
mission. The fixed minimum delay before acknowledgement
should be slightly greater than 14 milliseconds. The

exact number will be chosen later and will reflect the ease
of generation of the hardware,and be based on a multiple

of an available clock rate.

The random interval of delay with respect to the

starting time for the retransmission will vary from
0 to ® 5 full packet intervals (0 to * 64 milliseconds)
with an exact choice determined in the same manner as

for the fixed interval. The maximum random interval

ﬁ"‘ . . .
F will be divided into 1/2 millisecond sub-intervals as
‘ the various transmission starting times, corresponding

to 128 possible starting delays. If the timer runs out

= PO
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without the reception ot an acknowledgement, the message
is retransmitted. The transmitter retransmits a message
N times, where N is selected between 0 and 15 by means
of jumpers or a switch in the interface. If, after N
retransmissions, no acknowledgement has been received,

an indicator will be activated to nctify the terminal

operator of failure to communicate with the head end
computer.

There will be a "Packet Acknowledged" light on the
interface which allows the terminal operator to know if
the packet he last sent has been acknowledged and tells
him when he can start to send the next packet. In the
case of an unacknowledged packet, the interface will
refuse any new data from the terminal, and that state
may be cleared by pressing a "reset" button on the inter-

face.

! 6. As soon as an acknowledgement is received, the
local copy of the transmitted message may be released
and a new message accepted from the terminal for trans-
mission. With this type of operation, only one message
may be handed at a given time by the interface. Once a
given message has been accepted for transmission by an
interface, the terminal user must wait until either the
message is sent and acknowledged or the message is

cleared by the interface reset button.

7. A preliminary flow chart for operation of the

transmitter is shown in Figure 8.2.1.

H. The description of the proposed operation of the receiver

seccicn of the TV/Terminal interface assumes that the terminal has

not been operated with the interface prior to this operation.

1. The parameters of the terminal should be
set into the interface as in steps Gl, G2, and G3

T e R T ST O T T Giibks
¢ : 3 i sl

above.
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2. Upon detection of modulation on the TV
channel, the raw digital data will be passed through
the receiver and bit and character synchronization
will be obtained.

3. The header will be inspected to see for
which terminal the message is destined. If the message
is not for this terminal, it will be ignored.

4. If the message is destined for this terminal,
the checksum will be checked to insure that the message
is error free. If there are errors, the message will

be ignored.

S. If the checksum is valid, the header will be

inspected to see if the message indicates an acknowledge-
ment or other control function. If so, appropriate action
will be taken. For example, if the message is an acknow-
ledgement, the transmitter will be notified to drop the

copy of the last message sent and will be able to accept

a new message.

6. The message text will be received and stored in
a buffer in the interface, and if an acknowledgement is

required, the interface will transmit one to the message

= =y
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TV/TERMINAL INTERFACE

TRANSMITTER FLOW CHART

INITIALIZE POWER ON
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/% t NO
‘ INPUT
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] FIGURE 8.2,1
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source. The interface will sense when the terminal is
turned off, using the Data Terminal Ready (DTR) signal
and will reject all packets received for that terminal
during terminal power off conditions. The head end will
not send messages to the same terminal interface without
waiting a fixed "safety" period. The duration of this
safety period will be determined at the head end by the
specific terminal receiver data rate information which
is a part of the header of all packets which originate
from that terminal interface. The acknowledgemewt from
the terminal interface will be sent to the head ead
simultaneously with the sending of the message from the

interface to the terminal.

7. The number of the most -ecently received message
will be storcd in the interface logic to allow detection

of duplicate messages.

8. A preliminary flow chart of the operation of the
receiver is shown in Figure 8.2.2.

I. A Cyclic Redundant Code (CRC) checksum will be employed
the data for error control in the TV/Terminal system. The check-

on

sum for the messa.c text will be chosen to provide adeguxce undetected

error probability uader channel conditions which are expected to be

encountered in the TV system. The analysis and experience of the

Packet Radio and ALOHA systems will be used to pick the best checksum.
Fos hardware estimates, assume thx* the ARPANET type of 24 hit CRC

will be used in the TV/Terminal interface.
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E):

strizal Specifications

A. The interface shall be capable of being configured to
match & wide variety of terminal requirements. This flexibility
shall be provided either by having a set of the various possible
circuits required in each interface and selecting the pruper form
by jumpers of plugs, by having a set of sub-modules whicn can be
interchanged in a given interface to adoj.t to a particular termin-
al's requirements, or, ideally (but possibly quite difficult), by
having a single "universal" type of interface circuit which can
be easily adapted to each terminal requirement. The types of

requirements which can be expected are:

1. TTY (Current loop @ 20ma or 60ma)

2. EIA-RS-232 (Either full or partial depending
on the terminal)

3. CCITT (Either full or partial depending on
the terminal)

4. MIL STD 188B

5. Standard low level Signaling Interface
6. Specials

In all cases, the interface circuits should prevent or minimize
damage to either the interface or to the terminal under conditions
of short circuit, open circuit, or voltage or current transients.
State-of-the-art isolation techniques will be used, including op-

tically-coupled interface circuits and protective diodes on sensi-
tive elements.

B. The interface will be designed to match the choice of
modem. The same isolation and protective features used in the
connection of the interface to the terminal will be included in the
circuits which connect the interface to the modem.

C. The power supply and interface circuits will be housed
together. Input power requirements are:
1. 110 volts A.C.
2. 60 Hz, single phase

3. Estimated input power required less than
100 watts
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The power supplies will provide suitable voltages and currents for
the operation of all circuits and modules within the interface.
Standard modular off-the-shelf supplies will be used whenever possi-
ble. The interface will have a master power switch, power-on indi-
cator, adequate protective fusing, transmission and reception status

indicators, and a reset button.

D. The logical design of the interface will be realized using
standard integrated circuits and components. The possible use of
Large Scale Integration (LSI) logic modules, such as a microcomputers
and Read Only Memory (ROM), will be investigated. The characteristics
of available micrccomputers will he carefully studied and a choice will
be made based on the TV/Terminal interface requirements. At a later
date, for reasons of improved microcomputer components or desired
compatibility with other packet systems, a different microcomputer can
be selected and programmed to perform the same functions without major
hardware changes. The project will result in a reliable, cost effec-
tive inierface with sufficient flexibility to allow reasonable system

modifications during testing.
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Mechanical Specifications

A. The interface will be packaged in an enclosure which
is capable of standing alone. The estimated size of the interface
is approximately 19" wide, 20" deep, and 5" high. The interface
will have a 6' power cord and suitable connectors or terminal
strips to match the connections to the terminals and modem with
which the interface will operate. Sound construction practice will
be used throughout with an emphasis on ease of assembly and main-
tenance along with low cost. The estimated weight of the interface
is less than 30 pounds.

B. The front panel of the TV/Terminal interface will have a
power switch and whatever other switches and visual indicators are
required for operator assurance, such as power-on and incomplete
transmission. All cther switches, connectors, and seldom used
controls will be mounted in a conveniently accessible, yet protected,
fashion. Some connectors will be mounted on the rear panel of the
interface, while other controls and terminals will be accessible

only with a set of tools such as a screwdriver or key to open a

service access panel or to remove the protective cover(s).
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BLOCK DIAGRAM OF TERMINAL INTERFACE (FIGURE 8.2.3)

The cable modem data and control signals pass through appropriate
level-conversion logic on entering the terminal interface. Modem con-

trol signals and status signals are set or sensed hy the iicro computer

| program via paths in the micro computer I/0 multiplexer and controller.
All incoming data are passed through a data examination register where
special high speed character detection logic looks for synchronization
characters and enables the checksum verification logic upon synchron-
jzation. All synchronized data are stored automatically in a bigh speed
received packet buffer (First In, First Out - FIFO). Upon completion
of reception of a packet, the micro computer is interrupted and begins
to process the packet. The checksum is verified, and, if false, the
buffer is cleared, and the sync logic is reiritialized. If the
checksum is verified as true, the packet header is examined for des-
tination, and if no match is detected, the receiver section is rein-

itialized and the buffer is cleared.

If a destination match is detected, the appropriate acknowledge
and control information is stored in The Random Access Memor , (RAM),
and the data is enabled to pass on a byte basis to the Uni: .3l
Asynchronous Receiver - Transmitter, (UAR-T), which converts the par-
allel data bytes to serial asyvnchronous data at the terminal speed.

The data passes through appropriate terminal level conversion circuits

before leaving the interface. The terminal control and status sense

circuits are also connected to the micro computcr and the I/0O multi-

s S G A

plexer. The micro computer can insert or delete characters in the

actual data stream between the received packet buffer and the UAR-T,

as for example in the case of an acknowledge for a previously trans-
mitted message where no data would be passed to the terminal.

Data from the terminal is automatically stripped of start-stop
bits by another UAR-T and stored in byte format in the transmit packet

TN A e

(it e
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buffer. Upon detection of the terminal special end-of-line character
or on filling up a packet, the micro computer is interrupted and
attaches the header information to the data in the transmit packet
buffer. At the appropriate randomized time, the data is gated to

the output register and the checksum generation logic is enabled.

The information about the message for retransmission purposes is
stored in RAM and the message is recirculated in the transmit bhuffer
at the same time it is sent to the modem. The micro computer coutrols
the number and timing of retransmissions based on acknowledge infor-
mation from received packets. The crystal clock provides timing

pulses to all circuits as required.

13.45
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8.3 MODEMS

For initial experiments a 2-phase differential phase shift

keyed (DPSK), coherently detected signal with a 100 kilobit data
rate is adequate. This selection of parameters enables the use of
much off-the-shelf equipment while still giving the properties of
a system meeting practical data requirements. For example, modems
are commercially available to produce a baseband PSK binary data
stream which can then be modulated onto a video carrier. These
modems can produce a 0 dbmv signal on a 75 ohm line with good capture
properties and excellent phase stability. The off-the-shelf modem
will probably have poor acquisition time, on order of 100 milli-
seconds, which will limit the system to less than two hundred ter-
minals in initial experiments.

Later experiments can be performed with 4 level DPSK and at a
Megabit/sec data rate. However, the short acquisition times required
for 1 Megabit/sec data rate would require special development of a

Surface Acoustic Wave Device type detector [Matthaei, 1973]. The final

selection of parameters for a practical data transmission system

depends upon several variables whose values are uncertain and subject
to change with improvements in technolcgy:

1. The bandwidth of the head end minicomputer

2. The amount of core at the head end minicomputer
3. The bandwidth of the links to external test
facilities.

4, The throughput at the terminals

5. The subscriber saturation level of CATV system

The specifications to be met by the final modems are given in
Table 8.3.1.

13.47
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MODEM SPECIFICATIONS

type of modulation DPSK

data throughput 100 KB/sec. or 1MB/sec.
carrier frequency 5-240 MHZ

nominal signal level input 10 dbmv,output 32
impedance 758 oy
reflection coefficient |-23 db

noise figure 7.5 db

power hum 60 db below signal level

Table 8.3.1

Modems meeting these specifications are available with perform-
ance parameters and resulting system degradation indicated in Table
8.3.2, [Cuccia, 1973]. The signal degradation is within

= =i
acceptable limits for error rates hetter than 10 .

13.48
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MODULATOR

Carrier Instability in
Carrier Source

Static Phase Error
in QPSK Modulator

Rise Time in Each
Phase Change

Amplitude Unbalance in
OPSK Modulator

Data Asymmetry
from Data Source

Group Delay
Distortion (Modulator)

Clock Instability

DEMODULATOR

Incidental FM from all
Oscillators in RF
Channel and Carrier
Reconstruction

Static Phase Error in
QPSK Demodulator

Reference Phase Noise
in Reference PLO

Total Group Depay Dis-
tortion (Total Channel
from Modulator)

Timing Jitter in Matched
Filter Sampler

Timing Bias Error in
Matched Filter Sampler

DC Offse:s-Total Receive

Data Waveform/Matched
Filter Detector Mismatch

Network Analysis Corporation

1/2° RMS in a PLL with
Bandwidth = 0.03% Bit Rate
Bandwidth

20
1/4 Bit Period
0.2 db, 10°/db
+2%
25°
1° RMS in the Bit Syn-

chronizer PLL
SOURCE TOTAL

1/2° RMS in PLL with
Bandwidth = 0.03% of Bit
Rate Bandwidth

20

10

20°

Table 8.3.2 SOURCE TOTAL =

0.05 db

0.10 dh

0.40 db

0.10 db

0.05 db

0.20 db

0.10 db
1.00 db

0.05 db

0.10 dbr

0.35 db

0.25 db

0.15 db

0.10 &b

0.60 db
I.70 db
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8.4 TEST MINICOMPUTER

A. General

The minicomputer used as the test head end controller in the
Terminal /MATV-CATV system vill have the following character-
istics:

A. 16 bit word length
B. ~1 u sec cycle time core memory

C. Memory size expandable to ut least 32k
words

In order to adequately test the Terminal/TV System, a variety of
peripherals and interfaces provided by the mini computer vendor
may be required. In addition, several custom interfaces may have

to be developed for cases where standard interfaces are not available.

B. Data Rate Constraints

The data rates expected in the head end computer system are
shown in Figure 8.4. The data to and from the cable modem will
flow at the rates of either 105 or lO6 bits per second, although
the flow will nct be continuou: in general. At the rate of lO6
bits/second, a 16 bit computer word will be assembled in the inter-
face every 16 u seconds. The transfers of these words into and
out of the computer will require the availability of a high speed
data channel, or alternately a Direct Memory Access (DMA) channel
as a required option on the computer. Transfers to and from memory
will be =accomplished automatically without requiring program inter-

vention.

T PR
e ————— A o s e e
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C. Functional Description

The computer at the head end must implement the programs to

test the following functions for the system:

o Buffering of packets to and from

terminals.
e Flow control of cable syst:w

® Implementation of netw:..: proteoco.:r.

The headend computer will precvirle swtiicient v :fier storage to

match the difference between the pea! to averi,. :3ata rates seen

on the cable system and any external sources c¢f data. Initially,
storage for a total of the order of 100 packets will he provided.
The head end computer will provide the required cable system
flow control by means of acknowledges for received packets. When
traffic from the cable terminals begins to congest the system, the
head end will effect the flow control by refusing to acknowledge
packets which cannot be accepted. This will cause the terminal
to retransmit messages, producing the same effect as errors on the

cable systems The head end computer will provide the implementation

of all protocols required to communicate on the system, 3

The following is a list of some of the major program pieces i

i | which must be implemented: g

E 1. Cable modem interface handler 3

g 2., Special interface to external facili <es handler ?

? 3. Monitor or supervisor for system i

; 4, Cable flow control routine H
] 5. Buffer allocation and management

6. Miscellaneous background tasks such as garbage

collect, timeouts, accounting, etc.

Ll & il il

Ll
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8.5 MINICOMPUTER TO CATV INTERFACE

This specification describes the interface hetween the head

end computer and the MATV and/or CATV system, A diagram of the
system is shown in Figure 8.5.1.

FUNCTIONAL SPECIFICATIONS
A, The MATV-CATV computer interface will use a non-slotted

ALOHA random access mode. The first transmission as well as sub-

sequent retransmission of messages will be randomized over time,

R. The interface will be able to simultaneously and indepen-
dencly transmit to and receive data from a suitable modem at a rate
of 100K or 1M bits per second. Data will be supplied to and received
from the modem in bit serial form. The interface will bhe able to pro-
vide crystal controlled clock signals to the modem, and receive modem
L clock signals along with modem data.

C. The interface will be capable of receiving or transmitting

8 bit characters. The computer program shall be able to control the
actual number of valid character bits in each received or transmitted

character on a message by message basis.

D. The interface will be capable of transparently receiving or

transmitting all bits included in each character, including a parity

bit, independently for transmitter and receiver.
E. The following formats will be used for the TV/Terminal system:

(1) Data Packets
THEADER | TEXT | CHECKSUM |

(2) Acknowledge Packets
[HEADER | CHECKSUM |
The format within the header will be as follows:

I DEST. I.D. SOURCE 1I.D. CONTROL CODES MESSAGE TERMINAL
NUMBER RCVR RATE
1 ‘ 40 bits 40 bits 8 bits 4 bits 4 bits

; 13.53
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The field sizes are chosen to allow expansion to a reasonable
nurber of terminal interfaces on a given TV :zvstem, and to provide
sufficient control codes icr system operation. The destination and
source I.D. fields will each be 40 bits long. This length is the
lowest 16 bit word boundary which will contain the temporary 36 bit
source and destination identifier.

F. The transmitter section will operate in i1>: following

manner:

l. Messages within the computer which are to be transmit-
ted will be placed in one of two queues, a high priority acknowledge-
ment queue or a regular message queue.

2. All messages in the high priority qgueue will be trans-
mitted before any regular messages are sent. The high priority queue
will be serviced before each regular message transmission.

3. Copies of transmitted acknowledgements will not be kept,
since acknowledgements are never retransmitted.

4, Copies of all transmitted regular messages will be kept
in the computer until either receipt of an acknowledgement from the
destination or the occurrence of a program-determired number of unsuc-
cessful retransmissions.

5. The transmitter program will set up a parameter tahle
for each terminal active on the cable system. This table will contain
terminal~specific information, such as termiaal output rate and char-
acter set; and will be used to format each transmitted message to
match the characteristics of the destination terminal and to allow the
spacing of messages for each specific terminal in time to match terminal
vurrut speed.

6. The transmitter program will operate in the computer in
conjunction with other programs which will deal with the various func-
tions required of the head end test mini computer system. There will

be a monitor or execvtive program which will control the activities of
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the cable system and external interface programs. This monitor
will alsc control or provide various required console related
activities and accounting functions.

7. Transfer of messages from the computer to the interface
logi. will be by Direct Memory Access (DMA) of the head end computer.

8. The transnitter interface hardware will calculate the message
checksum for each message and append it to the message. In addition, the
hardware will automatically perform such routine tasks as synchronization
character generation, special escape character generation (for trans-
parency), and others as required. When the interface hardware completes

the transmission of each message, a program interrupt will he generated.

G. The receiver section will operate in the following mannei:

1. Message transfers between the cable system interface and
the computer memory will be by means of DMA.

2. The interface logic will compute the checksum of the
received message and notify the computer by interrupt if an error has
occurred. In this case, the computer program will discard the data
for that message.

3. The interface logic will autwunatically acquire character
synch: niuization ana will strip synchronizetion and control characters
from the inpu’-z data stream.

4. Tre interface will allow the transparent reception of
full binary text.

5. As each message is received, its checksum will be verified
and a computer interrupt will be generated.

6. The receiver section of the computer program will, upon
notification by a receiver interrupt, examine the new message and
dispatch the message to the appropriate queue for further action.

Sample actions are given helow:

a. New message - determine destination queue and
forward message, send acl'nowledgement to
terminal, and check for retransmission.

13.56
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b. Acknowledge - remove copy of acknowledged
message from transmitter retransmission
storage.

c. Duplicate - discard

7. The receiver section of the program will operate under
the control or the computer monitor program and will interface to
the transmitter and protocol programs.

18e57
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ELECTRICAL SPECIFICATIONS

A. Modem Connection
The interface will be designed to match the choice of modem.
Interface circuits should prevent or minimize damage to either the
computer or the modem under conditions of short circuit, open circuit,
or voltage or current transients. State-of-the-art isolation techniques
will be used, including optically-coupled circuits and protective diodes

on sensitive elements.

B. Computer Connection
The interface will be designed to conrect to the Input/Output
bus of the head end cemputer. The manufacturer's recommendations and
specifications will be met in all cases to insure proper computer and

interface operation.

C. Power
Power for the interface logic will be obtained from the com-
puter power supply. Power for circuits beyond the isolation devices
will be obtained by small modular power supplies which will be incor-

porated into the interface assembly.

D. Logical Design
The logical design of the interface will be vealized using
standard integrated circuits and components either of the types re-
commended Ly the minicomputer manufacturer or their equivalent. The
project will result in a reliable cost effective interface with
sufficient flexibility to allow reasonable system modificaticns

during testing.

13.58
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MECHANICAL SPECIFICATION

A. The interface will be packaged on circuit boards of “he
type used by the minicomputer for interface circuits. The circuit
boards will plug into the I/0 bus of the minicomputer in the en-
closure provided by the minicomputer and will connect to the modem
with a cable and connector. Estimated weight of the in*erface is
less than 10 lbs. The prototype version of the interface will most
likely use wire-wrapped sockets for the integrated circuits to
facilitate design changes during testing.

B. There will be no opera*ional controls associated with the

interface other than program control. Test modes and switches for
their control will be provided.

13.5%
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BLOCK DIAGRAM
OF MINICOMPUTER TO CATV INTERFACE

Figure 8.5.2

Assume that any frequency or phase acquisition .s accom-
plished by the modem. The received bit stream is examined by
the inter face hardware for sync¢ characters and synchronization is
automatically accomplished without computer intervention. The
interface hardware also huindles DLE doubling and other special
signaling conventions such as STX detection and ETX detection on
the cable system automatically. As each character is received,
it is packed into a mincomputer 16 bit word and when the 16 bits
are ready, the word is transferred to core memory on a DMA cycle
stealing basis. A computer interrupt is generated at the end of

a packet or upon an error condition.

The transmit section of the interface is also automatic in
that after initialization of the interface for a new packet, all
communication discipline is accomplished automatically by the
interface hardware, and words of data are simply requested by the
interface via DMA from core, unpacked and serialized. The hardware

also calculates and appends the checksum.
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8.6 MINICOMPUTER TO EXTERNAL TEST FACILITIES INTERFACL

This specification describes the interface hetween the head
end test minicomputer and a communications link to external test

facilities.

Functional Specifications

A. The interface will communicate with the external test
facilities over leased lines using commercially ava?l ‘' ahle modems,
and will provide all of the control signals required to cperate
these modems,

B. The interface wil' connect to the I/0 system of the
selected minicomputer and will comply with all specifications
set forth for such conrections.

C. The interface will operate in full duplex mode at a rate
of up to at least 4800 bits per second.

Electrical Specifications

A. The interface will be able to connec* to a suitable data
modem operating at 4800 bps full duplex. The connections wili con-

form to EIA RS-232-C. The interface will incorporate .dequate

.isolation features to prevent damage to itself or to the modem under

conditions of short circuit or open circuit signal leads. Ir addition,
sensitive interface elements will be protected from damage by vol-

tage or current transients from external sources.

B. Power Supplies

The interface will be pnwered from the minicomputer logic
power supplies, except for circuits which are to be isolated from
the computer system. Any isolated sections of interface logic cir-
cuits will be powered by isolated power supplies with characteristics
to match the degree of isolation desired. It is estimated that less

than 50 watts of DC power will be required for the interface circuits.
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C. Logic Rezlization

The logical design of the interface will be realized using
standard integrated circuits ané components. The minicomputer
vendor's recommendations of logic elements and design techniques
will be followed, especially those related to I/0 bus loading,

driving, and termination.

At the present time, it appears possible that a standard
vendor Synchronous Line Controller will be adequate for the job
at hand.

Mechanical Specifications

The interface will be packaged on plug-in circuit boards
which conform to minicomputer vendor I/0 board specifications.
fhe interface will be housed in the minicomputer I/O enclosure.
There will be no operational controls or indicators for the inter-
face. However, test switches and indicators will be provided as
required for troubleshooting. The modem will connect to the inter-
face via a cable assembly which will run from the socket of the
logic board to a suitable connector mounting panel.
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9. SYSTEM TESTS

In addition to testing the various digital devices, exten-
sive testing must be performed to demonstrate the viability of
data transmission on MATV and CATV systems.

Data users may find cable system reliability quite poor
when compared with the common carrier facilities that they are
used to. One of the major problems with data transmission on
MA1Y and CATV s stems is that there is virtually no redundancy
in these systems. Most present systems dc not even have standby
primary power. Alternate routings are not available in case of
system "castrophe". There are no Government or industry minimal stand-
ards for acceptable performance; hence, performance will vary from
system to system. Many old systems were built to extremely lo¢-=
~pecifications on noise and cross-modulation and have serious re-
flection problems because of the use of unmatched subscriber taps.
Fortunately, systems in large cities and new buildirgs are much newer

and are required to meet more exacting standards.

Even with these systems, the construction norms are still
those which satisty casual TV viewers, not data users. Thus,
loose connections and cracked cable sheaths cause intermittant
transmission conditions, and momentary "disconnects". These would
cause only minor "flashes" on a TV picture but constitute major
data dropouts in a high speed data circuit. Cable connections
often loosen under the influence of vibration and the cold-flow
property f aluminum. Strong RF sources, such as nearby mobile
radio transmitters, amateur radio transmitters, and AM and short
wave broadcasting stations, leak into both upstream and downstream
cables and in:ertfere with the low level television and data signals
[Switzer, 1972]. Finally, systems are tested haphazardly, and hence,
in scme parts of a CATV system noise and cross-modulation levels may
not meet. written system specifications. The limiting factor in
determining the performance of the system will not be Gaussian

noise interference, but a number of practical factors which pro-
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vide interference, generally categorized as "impulse noise".
These f:.ctors are difficult to characterize and includr pheno-
mena such as loose connections, cracked cable sheaths, aad

R-F leaks. Hence, we must run tests on an actual CATV system
to evaluate system performance.

Tests should be conducted in three phases. The first phase
consists of the tests necessary to verify operation of the MATV
system. The second phase should measure the performance of the
MATV system under conditions of simultaneous video and data com-
munications. Tests should be made to determine the interactions
between the video and data signals. The third phase of testing
should measure the characteristics of data transmission on the
MATV system.

Verification of MATV System Operation

The testing of the completed MATV System involves a standard
set of well documented procedures which fall into the following
general categories:

1. Balancing the head end.

A, Check signals at antennas and align antennas

B. Adjust amplifier output levels, gains, AGC, and tilt.
C. Tune sound traps.

D. Record all settings and signal levels.

2, Testing aii lines.

A. Verify proper installation of each line without
short cr open circuits.

B. Verify proper terminations of each line.

C. Verify proper signal reception at each tap.

3i. Check picture gquality.

A. Perform visual check of signals:

(1) "windshield wiper effect" caused by excessive
cross modulation,

(2) "snow" caused by low signal to noise ratio
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(3) "beats" caused by overloads, mistuned trap filters
or improper sound c¢~rier levels in adjacent
channels.,

(4) "ghosts" caused by improperly terminated lines or

direct pickup of signals.

(5) "hum bars" caused by 60 cycle pickup.

B. Measure cross-modulation, second order distortion and
carrier to noise ratio.

C. Compare pictures delivered throughout system with those
obtained directly at the antennas.

These tests will not all be necessary for the CATV system if
it is an already tested operational system. Some measurements should
be made to record actual system parameters.

The next step is to establish the digital characteristics of
the MATV or CATV system. The following tests should be run first
on the MATV system, and second, on an actual CATV system. The UA-
Columbia CATV system in Brookhaven, Long Island has given permission
to run such tests. The tests should be run first with packets from

a single terminal only and then with simulated background traffic
from multiple terminals.

pPerformance of MATV System with Digital and Video Signals

9.1 Find data error rate as a function of the level of the
data signal relative to combinations of the TV channel
carrier levels on the cables with and without extender
amplifiers (i.e. short term error rate).
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Test visual interference into the television chan-
nels ané the relation of this interference to bit
patterns (i.e., random data or repeating pattern).
Tests should be configured to maximize interference
so that test can be considered worst case tests.
Hopefully, interference will only be visible at
levels far above that which will result in satis-
factory error rates for the data system.

Based on short term data from tests under 9.1 above,
set the operating level at some reasonable snort
term error rate (for example, 10-7) and osnrace the
system for at least a 1-to-2 week period of time

and record the long term error statistics. After

a period of test of 1l-to-2 weeks, it may be desirable
to reset the level and repeat these relatively long
term tests. The purpose of this test is to deter-
mine whether error statistics vary sigrificantly
during the day or are related to other factors such
as weather. If impulsive noise type interference

is seen, then it would probably be wise to repeat
the test at a number of different leveis to deter-
mine to what extent the: operating level affects
error statistics. In order to minimize the data
reduction and other labor needed for these long

term tests, data will be recorded digitally in a
manner that is adaptable to computer processing.
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Performance of Digital Data Transmission System

The tests of the Digital Data Transmission System fall
into two cateyories, initial simple tests to debug components
of the system and verify system operation, and system perfor-
mance tests. Testing of system components proceeds to a lar-e
degree as a part of component development. Listed below, rougnly
in order of complexityrare the tests which will be performed.
These tests will be carried out under typical and worst case

combinations of video sign2ls on the cable systems.

l. Single Terminal With Data Path Through MATV System. For

these tests, the terminal interface will be configured so

that it can receive its own transmitted packets, and an up-
stream-to-downstream converter will provide a data loop at the
head end of the MATV system (Figure 9.1). The tests will verify
the operation of the interface on the cable system. In additioa,
several intermediate signal or data looping arrangements such as
modem analog loop at baseband, digital loop at modem input; and
digital loop at interface input and output will be tested to
develop trouble diagnostic aids. Several tesns will be perform-
ed to insure that different terminals located separately on the

MATV system can communicate with each other.

2. Mini Computer Tests With Data Plath Through MATV System. The

mini computer will be connected to the cable system configured

for the data loop from d-.nstream to upstream (Figure 9.2). It
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will be tested to verify operation of the computer, the computer
interfaces and modems by sending packets to itself. 1In addition,
error rate measurements will be made using the computer to gener-
ate data and record the test results. Receiver acquisition time

will also be measured.

3. Initial Data System Tests. The mini computer and a small

number of TV/terminal interfaces will be connected to the MATV
system (Figure 9.3). Operation of the system will be

verified and human factors such as delay and convenience will
be checked for acceptibility. Test messages will be passed

between th. terminals and the head end computer and vice versa.

4. Traffic Simulation. The mini computer and a number of TV/

terminal interfaces will be connected to the MATV system (Figure
9.4). The mini computer will provide data to the terminal inter-
faces to simulate the effect of a large number of terminals

using the system. The computer will be used to generate test
messages and interfering traffic. System data throughput,
transmission delay and number of retransmissions will be measured

as a function of number of terminals active.

5. Operation of System With External Data Sources. The head end

mini computer will be connected to external test facilities (Fig-
ure 9.3) and the performance of the entire data transmission
system will be verified under typical user cituations. These
tests will involve users at individual terminals performing

operations representative of actual terminal use.
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7 MATV SYSTEM a) b) c) d)
Converted—% > [T/ y
to loop Head End Modem Termina Terminal
—€— < —<—1| Interfa

(from upstream
to down)

Possible Diagnostic Loops

2) Modem analog loop at baseband

b) Digital Loop at modem input

c) Digital Loop at interface output

d) Digital loop at interface input

Figure 9.1 Test 1
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Figure 9.2 Test 2
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Figure 9.3 Test 3
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10. CONCLUSION

An investigation of all aspects of the use of MATV and
CATV systems for interactive packet transmission has led to the
conclusion that the operation is feasible and appears to offer
an excellent high bandwidth method for local distribution. The
characteristics of the MATV and CATV systems are such that they
would form a highly favorable environment for data transmission.
Detailed specificaticn and study of the required modems and
digital equipment indicate that the devices can be built to meet
reasonable component specifications and to meet overall system
requirements.

It is also clear that the techniques znd some of the com-
ponents which are used to solve the local transmission problem
mentioned above may be applied to solve communications problems

in other areas, most notably for military applications.

I. Military Installations

A. Existing Wiring Systems
The techniques of converting terminal data to packets at
the terminal and transmitting and receiving those packets on

shared channels can be applied to existing wiring systems such as
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twisted pair networks. In the case of utilizing an existing wiring
system, the performance of the entire terminal-computer system would
depend on the bandwidth of the wire transmission medium and the dis-
tances involved. 1In the case of twisted pairs, for instance, modu-
lation of terminal signals tc VHF would be unnecessary and unworkable,
but low-level standard signalling could be used on such a system.
In certain cases where distance could be gained at a sacrifice in
bandwidth, low frequency audio modems could be used and operation
would be quite similar to operation of Remote Job Entry (RJE) ter-
minals on a multi-drop telephone line.

One of the major differences between a cable system confi-
guration and an existing twisted-pair network configuratioan is
that the cable system generally tends to be a "tree" structure
while the twisted pair network nusually has a "star" structure,
although "tree" structures are also used. This difference can
easily be surmounted by connecting all wires of the star together
at soﬁe point, even the center. The important point is that all
signals from all terminals be available on the same channel (or
pair). The trade-off in this case is that instead of having the
available systemn bandwidth of the sum of the bandwidths of all
lines, the effective bandwidth is reduced to that of a single line.
This effect will have to be evaluated for each potential use.

B. New Installations

A detailed analysis of the requirements of each new in-
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stallation wiil be essential to determine the choice of type of
data transmission system to be implemented. Both coaxial cable
and twisted pair systems have advantages and disadvantages, some
of vi..~h are listed below.
1. Twisted Pair - Advantages
a) Relatively low cost of wire
b) Non-critical installation

¢) Terminal connection is simple, no special
interface required

2. Twisted Pair - Disadvantages

a) Low bandwidth, therefore expansion is
limited

b) High noise pickup

¢) Data easily eavesdropped

d) 1In star networks, high cost of switch at star
center

e) Physically large cable bundles requiring
large conduit space

f) Limited signalling distance

3. Coaxial Cable - Advantages

i a) Extremely wide bandwidth - virtually unlimited
expansion

b) High noise immunity

¢) Relatively inexpensive head end switch

d) Single cable requires little physical conduit
space

e) Longer distances allowed due to modulation
4 4. Coaxial Cable - Disadvantages

a) Higher cable cost - system components cost
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b) 1Installation relatively more difficult
technically

c) Higher terminal egquipment cost

In those situations where large numbers of terminals are
to be used and easy expansior to larger numbers is important, the
advantages of a coaxial cable system are probably enough greater
than those of a twisted pair system to justify the choice of the
coaxial system on that basis alone.

II. Tactical Radio and Satellite Communications

The solution of the local distribution problem will be based

upon the use of an existing, or readily obtainable, channel for

communication, namely a coaxial cable. However, the equipment
which will be used in the solution will not, in general, depend

s on the channel used so long as the transmission properties or

E channel cnaracteristics do not change significantly.

The cable represents an almost ideal channel in the se-se

, that there is no multipath (although there are reflections from

mismatches) and the cable is a much more controlled environment,
from the standpoint of external moise sources for instance, than
a radio channel. However, in the situations where an alternate
channel has sufficien%ly good characteristics, it is possible to
use the same approach and hardware {(with minor modifications such

as replacement of the modems with units capable of operating on

the new channel frequencies or the addition of radio transmitters

and receivers) on the new channel.
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A point to point tactical radio system is one such example.
The ALOHA system has proven the viability of the technique on a
radio channel. It would thias be possible to use the equipment
built for a cable system wich an addizional transmitter and receiver
on a radio channel.

A similar channel which would be very close to a cable is
satellite link to a tactical terminal. A tactical station with a
small antenna, transmitter, and receiver could set up a channel
good enough to communicate with a central computer.

The characteristics of the system which make it attractive
for tactical command and contrcl situations are the shared use of
a limited resource, namely, spectrum. Several examples of such
situations might be:

1. Army battlefield reporting, inputs to data
bases, outputs from data bases.

2. Shipboard use between ships - allows several
ships to share the data base of each.

Another advantage of the cable type of system is that data
can be encrypted fairly easily between the terminal and inter-
face. It is also possible to randomize frequencies of transmission
and reception by periodically sending frequency shift packets which
defines a new set of channel frequencies. The Positive acknowledge-

ment scheme used in the TV/Terminal rystem is ideal for tactical

Command and Control data transmissions in a jammed environment.
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11. APPENDIX A: CALCULATION OF ERROR RATES FOR CATV SYSTEM

For the sake of illustration we will consider noncoherent
frequency shift keying (FSK). The error rates for coherent detec-
tion or phase shift keying, of course, would Le even lower
[Schwartz et al., 1966].

Let S = Signal Power
N = Noise power
Nc = Cross modulation noise power
N, = Thermal noise power
t = Average synchronization error time
T = Bit width time

Then the signal to noise ratio is:

§. = Sg = 9.
N N_ <+ N
r (N/S) + (N_/S)
where
o 22
q= (1 7

Let Pe be the bit rate error probability.
Let m be the number of keying frequencies irn a multiple FSK System.
Then [Schwartz et al., 1966].
=(S/N)
Pe = Bl e iTaéTTz
m
We assume that each packet carries its own synchronizing bit
and hence there is no need to synchronize cvery terminal to a master
clock. Therefore, temperature, pressure, and humidity variations
which have approximately the same =ffects at all frequencies do not
enter into the calcualtion of t. The group delay variation over a
six Megahertz bandwidth is less than .2 u seconds. [Rogeress, 1972]
For a 1 Megabit pulse rate T = 1 y second and t = .2 u second.
Hence q = .36. Using thes formulas and numbers we have the error
probabilities in Table 5.1 for the Boston complex.
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Consideration of reflections, intersymbol interference and
60 cycle hum also lead to the conclusion that MATV systems ard

CATV systems are excellent media for packet data transmission.

Intersymbol Interference

The signal levels in a CATV system are controlled via AGC
and dual pilot carriers. Ripples are kept to less than 1 db over
the whole frequency band. 1In any case, frequency shift keying is
insensitive to small amplitude variations. The effect of group
delay error has already been taken into account in the use of g
in the formu’\ for error probability. The remaining source of
intersymbol interference is the reflection of pulses and the effect

of the reflected pulses on the transmitted data.

There are three types of disturbances due to reflections.
In each case we shall see that video restrictions are certainly
stringent enough to avoid any difficulties for data transmission.

1} Periodic changes of minute magnitude uniformly distrib-
uted along the cable length, the magnitude of changes being
essentially equal from period to period due to the nature of
the manufacturing process, cause reflections which add in phase
at certain frequencies. The signal strength relationship of
the reflected wave to the incident wave is referred to as
structural return loss (SRL). Typical values for the magnitude
of SRL are better than -26db. [Olszewski and Lubars, 1970].

Assuming that the reflected signal is always of an opposite
sign to the original signal, the signal level is degraded by
at most S-a where a is the amplitude of the reflected signal.

The signal-to-noise ratio becomes [BTL,1971]
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S-a _ s (1-_2
N N -

In other words % is degraded by (1- é?.)

For a reflected signal of =26db (1- _g_) is .9975. Hence

the reflection problem is completely under control .

2) A localized change or changes on the cable cause
echo phenomena. Low reflection coefficients of active and
passive devices and the use of directional couplers at all
subscriber taps ensure that the magnitudes of reflected pulses
are in the "no ghost range" of Figure Al. [Rheinfelder, 1970;
Shekel, 1962; Mertz, 1953]. These are translated into critical
distances for dif“2rent types of cable in Figure A2. Thus, for
example, considering the reflection on .412 inch cable at
Ch. anel 13 the critical distance is about 250 feet and the
ratio of the magnitude of the reflected signal to the magnitude
of the original signal is ~-23db.

3) Randomly distributed changes of random magnitude
which persist throughout the cable length cause reflections

which do not add in phase. These can be taken into account

in noise calculations and are usually negligible.
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Interference from Power Frequencies
Cable system amplifiers are powered by low voltaye 60 Hz
power through the co-axial cable. This power may be as high
as 60 volts (RMS) and currents may run to 10 amperes (RMS) '
with peak currents even higher. There are significant harmonics oo
of the power line frequencies present. Some amplifiers use
syitching mode power supplies with switching frequencies in the
10-20 KHz range. Hash from these sw.tching regulators also finds
its way into the cable. However, bhoth the 60 cycle harmonics

and hash limit only the area of very low frequencies which are

generally avoided for data transmission anyway.
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12.  APPENDIX B: MAXIMUM NUMBER OF ACTIVE TERMINALS

In a CATV System there are separate channels allocated

for upstream and downstream messages. Since the responses are

= longer and more frxequent than the inquiries, they will limit

the number of terminals.

For integers w, x, y, 2z, 1l=t

450 w = packet size,(no. of Lits/packet)
2x = rate of messages,( no. of responses/hr.)
4y = message size, (number f packets/response)

1l x \10-62 = pulse duration, seconds

At a1l Megabit/sec. rate 2z=1 and the pulse duration
is 1 use~ on a binary system.

Note that the number of bits/second is

450w o 2x o 4y
3600

= wxy which we define as .

Then the number of packets/second for each terminal is

) = Bxy
3600

At a 3 Megabit/sec rate the pulse duration is .33 seconds.

The corresponding average packet duration is

T = 2zw 450 x 10'6 seconds
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The maximum number of active users per trunk in a system

is given by [Abramson, 1970]

k = 1___ for an unslotted system
ma x,, a0 Yy
and
Kmaxg = T -
axg AT for a slotted systemn.

In other words the bandwidth of an ALOHA type interactive
channel is effectively reduced by a factor of 2e for an unslotted
system and a factor of e for a slotted system.

Hence

3600 x 10°

2e <3600 wxyz

maxu=

6
= J84Xx10
Qz
Similarly

Kmax_= _+368 x 10°
s R A AR —
Qz

ST ﬂ" s R s
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13. APPENDIX C: FORMULAS FOR TRAFFIC IN LINKS

In order to precisely formulate the traffic requirements
throughout the network, it is convenient to introduce some
elementary descriptive terminology from graph theory.

We define a set of points called nodes to represent the
head end, junction points, router, converter, concentrator,
multiplexer and bridger locations. The nodes are represented
by integers; 0 for the head end and, 1 to n for the remaining
nodes, where the total number of nodec is n + 1. The transmission
system including amplifiers and any single or dual cable inining
two points corresponding tc nodes a and b, is represented by an
undirected arc [a,b]. The arcs and nodes together comprise a
graph G = (N,A) where N is the set of nodes and X is the set of
arcs. G is a tree, in our case, that is a graph joining all nodes
and containing no "cycles".

Let P; . be the"path”"in G from node i to node j, that is
the sequence of nodes and arcs listed in order in tracing a route
from i to j. If node 0 is the head end, then path PO,k is a path
from the hecad end to node k. If node i precedes node j in PO,k we
say that node i is upstream of node j and node j is downstream of

node 1i.

i

j

u (3)
d (i)

Let k=d(j), and i=d(k) cr i=k then we write;

i =d(j,k)

D(3.k) = {1i]|i=d(,K}
Let D(j) be the set of all downstream points of j.

D(;' = {i ! j=d (i)}
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Let A x B be the cartesian product of the sets A and B,

that is, A x B = i(a,b) I ac€a, bCB}

Let I(a,b) be the number of inquiries originating at node

Ui Mg o) L ity

a addressed to node b.

3 Let R(a,b) be the number of responses oricinating at node
P a addressed to node b.
"; Then define:

3 I(A,B) = I(a,b)
3 (a,b) € (AxB)

R(A,B) = R(a,b)
: (a,b) € (AxB)

1

; M(A,B) = I(A,B) + R(A,B)

ﬁ EXAMPLE :

Figure cC.1l
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N=1{0,1,2,3,4,5,6, 7}
2 = u(3)

2 = u(l)

2 = u(l,3)

D(1,3) = {2, 6, 7}

p(1) = {2, 3, 4, 5, 6, 7}

For A = {4,5} and B = {2,3}

M(A,B) = I(4,2) + I(4,3) + I(5,2) + I(5,3)

+ R(4,2) + R(5,3) + R(5,2) + R(5,3)
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In this section we present formulae for the link traffic in
terms of the location of concentrators, multiplexers, converters
and routers. We first assume there are only converters and routers.
We use the notation developed in Appendix C with intuitive explanations
of the significance of the notation.

Let us consider the arbitrary junction in the network and desig-
nate it by the integer i. We are interested in the traffic ir links
downstream from i.

There are three cases to consider:

A. There is local routing at i.

B. There is forward routing at i.

C. There is no routing at i.

The notation used is defined precisely in the terminology of
graph theory in Appendix C. A simple intuitive explanation is given
in this section.

We assign the integer 0 to represent the head end and we assign
a unique integer to every junction, bridger* multiplexer, concentrator
and converter location in the system. Let N represent the integers
corresponding to all these locations. We wish to consider the traffic
in a specific link downstream from the integer i representing the
junction under consideration. Let i' represent the integer corres-
ponding to the first point downstream from i. We wish to know the
traffic in the link between i and i', [i,i']. The traffic in [i,i']
depends upon the local routers downstream from i and the forward
routers upstream from i. We therefore introduce some special termin-
ology to represent these points. Trace any path from i in the down-
stream direction so the path contains i'. The first local router on
this path (aside from i itself) is designated :ihz where £ is thr
number of the point at which the router is located. 1If there is no
local router on the path, then the last point on the path is
called ti'l . Next, trace the path from i upstream to the head end;

let ri be, the first forward router encountered. Let r'i be the first
point downstream of r, on the path. As an example of this terminology,

i, ., x" t. and t,
4 [ (4 1'1 i

i 1 are shown in one case in Figure C2. Note,

' 2

R ——— Q q o= i v 0
*Bridgers are amplifiers which feed into feeder cahle from which customer
taps and drop lines emenate.
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in particular, that even if point e is a local router, it is not ‘ .

labelled ti e and even if point 4 is a forward router, it is not
r "

labelled r.. e
i a0,

3 N

Figure (C2
We next introduce some general terminoloay to be able to describe
sets of points downstream from specified points along possibly
specified paths. Let D(a,a') he all points in N downstream of a
on the paths containing a'. Let D(a) be all points in N downstream

from a. For sets of points A and B chosen from N, I(A x B) is the

number of inquiries directed from terminals .ed from bridgers in A

to terminals fed by bridgers in B and R(A x B) the number of responses

directed from points in A to points in B. The total number of mes-
sages is M(A,B) = I(A,B) + R(A,B). Thus, for example, M(N x D(i,i"))
is the number of messages directed from any point to any point

upstream of i on the route containing the router or terminating

bridyer i'. Finally, we assume:
' Ny = [0], where the head end is point 0,
Nl = N—NO, that is all points except the head end,
N, = N, that is all points.
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Then for y=0 the expressions below Jive the usage of link
[i,i'] due to central traffic,

For y=1 the expressions below give the usage of link ([i,i']
due to local traffic. ,

For y=t the expressions use the total traffic to and from all
nodes N, including central traffic and local traffic.

We first give the expressions in the case in which there are
no coaverters. Then all forward nessages are at we and all reverse
messages are at w_.

Regardless of the routing at i the traffic in the reverse link
[i,i'] is given by:

M(D(i,i') x Ny)) -2[: M(D(ti'l) x D(t; ) c.xla)

The expression M(D(ti,ﬂ) X D(ti,l)) is the local traffic
which is prevented by the iouter at ti,l from appearing upstrzam of
ti,l' The summation gives all such traffic from all local routers
downstream of points along the path containing the link [i,i'].
Since this summation app=ars repeatedly, we introduce an abbrecviation

for it,L(i,i')to indicate the local traffic downstream from i and i'

| which does not reach i. Rewriting(C.la)we then have,

M(D(i,i") xNy))— T, € .1b)

The traffic in the forward .ink [i,i'] is given for the three
cases by the following expressions:

! A. Local Routing at i:

M(Ny X D(ri,r'i))- BIE L5 V) c2)
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B. Forwardé Routing at i:

M(Ny x D(i,i')} - L(i,i") (c.3)

C. No Rcuting at i:

M(N, x D(r;, r';)) - L(i,i') (C.4)

As an example of the use of the notation, for y=0 the
expression in(C.l)indicates that the traffic in the reverse link
is given by the inquiries from the terminals downstream from i on
the routes contains i' directed to the head end plus the responses

directed from the same terminals to the head end less the inquiries

and responses directed from terminals downstream of ti,l to other
terininals downstream ot ti,l C

We now consider the addition of converters. For links which
are downstream of converters, all messages are at w. and we and the
above formulae are unchanged. For the remaining links messages are
carried at W s ”'r' we and w'f and the forrulae must be modified.

The expressions below give the traffic in link([i,i')at the
; frequencies w'r and w'f. We introduce a terminology for concentrators
similar to that used for local routers. Trace any path from i in the

downstream direction so the path contains i'. The first concentrator
is called ci'l if it i=s located at point £

Regardless of the routing at i, the traffic in the reverse link
[i,i'] at w'r is:

Za:M(D(ci'a) p 4 Ny))—[ M(D(ti,b))x D(ti,b))+

ti,b is downstream of

a concentrator c.
i,c

E M(D(e; ))x D(ti'b))]

is downstream

“i,a (C.5a)

of ti,b
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The terms in brackets give the local traffic which does not
reach the link [i,i;] because of a local router at ti,b' The
expression is more ccmplicated than before, becavse the concen-
trator may be in two different positions with respect to the
router. The first summation in brackets corresponds to the situation
in Figure 3 (a) where the router is downstream of the concentrator.
The second summation corresponds to the situation in Figure €3 (b)
where the concentrator is downstream of the router.

(a) (b)

Figure (3

Since the term in brackets appears repeatedly, we introduce
an abbreviation for it, Lc(i,i') the local traffic with concentrators.
Rewriting (C5a) we have,

; M(D(e; ) X N)) = L (i,i") (C.5b)

The traffic at m'f in the forward link [i,i'] is given by
the expressions below. In these expressions AN B denotes the points
common to A and B.

A. Local Routing at i:

; M(N, x D(e; )ND(r,r'y)) = L(i,i") (C.6)
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B. Forward Routing at i:

; M(N, % Dle; ) N D(E,i") = L (i,i") €.7)

C. No Routing at i:

; MIN, x Dlcg ) N Dir,r'y)) = L (i,i") c-8)

To obtain the traffic in these lines at O and we subtract
the expressions in (C.6) - (C.8) from the corresponding expressions in
(C.2) - (C.4).

The effect of multiplexing at converters is to increase the
data rate at w’r and w'f. The effect of concentration at the con-
verters is to isolate the links feeding upstream into the corcentrator;
that is each line operates separately at the low data rate, and their
ccmbined traffic is handled only at the higher data rate.
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14. APPENDIX D: DESIGN OF BOSTON SYSTEM

To determine the usefulness of the various options and

dev.ces we have considered, we will apply them to the design

of an interactive packet data system for Medford, Massachusetts,
a section of the Boston CATV complex. In Figure D.l.b a branch
of the trunk is drawn for Medford, Massachusetts. The triangles
represent bridger amplifiers. These amplifiers feed into feeder
cable and extender amplifiers with customer taps and drop lines
b emanating from the feeder cable. In the design for Medford, the
: feederbacker arrangement is used so that the trunk lines are
dual cable and the amplifiers are two-way units as shown in
Figure 4.4. The hexagons represent local origination stations.

ol it e

st el taione SEa )

The feeder system emanating from a given bridger amplifier
: is called a cluster. The number next tc each amplifier gives
4 the number of terminals in the cluster associated with that am-
plifier. The average number of terminals per cluster is 137

i with complete coverage of &ll homes.

We now consider the design of the Boston interactive packet

cable system by focusing our attention on one trunk in the Medford

area. We assume that the average traffic per terminal is 40 bits/sec.

We conservatively assume that this is the rate for inquiries as

well as responses. We assume that in the design the data from the
terminals is 100 kilobits/sec; the upconverted rate is 1 Megabit/sec.
In appendix B, we obtained the results in Table D.1l showing the
number of active terminals that can be supported on a trunk at each

data rate.

T T

g type of
i data stem ‘
rate A !
| slotted system | unslotted systen
g 1 Megabit/sec 9,000 ) 4,500
§ 100Kilobit/sec 900 450 ]

4 Table D.1 Number of Active Users Per Trunk
3 13.95
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DFS1IGN
L active

! teritinals “lotted Unsiotted R
1% no devices no devices
i
32 no devices _ converter at (a} :
10% compressors at(b)&a(b') ‘compressors at(c'') and

concentrators at(b), (c), s{c’)

15% compressors at(c'') and
concentrators at(h), (c)
&(c')

o——
Table D.2 Teasible Designs for Central Transmission Mode
Supprose now that X% of the traffic from every terminal is
| local traffic whose destination is uniformly distributoed through-

cut the network and sugpose there are no routers, cenvarters,

compressors oOr concentrators. Then every local messagc must vo

{rom the oricinating terminal to the hcad end on reverse liaks

and frem the hea.r end to the destination terminal on reverse links.

Therefore, each local inquiry traverses both forward and reverse
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links instecad of only reverse links as for central transmission,
Similarly, each response occupies both forward and reverse links
rather than only forward links as for central transmission. The
net effect is that for X$ local traffic, traffic in the branches
is the same as if all the traffic were in the central transmission
mode but the population were incrcased by X%. Heiice, the previcus
desion procecures are still applicable and the design alrcady given
can be used for local tranemission superimcoscd on the central
transmission provided the numbcr cf active users are appropriately
adjusied. TFor example, the design for 10% active terminals in the
central transmission moce can be used for 8% active terminals with
25% of the traffic on a local basis. 1In addition, as an example,
if there were heavy traffic among the stations downstream of point

(), this might be handled by a2 iocal router at (d).
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15. APPENDIX E: SPECIFICATIONS FOR FILTERS AND DATA AUGMENTATION
DEVICES

BAND SEPARATION FILTERS:

The most common two-way CATV configuration at present is the
simplest single~trunk subchannel split in Figure E1 . A much more
sophisticated and flexible system is the duval trunk "feederbacker"
arrangement in Figure E2 , which is the system used in Boston. For

both these systems we must have an inexpensive, simple method of

interfacing with a converter or router to be added after the con-

struction of the CATV system has been completed. Furthermore, the

interface must be readily adaptable to other possible two-way con-
figurations.
FORWARD TRUNS ANPLIFIER m_CEONAL courLen
54-260 g
e fooiy
‘ ot i
5-30 s
RETURN TRUNK AMPLIFIER /
OIRECTIONAL COUPLER
54-260 §5-30
MHZ MHZ
Figure =1 Simplest two-way configuration
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’A"ll-[— TR —A—1.‘A'm~l —
S— ! 54-260 MHZ
54-260 MHZ|  "wempl ===y °~2°%° £

174-260.,,._.

f— ‘ A
5-108 MHZ| —< =t 5-108 MHZ
RETURN TRUNK AMPLIRER DL ZTIONAL COUPLER
Figure E2 "Feederbacker" Configuration

The problem is readily solved by use of a pair of diplex
filters as shown in Fiqure E3 or in some cases by a pair of
triplex filters as shown in Figure E4. The units can be housed
in casings a few inches in each dimension and are readily installed
on line. The passbands of the filters can be set for the particular
system transmission frequencies. The conditions for perfect band
separation are that the passbands of the filter Ff, Fr and Ft do
not overlap and that the passbands cover wiune full freguency range
of the channel. Thus, for the two-way configuration in Figure 4.1,
the triplex filter is used with the following passbands.

Ff passes the signals at carrier frequencies we and w'f

F passes the signals at carrier freguencies w and w'r

F passec all frequencies not passed by F and Fr'

Ff therefore isolates the forward channel for conversion or routing
and Fr, the reverse channel.

For the feederbacker configuration in Figure E.2, the diplex
filter is used for line A with Ff and Ft specified as follows:

F. passes the signals at carrier frequencies we and w'f

Ft passes all frequencies aot passed by Ff.
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to converter

or
diplex Eouter diplex
filter ! filter
or
Fg or F
F_ 4
Ft e

Figure E3 Diplex Band Separation Filter

to converter

or
. router .
triplex triplex
filter filter
Fe Fe
o Fe
F = F
r i r

to converter
or
router

Figure E4 Triplex Band Separation Filter
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For standard CATV circuits, each band separation unit adds
a flat insertion loss of at most, 1.75 db. To make up this loss,
the gain of the subsequent amplifier might be increased by 3.5 db.
With most lines of equipment, this simply means reducing the value
of the input attenuation pad by 3.5 db. However, if the attenuator
is already set at too low a value, then the 3.5 db can be made up by
increasing the size of the cable feeding into the band separation
filter. For example, for a broad range of foam dielectric coaxial
cables, cthe difference between the losses of .5 inch and .75 inch
coaxial cable at channel 13 is about .4 db/100 ft. Thus, less than
900 feet of cable would have to be converted from .5 inch to .75

é: inch. This change would necessitate that at mcst ten subscriber taps
:. be changed in value and that the equalizer for one amplifier be
] adjusted--all minor adjustments to an existing system.

The required specifications for the individual filters are
consistent with typical parameters for CATV bandpass and notch
filters. For example, the characteristics below are more than

A R N gt

adequate for the data system and are derived from off-the-shelf

St b tico

CATV filters. [Jerrold Filter Specifications]

FILTER SPECIFICATIONS

Center Frequency in the range 30260 ™MHZ

Bandwidth 5.5 MHZ at .5 db points

Insertion Loss 1,25 at low VHF to 1.75 at high VHF

Impedance 759 ,-23 db reflection coefficient

Passband Group Delay Variation | 10 nanoseconds max

Passband Ripple .01 db max

Stopband Attenuation at least 30 db at .5 db bandedg=
plus 1 MHZ

Table El1

Lm it
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CONVERTERS :
The converter specifications are in Table E2.

function convert carrier frequencies in VHF range
input impedence 7592 ,-23 db reflection coeificient
output impedence 759 ,-23 db reflection coefficient

oscillator accuracy .005%

conversion gain 5 db min

noise figure 10 db in analog mode
amplitude variation + .75 db over 6MHZ Bundwidth

Table E2.

COMPRESSORS ; CONCENTRATORS AND ROUTERS
The compressors, concentratoyrs, and routers all operate

digitally at the same frequencies and data rates and differ only
in details and relative memory and logic requirements. The

specifications for all three are given in Table E3.

Compressor Concentrator Router
number
of inputs <3 <3 <3
number
of outputs <3 <3 <3
input data 100KB/sec or
rate 100KB/sec 100KB/sec 1 Megabit/sec
output data 100KB/sec or
rate 1 Megabit/sec 1 Megabhit/sec 1 Megabit/sec
throughput 1 packet/11l.5msec
(packets) 1 packet/1l1.5 msec} 1 packet/~1ll.5msec; for 100 Kbit

operation
packet
length 1150 bits/packet 1150 bits/packet 1150 bits/packet
carrier
frequency VHF range VHF range VHF range
core
nemory
requirement two packi*s six packets wo packets
— 1
Table E3
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