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How Joes a decision maker combine information from several sources 

to arrive at a prediction about the state of the world? How adequate 

is man as an "intuitive statistician" (Brunswik, 1956; Peterson & Be£.ch, 

1967) i"  Two optimal models have been widely emploved in the study of 

these questions:  The Bayesian model, based on probabilities and Bayes' 

theorem, and the regression model, based on correlational statistics and 

multiple regression analysis (Slovic t.  Lichtenstein, 1971).  Oplimal 

models '■ypically piny a dual role in these studies.  First, they serve 

as standards of ideal performance against which the performance of sub- 

jects can be compared.  Second, they are used as frameworks for des- 

cribing the subjects' cognitive processes. 

Within the Bayeslan pa'adigm, comparisons of subjects' posterior 

probability BStimattS With estimates generated by Bayes1 theorem have 

often shown subjects to be conservative.  That is, the human judge fails 

to extract as much information or certainty from data as does Bayes' 

theorem (see reviews by DuCharme, 1970; Edwards, \%H;   Peterson & Beach, 

1967; and Slovic & Lichtenstein, 197').  The finding of conservatism is 

frequently interpreted as a finding that ßayes' theorem, when modified 

with suitable subjective parameters to account for the conservative bias, 

is an appropriate descriptive model of subjects' cognitive processes. 

In the regression paradigm, subjects learn a task through repeated 

trials in which they are presented with several cues, make a guantitative 
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judgment on the basis of these cues, and are .hen given the criterion 

value as feedback.  Results of such learning studies have shown that 

regression equations can provide a good global fit to subjects' judgments 

based on multiple cues. 

These Bayesian and regression studies have led lo the conclusion that, 

since subjects' inferences are influenced by appropriate variables in 

appropriate directions, normative models provide a good f!rit approximation 

for a pfychologital theory of inference (see, for example, Peterson 6 

Beach, 1967, pp. '♦2-^3).  However, there has been growing dissatisfaction 

with this optimistic conclusion.  Anderson (1969) has pointed out that 

global indices can produce high correlations between a model and data 

even when the model is seriously incorrect.  Recent empirical evidence 

indicates that subjects making probability estimates respond on the basis 

of task attributes that are irrelevant to the Bayesian model (Beach, Wise, 

6 Barclay, 1970; Pit«, Downing, & Reinhold, 1967; Kahneman 6 Tversky, 

1972; Vlek, 1965).  in research with the regression model, B'-ehmer (1972) 

and Slovic (1966) have shown that subjects employ different combinatorial 

strategies for different subsets of stimuli, in violation of the model. 

Perhaps the most serious challenge to the view of man as an adequate 

intuitive statistician comes from the recent studies of Kahneman and 

Tversky.  Kahneman and Tversky (1972) have proposed that when making 

probability estimates in well-defined, repetitive situations, subjects 

employ a heuristic called "representativeness," whereby the probability 

of a sample is determined fcy the degree to which the sample is similar 

in essential features to its parent population.  They presented several 

lines of evidence to support their position.  First, they found that sub- 

jective sampling distributions were insensitive to -ample size, a normatively 
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important but psychologically non-representative factor.  Second, they 

found in a Bayesian task that subjects were strongly influenced by a 

highly representative sample characteristic irrelevant to the optimal 

model while being entirely uninfluenced by changes in the relevant, but 

non-representative, sample statistic. 

Kahneman and Tversky (1972, p. ^50) note that the principle useful- 

ness of the Bayesian approach to the analysis and modeling of subjective 

probability depends on whether the model captures the essential determin- 

ants of the judgment process.  Their research suggests it does not.  They 

conclude, "In his evaluation of evidence, man is apparently not a con- 

servative Bayesian:  he is not Bayesian at all." 

In a subsequent paper, Kahneman and Fversky (1973) discussed the 

representativeness heuristic in settings amenable to correlational inalysis. 

They found that people violated the principal assumptions of multiveriate 

prediction methods upon which the regression model is based.  For example, 

subjects' numerical predictions were not properly regressive, and were 

essentially unaffected by considerations of data reliability. 

In the spirit of thr: recent reearch, which takes a close, critical 

look at the validity of algebraic models as representations of cognitive 

processes, the present study examines performance of subjects in a task 

conducive to analysis by the regression model.  The subjects were asked 

to predict a criterion number, Qiven two cue numbers which were independent 

of each other but both correlated with the criterion.  Like the typical 

Bayesian study, but unlike much previous research with --egression models, 

the emphasis here was not on learning, but on the integration of information 

previously learned.  In the training phase, subjects were taught how to 

use «ach cue separately, with feedback of the criterion.  In the testing 

phase, subject: were given two cues, one from each fje source, and asked 

i  i ii ^tamm\mammmm 
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to  combine  the  cues   into a  single  judgment, without  criterion   feedback. 

The  analysis of  performance   in   this  task  focuses  on   three  questions. 

First,   do  the  standard  parameters   and  measures  of   regression  models  pro- 

vide  an   adequate  global   description  of  the data?    Second,   is   there  an 

indication  that   subjects  are  conservative   in  their weighting  of  the  two 

cues,  much as  they  tend  to be conservative   in  the  Bayesian  analog  to 

this   task?    Third,   does   the  hypothesis   that   the  normative model   is  an 

adequate descriptive model   survive  a molecular analysis of  the  data? 

With   regard  to  the   latter question,  use of a   regression  equation 

as   a descriptive model   implies   that   independent  sources of   information 

have  an  additive   impact  upon  subjects'   judgments.     Previous   resea-ch, 

however,  suggests   that   indcoendent   items  of   informefion  will   be  averaged, 
y 

rather  than  added.     Anderson   (1973a,   b)   has demtfTstrated averaging 

in  a wide  variety of  contexts,   and   Kahneman  and  Tversky   (1973)   have 

argued  that  people predict  outcomes   that  appear  most   representative  of  the 

evidence   (which   in  the present   study   implies ncn-optimal   averaging). 

Ferformance Measures 

Lens   Model   Measures 

The   lens model,  developed  by  Brunswik   (1952,   1956),   provides   a 

method  for analyzing judgment within   the   reiression  paradigm.     This model 

assumes   that  certain   items of   information,  called cues,  are probabilistically 

related  to a  criterion.     The multiple   regression model   is  used   to express 

these   relations''ps.     The  best  estimate of the criterion,  given   the cue 

values,   is 

V    =   [?  b.        (X.-X.)]   + Y     , (1) 
e i     i ,e       i      i 

where Y     represents  the predicted  criterion value,  b.       represents  the 
e ' »e 

regression weights,  X.   tne cue  values, 1.   the mein*  of  the  cues,   and Y 
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the mean criterion value.  The subscript, e, stands for the environment, 

and also serves to remirl the reader that Equation 1 represents the model 

used by the experimenters. 

After the subject has been shown a series of cue comoinations, and 

has responded by estimating the correct value of the criterion, Y, for 

each cue combination, multiple regression techniques can be used to form 

a linear model of the subject: 

Y ■ I? k.   (X.-I.)] + Y 
s    i  i ,s   I  I 

where Y  represents the criterion value predicted from the model of the 

(2) 

subject   (the subscript,   s,   stands   for  subject).     The  comparison  between 

the model   of  the environment and  the model   of the subject  forms  the  central 

focus  of  analysis.     The details of such  analysis  have  been developed  by 

Hursch,  Hammond, and Hursch   (19^),  Tucker   (196'4),  Naylor and  Schenck 

(1966),   and  Dudycha and  Naylor   (I966).     This  paper uses  the notation of 

Dudycha and Naylor. 

Three measures are used as   indices  of the subject's  performance: 

r   :     Achievement.     The degree of  agreement  between  the criterion 

volu.    and  the  subject's   responses  over n_ observations.     R     is 

the correlation  between  the  criterion value,  Y   ,  and  the  subject's 
' e 

responses, Y . 

r :  Matching.  The degree to which the model of the environment 
m        3       3 

matches the model of the subject,  r  is the correlation between 
m 

< Y    and Y  . 
v   e s 

r   :     Linear consistency.     The degree to which  the subject  consistently 

utilizes  his  own  strategy as  defined by the   linear model   of his 
IS 

responses,     r     is   the correlation  between Y    and Y   . s s s 

These three  indices   reflect   the general   performance of each subject. 

The   indices are  interrelated; when  the  criterion   is  a   linear combination 
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of the cues (as in this study), the relationship is simple 

err 
e s m 

(3) 

where r  Is the linear predictability of the criterion, i.e., the cor- 

relation between Y and Y . 
e     e 

Measures of Conservatism 

b-weight ratios.  Tne first index of conservatism used in the present 

study is based on that proposed by Brehmer and Lindberg (1970).  If the 

subject responds optimally, the b-weights, b.  , which are the slopes of 

the regression iines relating .aw-score cue values and judgments, will be 

equal to the environmental b-weights, b.  .  If the subject systemtt'cal1y 
i , e 

treats a cue as if it were less diagnostic than it is  then the b-weight 

is reduced.  Thus, if the ratio, b.  /b.  , is less than unity, the subject 
' '1,51,6 

is considered to be conservative in his use of cue i.  This measure treats 

each cue separately; the subiact could be conservative in his use of one 

cue, but not conservative in his use of another. 

Revision ratios.  Thß second measure of conservatism here proposed 

can be used only when the cues are presented sequentially within a single 

trial and a judgment is Wf J upon receipt of each cue.  Optimally, the 

subject should start each trial knowing that, without any data, the best 

response is the mean of the criterion distribution.  After receiving the 

first cue, he should revise the mean according to the information con- 

tained in the cue. When the second cue is presented, he should revise his 

firit response.  The revisions prescribed by the regression model are based 

on a quadratic loss function. 

Assuming that the subject has correctly learned, in the training task, 

how to respond to one cue alone, the critical judgment is the second one. 

The optimal revision is the signed difference between Y given only the 

first cue, and Y given both cues.  This signed difference, d , can be 
e ' 
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compared with the signed difference, d , between the subject's firs': and 

second responses.  The ratio of these deviations, d /d , is iiere proposed 

as the measure of conservatism for successive presentation of the cues. 

If this ratio is positive and less thrn unity, conservatism is indicated. 

If this ratio is positive and greater than unity, the subject is assumed 

to have treated the second cue as more informative than he should have, 

and counter-conservatism is indicated.  When the revision ratio is nega- 

tive, the subject has responded by revising in the opposite direction 

from the optimal model; such a response is neither consevative nor counter- 

conservat ive. 

Method 

St imuli 

Two sets of 200 normally distributed two-digit numbers, with mean 

of 50 and standard deviation of 10, constituted the cue values used for 

both training and testing.  The cue sets were independent of one another. 

One set correlated .^0 with the criterion, while the other set correlated 

.80 with the criterion.  Thus r , the linear predictability of the cri- 

terion, was N/.^O
2
 + .802 = .89.  The stimuli were the same as used by 

Dudycha and Naylor (I966).  The task was presented as a problem of trying 

to prfidict a third number, given two "cue" numbers. 

Design 

Forty male University of Oregon students were assigned to the four 

groups of a 2 x 2 factorial design.  Half of the subjects received, during 

the testing phase, the Simultaneous presentation of both cues; these sub- 

jects made a single response to the two cues.  The other 20 Ss received 

the two cues in Successive presentation during the testing phase, and 

responded twice, first to one cue, and then to boti cues. 

MHHMMMWi  —- - - —-" ——  -  
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The other dimension of the factorial   design was order of presentation. 

Ten  subjects   in   the Successive Group were  trained  first on  the weak   (.'♦0) 

cue,  then  on  the strong   (.80)   cue;  they   received the cues   in  this  same 

order during  the   testing phase.     The ether   10  subjects   in  the Successive 

Group  received  the   reverse order  in  both  training and  testing.     Order of 

presentation   for  the Simultaneous Group   refers  only to the order  in which 

subjects were  trained on  the cues.     Due  to scheduling difficulties,   there 

were  11   subjects   in  the  .40-.80 Simultaneous  Group and 9 subjects   in   the 

.80-.40 Simultaneous  Group. 

Train ing 

All   subjects   received  the same training,  except   for order of presen- 

tation.     The  subjects were trained   in  the use of each cue separately, 

but were never  told how to combine the   information  from the  two cues. 

The training  proceeded as  follows; 

1. After a brief  introduction,  during which subjects were told   the 

mean  values   for the cues and criterion,   subjects were given  50 training 

trials.     On  each  trial   they were shown  a cue,   asked  to estimate  the  cri- 

terion,   and were  then shown  the criterion  value. 

2. Subjects were next  shown  a scatter plot  of the cue-criterion 

relationship   for the 50 trials   to which  they  had  just   responded.     They 

were urged   to use  the  information   in   the scatter plot on  subsequent   training 

trials. 

3. Next,   subjects were given   10 more  trials with  feedback. 

4. Subjects were then  shown a scatter plot  of   100 cue-criterion 

pairs,  with  a   regression   line on the plot.     They were   instruct»^   in   the 

mechanics  of using  the  regression   line to make  predictions and   in  the 

rationale  for   its  use.     Finally,   they were  asked  to evaluate the utility 

-MMMMMM, iMMMM^MK  —   -    ■-- ■ ' ——  
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of the regression line for themselves, by using the line to make their 

predictions on the next series of training trials. 

5. Subjects were given 10 more trials with feedback. 

6. The subjects were shown a scatter plot, including the regression 

line, with 150 cue-criterion pairs. 

7. Ten more trials with feedback followed. 

8. Finally, subjects were given a scatter plot, including the re- 

gression line, with 200 cue-criterion pai'-s. 

The same procedure was then followed for training in use of the 

second cue.  After training, all subjects were allowed to retain the final 

scatter plots for each cue, each containing 200 cue-criterion values and 

a regression line, for use in the testing phase. 

Testing 

The purpose of the training phase was to provide subjects with the 

information and tools necessary to enable them to make optimal predictions 

for each of the cues alone.  In the testing phase, the purpose was to 

examine how subjects combined information from two sources in order to 

form a single judgment of the criterion.  The combined use of two sources 

of information was examined in two ways, through the Simultaneous presen- 

tation of both cues and through the Successive presentation of the cues. 

Simultaneous presentation.  In the Simultaneous presentation condition, 

numbers from both the .CO correlation set and the .^0 correlation set were 

displayed at the same time. The testing phase consisted of 60 trials on 

which numbers from both cue sets were presented.  Over these trials, the 

correlation between the two sets of cue numbers was approximately zero. 

Subjects were instructed that both cues provided unique, independent 

information about the criterion they were to judge.  Subjects were allowed 

- - -A- - ■' ■ - -• —■ ■- -  -■ ■■ 
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to consul: the scatter plots and regression lines at any time.  No feed- 

back was provided on any of the 60 testing trials. 

Successive presentation.  In the Successive presentation condition, 

a number from either the .80 or the .40 correlation set was first displayed 

to the subjects (depend'ng on the group to which the subject had been 

assigned).  Subjects were required to predict a criterion number on the 

basis of this single cue number.  Following the subject's first predictions, 

a second cue number was displayed together with the first number.  The 

subjects were then required to make a second judgment, based on inlormation 

from both cues. 

As in the Simultaneous presentation condition, the independence of 

the two sources of information was stresseu.  Subjects were again allowed 

fo consult the scatter plots end regression lines at any time.  No feed- 

back was given during the 60 test trials. 

Results 

Lens model measures.  Two of the standard indices of the subjects' 

performance, r and r , were computed for each subject.  Since in the 

present task there was no feedback, and thus no actual criterion, r was 
a 

calculated for each subject via Equation 3, using r = .89.  On these 

measures, the four groups of subjects did not differ significantly (Kruskal- 

Wallis Analysis of Variance by Ranks), so the results of all gf-oups were 

combined.  Most subjects appeared to perfor-nwith reasonable success, 

the average values of r^,   r , and r being .70, .99, and .86 respecVlvely. 

b-weights.  Table 1 summarizes the cue utilizations, i.e., b-weights, 

computed on the subjects' responses to the joint presentation of two cue 

values.  For the Simultaneous Groups th.;re was no difference in performance 

between the group that was trained first on the .40 cue and the group that 

mm . — 
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wab trdined first on the .80 cue.  Therefore, the results from the 20 

subjects have been combined.  All 20 subjects in the Simultaneous group 

underweighted the .80 cue, and 18 of them umierweighted the .^0 cue. 

The .80 cue was weighted more heavily than the .'t0 enc   by U of the 20 

subjects. 

Insert Table I about here 

The b-weights computed on the second responses made by the Successive 

Groups show an order effect   When the ,k0  cue was presented first, the 

mean b-weight for it was .18; when it was the second cue, the mean b-weight 

was .26.  This difference was significant (Mann-Whiincy U test; p < .02). 

When the .80 cue was presented first, the mean b-weiqht for it was ,32; 

when the .80 cue was second, its mean b-weight was .^9, again signifi- 

cantly higher (p < .001).  Thus subjects unde"weighted both cues, but 

most especially underwek^i'ed the fint cue they saw. 

The low b-weights o. the subjects mcdels indicates conservatism. 

So do the ratio ol subjects' b-weiqhts to the optimal weights (b.  /b.  ). 

For the .40 u.e, tin mean h-weight ratio across a]\   hQ  subjects was .62 

(range .23 to 1.23); only two subjects In the Simultaneous Group and one 

subject in the Successive Group were no' conservative (ratio greater 

than 1) in the use of this cue.  For the .80 cue, the mean b-weight ratio 

was .51 (range .16 to ,78); all ^0 subjects showed conservatism on this 

measure. 

Revision ratios.  For a detailed analysis of revision ratios in the 

Successive Groups all 60 pairs of btimuli were classified into the following 

three categories (except for one pair in the .'♦O-.BO condition and nine 

pairs in the .80-.40 condition for which the optimal second revision was 

zero; these trials were excluded from the revision analysis): 

Ma a^HBBMafciaM ulMjlBMUHtaka_M _    . 
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Category 1: The two cues werr on the same side of the mean (50), 

and the second cue was farther from the mear than the first cue (e.g. , 

53 followed by 62, or ^8 followed by 36). This category is called In- 

creasing. 

Category 2:  The two cues were on the same side of the mean; the 

second cue was closer to the ir-an than the first (e.g., 62 followed by 

53, or 36 followed by ^8).  This category is called Decreasing. 

Category 3:  The two cues were on opposite sides of the mean (e.g., 

62 followed by ^8, or 36 followed by 53). 

Revision ratios were com^uteJ for etch subject on each trial.  The 

averages over subjects and over crials within each category are shown in 

Table 2, along with the number of trials per subject in each category. 

For the ideal subject, the revision rattCMOuld equal 1.00.  These 20 

subjects were conservative in their revisions on the Increasing trials. 

However, on Decreasing trials subjects tended to revise in the wrong 

direction, i.e., toward the mean.  For example, for the .80-.'♦O Group, 

the two cues on trial 27 were 6^ followed by 5^.  The optimal responses 

are, to the first cue, 6l, and after both cues, 63, so de = +2.  The 

average first response across the 10 subjects was 61.2; the average secono 

response was 55.^4; the average d = -5.8.  On this trial all 10 subjects 

responded with a smaller number after both cues than after the first cue 

Table 2 also indicates that when the two cues were on different sides of the 

mean, the subjects, on the average, were counter-conservative, revising 

too much toward the second cue.  The average revision computed across 

all trials was conservative for both groups. 

Insert Table 2 about here 

MMHMHi ■ ■ 
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Individual differences.  Large individual differences were found in 

the responses to the first cue made by subjects in the Successive Group. 

All a subject needed to do to give a perfect performance was to use the 

appropriate scatter plot (which was in front of him) and read the answer 

indicated by the regression line, but visual inspection of the scatter of 

the subjects' responses indicated that not all subjects were "reading 

off" their responses from the materials available to them.  Only about 

half the subjects clustertd their responses close to the regression line. 

Accordingly, the Successive Croup subjects were classified as "Obedient" 

if 80% or more of their responses to the first cue were within ±2 1/2 

units of the optimal response, or "Disobedient" of 65^ or fewer of their 

first responses fell that close to the regression line.  In the .40-.80 

Group, five subjects were classified as Obedient and five as Disobedient. 

In the .80-.40 Group, six were Obedient and four Disobedient.  The most 

disobedient subject's first responses correlated only .42 with the cue 

presented. 

The Obedient Successive Groups subjects had slightly, but not sig- 

nificantly, higher performance measures r , r , and r .  The b-weiqhts 
or m*    s 

computed on their first responses were, of course, all very close to 

optimal, but their second responses differed not at all from their Dis- 

obedient colleagues on tie measures shown in Table 1. 

The interesting fact about the obedient subjects is the high degree 

of consistency with which they responded in the directions shown in Table 2. 

For Increasing trials, 71^ of their 167 responses were conservative (i.e., 

the revision ratio fell between 0 and .99).  For Decreasing trials, 78% 

of their 145 responses were in the wrong direction.  The most optimal 

Obedient subject revised in the wrong direction on 10 of 17 Decreasing 

a^^^m mmmm ^vt^ammmm mm  ■■■■L. .._ .■-^. ...^J^. 
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trials.  When the two cues were on different sides of the mean, the 

Obedient subjects were countur-conservative on 63* of their 289 responses. 

The Disobedient subjects showed the same pattern of revisions but with 

less consistency, due to the deviant nature of their first responses 

(which was the defining characteristic of this group). 

Search for an averaging strategy.  Further analyses were carried out 

in an attempt to determine whether the performance of the subjects could 

be accounted for b, some sort of averaging strategy. The simplest tuch 

strategy, whereby the final response is the average of th« two c as, leaves 

some ambiguity about the response made to the first cue  It seems unlikely 

that the Obedient subjects, who we know made properly regressed re- 

sponses to the first cue, iät«?r disregarded the regress.on effect and 

averaged the two cues to produce their final response. A more reasonable 

possibility for averaging is that subjects regressed both cues (as they 

had been trained to do), and responded with the average of the regressed 

cues. These two averaging strategies may be compared with the optimal 

strategy, as follows: 

Optimal response - b, t«, - 50) + b2 (Xj - 50) + 50 

Averaging response » 1/2 (X^ + X^) 

regressed 1st cue  regressed 2nd cue 

Regressed average - 1/2 ^(Xj - |8) ♦ SO + ^h'  50) + ^ 

Only the second averaging strategy (Equation 6), under which the 

subjects average the regressed values of both cues, predicts the various 

patterns of revision ratios shown in Table 2. These predictions are 

illustrated in Table 3, which shows the Obedient subjects1 responses to 

two trials. 

Insert Table 3 about  here 

CO 

(5) 

(6) 

—   ■ n mm  



I 

15 

On trial 30, the .40-.80 Group subjects were first presented with 

a cue value of 56 followed by a cue value of 60.  This trial was coded 

by the experimenters as an Increasing trial.  The .80-.^0 Group subjects 

first saw a cue value of 60, then a cue value of 56, coded as a Decreasing 

trial.  On this trial, the optimal model and the strategy here suggested 

both call for a first response (which could be read directly off the 

scatter plots) of about 52 for the .^O-.ÖO Group and 58 for the ^O-.^O 

Group. On the second response the optimal model and the regressed 

averaging strategy differ. The optimal model calls for a response, by 

both groups, of about 60, but the proposed strategy calls for a second 

response, by both groups, of about 55. 

The difference, d, between the first response and the second response 

best illustrates tne systematic departure of the regressed averaging 

strategy from the optimal model. Almost aM (93^) of the Increasing trials 

share the characteristic shown by the .'IO-.BO condition of trial 30 in 

Table 3:  The difference under the optimal model (dj is larger than the 

difference derived from the regressed averaging strategy (dra)'  
lf: sub" 

jects were following such a strategy, they would appear to be conservative 

on most Increasing trials, as observed. 

Most (70^) of the Decreasing trials have the characteristic shown 

by the .80-.40 condition of trial 30, shown at the upper right in Table 3- 

The optimal strategy requires that the second response be farther from 

the mean than the first response, while the regressed averaging strategy 

yields a second response closer to the mean than the first. Thus if 

subjects were using the latter strategy, the revision ratio, ds/de. 
wo~ld 

most often be negative, as observed. 

BMÜMMiMMM  - '   
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Were the subjects in the Simultaneous Groups also using the regressed 

averaging strategy?  Correlational analysis cannot easily discriminate 

between this strategy r.nd the optimal modv..!, because the predicted re- 

sponses under both models are perfectly correlated.  The mean squared 

error was computed across the 60 trials for each subject and ea'i model. 

For the Successive groups the simple averaging model (Equation 5) fit 

better than the optimal mode! for 18 of the 20 subjects (with an 18% 

reduction in squared error).  However, the regressed averaging model 

(Equation 6) even f.t better, than the simple averaging model for all 

20 subjects (with a further 2(>%  reduction in mean squared error).  The 

results were essentially the same for the simultaneous groups. The simple 

averaging model fit better than the optimal model for all 20 subjects 

(25%  reduction in squared error) while the regressed averaging model fit 

better than the simple averaging model for 15 out of 20 subjects (19% 

further reduction in error). 

To summarize the analysis of mean squared errors, subjects seemed 

to be averaging the regressed cues rather than adding their effects as 

the optimal model does. Whether or not the subjects saw the .^0 or the 

.80 cue first or whether they belc iged to the Obedient or Disobedient 

classification had little or no effect on the superiority cf the regressed 

averaging model over the other contenders. 

The regressed averaging strategy can account for the conservative 

b-weights shown in Table 1 as well as the patterns of conservative, counter- 

conservative, and wrong direction revision measures shown in Table 2. 

Among all the reported results, there is only one finding not explained 

by the regressed averaging strategy: The order or recency effect shown 

in Table 1 for the Successive subjects.  This effect was just as strong 

•MMflkMiM ■ - -- - ■*-*  



18 

for the Obedient   as   for  the Disobedient  subjects,   and   is not  predictable 

from either the optimal  model   or  the averaging sti-^egy.     However,   this 

effect   is consistent with  findings of other studies  of   information   inte- 

gration and  can  be hand'       by a slightly modified  version of the averaging 

model   (see,   for example,  Anderson,   1568). 

Oi scuss ion 

In the present study, the subjects were taught '■he relevance of two 

information sources taken separately, then tested, without feedback, for 

their ability to integrate several items of information into a single 

judgment.  This particular task is common in Bayesian research, but unique 

in research with the regression paradigm.  According to the usual measures 

of performance, the subjects in this study appeared to be moderately suc- 

cessful in the task.  The three indices of achievement, matching, and 

linear consistency were similar to those found in previous studies (e.g., 

Dudycha 6 Nay lor, 19b6). 

If the analysis of the data had stopped with the global performance 

measures discussed above, the study might have been presented simply as 

an illustration of how the regression model and the Bayesian model could 

be used together, and the results (moderate fit with the reg'ession model 

and conservatism) could have been viewed as congruent with previous research. 

But a more molecular examination of the data, departing from the traditional 

Bayesian and regression analyses, opened new vistas.  The hypothesis 

that the subjects were averaging the regressed values of the two cues was 

supported by the data.  Such behavior is consistent with the averaging 

strategies discussed by Anderson (1973a, b) and with the representativeness 

hypothesis proposed by Kahneman and Tversky (1973).  "his hypothesis implies 

that the prediction of a criterion should coincide with the most representative 

-'-■"—L--!lilMlllili 11  1  
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description of the cues.     An averaging strategy certainly produces more 

representative predictions  than  the optimal  model, which sometimes makes 

predictions  that  are more extreme than eit'ier cue. 

In   following an  averaging strategy,   the present  subjects were not  simply 

exhibiting a quantitative degree of non-optimality,  but were performing 

in \ays  qualitatively  different   from  the   regression  model.     The  traditional 

measures  derived  from  this  model  were  not   useful   in  uncovering  these 

serious  discrepancies   from  the models.     The  results  of   this  study  strengthen 

the  belief  that  molecular  analysis  of  the  heuristics   that   subjects  eniploy 

is  essential   to understanding   the  processes   involved   in  human  decision making. 

. 
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Footnotes 
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by  ONR under Contract No.   N0001 ^4-73-00438   (NR  197-026).     We thank Berndt 

Brehmer,   Robyn  Dawes,   Lewis  Goldberg,   Paul   Hoffman,  Daniel   Kahneman, 

Leonard  Rorer,  and Amos Tversky  for their comments. 

2. Requests  for   reprints  should  be sent  to Sarah  Lichtenstein,   Oregon 

Research   Institute,  P.O.   Box 3196,  Eugene,  Oregon,  97^03. 

3. Kahneman  and Tversky   (1973)   found  that  subjects  failed  to  regress 

wh»"  predicting from unreliable single cues.     They attributed  this  to 

representativeness considerations.    The averaginj of  regressed  cues  in 

the present  study   is  undoubtedly due  to      e heavy emphasis   in  training on 

using  -he   regressed   regression   line.     Without  such emphasis,   it  seems   likely 

that subjects would simply  have averaged  the non-regressed  cue values. 
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as 
Table 1 

Subjects' b-Weights After Seeing Both Cues 

Simultaneous 
(n-20) 

Successive 

.40-.80 
(n-10) 

.80-.40 
(n-10) 

Optimal Values 

D.4,s ü.8.s 

Mean    Range    Mean    Range 

,26   .15-.40    .32   .13-.41 

,40     -      .80 

.8.s/b.4, b 

Mean 

s 

Range 

.27   .10-.49   .40   .16-.60    1.70   .44-3.07 

IB   .09-.25   .49   .39-.62    3.09  2.00-6.22 

1.31   .36-2.00 

2.00 
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Table 2 

Conservatism  in Successive  Responding; 

Mean  Revision  Ratios 

Group 
Same Side 

Incrsas ing 

of Mean 

Decreas ing 

Different Sides 
of Mean 

Mean for 
All Trials 

.^O-.SO 0.58 -1.23 1.21 .37 

(n^) (13) (17) (29) (59) 

.80-.M3 0.21 -3.17 1.92 .35 

(nb) (17) (10) tt%) (51) 

aPositive  ratios   less   than  unity  show conservatism;   positive  ratios 

greater than unity show counter-conservatism;  negative  ratios show  revision 

in   the wrong direction. 

Number of trials  per S  in each category. 
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Table 3 Jt 
\ 

Examples of   Individual   Subjects'   Responses 

for the  Obedient,  Successive Group 

.40-. 

Trial #30: Cu e.40" 56 and  Cue ■ Jo"60 

roup 80 Grou P .80-.40 G 

II 1st Response 2nd Response d S#       1st Response 2nd Response d 

52 54 +2 7 58 56 -2 

52 55 +3 1 58 54 -4 

52 55 +3 5 58 53 -5 

10 50 55 +5 6 58 54 -4 

52 55 +3 8 

3 

58 

58 

56 

56 

-2 

-2 

Mean 51.6 54.8 +3.2 Mean 58.0 54.8 -3.2 

Opt imal 52.4 60.4 +8.0 Opt imal 58.0 60.4 +2.4 

Regressed 
Avg. 

52.4 55.2 +2.8 Regreise 
Avg. 

i    58.0 55.2 -2.8 

.40-. 

Trial Bl.- Cu e.40r! 58 and Cue 30 ^ 

roup 80 Groi 'P .80-.40 G 

!£. 1st Response s      2nd Response d S#      1st Response 2nd Response d_ 

5 52 47 -5 7 44 47 +3 

8 53 47 -6 1 44 50 +6 

7 53 47 -6 5 41 47 +6 

10 50 44 -6 6 43 48 +5 

2 53 48 -5 8 

3 

43 

42 

47 

48 

+4 

+6 

Mean 52.2 46.6 -5.6 Mean 42.8 47.8 +5.0 

Opt imal 53.2 46.8 -6.4 Optimal 43.6 46.8 +3.2 

Regressed 
Avg. 

53.2 48.4 -4.8 Regresse 
Avg 

d    43.6 48.4 +4.8 
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a7 
Table k 

Correlations Based on the Difference Between  First 

Responses and Second  Responses  for Successive Groups 

Correlations .kO-. 80 Cond i t i on .80-.40 Condi tion 
Between Obedient 

.78 

Disobedient 

.$8 

Obedient 

.45 

Di sobedient 

d  and d 
e     s 

• 30 

dra and ds .92 .«3 .85 .65 

Partial 
Correlations 

Between 

-.05 'M .14 de' ds ' dra 
-.05 

d  , d ' d 
ra' s   e 

.78 .42 .81 .62 
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