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ABSTRACT

This report describes a group of experiments whose
purpose was the expansion, refinement, and validation
of the CACTOS computer-network analysis model. The
experiments were conducted on both existing and planned
computer networks in order to arrive at conclusions
with respect to computation resources and to obtain
guidelines for use in the design, construction, and

modification of computer networks.

The primary issue investigated was the question of
whether, in general, centralized or decentralized
(distributed) computational power offers the best
potential performance and cost-effectiveness for
present and future computer network configurations.
The conclusion was that partial decentralizationm,
using large computers to achieve economies of scale,.
provides optimum results for the types of computer
networks that will be constructed to meet the needs
of the Department of Defense during the 1975-1980

time period. ) o

“Preceding page biank |



System Development Corporation
1 September 1972 v TM-4743/013/00

TABLE OF CONTENTS

1 . INrRODUCTION . . L) . " . . . . . . . ¢ 0 . . ¢ o 0 LI} . . . 1

2 . E)QERI}ENTS . " L I ] . . . * e . . . . L . L . . . . . l‘

2 L] 1 FRAA}EWORK OF EXPERI)ENTS L] L] L[] L] L] . . L] L] L] L] L] . L] L] L] L] l‘
2'1.1 Experiment set I L] " L] L] . L] . L] . L] L] . L] L] L] L] . L] l‘
2' 10 2 Experiment set II L] L] . L] L] L] L] L] L] L] L] L L] . L] . . 13

2.2 EXPERIMENTAL RESULTS: SET I o o o o o « o o s s o o o o o o 14
2.3 EXPERIMENTAL RESULTS: SET II 4 v o o o o o s s o o o o oo 21
9.4 REFERENCES + « + o o o o s o o o o o s s s o o o v v oo 31
3. SYSTEMS ANALYSIS + « o o o o o o o o v o o s s s o s v o o o s o 32
3,1 INTRODUCTION & &« o + o o o o o o o o o o s o o o o 0 0 o o 32
3.2 MARINE CORPS PERSONNEL SYSTEM .+ « « « o o o o o o o o o o o 32
3.3 ADVANCED LOGISTICS SYSTEM + + « v v o o s o s o o o s o o o+ 37
3.4 REQUIREMENTS ANALYSIS EXPERIMENTS . . « & o v o o o« o o o 4l
3.5 REFERENCES « + o o o o o o o o o o o o o s s o 0 o s o o o 45
4. CONCLUSION AND RECOMMENDATIONS o « « « « o« o o« o o s o o o o o o+ 46
L.l REMARKS + o o o o o v o o o o o o o o o o o v o v o o o oo 4t

l‘ . 2 REFERENCES . LI I ] * . s o 0 . s . . . L I ] . . . " 5 1

APPENDIX A. COMPUTATION AND COMMUNICATION TRADE-OFF STUDIES:

K . AN ‘ANALYTICAL MODEL OF COMPUTER NETWORKS - G 52
Y
“APPENDIX B. VALIDATION OF THE CACTOS MODEL + « o o ¢ o o o o o o ¢ 64

A
A

Preceding page blank



System Development Corporation

] September 1972 vi | TM~4743/013/00
FIGURES
Page

2-1 The CACTOS Model « « « ¢ o ¢ o o o o o o s o o o 0 0 0 0 00
2-2 Network Configuratiovuﬂéquirement Set I v o 6 o 0 s s e 0 e 8
2-3 Memory Size Cost-Effectiveness . o« « « ¢ o ¢ ¢ o » “ o 0 0 s 19
2-4 Configuration Throughput Cost-Effectiveness « « o « o o o o 22
2-5 Configuration Response Time Cost-Effectiveness « « « « o o 23
2-6 Standard Configurations « « o o o ¢ o o 0 o o 0 ew 0000 24
2-7 Most Cost-Effective Cenfigurations . o o o 0 o 0 0w o v 00 25
2-8 Sample Networks--Reliabiliry and Articulation Level .+ ¢ o & 30
3-1 The Marine Manpower Managenent SyBtem . o« ¢ « o ¢ o o o o o 33
3-2 Percentage in Communication « o ¢ v oo 0 o o0 0o e 00t 43
3-3 Percentage 1n CPU « + o o o o o o« o v o o v v 00 e 000 43
A-1 Information Flow in ihe CACTOS Model . . « « « - - 1
A-2 An Ecample of Message Routing Inputs and Outputs . . . . . - 55
A-3 Regional Computation System . « « « oo o o 0 0 0 v 0 0 000 57
A-4 A Typical Compute-1/0 Cycle in Varying Degrees of Overlap

(CPU time/total time = f = 1/3) o o v 0 o 0 sa s oo o 39
A-5 A Compute-1/0 Cycle in which 1/0 is Completely Overlapped

by COMPULALION o o o o o o o o o o o 0 o o @ et 0 59
B-} JOVIAL Model Validation Program . o « o ¢ o o o o o o o ¢ ° 67
B-2 Comparison of CACTOS Model and Validation Program for

CPU Overlap and Balance o « o o o« o o o s o o o 0 o0 &0 71



+ ¢

System Development'Corporation

1 September 1972 vii TM-4743/013/00
TABLES
Page

2-1 Cities for Experiment Setvi B 4
2-2 Experiment Set I - Computer Cost3 . o ¢ o o o 0 v 0 o o v 10
2-3 Table of Computer Characteristics . . « ¢ « o ¢ o 0 ¢ 0 v ¢ 10
2-4 Experiment Set I - Computation Configuration « « « « « « 11
2-5 Results of Experiments . « o« + o o ¢ o o o o v 0 0 o 00 16
3-1 Priority Division of Jobs . « o v o v v 0 0 e e e e e e 35
3-2 Operating Times for Dedicated vs. Shared Operations . . . . 36
3-3 Channel Capacities . « « o o o o o o s o 0 0 o 00000 38
3-4 Response Times for Priority Levels (ALS) .+ « « & o .o 39
3-5 Response Times (ALS) « « v o« o ¢ o o o o o 0o w0000 40
A-1 Computer Throughput Model Input Paramet@rs .« « « s o o o o 58
A-2 Calculation of the Number of Avzrage Size of Packets with

Average, Message Size = 100 Bits and Maximum Packet
Sizc = 100 Bits L] . . . L] . L] . . . + . L] [ . . [ L] . . . 60

B~1 Computer Configuration for Validation Runs « « » « o« ¢ o« & 65



. System Development Corporation
1 September 1972 -1- . TM-4743/013/00

1, INTRODUCTION

This document describes the final results and gnalyses undertaken in the CACTOS
/Computation and Communication Trade-Off Studies) Project supported by the
Advanced Research Projects Agency (ARPA). The goal of CACTOS is to analyze, and
determine the relationships among, the parameters of computer networks and the
performance measures of such networks. The parameters include the hardware -and
software computation parameters as well as those associated with tte commu-
nication network intertying the computer sites. The results of this study are
intended to be employed by Department of Defense (DoD) agencies in the planning,

design, i-provement, and modification of military computer networks.

These objectives have been achieved and are described herein. One aim of the
Project was to analyze existing networkas, The other to determine the paramaters
and performance measures of Importance, as well as the future requirements few
information handling in DoD agencies, with regard to planned networks. To
perform the trade-off analyses in a quantitative manner, an analytic modeling
tool was constructed. Frogrammed in FORTRAN IV, the model is capeole of handling
both computation and communication parameters. It is described in detail in
Appendix A, along with the underlying equations, information flow, and

assumptions.

In order to be of utility, a network analysis tool must be validated for both
computation and communication analyses. The validation of the software and
hardware computation analysis is described in Appendix Bj the communication
analysis was drawn from previous work, and its validation was discussed in an
interim report. Validation was also performed using several existing systems

considered early in the study.

The major analysis tasks of the CACTOS Project »re described in Sections 2 and
3., The two sets of experiments for obtaining the general relationships are
described in Section 2.1. In Section 2.2, the results of the first set of
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experiments are reviewed. In particular, trade-offs were performed among
distributed and centralized processing, effect of core and job size, and job
type as measured by the average percentage of time jobs were in CPU versus I/0
operations. It was found that a configuration of large computers distributed

in a semi-contralized configuration was more cost-beneficial than elther widely
distributed processing with more, smaller machines or a centralized large
computer concentration; this preference held for almost all realistic parameter
values, Ceost-effectivencss was viewed as the ratio of workload to the product
of monthly total cost and average total response time, The superior performance
of a CPU-oriented (e.g., sclentific) network was also demonstrated. The most

effective core sizes tended to be small or medium,

The second set of experiments (the results of which are described in Section 2.3)
was orlented toward obtaining guidelines in the construvction, design, and
modification of ncrtworiks. In these experiments, communication lines were removed
from a completaly connected configuration in a stepwise fashion based on the
criteria of least loaded or least cost-effective lines. It was shown that these
procedures can lead to more cost-beneficlal configurations than some typical

configurations, such as rings and stars.

The analysis in Section 3 coufirms some of the analytlc conclusions of Section 2.
This section presents the CACTOS systems analysis work for one present and two 3
projected networks. These analyses have a broad scope. The first network con- i
sidered was the Marine Corps Personnel System (JUMPS/MMS), which is. connected

through AUTODIN. The CACTOS analysis revealed how system performance could be

enhanced by redistributing some of the data bases and logic of the network. The

second network analyzed was the Air Force's proposed Advanced Logistics System.
Here, optimal chinnel capacities were computed along with measurements of
computation. At a level higher than analyses of existing network plans is

requirements analyses for new networks whoge pléns have not yet been developed,

To explore these requirements analyses, a General Services Administration

request for proposals for a computer network was employed. The analysis §
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revealed that less than 10% of the fiscal resources should be speat on
communication. Furthermore, even with a high percentage of job time in
input/output operations, it is most cost~benef.cial to spend as much in the

central processing unit (as opposed to core) as possible.

The optimal configuration was :emi-centralized, with two main computer centers
spread across the United States. These results are in close agreement with
those in Section 2.2. Both sets of experinents revealed the same fiscal per-

centages in communication and CPU for the optimal configuration.

Section 4 presents some recommendations and remarks based on the CACIOS Project
results. These recommendations include possible new directions, such as network
integration. One result of the CACTOS work, namely the analytic model, is now
availsble for use by other DoD agencies for considering specific conditions and

networks.
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2, EXPERIMENTS
2.1 FRAMEWORK OF EXPERIMENTS

Two sets of experiments were conducted., Experiment Set I was designed to
examine computation characteristics. Experiment Set II was aimed at network
design for optimal performance. The framework for each of these is described

in 2.1.1 and 2.1,2 respectively,

2.1.1 Experiment Set I

The framework for the experiments whose results are described in Section 2.2

was a 40-node network with centers located in the cities listed in Table 2-1

(the numbers in parentheses indicate the number of centers in the given city).

TABLE 2-1
CITIES FOR EXPERIMENT SET I

Index of City City Index of City City

1 Seattle 14 Denver

2 Buffalo 15 Cincinnati

3 Boston (2) 16 San Francisco
4 Portland 17 Kansas City

5 Milwaukee 18 St. Louls

6 Minneapolis 19 Los Angeles (3)
7 Detroit (2) 20 Phoenix

8 New York (6) 21 Ltlanta

9 Chicago (3) 22 San Diego
10 Pittsbuigh 23 Dallas
11 Philadelphia (2) 24 New Orleans
12 Cleveland 25 Houston

13 Wast.ington, D. C. (3) 26 Miami

These cities were selected in part from geographic distribution and in part
from population and density statistics. Each center was given one or more

specified eomputers tied into the network by a standard modem device. The
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network was assumed to be of the message-switching type. The assumptions used

to perform the experiments were as follows: !

1. Remote and local jobs are both considered. A remote job consists of
a message transmission, computation, and a return message. A local
job is entirely computation. !lessages have single sources and

destinations.

2. All messages between tvo nodes follow the path with the minimum
number of links between the nodes (fixed minimum path routing). Ties
for the minimum length path are resolved by assignment to the least

loaded path.

3. Messape and job arrival distributions are assumed to be negative

exponential.
4. Interarrival times are independent of message lengths and job sizes.

5. Nodes behave independently of each other. This implies infinite-

capacity message buffers.
6. Nod. switching delays are fixed.
7. Nodes have an infinite traffic capacity.

8. Multiprogramming and multiprocessing are not specifically accounted

it

for in the model.

9. Message transmission is assumed to be error-free. Retransmission is ;

not explicitly taken into account.

i
=ML : !
~—- e . o = & 2
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Some comments on these assumptions are in crder. The fixed minimum path routing
has been shown to be close to optimal and requires much less computation than
is required for calculations of the optimal case (Frank {31), although

arrival times arc more closely approximated by gamma distributions. However,

in many cases (especially for summed gamma distributions), the effective
differences between the gamma and exponential distributions have been
demonstrated to be small. Kleinrock [4] has shown that this occurs when all
users on a large network are considered simultaneously. The assumption of
infinite~capacity message buffers has been shown to be valid when the network
is operating at less than 80% capacity. In a network in an unsaturated state

with minimum time delay, the limitations on node capacity are minor (Kleinrock

(4.

The model is described in detail in Appendix A. An overview of the model is
gwiven in Figure 2-1. The inpurs and outputs to the model are discugsed in this
section. i

The capacity of each communication line was set at S0kb. This channel capacity
bears a desirable ratio of communication to computation capacity and reflects
the optimum ratio of communication to computation costs found in past experi-
ments of other researcher: for seccond-generation computing experiment. - To be
representative of third-generation capabili;ies, the configuration of the
network was based on the assumption that the articulation of the network was
two--that is, at least two links must be broken to break communication between
two centers. The monthly communication cost was based on standard available
rates for 50kb line size, given by $15.00 for each of the first 250 miles,
$10.50 for each of the next 250 miles, and §7.50 for each mile beyond 500

miles. A minimum cost of $250 per m.ath per line was also assumed.

The general network topology appears as in Figure 2-2. Distances were computed
by the model using latitude and longitude data (computer centers in the same

city were assumed to be three miles apart). The network's topology was
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constructed iteratively, where at each step the most highly loaded group of
1inks was found. Then a link was added to reduce this load. A lightly loaded
link elsewhere in the network was deleted., This proceeded in an enumerative way

until no further improvement was possibla.

To obtain a representative set of ~oats and performance, a single hardware
manufacturer and generation weve Cu..cted. This was the IBM 360 line of
machines. This line was chosen because of the broad range of compatibly
operating equipment and a consistency of costs not yet present in the latest

product lines. The machines are listed in Table 2-2.

Since experiments were aimed in part at the‘type of the job, three basic types

of job mixtures were assigned. These, along with their parameters, are given in
Table 2-5 in Section 2.1.2, The main parameter here is the percentage of time the
average job spends in CPU. This ranges from 907 for scientific to 10Z% for commer-
cial. To show the 'sensitivity of computer throughput to core memory size, and to
investigate the relationship between job type characteristics and memory,

three levels of immediate memory were investigated for each computer. Details

on monthly rental price and performance were obtained from Keydata [1] and

Auerbach [2].

1
i

The cost and configuration information on the computers and peripherals used--
360/20, 360/85, and 360/195--apprars in Tables 2-2 and 2-3. The

360/85 was assumed to have 2314 disc units, while the 360/195 was given 3330
units. The cost information reflects the costs of peripherals and the mainframe

computing unit on a monthly rate.
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TABLE 2--2
EXPERIMENT SET I - COMPUTER COSTS

Model Memory (1000 bytes) Monthly Cost (000)
360/85 560 $ 85

1000 150

2000 200
360/195 1000 215

2000 258

4000 300
360/20 16 6

TABLE 2-3

TABLE OF COMPUTER CHARACTERISTICS*

360/85 360/195
Job processing rate (instruc. microsec.) 6.25 21
Memory size (thousands of bytes) 500, 1000, 2000 1000, 2000, 4000
Word size (bits) 32 32
Disk transfer rate (bytes/microsec.) 312 806
Average disk access time (millisec.) 87.5 38.5
Disk cylinder size (bytes) 146,000 247,600
Average I/0 record size (bytes) 7224 7224

The preceding information provides the general topology and cost framework.
Remaining to be specified are the job and message characteristics, as well as

the specific combinations of hardware for the experiments.

* The 360/20 is included only in communication costs, and its computational
characteristics are not included in the experiment.
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Three different computation configurations were assumed for the experiments-~-
distributed, semi-centralized, and centralized computing power. The detailed
assignments of computers are given in Table 2-4. (The number in parentheses
refers to the location within the city). In all cases, the 360/20 computers
act as concentrators and message processors. The 360/195 computers are split
pairwise in a dual processing mode. In each case, the total raw throughput
capacity of the configurations was roughly equivalent (approximately 8 billion
modified bits per second). For the 360/196, this takes into account a 15%

loss, resulting from executive software overhead iu coordinating the dual

processors.
TABLE 2-4
EXPERIMENT SET I - COMPUTATION CONFIGURATION
Configurations Computer Asccigmment
Distiibuted 360/85 at all sites
Semi-centralized 360/195 - 2 at each of
Boston (2)
New York (5)
Chicago (3)
Washington, D. C. (3)
St. Louis
Los Angeles (1)
360/20 - other centers
Centralized 360/195 - 2 at each of the 6 New York

centers
360/20 - other centers

The mixture of job types is similar to that experienced with a general-purpose
computer utility (on-line, interactive operations meshed with remote-job-
entry, non-interactive batch processing). These job types were deliberately
chosen to emphasize extremes of job mixes and to provide information about

the relative merits of centralized and distributed processing power for
various job types. Further, the job configurations are directly related to
the throughput efficiency of the different computer configurations also being
evaluated in these experiments.
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The experiments assumed that jobs consist of messages that in turn are
decomposed into packets. A packet is the basic unit of bits in the communi-

cations part of the experiments. The packet size was set at 2,000 bits.

Several other parameters that had to be determined were job size and the job-
arrival matrix. The job arrival matrix has as its (1,3)th entry the number of
jobs sent from i to j.  The job size was allowed to be variably set at one
of three values--5, 10, and 20 megabits. It was recognized that some com=
binations would be unrealistic. The job-arrival matrix was first set for

the distributed case and then centralized as the computer configuration
centralized. To derive the number of jobs arising from a given city, the
proportion of city population to the total population in all cities was
multiplied by the total permissible jobs. The creation of a truffic matrix
was based upon the relative distance of the computing centers from the sourc:
cities. In the completely centralized case, the job load was distributed
equally among the centralized computers. Jobs arising locally around a
centralized computer were all assigned to that computer. In the semi-
distributed case, where the computers were dispersed to locations about the
nation, the traffic was distributed to the processing centers as the square
root of the distance from the source city, normalized to the sum of the
square root distances to obtain a proportion of traffic. For the completely
distributed case, 50% of the jobs arising at a source city were assigned to
the computer at that city. The remaining jobs were distributed among all
other cities by the square-root distance formulz used above. The selection
of square root of distance was based on reducing loads between distant citles
gomewhat but not to an excessive degree. Another assumption of the message

traffic was the allowance for acknowledgment messages.

The above framework established a set of 81 distinct experiments in which
three values of each of the following parameters were set: job size,
configuration, job type, arnd core size. Total cost of the network configura-

tion varied from 3.1 to 8.3 million dollars per month,
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It should be notad that maay additional runs were performed to set up the
network configuration and its parameters. In particular, experimental runs
ware required in configuring the network topology itself aud ir setting
parameters to obtain feasible response times. Here response time is infinite

and infeasible, since it is impossible to process the jobs in a day.

The absolute level of work was based initially upon an estimated 707 utiliza-
tion rate of the raw processing power (i.e., total megabits modified per
second by all computers) of the system. This to%al utilization level was
adjusted during the experimental runs to reflect the reduced throughput

resilting from the assumptions concerning job characteristics.

The assumption that jobs arise in proportion to population has been made in
previous network analysis reports in connection with message traffic. Depen-
dence on the populations of cities at both ends of the link can reflect the
difference in computing power for major centers. The results of the first

set of experiments are examined in Section 2.2.

2.1.2 Experiment Set II

The second sct of experiments was focused on the configuration and communica-
tions aspects of networking. In the first set of experiments, the network
topology wes fixed, and computation and message properties varied. lere, the
goal was to configure a network basea on articulation, reliability, and cost-
effectiveness. By following several policies of link deletion from a
completely connected conf! ation, the most cost~effective topology was
derived under various c nstraints of articulation level. The cost-effective-
ness measures of the result configurations are compared in Section 2.3

with those of ring and star topologies.

The framework of these experiments was more restrictive than that of the

first set. Elght nodes were selected in the following cities:
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San Francisce Boston
Los Angeles New York.
Chicago Philadelphia
Detroit Washington, D. C.

Initially, a fully connected network topology was assumed, so that any two
sites could communicate directly. Line capacity was set, as before, at 50kb.
No computation was done at any node, so that the computation processing

characteristics were deleted.

The message size was set at 2,000 bits, and the packzt size at 1,000 bits.
No acknowledgment messages were assumcd. Two job-arrival matrices were formed
on two bases. The first was the distance-population formula of the first

et of experiments. The second was a symeetric trafflic watrix where an egual

(4]

number of jobs was sent hei'een any two nodes. The experimental results are

discussed in Section 2.3.

2.2 EXPERIMENTAL RESULTS: SET 1

The basic experiments varied the concentration of computing power, job type,
core size, and job size. Inference can be nade concerning the relatiénship
between system input parameters and network performance measures. The basic
network performance meusures are cost, response time, job throughput, and

measures of cost-effectiveness.

Coste included the entire monthly costs associated with the computer
and communication system hardvare, including the computer péripherals
and memory units, conmmunication interface units (modems, switches, con-
centrators, etc.), initial costs of the central processing units, and

direct channel costs.

i
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Response time was defined as the mean time for both computation and

communication processting, often involving the averaging of combinations
of times from several computation nodes and communication links. How-
ever, initial generation and output distribution times were ignored;

ounly network times were considered.
Throughput was defined as the number of jobs processed per day, modified
by considerations of job and message size. Throughput is thus the work-

load of the system, rather than system capacity.

The principle measure of cost-effectiveness was the quantity throughput

per dollar per unit response time. That is, the total throughput
(number of jobs times job size) was dlvided by the product of total

monthly cost and the mean total response time.

In interpreting thé results, the fact that several network configuration and
job characteristic parameters were held constant needs to be kept in mind.
Total computation and communication capacity was held roughly constant for all
configurations (the capacity for computation was set at 250 million instruc-
tions per second, while the line capacities wecre fixed at 50kb for communica-
tion. The network topology, except for the distribution of cémputing
capacity, was fixed (as described in the previous section). Although central
memory capacity was varied, all other aspects of the computer facility con-
figuration were held constant for a given computer. Hence, cost varied with
the constellation of computing processors and memories used, but not with

other (fixed) aspects of the computer or communication configuration.

The results of the 81 experimental runs are given in Table 2-5 in a nested

arrangement. The code for concentration, given in column (1), is:

D-~-Distributed

S--Semi-centralized
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TABLE 2-5
RESULTS OF EXPERIMENTS

(1) 2 (3 (4) (5) (6) ) (8) (9)
JONCEN-  JOB  CORE 5 MB 10 MB 20 MB
RATION  TYPE (M2) EXPI. NO. (Fx10-2 EXPT. NO. C.E.x102 EXPT. NO. C.F.x10-2

D S 5 1 19896 28 20034 55 18826

D S 1 2 13337 29 13743 56 13367

D S 2 3 11014 30 11506 57 11400

D M 5 4 08531 31 08730 58 04070

D M 1 5 05565 32 06242 59 05581

D M 2 6 04475 33 05259 60 05297

D C 5 7 03806 34 04719 61 0

D C 1 8 02292 35 063032 62 03200

D C 2 9 01763 36 02382 63 02929

S S 1 10 36235 37 41341 64 43268

S S 2 11 32794 38 38493 65 41003

5 2 4 A 25631 39 35030 66 37785

S M 1 13 11870 40 15259 67 15740

S M 2 14 10421 41 13754 68 15799

S M 4 15 09212 42 12293 69 14561

S C 1 16 03769 43 05247 70 05188

S c 2 17 03241 b4 04540 71 04751

S C 4 18 0359., 45 03943 72 04191

C S 1 19 34338 46 35514 73 44019

C S 2 20 31125 47 36931 74 42027

C S 4 21 27811 48 33491 75 38843 :
C M 1 22 11070 49 14415 76 15553 !
C M 2 23 09689 50 12909 77 16447 :
C M 4 24 08546 51 11498 78 15301

C C 1 25 02836 52 03978 79 0

C C 2 26 02439 53 03429 80 06173

C C 4 27 02134 54 03003 81 05501

e
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The amount of cofe memory assoclated with cach main prucessor is given in
megabytes in column (3). Columns (4), (6) and (8) give the experiment number,
and columns (5), (7), and (9) the cost-effectiveness (CE) index for each of

the 81 exrerimental runs. These sets correspcnd to the three job sizes, set

one for jobs of 5 megabits (MB), set two for jobs of 10 MB, and set chree for
jobs of 20 MB. {Note that at the 20-MB job size, two experimental runs--numbers
61 and 79--exceeded the capacity of the system--meun and response time was very
long--and a zero cost-effectiveness index 1s indicuted.) Cost-effectiveness is
defined here as the square root of the throughput divided by the prcduct of (a)

total network costs squared and (b) the mean total response time.

Although some caution must be exercised in interpreting the results since only
a few of the myriad possible variables and combinations of variables were
manipulated, some conclusions seem clear. For instance, the productivity of

a particular configuration is related in a direct and dramatic fashion to the
degree of CPU utilization that is achieved. The cost-effectiveness index
falls drastically as the fraction of time in computation changes from 907

(scientific) to 507 (mixed) and 10% (commercial). While thz inefficlency of

o}

I/0-bound jobs is generally accepted in the computation and communication

field, that the interrelatioaship should be so severe was not entirely expected.
Although interleaving and time-sharing of jobs may do much to’'alleviate the i
inefficiency, it would appear that data-handling techniques may have greatest

promise for technological payoff in the future.

A similar instance is the growth of productivity with computing load (job
size, in this case). The cost-effectiveness index continues to increase

until the system or processor becomes saturated, after which it begins to

fall of{ rapidly. In other contexts, the efficiency of channel utilization

in terms of response time has teen found to decline, depending upon a variety
of circumstances, in the 70%-90% channel-utilization points. While there are
not enough data points in this study to make such fine distinctions, the

general premise is supported. Since the relationship between load and response

1Y
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efficiency is well established, the experiments were designed not to reaffirm
it but to explore some of the interreclationships between job size and memory

size and the resulting cost-effectiveness.

The relativnchip between job size (load) and memory size seecms reasonably

clear. The efficiency of core-storage additions increases as the load on the
processor increases. That 1s, from our data, at a relatively light load (jobs
of five MB) small core 1s morc cost-effective; at relatively high loads (jobs

of 20 MB), larger core becomes more cost-effective. The shift is a gradual one,
however; even with loads large enough to swamp computers with relatively small
core sizes, a moderate core is more cost-effective than a very large one. This
is revealed in Figure 2-3, which graphs job size versus cost-effectiveness for
various core sizes. TFurther investigation of this relationship, of wemory mix,
of parallelism, and o pipelining seems desirable. However, these would probe
somewhat more deeply into processing configurations than is desirable for general
networking applications. It might be pointed out that system response time
continues to improve wiih increasing core sizes. It is the disproportionate
cost of extra core (in comparison to the increase in cost-effectiveness) chat

inhibits the strength of the relationship.

Of major interest in this investigation is the relationship between distribu~ "N
ted and centralized computing. The difference in relative concentration of
computing power between the completely centralized and the semi-distributed
cases lies in the distribution of large computers by location around the U. S.
That is, the centralized case does not use one super-powerful computer, but

a concentration of 12 very large ones, a situation that is duplicated with
different locations in “he semi-distributed case. The data clearly support
the hypothesis of economy of scale; large computers are much more cost-
effective than smaller computers (although all computers considered in this
study were quite large) and especially so as the load becrmes high, That is,
with high load into a constant-capacity net, the smaller computers suffered

in comparison with the larger. Similar results have been found in communication
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channels, where, for constant capacity, one large line has been found more
efficient than a bundle of smaller ones insofar as throughput is conccrned.
For response time, there is come 2vidence that multiplg channels or processors
yield better results in speed but not necessarily in terms of cost-effective-

ness.

From the experimental results, the semi-distributed configuration appears more ,
cost-cffective than the completely centralized casc, partially as a result of
shorter, and hence more quickly responding, communication lines. No attempt
wae made to adjust communication network capacity or cost to accommodate
differences in the troffic distribution under the various cases. It is quite
poesible that further fine-tuning to reduce costs could have been found, or
that a hetter allocation of the capezity might have been found., An anomalous
situation does arise in the data for larg> jobs (20 MB) in that the centrslized
case seems more cost-elfective. This 1s probably due to the fact that the

bulk of the job traffic arises in the Eastern cities, and, by moving compute.s
away from the central moment of traffic sources, costs have been increased.
Further investigation of this aspect of nriwork optimization is indicated.
Frank and Frisch (1971) and Martin (.972) have indicated approaches to the
problem for communication nets. These, in conjunction with resource-alloca-
tion algorithms, should provide fairly ready answers to optimal location of

processing centers.

There are, of course, several other arguments against complete centralization
besides relative cost-effectiveness for throughput. The most relevant of these
is the relative vulnerability of a completely centralized facility to the
effects of f{allure of processing or transmission equipment (reliabilitv impacts),
environmental effects such as blackouts or brownouts of electrical power,
inclement weather, sabotage, or hostile actiocn. On the other hand, larger
processors frequently have other advantages, such as faster, more powerful
peripheral equipment as well as superior and more powerful central processing

unite, instruction repertoires, and memories. Larger computers often have
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more powerful operating systems and progruuming languages availlable to them.
Frrility operation and maintenance costr »f a few central facilities will (or
may) also be lower, replacement parts are mere easily handled, and record
keeping and administration are made easier. Nonetheless, the opportunities
for load balancing, the superior tailsafe capabilities of alternative loca-
tions, and the opportunity for specialization of some computers for specific
kinds of jobs with resultant increases in efficiency seem to bolster our

general finding that semi-distributed computing provides a superior operation.

2.3 EXPLAIMENTAL RESULTS: SET II

The second set of experiments was focused on the near-optimal design of
computer networks. The general aim embodied deriving criteria for assisting
in automatically generating cost-beneficial network configurations. Another

goal was to find the sensitivity between coptimizaticn with respoct to topelesy

and the communications traffic input data as well as the performance criteria,

Recall from Section 2.1.2 that the configuration was an eight-center network

with equal-capacity lines. Costs were based on line costs, and reliabilities

were based on time reliabilities. No acknowledgement messages were allowed.

The beginning topology for all experiments was a completely connected one in 3
which there was a direct connection between every two centers. Links were

removed individually in a sequential manner. Two measures of cost-effective-

ness were employed. One is based on throughput factored by cost. The curves

in Figure 2-4 are based on this criterion. In rhis figure, cost is graphed

versus bits/second per dollar cost.

Figure 2-5 1s based on the cost-effectivenesr measure of response time. Here
the workload is a constant, so that cost is plotted versus a constant (105)

divided by the product of mean total response time and monthly cost.,
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1 5

{2) MOST THROUGHPUT COST EFFECTIVE WITH ARTICULATION LEVEL 2 -~ POINT A

1 |

(b)Y MOST RESPONSE TIME COST EFFECTIVE WITH ARTICULATION LEVEL 2 -- POINT B

{c) MOST COST EFFECTIVE WITH ARTICULATION LEVEL 1 ~ LINK REMOVAL BY COST
EFFECTIVENESS -- POINT C

E i i
T i 7
| i 1

{d) MOST COST EFFECTIVE WITH ARTICULATION LEVEL 1 — LEAST LOAD LINK
! REMOVAL -- POINT D

Figure 2-7, - Most Cost-Effective Configurations
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The topology-determination process of successive link removal through cost-
effectiveness may be compared to the results achieved by a priori network
specification. A topology can be prespecified, and then the links can be
constructed on the basis of either gecgraphic or message-traffic consider-
tions. Two common topologies are a ring and a star. .\ ring 1s the configura-
tion with a minimum number of links that glves articulation level two, while
a star has a central site and all other sites are connected only to the
central site. Another method is to use minimal spanning trees. Distance or
link values could be hased on geography or traffic. Yet another method is to
link each center to the two other centers with which it has the highest mes-
sage traffic., These standard configurations are displayed in Figure 2-6, and

their cost-effectiveness is given in Figures 2-4 and 2-5, using the following
symlols:

ring--traffic
ring--geography 0
star--center at traffic center *

min. spanning tree--traffic Y
min. sponning tree--geography Y }
+

heaviest communicating

neighbors !

In Figures 2-6 and 2-7, the following numerical code for the cities 1s used.

1l Los Angeles 5 Washington, D.C.
2 San Francisco 6 Philadelphia

3 Detroit 7 New York

4 Chicago 8 Boston
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The curves ir rfigures 2~4 and 2-5 are labeled according to the follow-

ing code. .

Label Description

Link removal by cost-effectiveness, articulation level 1
Link removal by cost-effectiveness, articulation level 2
Link removal by least loads, articulation level 1
Link removal by least loads, articulation level 2

Uniform traffic link removal, articulation level 1

QICIGICICLC,

Uniform traffic link removal, articulation level 2

Link removal by cost-effectiveness means that, at each step, the link that is
least cost-effcctive in terms of throughput per unit cost is removed. Articu-
lation level 2 means that the constraint was applied that the network had to
possess link articulation level 2 at each stage of link removal, including the

final network.

Another method of link removal was based on femoval of the least-loaded link

at a given stage.

Uniform traffic link removal refers to the removal of the least loaded link
based on unifrrm traffic statistics. However, cost-effectiveness and the
graph values are based on traffic which, is dependent upon population and dis-

tance.

In Figures 2-4 and 2-5, the points at which some of the curves attain maximum
value are of interest. Some of these have been labeled, and the corresponding

configurations are given in Figure 2-7.

Two conclusions are evident. First, note that topology determination based on
cost-effective and least-loaded considerations yield far better throughput

cost-effectiveness (see Figure 2-4) than any standard topology assumed a priori.
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However, also note that assuming a uniform traffic matrix does no better--in
fact, poorcer--than standard least-cost topologies. Hence, although superior
when good information exists on traffic loads, the mefhodology is quite
sensitive to inaccuracies in traffic estimates. Quite similar results are
achieved for response-time effectiveness, except that ranking node intercon-
nections on probable loaa levels yields fairly good results (see points Y for
a minimally articulated net and + for .a two-articulated net 1in Figure 2-5).
Thus, if traffic estimates are only good enough to establish probable ranks,
that information will still yield better cost-effective performance than
ignoring traffic patterns altogether.

The second conclusion is ihat the optimum configuration depends on the cost-
effectiveness measure and the link-removal process. This is supported in

the figures by comparing the maximum value with the constraint cf articulation
level two. TIn Figure 2-4, this point is labeled A and is attained by link
removal based on cost-effectiveness. In Figure 2-5, however, the most cost-
effective point 1s a different point (lat-=led B) and is obtained by the least-
load link-removal process. These two configurations are quite different, as

1s revealed by comparing Figure 2-7 (a) and 2-7 (b). Since point A in Figure
2-4 (point B in Figure 2-5) corresponds to optimization by throughput (response
time in Figure 2-5), throughput and response time are not necessarily optimized

in the same configuration.

To consider different link-removal methods with or without the link articula-
tion level being two, it is sufficient to examine either Figure 2-4 or Figure
2-5. The sensitivity of the maximum value attained to the link-removal method
1s resolved in the distinct curves and points where a maximum value is attained.
Thus, it would be necessaiy to have several methods of link removal on hand for

an automated process.

Another conclusion is that all optimization removal procedures depend on the

traffic statistics and, in particular, the job-arrival matrix, which gives the
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number of jobs being sent between any two centers. This can easily be scen in
both Figure 2-4 and 2-5 by examining the uniform-traffic link-removal curves.
In both figures, the curves follow a zig-zag ﬁath and are dominated by the
least-loaded link-removal cases. This is due to the e&perimentﬁ being
structured by one value of a parareter and evaluated on the basis of another
value of the same parameter. This emphasizes the importance of accurate
message statistics in the network design process. It also points out the

importance of meseage statistics on network performance and measurement.

As might be expected, the most cost-effective networks are those that have

articulation level one. This is seen in both Figures 2-4 and 2-5, where
points C dominate points A and B. Furthermore, the configuration in Figure 2-4

and the traffic statistics based on population and distance reveal that the

most cnst-effective network configurations are those that are one-connected

in remote or light traffic areas.

However, although level-one networks are more desirible from a cost-effective-

ness point of view, they are not desirable when reliability is a consideration.

A measure of reliability is the expected number of node pairs that will
communicate. The failure rate can then be defined as the probability that a
pair of nodes will not be able to communicate at a givea time.‘ With these
definitions, consider the example of Figure 2-8. In the first network, there
are 13 links, the articulation level is two, sad the failure rate is .00012.
However, in the second network the number of links is 12, the articulation
level is one, and the failure rate is .00681. In this particular example, by
deleting the link from node 2 to node 7, the failure rate increased by a
factor of 57. This 1s just one example of the articulation level. The exact

dependence and {ncrease in failure rate would depend on the network structure.

To summarize this section, we note that articulation level one is desirable

but not possible from a reliability point of view. Furthermore, a link-

removal method such as is described here is better than a standard configuration
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Figure 2-8. Sample Networks--Reliability and Articulation Level
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because it is more sensitive to the structure of the network. However, to
find the most cost-effective configuration, -everal methods of lirk eliminatior
must be tried. When performing the analysis, statistics as close to the

estimated or actual traffic as possible must be used for good results.
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3. SYSTEMS ANALYSIS
3.1 INTRODUCTION

This section examines several systems analysis tasks related to existing and
projected computer networks. The purpose of these experiments was several-
fold. First, the network analyses could be used to validate the CA"TOS model,
especlally on the communication scale. Second, some trade-off relat.onships
could be discerned. Third, through these experiments, the CACTOS work could
become relevant to the near-term planning objectives of DoD agencies. Another
benefit of the analyscs was to make known some of the analytical methods

necessary for a quantitative system view.

The analyses ranged from an existing Marine Corps manpower system (JUMPS/MMS)
te 2 projccted gystem for the Air Foree Logistics Command and 2 medificd ver-
sion of the projected GSA network.

3.2 MARINE CORPS PERSONNEL SYSTEM1

The Marine Corps Jﬁint Uniform Military Pay System/Manpower Management System
(JUMPS/MMS) 1is centered in the Marine Corps Automated Service Center (MCASC)
in Kansas City, Missouri, with satellite Data Processing Installations (DPIs)
at seven Marine Corps bases in the continental United States and overseas.
(Initial simulation ru..s were made using data from eight locations, but the

DPI in Danang, Vietnam, has since been phased out.)

The goal of JUMPS/MMS includes the improved management of manpower avppropria-~
tion and distribution. The de+ails of the system are descuibed by Willmorth
[2). The network is shown in Figure 3-1, along with the basic computer and

AUTODIN connections. The mein center is at Xansas City at the MCASC. The

1 This part of the CACTOS project is deeply indebted to United States Marine
Corps personnel, especially Colonel J, Marsh and Lt. Col, V., Albers,
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network operates in a batch mode. Problems that come about are due to the

priority of personnel message traffic in AUTODIN and at the Marine Corps sites.

The analyses for the JUMPS/MMS system were aimed ac several goals. First,
the personnel system could be used to validate the CACTR5 model. This was
accomplished successfully. The model and actual operaticas statistics differed

by less than 5%. The details are described by Willmorth [2].

The second objective was to evaluate the network in terms of improving response
time. The response cycle in processing a change through the network was 5 to
10 days on the average. Analyses were performed that showed a 5-107%
reduction in time delay by moving part of the data base from Kansas (ity to

a USMC training center. The date on personnel in training prior to duty
assignment would then be maintained outside of the home base of the system,

In this example, because of queueing delays in AUTUDLN and at Kansas City,

load s}aiing of file updating did not sigrificantly improve the system per=
formance, within the constraints of circult swictching and priority

levels.

A third set of analyses was performed to determine the effects of increas-
ing the priority level of some or all of the jerscnnel traffic. This 1is shown
in Table 3=1. In this table the response times for the network are given for
10%, 20%, and 30% of the personnel messages having a higher priority. This
would be the case in an emergency or exercise deployment of Marine Corps

personnel and might occur periodically in restaffing and reassiznment.

Analyses were aleo run to determine the effects of a dedicated personnel
network with the present configuration at each USMC site. The results are
given in Table 3-2. (The shared cclumn assumes a 907 load factor) In this
table, the single message response time decreases by over half. Total response
for the network and MCASC e¢xperienced a similar reduction. This indirectly
shows the multiple effects of message gwitching and higher priority levels
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PRESENT LOAD

Comnunication

Computation

Total Response

PRICRITY HANDLIXNG

10% PRIORILY JOBS
Priority Messages
Priority Jobs
Prlority Resranse
Remain Messages
Remain Jobs
Elapsed Time

20% PRIORITY JOBS
Priority Messages
Priority Jobs
Priority Response
Remain Messages
Remain Jobs
Elapsed Time

30Z PRIORITY JOBS
Priority Meésages
Priority Jobs
Priority Response
Remain Messages
Remain Jobs
Elapsed Time

System Development Corporation
-35- TM-4743/013/00

TABLE 3-1

PRIORITY DIVISION OF JOBS

(Hours:Minutes)
Heape Net Average
19:25 19:25
23:3¢ 27:04
42:59 46:29
120 :20
2:40 2:56
3:06 3:10
19:05 19:05
20:22 21:16
42:33 43:31
:38 - 238
4:45 4:02
5:23 4:40
18:57 18:57
17:57 18:06
%2:17 41:43
1:16 1:16
(7:22 6:09
8:38 7:25
17:27 17:27
15:40 15:40
41:45 40:32
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TABLE 3-2

System Development Corporation
TM-4743/013/00

OPERATING TIMES FOR DEDICATED VS. SHARED OPERATIONS

Single Message
All Messages

MCASC Average
Single Job
All Jobs

Network Average
Single Job
All Jobs

Total Response
MCASC

Network

(Hours:Minutes)
Dedicated Shared
MMS Only 907% l.oad
:11 :37
1:10 19:25
:31 1:33
20:42 23:34
1:06 3:59
16:50 27:04
21:52 42:59
18:00 46329
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for the traffic. In terms of cost analysis in a dedicated system, communica-
tions costs including modems would be between 10% and 15% of the total network
cost. The exact figure would depend on the terms and conditions of

existing hardware and dedicated communication lines.

To conclude this subsection, we note that the model was validated using actual
AUTODIN statistics. Secondly, load sharing within the present environment
produced only marginal improvement, Third, a dedicated message switching
system or higher priorities in AUTODIN produce increases in performance by

subastantially reducing iresponse time.

3.3 ADVAKCED LOGISTICS SYSTEM

The Marine Corps Perconnel System is a centralized network., In contrast, an
analysis was performed on a planned decentralized configuration of the AFLC
Advanced Logistics System (ALS). Analysis heie was asided by the forecaested
traffic loads developed by Turhaly and Palmer [1l], who conducted transmission
simulation on individual lines. Whereas the Marine system was based on current

switching, the ALS was focused on message switching.

This study considered the ALS in a general analytic framework wherein the six
data centers were considered nodes in the network. The results described
below in terms of response time are probably low, owing to the omission of
message processing devices. The six bases considered were WPAFB, WRAMA, OCAMA,
SCAMA, OOAMA, and SAAMA. The configurations evaluated included those of
Turhaly and Palmer and a ring configuration. Distances were obtained from

Great Circle distance grids.

Channel capacities were based on anticipated lcvads reduced to accommodatc
header messages. Acknowledgement traffic was allowad. The use of fixed-path
routing increased some of the capacity assigmnments above the estimate in the

ALS study. The capacities are given in Table 3-3,
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TABLE 3-3
CHANNEL CAPACITIES

TM-4743/013/00

Capacity (KB)

2-6
4-6

4-3

4=5
2-4
4-6
5 &

1 WPAFB 4 SMAMA
2 WRAMA 5 O0AMA
3 0CAMA 6 SAAMA
Route Capacity (KB) Route Capacity (KB) Route
ring
1-3 12.0 3-5 19.2
1-2 12.0 4-5 9.6
wheel
1-2 9.6 3-4 7.2
1-3 7.2 3-5 4.8
2-3 4.8 3~6 9.6
star
1-3 19.2 5-3 9.6
2~3 9.6 6-3 19.2
connected
1-2 214 2-5 112
1-3 2.4 2-6 4,8
1-4 3.6 3-4 4.8
1-5 2.4 3-5 3.6
1-6 4.8 3-6 7.2
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9.6

7.2
4.8
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TABLE 3-4

RESPONSE TIMES FOR PRIORITY LEVELS (ALS)

Priority Response Message Size Job Size (MB)

1 0-10 nin. 56 char. 25
inquiry
396 char.
response

2 10--30 min. 550 char. 50

3 30 min 550 char. 50

to 2 hr.
4 2 -~ 0 hr. 550 char. 50
5 over 6 hr, 1200 char. 1.25
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TABLE 3-5
RESPONSE TIMES (ALS)

Rzsponse " Total Percent

Time (Secs.) Rasponse Time Utilization
Priority 1
Computer 1,160 20
Ring .260 1.683 4
Wheel . 365 1.890 4
Star 034 1.630 4
Connected 750 ) 2.661 5
Priority 2
Computer 2.907 13
Ring 674 4,256 4
Wheel .907 4,210 5
Star .492 . 3.890 4
Connected 1.550 6.010 5 !
Priority 3 E
Computer 8.926 36 f
Ring .807 10.541 9
Wheel 1.043 11.012 1) ]
Star .610 10,146 9 i
Connected 1.758 12,450 12 :
Priority 4
Computer 23,907 60
Ring .959 25,824 13
Wheel 1.210 26.321 16
Star +715 ' 25.336 12
Connected 2,256 28.819 19
Priority 5
Computer .331 30
Ring 5.693 11.537 56
Wheel 5,821 11,791 54
ster 2,014 4,023 40

connected 8.752 17.652 77
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The priority classes, response times, and message size are given in Table 3-4,
along with the respective job sizes in megabits. The latter are based on one-
second processing of on-line queries and two-tc-ten seconds for a batch job.

In the analysis, job and message interarrival rates were set equal. Priority

traffic was considered in a declining balance scale.

The response times, using the CACTOS model, are given in Table 3-5. These sre
the times needed to process one input record. Some other properties considered
included the average number of links traversed: 3 for a ring net, 1.6 for a
star, 1.2 for a wheel, and, of course, 2 for the completely connected case.

In Table 3~5, lowest-priority class is on tape filles, so that actual response
would be increased over the numbers given for a full tape. Utilization rates
are also given in Table 3-5. With highest total capacity, it 1s not unexpected
that the connected net has the highest utilization. The increased utilization
of the computers at the tourth-pricrity level indicates that the system is
computation bound. In terms of comparing configurations, the wheel appears to
be the most suitable in terms of cost-effectiveness. This was based upon
coxmercial rates and the distances as computed between centers. Obviously, the

star is the cheapest when backup systems are ignored.

In summary, then, this analysis evaluated several alternative configurations
in terms of performance criteria. Priority levels at which the net is computa-
tion bound were determined. Using the model, trade-offs were performed on

configuration and topology, and channel capacities were computed.

3.4 REQUIREMENTS ANALYSIS EXPERIMENTS

Using a modification of the Request for Proposal issued by the General Services
Administration, the CACTOS project undertook the task of performing a require-
ments analysis to determine the most cost-beneficlal dedicated network con-

figuration given the environment of the system. The goal here was to determine
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the best percentage of fiscal resources in communication and to find the

best mix between CPU and core-related components on the computation side.

The GSA system was envisioned as a national network with nodes in the following

cities {3]:

Boston Kansas City
New York Ft. Worth
Washington, D. C. (2) Denver
Atlanta Auburn, Wash.
Chicago San Francisco
St. Louis Houston
Huntsville

Core requirements were spécified as 300 million bytes. The erperimen*s assumed,
for a response-time threshold, that 90% of messages had to have a mean total
response time of 10 seconds or lJess. A fiacal ceiling of $65,000 per manth for
system operation was assumed. Thie ‘system is assumed to be data-managemernt

oriented, so that the major ﬁart of the processing is I/0 related.

The purpose of the analyses was, first, to determine the most cost-beneficial
combination of communication and computatlon costs, in terms of throughput per
unit cost. The second phase was to then determine the percentagm of resources
devoted to CPU versus core-storage-related componenta. The analvsis reéults
revealed the relationship between throughput and percentage of fiscal resources
in communications shown in Figure 3-2, Throughput for Figures 3-2 and 3-3 is
measured in multiples of the job arrival matrix (constant x number of jobs).
The optimal percentage 1is less than 107% which is consistent with other experi-

ments in dedicated systems.

In Figure 3-3, throughput'is graphed versus percentage of resources in CPU.
Throughput for Figures 3-2 and 3-3 is measured in multiples of the'job-arrival
matrix (constant x number of jobs) after the communications expenses of 9.3 have
been removed from the fiscal threshold. Several graphs are glven for varlous
percentages of job division between I/0 and CPU (10%, 25%, 50% CPU). These
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THROUGHPUT 1
A
(3.9, 1.15)
. 3, 1M
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PERCENTAGE OF FISCAL
RESQURCES IN COMMUNICATION

Figure 3.2. Percentage in Communication
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reveal that even with an I/0O-oriented system, the amount‘of resources in CPU
should be high relative to core-related compenents. In this case, because only
truly attainable configurations are being considered, rhe maximum feasible
percentage in CPU is 62.3%. The reason for this high percentage related, in
part, to the fiscal and response time boundari:s and also to the dependence of

throughput on the CPU-related parameters.

Using IBM third-generation hardware as an example, the optimal configuration
consists of 360/65 machines in Denver and at one Washington site, with 360/20
machines at the remaining sites. The‘configuration can be either a double star
clustered at the 360/65 sites or a ring structure. The latter is probably
preferable from the standpoint of vulnerability because it has articulation
level 2.
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4, CONCLUSION AND RECOMMENDATIONS
4.1 REMARKS

The basic goal of the CACTOS Project was to develop guidelines for use in
the selection and implementation of cost effective computation and communica-
tion systems. In striving to achieve this goal, the Project sought to:

e Develop a methodology for describing and analyzing computation

and communication systems.

¢ Determine DoD information processing and transmission needs,

as these apply to specific operational nceds and functions.

® Investipate the cost-effectiveness of various technological

trade-offs,

® DNevelop optimal planning pelicies for the design of computation

and communication networks and for the incorporation of evolving

P

technology into DoD systems.

In developing a methodology, the Project developed both an analytic and a discrete
simulation model of computation and communication networks. In terms of what
could be done, the models that have been developed represeat a beginning.

Original effort has gone into the development of a combined computation-commnun- 1
ication model that is avallable for on-line experimentation. In addition to !
requiring information on the computing configuration, the model requires g
careful formulation of other components of an information processing system,
which include switches, muitiplexors, and man-machine interfaces. While

the present model seems adequate for the evaluation of many response-time
and queueing cuestions, it could easily be expanded to include capabilities
for examining muuy other max-flow, min-cost and resource-allocation problems,
Considerable effort has been expended in the project on the verification of
simulation results agalust real data. Each expansion of thg model suould be

treated similarly to ensure that sirulation results reflect actuality.
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In determining DoD information processing needs, the Project discussed data
processing problems and systems with many military and governmental agencies

and conducted investigations of several existing and planned command and control
networks, including the tMarine Corps Manpower Management System and the Air Force
Advanced Logistics System, Again, in terms of what could be done, this ic also
Just a beginning. DoD is now in the process of developing many new syster 5 and
replacing many obsolete systems with up-to-date equipment and procedures.

While it is almost certain that all of these will receive a great deal of
careful system analysis, it {s equally true that most of them could profit from
the sort of technological trade-off analysis .hat a CACTOS project could pro-
vide. .Unfortunately, neither adequate data processing requirements nor ade-
quate evaluation tools will exist without a considerable research and develop-

ment effort Lou provide them.

In investigating the cost-effectiveness of technological trade-offs, the Pro-
ject investigated, in some depth, the potential trade-offs that were available
to system planners., To develop additional technological depth, Proiect per-
sonnel developed a preliminary technological forecast of future developments

in cemputation and communication. Of the many potential trade-of ‘s, the ones
that the Project examined deal largely with the rconomies of scale and

the distribution of intelligence (information processing power) within the
teleprocrssing system. 1The economies of scale and the economies of technological
innovation seem incontrovertible, but the practical implementation of systems
that take advantage of these factors is not imminent. A considerable amount

of work should be done in the development of practical replacement policies

and in the design of new systems. While the Project found evidence that
semi-distributed computing neiworks have some advantages, much more needs

to be done in examining the location of processing centers, in allocating
functions to various levels in a network, in locating information stores,

and in assessing the advantages or disadvantages of specialized processors.

In fact, the whole arina of technological trade-offs has hardly been tapped,
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and a great deal remains to be done before exact guidance can be given to

svstem desig.ers.

In the development of optimal policies for system design and in the develop-
ment of eificient replacement policies, a start has been made. The Project
rveaf!irmed some of the trade-offs expressed in the past and formulated

some extremely limited laws concerning the interrelationships among computation
and communication elements. The development of further system design tools and
guides is largely dependent upon the continued evaluation of technological trade-
offs. Sharpe [3] has made the initial contribution to the structuring of this
field, but a grect deal remains to be done. Just in terms of developing cost-
performance relationships, the only system components four which reasoﬁable
trends seem to be established are central processing units. Even herg a

myriad of facteorc inhibit  t¢he declaration of a clear set of principles for
preaicting system costs and performance. For many other system eclements,

- historical data upon which to base future predicticas do not even scem to
exist., Developing such trend data is partly inhibited by the ways in

which data processing and transmission functions may be combined within a par-
ticular piece of system equipment. That is, the development of economic infor-
mation is dependent in part upon studies of the alloca*iorn of functions (e.g.,
the distribution of intelligence) tc various parts of the system, which in turn
is influenced by what is known about costs of configuring a system one way

or another. A continuation of investigations in this aree should be of consid-

erable benefit to the state of the art of teleprocessing systems. E

Replacement policy in an era of rapid technological development is certainly a
matter of great concern. Roberts [1] has stated some of the considerations that
impact a replacement policy for computerrs, such 25 the number of years before
the acquisition of a new computer, the length of time an old syster i3 to

overlap with the new, the growth of the work load, the relative advantages of
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lease and purchase, the hidden cests of software, facility and retraining re-
quirements, and the interrelationshipe among these. Schneidewinde [2]) has also
formulated a model for predicting optimal replacement of cowmputers, but in both
cases these considerations need to be expanded to consider the kinds of multi-
computer teleprocessing networks of concern to command and control systems. At
presant, except in the most simplistic terms, computation and communication
system veplacement pollcics cannot be recommended to Nobd. It may be

obvious to all that muany current DoD systems are technologically cbsolete

and probably cconomically inefficient, but advising NoD on the poliecies

that it should adopt to keep its systems technelogically current and optimally
cost-cffective is most questionable without further precise formulation and

evaluation of technological and procedural trade-offs.

Another trend that needs to be addressed is the increasing degree of integra-
tion of information processing netvorks. There is a prolliferation ol sysiems
for both the processing and the transmission of information. There is an in-
creasing need for the cxchange of data among sysiems, To the DoD user of in-
formation, therc is a definite need for the scparate Information systems to be
"transparent" to his use. That is, when he turns to his control and display
console, he does not care where the information is stored or what system is
processing it. e wants the neceded information to be delivered to him without
hyperbole in procedure or content. Such system integration, given the plethora
of existing systems and the procedures for using them, is more difficult than
designing a new system, Ways and means of overcoming system incomjatibiliries

and of establishing data and procedural standards need to be studiea.

By and large, DoD is aware of these problems and is approaching them, largely

on an individual system basis. It is highly recommended that centralized

DDR&E support be given to such study effort, so that DoD-wide policies can be
established, Projects such as CACT0S offer a great many benefits to the de-
velopment of computation and communication systems ‘for command and control appli~

cations., Much favorable notic has been given the effort, but much wmore is ¥
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necessary before such a project can truly impact DoD decision making. Some

auch centralized effort to develon network design guidelines and cost effective-
ness evaluation techniéues should be establishad on an ongoing basis to assist
DoD system procurcment efforta, .-i2 18 a veat amount of detailed analysis to
be done, but these analyses coula s: @ DoD a great deal of unnecessary effort

and expenditure of funds on suboptimal systems.
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APPENDIX A

COMPUTATION AND COMMUNICATION TRADE-OFF STUDIES: AN ANALYTICAL YMODEL OF COMPUTER NETWORKS *

INTRODUCTION

It is probably safe to say that the most
vasive and significant development in com-
er usapge during the 1960's was the rise of

time-sharing system, The phenomenal accep-
ce of time-sharing as a modus operandi for
puter systems is a direct result of the many
efits which accruc from the basic technique
simultancously allowing users to share, on a

al basis, the total resources of the computer,:

Tt now appears that the development of the
0's which will most closely parallel the time~
ring phenomenon of the 1960's is the rise of
puter networks. By comput.or netwvork is
nt a system comprised of two or more com-
ers, usually at different sites, connccted
ether by communication links, in which com~
ation is a primary function of the system

not merely ancillary to the communlecation
ction. (Communication may also be a primary
tem function.) Just as time-sharing increased
pover of the computer through lozzl sharing
computer resources, so computer networks can
vide another dimension of power to the

er's machine" through resource sharing on a

e global scale. The resources shared in com~
er networks include not only hardware facil-
es, but data and software as well, The
loving are some of the efficlency gains
ievable through the networking of computers:

1. "Duplication of hardware facilities can
eliminated or greatly reduced., This 1s
ticularly true in networks which include a
e variety of computer sizes and types.
ess to a8 remote computer with some feature
uired by a user can eliminate the need to
chase a similar facility at the user's site.

2. Programs can be made to run on the
puters which handle them efficiently, rather
1 being forced to run on local equipment
h may be peorly designed for a particular
blem.

3. Duplication of applications software
n site to site can bhe reduced. Thie
ninates the sometimes nasty problem of pro-
n transferability among incompatible machines.

4. Electronic and manual transshipment of
ye amounts of data, with its associated costs
delays, can be eliminated by operating on
>te data bases over a network.

5. Queueing and overload problems at
certain facilities can be alleviated by load-
sharing schemes, whereby jobs are routed to
facilities which have lighter loads. This
worka hest, of course, in networks with
similar or identical computer facilities at
more than one node.

6. Special purpose languages, which--as
compiler construction techniques become more
sophisticated--appear to be a cost-effective
means of solving certain problems, need be
implemented on only one computer which is
accessible through a network.

7. Overall system reliahility can be
greatly enhanced if alternate computer facil-
ities can be accessed via a network in the event
of a system failure at one node. The topology
of the network can be dcsigned so as to minimize
the likelihood of system failure due to communi=
cation component diffilcultles, as well,

8. Ir military and other applications
where vulnerability to attack or sahotage 1s a
significant consideration, computer networks
with suitable topology characteristics can
provide a deprece of invulnerability which cannot
be achicved by single-aite systems.

9. Overall system degradstion due to
errors or component failure can be "graceful"
in a network, where as it mipht be catastrophic
if networking were not part of the system design.

In summary, the user who is communicating
with a network of computers can have at his
disposal a much more powerful, versatile,
efficient, and reliable tool than the user who
1s restricted to a single computer. For these
rcasons, and hecause techrulogical progress has
brought the nccessary concepts %o fruition, a
rapld proliferation of computer networks is
anticipated in the current decade.

Careful analysis and design of computer
networks, therefore, has now bcecome a matter of
consummate importance if their full power and
cost effectiveness arc to be realized. With
these considerations in mind, the Department of
Defense, throuph its Advanced Rescarch Projects
Agency, has gponsored a broad program of
research into the relevant issues. The results
of one part of chis effort, the Computation and

118 was presented at the WESCON Conference in Los Angeles on September 19, 1972,
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Communication Trade-off Study (CACTOS), are
reported in thia paper, with an emphasis on the
quantitative analytical tools developed for the
study. Thc development of adequate tools for
quantitative analysis of the bchavior of com-
puter networks and of the complex interrelation=
ships among the wmany parameters involved in
their design end implemencation constitutes an
important first step in muking the right
decisions about computer networks over the next
several years--decisions which will have major
impact on milirary, government, corpcrate and
public interests. Such tools arc necessary to
identify possible mismatches betwecn projected
nceds and capabilities ar' to ensure that the
proper tradc-offs are being wade to best serve
the nceds of the entire computcr-using community.

THE CACTOS MODEL

Meanicgful analysis of computer networks
demands quantitative analytical tools; to this
end, the CACTOS analytical model was developed
and implemented under System Development
Corporation’s ADEPT and 1CUS time-uharing sys-
tems, To allow the user to quickly perfomrm
experiments and explore conclusior: tcentatively
inferred from previous calculations, a fast,
intcractive taool was Jdesived wirich would allow
great flexibility and yet minimize user inputs
when the current test case is similar to a
previous one; the implemnentation of thc CACTOS
modecl achieves these objectives to a high depree.

The primary performance characteristics of
a computcr nctwork are its response time (time
betwcen transmission of an input from the user's
terminal and receipt at the terminal of an out-
put response from the system) and throughput
(maxinum rate at which the system can perform
work). DMeasures of these characteristics are
the principal outputs of the CACIOS model.
Although the two parameters are correlated,
they are not deterministically related. For
example, dezigning a sysiem to minimize response
time for a given cost docs not guarantee that
throughput will be maximized for thut same
cost.

Inputs to the model arc the values of
parameters vhich describe the communication
hardware, computation hardware, and workload,
including some software characteristics, of the
gystem undcr study. Thus, the model does not
design gystems; the nser designs systems and
the model hclps him by estimating the perform-
ance levels of the various alternativos.

Figure 1 ie a schuuatic dlagram which
depicts the organizntion of the analytical mndel
iteelf. At its hzurt lies tte "Communicacions
Queueing Model." Thig module considers the
communications network, its hardwarc character-
istics, ita topology, certain charactecistics
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of the communicationimethodology, ard the com~
municaticn workload, A qucueing analysis is
performed which computes the averagc cormunica-
tion dziay of the vhole system. The rmessage
loaf on each ccmmunication link is computed by
the message-routing module. A topolcaical
analysis is aleo performed; its primary value

is in vulnerability studies becausc it indicates
the minimum number of links and nodes which must
be removed from the system to break communica-
tion. The topological analysis is alsc impor-
tant whcn one is trying to correlate such
topological parameters as radius (distance, in
links, from the rost central node to a periph-
eral node) diameter (longest distance between
any pair of nodes) and connectivlity {(minimum
number of links connected to a node) cof a net-
work with the output performance parameters.

An analogous computation queueinz model
evaluates the ccmputational load at easch node
and the ovcrall average delay due to the
computational processing and assoclated queue-
ing. This evaluation considers the effective
processing rate of the computer at each nodc
and the frequency and size of jobs to be
processed there. The effective processing rate
is generated, in turn, by the computer through=
put model, whicn considers both the character-
istics of the computing equipment at the node
and the software characteristics of the jobs to
be processed there.

Finally, the output of the communication
and computation queueing models are ccmhined
to give the overall response time and through-
put values for the entire system.

Assumptions

Before describing the model in any detail,
ve must dwell, at least briefly, on the
assumptions which have becn made in 1ts deri-
vation. As is the case with any analytical
model, the user must be carcful when vsing It,
to be certain that assumptions made in the
derivation of the model either are true in
his situation or have little effect on the
results.

1. fThere are two typcs of jobs belng
processed by the system being modeled: remote
jobs and local jobs., A remote job consists of
a message (date transmission across cne or
more links of the network), followed by a com=
putation at the node to which the messape was
addivessed, followed by a return message. A
local job congists of a computation cnly, with
no demands on the network's communication
TeSOources.

2. FEach message has a single source nod2
and a single destination node.
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Figure A-1. Information Flow in the CACTOS Mocel

3. Fixed-minimwe-path routing is used,
This meane that all messapes orlginating ot a
‘particular nodes and destined for another par-
ticular node will foliuw the same path, and
thig path will be a wlnimunw path (fewest links)
between the nodes, In the cveut that there is
more than une minimum path becween a pair of
nodes, the measages are assipned to the least
loaded ninfrum psth ot the time of assigmnent,
Experiments have shuwn ‘har this method of
message routing 1is oul,; slightly Inferior to
the mathematically optimal mechod, and that, in
fact, the sclected routes are generally the
sane in both methods. The computation of
minim.u path routes, however, is much ecsier
than that of optimum routes.

4. Message and job arriv.l rates and sizes
are described by negative exponeutial distribu-
tions. Empirical measurements on arrival
gtatistics have tended to substantiate pamma
rather than exporential distribution:.,2 but
the differences have heen ghown to have small
effect on the calculations, and the exponential
distribution provides & ressonably good model
of typical user requests.

5. Interarrival times are independent of
message lengths and job sizes. I is evident
that this 18 a poor assumption 1f we are
describing a single user or processing node,
but Kleinrock has gone to great lenpths to demon-
strate that it is a reasonahle description when
8ll users on a sizeable network are considered

S VR g

aimultaneously.3

6. The various nodes behave independently
of one another. This implies, among other
things, that there are effectively no limita-
tions on the slze of megsage buffers, for, if
a messape buffer were to overflow at any node,
further transmission of messages to (and through)
that node would be blocked, thus destroying the
assumption of independent node behavior which
our model demands. We have found that the
assumption of infinite capucity messsge buffers
is quite valid 1f the network is operating at
80% or less of its communication capacity. Ald
networks which the CACTOS study hss investigated
possess this characteristic.

7. In the communicaticms network, the
effects of limited node traific throughput
capacity are nepligible compared to the corres-
ponding link limitations. In effect, we are
as'uming that the nodes have an infinite traffic
capacity. Past experience has shown that in
well-designed networks which are not near
saturation and in which time delays have been
minimized, node limitations play a minor role.

8. MNode switching delays are constant.
The switching delay, 1s, of course, independent
of the node's message traffic throughput rate
discussed above.

9. All message transmission and computa-
tional processes are error-free, so that
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retransmissions and recomputations do not occur.

10. All communication i{s via store-and-
forward technology; there is no circuit-switch-
ing and no dedicated lines which dre unavailable
to one or more of the nodes of the network.

11. There is no more than one computer at
each node, and no more than one comuunication
link between a palr of nodes. Relaxation of this
assumption 15 planned for the near future.

12, VYNetther multi-processing nor multi-
programming is explicitly accounted for in the
nodel.,

The Routing Algorithm

It is important for us to know the volume
of message traffie over each link in a network.
The frequency of messapes on any given link
depends on the communication traffic pattern,
the network topology, and the routing strategy.

The fixed-minimun-path routing strategy
has already heen discussed as a model assumption.
Network topology and traffic frequency will be
represented by matrices. Entries in the connec-
tivity matrix will be defined as C,, = 1 if there
ig 2 cemmunication Mwnk {rom vode $'to nede jj
Ci% = 0 othervise, Yy the 1-3 entry in the
job arrival matrix, represents the number of
Jjobs originating at node 1 to bhe processed at
node }, per time period, (This means that a
message wijl be sent from node 1 to uode {1, and
a return wessape will be scent from j to 1
Finally, the traffic matrix will be composed of
Ai = ftrequency of messapes acress the link from
1 to 3. . It is the joh of the routing algorithm
to build the traffic matrix from the other
inputs. Note that 1f we detine the operational
(as opposed to topological) average path length
to be the average number of links traversed by
a message, this quantity 1s calculable from

1}
average path lengths L
¥
1-{ f=f U
1xj

wher2a N = number of nodea.

This figure is returned as an output of the
CACTOS model and has been found to be a signifi~
cant system design parameter. Topological
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paremeters of ' interegt which are also "windfa
from the messape routing scheme are the radius
and the diameter of the network. A simple
example 1llustrating these ideas 1is shown in
Figuve 2,

EeLwork —
;,=
(i‘jr 2 {1)

. o

i
Tt s

Ll Wil ) - 1 :
Job accival matein: R I]
X I .4
0 1 o0
Connectivity Matrix: 1 0 1
0 1 o0
Outputs =
o 4 o]
Trafflc matrix: 4 0 4
|0 4 0
Average path length: 16 _ 4  1llnks
2%6 3
Radius: 1 link
Diameter: 2 links

Figure A-2, An Example of Messape Routing
Inputs and Outputs

The alporithm selected for traffic routin:
is a modificuation of Dijkstra's tree-bullding
algorithm for finding the least-cost pa hv from
one node to all other nodes in a network. In
this applicdtion, the link cost is artificiall«
set to the number of messages already assipned
to a link, plus G, where G > 2 y. This mode
of setting the cost forces the cost~minimizing
algorithm to select the shortest path first,
and the least-loaded paths sccond 1f there is
mare than onc shortest path, which 1s exactly
the scheme desired. The mathematical optimalicy

of Dijkstra's algorithm and the fact that ¢ >

2 y gpuarantee that minimum=-link paths will
always be selected; however, the second-order
balancing may be sensitive to the order in which
node pairs are a signed routes. It has been
found empirically that imbalances tend to be
minimized 1f all node palrs separated by paths
of length one are assigned routes first, all
node pairs separated by paths of length two are
assigned second, and 80 on up to the di:neter
of the network. This scheme is implemer.ed in
the CACTOS model.

The Ragic Communications Model

The details of a basic model describing the
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hivior of a store-and-fonard cowmunir.ations

ctwork have been described 3u1te clearly and

i1l not be re-derived here.?»d Kleinrock's
fornula for average message delay lIs:

¥ \

N 1 A /uC L
Z o + _.é..:x_.‘. + A +K }4K 8
gey Y AU Eg METAL W

{ = message frequency over link 1. (Note
that sunpmation here is over links,
rather than node pairs, as was done In
the previous section.)

= ovgrall system weswape input rate.
1/u'= content message's average length.
= channel capacicty of link {.

= average length of nessages, inciuding
acknowledgements.

= propagation rate in the coruunication
1inka {usually al, or pear, Lie speed

= length of link {.

v aunber of linka in the network. (Duplex
lines are treatced o6 two independent
links.)

K = nodsl switching deley.

In this expresaion, llu'(‘.i
24794 1s the queueing
vC{-'A1

delay, and L,/ v is the délay for propapation

K through the Mediovn of the comnmunication linka.
ER The sum of these terms, plug a nodal switch-
ing deloy K, is welghted by A, /vy, which lLns

the cffect of nmultiplying the average delay per
ink by the operational averane path leapth,
Mor, equivalently, wefghting cach liuk's aver-

B uge delay by the apount of trafflie which it
carries, and then taking an overall avernge
clay for tho nystem, Finally, another K is
edded in to account for the finasl switching
delay at tho destination nodo,

is the

transnigsion time,

One word ubout tha differance batwcen u
and i'., As a technique for error control, many
networks require some kind of acknowledpenent
meusage to ver!lfy cach correct transmissicn,
Tha tranomission time for a real mesanage
B cpends only on its own wize and the channel
B covacity) hence u' is used in calculating
tranpminaion delay. Quoueing delay, lhowuver,

B ponda on tha vverall losding of 8 link,

A e

-56-

includinp acknowledgement traffic. Since the
size of an acknowledgement messape 1s, in
gencral, different from the size of a “content'
message, a different average message size,
namely 1/u, must be used in the calculation of
queueing delay. The operational implementation
of the CACTO5 rodel allows the user to choose
vhether or not the effects of acknowledpement
nessapes are to be taken into consideration.

The interpretation of vesults from any
analytical rodel must be made in such a fashion
as to arccurately reflect characteristics of
interest in the system being modeled, 1In the
actual use of the message delay model of equa-
tien (1), several applications-oriented ques-
tions nrose. These resulted in some modifica-
tion of Kleinrock's work to better suit the
purpose of the CACTOS study.

Message Size Variability

Measages on different lincs of a real net-
work wil) probahly he of different average
slzes, and, in fact, the messape gizes arising
from different sources may fit different statis-
tical distributions,

"Klafnroch's equations use standard measape
aize 1/u and 1/u:' throughout the network; the
differences in mean ressage sizes on different
links may be accounted for by merely sub-
scripting v and u'. Mcsmape sizes are then
computed separately for each link in the network
and are used separately in the individual
calculationa of delays on each 1link, In prac-’
tice, the traffic going over oach link is a
function of the originnl source-deatination
traffic and nessage-size matrices and the
routing procedure. If individunl averape mes-
sape sizes are to be calculated for cach link,
it {8 most convenient to save complete informa-
tion on nessage traffic ascignments aa they are
fived by the routing procedures., Thus, if the
total number of moessages and the total number
of messape bits are kept for each link in the
network as they are assigned by the routing
procedure, the mean meassage sizes, l/ui. may ba
readily calculated.

The degrec of sensitivity of the model) to
thia change haa not beon sascased for any veal
networkm., It will, in all likelihood, de
preater in netvorks with very diverae messsge
loads over the different links. Consider, for
exanmple, the network shown in Figure 3, One
can imagine a regionalized computation ayatem
with thia kind of topology, where regional data
fnput centers send short data messagea to
computational centera. These centers, in turn,
accumulate data and then send very large
monsages to other computation centers for stor-
ago or computation. 1In such a configuration
the difference inh messuge sires over rumota
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and central linkas could be & cruciel considera=-

tion.
C:)‘ s //(:>
{ < lﬂULu' F'COmputa—
r-\.]__'ll ¥ o tion
il A\ u1'-r '.\Center
N, d
o ¢
Data Data
Input Input
Centers Centers

Figure -3 Regiona®izc! Camputation System
Trestment of ficknowledooment Messapes

Onc teclinique for the countrol of error and
reliebility in cemmon practice is the use of
acknovledprment nessages. In systems cmploying
only pesitive achnowledpement messapes, accurate
receipt of a mesrape at a node autonatically
generates o return messape o the transmitting
node indicating that the vessage was correctly
received and retransmission is unnecessary.
Messages ave periedically transmitted by the
sending nedon unt!l an ouhiowledgement is
recedved.,  In oiher netwvorks, an error in mese
sape transmission way gencrate a negative
acknowledgement which causes retransmission of
the message.

We will assume a perfectly functioning
positive acknowledgement system, i.e., each
message generates an acknowledgement along the
same duplex line fn the opposite dirvection,
and no retransmissions are necessary.

HWith subscripted messupe sizes, cquation
(1) contains separate terms for the averag:

ereveing delay, AL/[U C, (u C, - A )] and

ti:nsmission time, 1/u “P of a mesadgv on link
1. Of course, message transwission time is
independent of consideration of acknowledge=
ment messages, hedng a tunctiue only of the
link's channel canacity and the size of the
transmitted messape., Thus transmission delay
should now be 1/ui .

Delay time on queue, however, is a func-
tion of the total load on the system, including
acknowledgement messages.  Thus, the overall
mean queucing delay on Jine 1 {s still
A /[u (u - A )] where the unprimed varia~
bles ref t%c atrivul rates and sizes ol all
messages, ucknowltdagment included.

The we’ghting tactor for commmication
delays, Ai/y, 18 cliosen to reflecc delays for
the measages of Interest; the particular choice
depends on the objectives of the analyst when R
is used as a criterion for optimization. Note

that by using )
veighting delays according
tent megsages only on each link, rather than all
messages combined, a distinction not nmade by
Kleinrock. b&ince, for our performance model,

we are interested only in delays encountered

by content messages, we will make this change.
(y, of course, must aleo reflect only content
mesgages.) Thus, for a link which carries only
acknowledgement messages from node 1 to node §,
thie contribution to the overall response time

is zero, a situation which reflects our interes:
in the delsys encountered by content mcssapes
oaly.

, tather than A y W will be
%he flow of con-

With the changes for variabic mescage sizes
and & different treatment of acknowledgenment
messages, the equation for communication delay
as used in the CACTOS studies 1s given hy

M A{ Ai/uici . Li
HE: ; + —~ + ST K 4R
Comm Y i 1 uiCi Ai \Y
i=

(2)

The Computer Throughput Model

Response time in A compnter patwork
depends on the procesaing rate of its computers
as well as the processing rate of {ts communica-
tion facilities. The conputation of the ef{fcc-
tive processing rate cf a computer is an
extremely conplex problem, being a function of
at least hundreds of hardware and software
parameters., Many aprroaches to the problem of
estimativg computer throughput have heen
attempted, some of them involving step-hy-step
discrete-state simulation and some involving
the construction of analyrical models. The
requirements of the CACTOS program dictated
that the computer throughput model be fast
enough that the answers are received virtually
instantaneously, simple enough that the user
inputs are minimal, and yet detajled enough
that computation parametcers might be meaninp-

fully "traded off" with communication parameters.

Speed and simplicity requirements quickly
eliminated digcrete~state simusiation as a poten-
tial technique.

The question whether or not a simple and
meaningful analytical model of computer through-
put can be constructed is a moot ene and
depends mainly on the model's intended opplica-
tions. VFor trade-off studies of the scope and
generality of the CACTOS program, the analvtica!
approach taken here was adequate. Morcover, it
is felt chat the approach, whereby such analy-
tical rodels may be fairly readily constructed,
is at least as important as the results., A

small number of relevant hardware and software
parareters was selected for the CACTOS model,
but the approach is of sufficient pencrality
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and open-endedness that different parameters,
and nore of them, might be cimilarly included
as the analyst requires.

This epproach presupposes a reference hard-
ware configuration with known throughput pacra-
mater values against which other configurations
arc to be compared. Any standard configuration
could be used as & reference; let us arbitrar-
ily select an IBM 360/50 with nodel 2314 disc
units and 512K bytes of core. The list of hard-
ware end software parameters wvhich we wish to
incilude in the rodel i3 shown in Table 1 as
just pointed out, this list 18 arbitrary and
could e ecasily amended to suit a user's par-
ticular needs.

Although there 18 much discussion as to

’ vhat the proper units of thivughput should be,

we will adopt the fairly artificial unit of
nodifi{ed bits/millisecond, ccmparnhie to the
nodificd bite/second used by Roberts in his
studies of tronds in the costs of computerx
throughput.® Thus, a job's size ipn this model
is described in units of modified bits, whgch.
when divicded by the effective processing Tate
output by the computer throughput nodel, yields
the asount of time the job won)d consume o2 tha
hardware configurztion in question,

ﬁe!oro constructing a throughput model, we

« will need some definitions:

TP = throughput (effective processing
rate for the hardware-softvare
combsnation under consideration).

T = computation time.
T!b » inputecutput time,

£ = fraction of a job's total time
wvhich 1a spent in computation (as

opposed to I/0) {f 4t is run on
the reforencs hardwvare,

n = frgction of CPU time overlapped by
I/0.

time s job's I/0 takes when it is
overlapped divided by the time the
same 1/0 takes vhen performed
sequentially.

Figure 4 shows a typical CPU-I/0 cycle in
various degrees of overlap which ahould clarify
the preceding definitions. Tvo things should be
noted here. One is that ‘the range of v ie

from 1/¢c to 1 where ¢ is the number of I/0
channels, since with full utilization of all
chauneln the 1/0 time could not be less than
TIO/C' Also rote that n, the degree of 1/0-CPU
ovorlap, is associated with the job alone and is
“4ndependent of ths hardware under eonsideration.

. then the tims per modified bit im 1 .

The rationale is that a given job is organized
in a particular way, such that it {isoues (or
can igsuz) an I/0 ccmmand at a piven point in
ite computation segquence, regardless of the
hardvare configuration upon vhich it ie run.

TABLE A-l. COMPUTER THROUSHPUT MODEL INPUT
PARAMETERS
Hardware Software

Instruction rate Ratio of computation
Vord size - time to total time

consumed
Primary memory size

CPU = 1/0 overlap
1/0 = 1/0 overlap

Peripheral descriptors
e Aversge access time
® Transfer rate

¢ Maxinum amount of information
wvhich nay be trangferred on
ons access {e.g., cylinder
size for a disc)

Figure 4 slso gives us a clue as to how to
go about catimating throughput. Since the
proczacing rvate 1s inverscly proportional ro
the required time for 8 given unit of work (we
uge the modified bit), we noed only add up the
times shown in Figure 4c and iavert to get a
proceasing rate. Thus

+nf?T + VT

cPu - "T

" (1-n) T

CrU cru

vhich simplifies to

T ' (32)

— - (1.")'TCPU +v 10

1

TP
Pquetion (3a) is valid when 1/0 operations are
not completely overlspped by cczputation, a
condition expressed algebracicly by nT cpu € VTIO.
» 1/0 18 completely over-
lapped by computatizg a condition {llugtrated
in Figure: 5. In this case, the CPU rate is the
sole factor determining throughput and we must
use the equation

¥hen nT

» nT 2 vT

b U

TP Cru cpy 10
Equations (3a) and (3b) constitute a throughput
model once wa have a way to compute T and T
for the machine and wnrkload under cQSPYdetltign.

(3b)

Pirst, 1f we assume that 2 computer's CPU is
capable of processing p instructions/ms and
that an inatruction is capable of nod!ty!ng »
bits (v is generally the computer's vord size),
For &

given job with . fraction £ of its total time

i .
B ¥ v
I
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spent in computation, we have S'IZﬁlQ_) accesses 'on & machine with m byres o
m

TCPU - f core memory. From a large amount of timing dar,

wp for a real program on many hardware confipura-

tions, a has been estimated to have the value

[ | ] 0.83. The determination of a will be fully

!< Tepy e L >| documented as part of a forthcoming document crn

validation of the CACTOS model.
(a) No overlap (v~l, n=0)

|
k""' Tepy K Vi —m—3 ]

(b) 2-channe) overlapping 1/0 operations Iv, v TIO
No 1/0 -CPU overlap. (n=0)

A

-3
Y

<« cpu

l J
L |

kl'""cvul o e | *Tie = "Tepi ,

'~

Tigure A-5. A Compule=1/0 Cycle in which I/0
() 2-chuunel overlapping 1/0 operations is Completely Overlapped by Computatior
1/0 = CPU overlap

Figure 4-4. A Typical Coupute - 1/0 Cycle in The averag%:duration of an 1/0 operation
Varying Degrees of Overlap (CPU time/total ig given by a + ;.where a = average access
time = f = 1/3) time, r = average record size, and x = trarsfer
rate of the storage device. But we know that
The calculation of T, 1s somevhat more a larger primary memory would permit the cen-
difficult. Filrst, we neci’to convert the units struction of larger records for secondary |
of 1/0 work into the cquivalent amount of work memory, a strategy which permits a gain in 1/0 : °}
in modified bits. Also, 1t is non-trivial to efficiency. If we assume that primary memory
assess the effects of the size of primary memory size and secondary memory record size are, in
on 1/0 time. fact, proportional, then the duration of an

1/0 operation on a machine with m bytes of core
We begin by asserting that a job's I/0 time memory would be s1nS\. A final point
is proportional to the number of 1/0 accesses, a'+Cle_lQ_Xa
the average duration of cach access, and the
proportion of the job's time spent in I/0
operations, i.e.,

m
here is that little is gained if we are oper-
ating on a device which can handle only a
limited amount of information without making
another access. On a disc, it 1s not par-
ticularly beneficial to increase the record
size beyond a cylinder's capacity. The imple-
mentation of the CACTOS model is copnizant of
this and does not adjust the record size bevond
that of the cylinder capacity or comparable
quantity on.the I/0 device under consideration.

Tio ™ k (number of accesses) (average
access duration) (1-f)

The number of accesscs required is a
function of the primary memory size: the
greater the nemory size of the computer uader
consideration, the smaller the number of
required accesses, We will assume that the
number of accesses 1a inversely proportional
to some power a of the memory size. Then,
gince the reference hardware has 5,12 * 10
bytes of core meory, one access on the
reference hardware would correspond to

&

1If we now let C = cylinder size, we can =
write the express’on for 1/0 time:
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Tio 7 ¥ (_5.-2.*—1-9-5-)0‘ (a A e ) (1-), () - Q@ =D, x=1,2,3,...
n (5.12%105) x
and
5.11%10° ¢ Q(0) = o.

m s T

. : 5
TIO k(-é—)a (a + —(—') (1—[) , m > .5_'Qf.].9.£
X r

We need only evaluate k to complete our
computer throughput model. Te do this, consider
a job which is half computation and half 1/0
running on the reference hardware, with record
size cqual to the 2314 track cize, We know
that for this job and hardware configurstion,

TIo - TCPU’ or

ép - k<5.12*105 “é + »—"‘-E—-r (1-£)
(5.12%10% x

Upon aubatituting § = 0.5, m = 5.]2*105,

and the manufacturer's published figurcs for

v, p (we use the inverse of the add time bLut

it may be more desirable to use the instruction
rate for a typical iustruction mix), a, r, and
X, we may casily solve the cquation to get

k = 1.884105.

Intepration of the Parts

To complete the whole computer network
model, we neel to do three more things:
compute message delay from the packet delay
fiven by equation (2), compute computational
delay using the cutput of the computer through=
put model, and sum the average communication
and computation delays.

Large messapes are not generally trans-
mitted through a network in one plecec bLut are
divided into smaller packets which may be more
readily handled, The packects are sent
separately through the network and reassenbled
&t the destination node. It is not adequate
to treat this procedure in the model by
dividing the average message sizes by the
number of packets/messsge and multiplying the
arrival rate by the same number. Instcad,
one must consider the actual distribution of
message sizes.

If the cumulative distribution funcgion
describing mevsage sizes ia Q(X) = Pr{l/u, < X),
thea the fraction of messages of size less than
X is simply Q(X). If Z is the maximim number
of bits in a packet, then, by allowing X to
assume the valuea 2, 2Z, 32, ..., corresyonding
tol, 2, 3, ..., packets, we may easily
compute the number of meassages requiring X
packets for tranemission, which {a

The total number of packets over cach link
i in the network may then be readlly caleulated
and replaces Ai‘ in cquation (2). (A1 must
also be adjusted to reflect packet traffic.)
Dividing the total number of bits transmitted
by the number of packets required gives the
new average content message size, 1/u]; apain,
¥, nust be appropriately adjusted in }he
séraightforward way .

Table 2 shows how the nunber of packets
and average packet size arc calculated for &
sample of 10G0 messapges with an averape message
size of 100 bits and a maximum packet size of
100 bits. 1n this case, an expccted 1578
packets, of average size 63.4 bits, would be
required.

TABLE A-2. CALCULATION OF THF NUMRFR ANP
AVFRAGE SIZE OF PACKETS WITH AVERAGE
MESSAGE SIZE = 100 BITS AND MAXIMUM

PACKET SIZE = 100 BITS

No. of | Message
Tachets ) Size
ver Range No, of No. of

Mlessape | (Bits) 1Q(X) Messapes|Packets

1 1-100 }.6321 632 632
2 101-200 }.8647 233 466
3 201-300 |.9502 86 258
4 301-400 |[.9812 31 124
5 40)-500 1.9%33 12 60
6 501-600 1.9975 4 24
7 601-700 {.999) 2 14
Total 1000 1578 ]
1000%100

‘lAverage Packet Size = 178

= 63.4 bitj

Two questions about statistical validity
arise as the result of abandoning the messape
as the individual atom being transmitted
through the network and treating messapes as
groups of smaller amounts of information,
called packets,

Important to the calculations is the assuuwo=-
tion that mesaupe arrivals are indepandent of
mesgage lengths, an assumption discussed at
length by Kleinrock.3 When considering long,
undivided messages arriving at nodes, it is
clear that this assumption becomes less valid,
gince the minimum interrrrival time between
long mesnages must be atfected by the long
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transmission {imes nssociated with them.*®

Thus, one might expect an improvement in statis-
tical validity by treating long messages as
groups of shorter ones.

On the other hand, the introduction of the
conzept of packels in the manner described
creates other perturbations which may affect
the calculations even more. The derivation of
equation (2) assumes that the sizes of the
units of information being transmitted through
the network dare taken from an exponential
distribution. This is not likely to be the
cuse when packets are used, because packet
sizes will never exceed the maximum allowable
packet size. As Kleinrock points uut,s how-
ever, therc is an casy treatment of this
dilemna by resorting to the Pollaczek-thinchin
formula for channel delay with any message-
length distribution of known mean 1/u, and
variance oi:

\
2e et 1y 2 2
u,C i1
171
delay on channel 1 = 5 C X
("1 i 1)
%)

Althiou,lh we have not doune iv for either
gystem under study, equation (%) could casily
be incorporated into the response time equa-
tions, and u, and o, could then be determined
from analysis of the svstem's packet traffie.
While this would end the assumption of all
random processes within the system being
governed by negative cxpunential distributions,’
it might be a better approximation to the true
performance of a packet svstem than is
represented by equation (2).

The secaond question ot valldity concerna
the discribution of the arrival time of mes~-
sages and jobs at tie computation nodes., If
vne considers the .rrival of messages at
destination nodes, where a message consists of
some number of pacrets which make their way
through the system, then hoth theoretical con-
siderat%ons7 and measnrements on analogous
systensc snggest thot a pamma distribution best
describes message ariivals at terminal nodes.

* But, as Kleinrock peints out, this c¢ffect 33
minimized when a large system {(wuny source
nodes) is considered because arrivals at one
node are independent of message len~ths at
other nodes, and thus the overall arrival rate
into a large system terds to approximate
independence of all .essage lengths, a con-
clusion well subs.antiated by gimulation
results.
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To explore thls possibility a bit furtlec,
asaume now that packet arrival in the system
is a Poisson process with mean arrival rate ) .
(We know that at a given source node, this
would be a terrible assumption because packets
arrlive in groups which constitute a message,
followed by a pause unti] the next message has
been constituted and received. Dut again, if
we consider a large system, We can make an
assumption similar to Kleinrock's and say that
interarrival times for the system as a whole are
independent of both trunsmission times ard
blocking considerationa and thus constitute a
Poisson process.)

Packet interarrival times, then, are
governed hy an exponential distribution whose
cumulative distribution function is

-At
0(_';) LI <) P

If there is an average of n packets per
message, then the gamma distribution describing
meggare arrivals is

a(t) = e t -1 -\ x
L t" e P oax (5)

where

IM'(n) t/r xn-le "X dax
o

Further evidence of the credibility of
the gammna distribution here 1s obtained from
consideration of che special case where mes-
sages are not 'divided into packets; i.e., n = 1.
This leads to

-X t
A t -2 x P
() = P
F%ﬁ e dx = 1 - ¢
[»]

which is the exponential distribution used for
the arrival of one-packet messages by Kleinrock
in the derivation of the original model.

The queueing analysis of computaticn jobs
at network nodes depends on the assumption that
message arrivals at these nodes constitute a
Poisson process. If & pamma distribution,
rather than an exponential distrihution,
describes these arrivals, the model is obviously
inaccurate vi.en messapes are split {nto packets.
Unfortunately, a mathenatical analysis of gueue-
ing and responsc times based on gamma statistics
does not appear tractable, so the ramifications

s

]




¢ thir development can probably be deduced only
com a sinulation, Fuchs and Jacksen, who

ound by neasurement that arrival gtatiatice

h four timo-sharing systems were pamnma
istributed, eddressed themselves to errors
nduceg by substituting exponential distribu-
ionsa. Differences between the cumulative
{ptributions were plotted as & function of the
cefficlent of variation of the gamra distribu-
ion, but thesa say little about how they

elate to errors in the final outputs of the
odel. Wa will continue to treat packet
rrivals as a Poisson process and &sstme that
hes erroras thus induced are emall.

After making the necessary changes to
ompute mersege delay by computing the nunber
£ packets required, which we will call b, and
wltiplying the message arrival rate by b, TCFVH
communication delay) may be properly computid’
rom equation (2).

The computational delay at a node i may
e computed from the sinple singl:-server
tagkovien arrival queueing formula

T - 1
coMP e y
(o, TP) X

vhere oy " pean job size at nede 4

TP =~ throughput rate as calculated from
equation (3)

Ai » mean job arrival rate at node i
The overall average computational delay

ngy be computed fiom the weighted average

N N F

3
Teonp 'Z f_i_k 1
i=1 v

{cl‘T?L-1J

| 1
where N = number of nodes in the network and

= total job input rate
for the network

"Finally, if we define x to be the nuisber
of vemote jobs divided by the total number of
4obe (remote jobs appear in positions other
than the disgonal of the jcb arrival matrix,
and ave the only onea vhich require inter-
node comnunication) and remember that twd
messapes are assoclated with each remots job,
the overall average responae time for the
syetem may be compured frem

T = RTeom * Teowr,

-2~

SUMMARY

In this paper, the need for quantitative
modeling of computer nctworks has been discuased,
and ona appraach to the construction of an
analytical model of computer network performance
hag been outlined., The validation of the model
ard soma reaults obtained by using it in cost-
effectivencse trade-off studies are to be topice
of future publicationa.

The definjtions of parameters in this paper
have been given more from the point of view of
the research scientist than from that of the
system designer.  The research scientist is
interested in having the parametric description
of a given job remain invariant over all lLard-
ware configurations; therefore, such job para-
meters 88 the ratio of CPU time to total time
and the degree of I/0 - I/0 overlap always
refer to the petformance of the job on the
reference har.sare. To the system designer,
it may be inconvenient to have to degcribe a
real job in terms of its behavior on a config=-
yration on which it has never been run. It is
possible, hovever, to develop formulas for the
translation of parameters measured on 8 known
system to their corresponding values on the
reference confipnrarion, and it is not A1ffi-
cult to follow the steps outlined in this
paper and redevelop the computer throughput
model using some other reference configuration
which is nore convenient to the user. Thus,
in & broad sense, the results presented here
should he of interest both to the peneralist
and the specialist. It is anticipated that the
model will be 2 useful tool in the evaluation
of prqposed changes to existing networks, as an
aid in the desipn of new networks, aad in
understanding the behavior of computer naetworks
in more general ways.
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APPENDIX B. VALIDATION OF THE CACTOS MODEL

Three major parts of the CACTOS model were addressed in the validation of the

model equations. “iese were:
+ Communication analysis equations
e Hardware comrutation analysis equatiens

¢ Software computation analysis equaticns

The communication analysis methodology was bhased on the work of Kleinrock [1]
and others; Kleinrock discusses validation of the communication analysis. In
addition, the Project conducted further validaticn ex-eriments using a discrete
gimulation model based cn ECSS, a computer simulation language in SIMSCRIPT

developed at the RARD Corporation.

The hcordware computation validation consisted of examining the equation for
computer throughput based on various hardware parameters. This throughput
equation was parameterized in that the exponent of core memory was undefined.
The reason for this was that the contribution of the other hardware features
was better defined. To perform the validation, a set of processing runs from
a variety of configurations for the same programs was needed. One program
that exactly satisfies this criterion is the IBM Sort/Merge program. Twenty
configuratiors were used; they are shown in Table B-1. Calibration of the

parameter associated with core storage was performed on the fifth configuration.

The range of dispersion in percentage varied from 27-457%. In three cases, the
dispersion exceeded 23%. For these cases, the situgtion was small core size
with 2311 =nd 3330 disk units. The fit improved as core increased. This was
most imprrtant, since the experil—ents involved larger core sizes than those 1n
Table B-1.
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TABLE B-1. COMPUTER CONFIGURATION FOR VALIDATION RUNS

Configuration

1

W ® 3 Nt Wwo

| S Sy
(R =)

14
15
16
17
18
19
20

ngguteg
360/30

360/50
360/50
360/50
360/50
360/50
360/50
360/€5
360/65
360/65
360/65
370/155
370/155
370/155
270/155
370/155
370/155
370/155
370/155
370/155

Core
38K
4412
44K

100K

100K
200K
200K
100K
100K
200K
200K

44K

44K

44K
100K
100K
100K
200K
200K
200K

T . BT
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It can be noted that this represents a shortceming of an analytic approach
versus a discrete one, in that accuracy across wider ranges of parameters is
possible in the discrete cnse. Hud the experiments been oriented toward a

close fit at every core size, reveral equations could have been employed.

The third part of the validation of the software aspects of computation
includes record size and the relationship between CPU and I/0 in terms of over-
lap and balance. To validate this, the JOVIAL progrem shown in TFigure B~1 was
constructed. The purpose of the program is to carry out a specified number of
CPU and I/0 operations while timing itself internally. (JOVIAL permits such
timing.) For a variety of I/0 and CPU balances and overlaps, the results of
the model and program were compared. The resusts are gummarized in Flgure B=-2,
In this figure the horizontal exis ig the experiment number while the vertical
axis 18 the time in seconds. ‘The points labeled with an X are those of the
progrem. The progrem was run on a 370/155. The dispersion for all but one
cage is less than 20%. Since the direction of the times and incremental rise

for both the program and the model was the same, this wos felt to be adequate.
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Figure B-1, JOVIAL Model Validation Program (Cont d)
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