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ABSTRACT 

This report describes a group of experiments whose 

purpose was the expansion, refinement, and validation 

of the CACTOS computer-network analysis model. The 

experiments were conducted on both existing and planned 

computer networks in order to arrive at conclusions 

with respect to computation resources and to obtain 

guidelines for use in the design, construction, and 

modification of computer networks. 

The primary issue investigated was the question of 

whether, in general, centralized or decentralized 

(distributed) computational power offers the best 

potential performance and cost-effectiveness for 

present and future computer network configurations. 

The conclusion was that partial decentralization, 

using large computers to achieve economies of scale, 

provides optimum results for the types of computer 

networks that will be constructed to meet the needs 

of the Department of Defense during the 1975-1980 

time period.   ^  
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1. INTRODUCTION 

This document describes the final results and analyses undertaken in the CACTOS 

(Computation and Communication Trade-Off Studies) Project supported by the 

Advanced Research Projects Agency (ARPA). The goal of CACTOS is to analyze, and 

determine the relationships among, the parameters of computer networks and the 

performance measures of such networks. The parameters include the hardware and 

software computation parameters as well as those associated with tVe commu- 

nication network intertying the computer sites. The results of this study are 

intended to be employed by Department of Defense (DoD) agencies in the planning 

design, improvement, and modification of military computer networks. 

These objectives have been achieved and are described herein. One aim of die 

Project was to analyze existing networks. The other to determine the parameters 

and performance measures of Importance, as well as the future requirements for 

information handling in DoD agencies, with regard to planned networks. To 

perform the trade-off analyses in a quantitative manner, an analytic modeling 

tool was constructed. Programed in FORTRAN IV, the model is capeJle of handling 

both computation and communication parameters.  It is described in detail in 

Appendix A, along with the underlying equations, information flow, and 

assumptions. 

In order to be of utility, a network analysis tool must be validated for both 

computation and communication analyses. The validation of the software and 

hardware computation analysis is described in Appendix B; the communication 

analysis was drawn from previous work, and its validation was discussed in an 

Interim report. Validation was also performed using several existing systems 

considered early,in the study. 

The major analysis tasks of the CACTOS Project are described in Sections 2 and 

3. The two sets of experiments for obtaining the general relationships are 

described in Section 2.1. In Section 2.2, the results of the first set of 
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experiments are reviewed.  In particular, trade-offs were performed among 

distributed and centralized processing, effect of core and job size, and job 

type as measured by the average percentage of time jobs were in CPU versus I/O 

operations. It was found that a configuration of large computers distributed 

In a semi-centralized configuration was more coat-beneficial than either widely 

distributed processing with more, smaller machines or a centralized large 

computer concentration; this preference held for almost all realistic parameter 

values. Coat-effectivenesa was viewed as the ratio of workload to the product 

of monthly total cost and average total response time. The superior performance 

of a CPU-oriente.d (e.g., ccientiflc) network was also demonstrated. The most 

effective core sizes tended to be small or medium. 

The second set of experiments (the results of which are described in Section 2.3) 

was oriented toward obtaining guidelines in the construction, design, and 

modification of networks.  In these experiments, communication lines were removed 

from a completely connected configuration In a stepwise fashion based on the 

criteria of least loaded or least cost-effective lines.  It was shown that these 

procedures can lead to more cost-beneficial configurations than some typical 

configurations, such as rings and stars. 

The analysis in Section 3 confirms some of the analytic conclusions of Section 2. 

This section presents the CACTOS systems analysis work for one present and two 

projected networks. These analyses have a broad scope. The first network con- 

sidered was the Marine Corps Personnel System (JUMPS/MMS), which Is connected 

through AUTODIN. The CACTOS analysis revealed how system performance could be 

enhanced by redistributing some of the data bases and logic of the network. The 

second network analyzed was the Air Force's proposed Advanced Logistics System. 

Here, optimal channel capacities were computed along with measurements of 

computation. At a level higher than analyses of existing network plans la 

requirements analyses for new networks whose plans have not yet been developed. 

To explore these requirements analyses, a General Services Administration 

request for proposals for a computer network was employed. The analysis 
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revealed that less than 10% of the fiscal resources should be spent on 

communication.  Furthermore, even with a high percentage of job time in 

input/output operations, it is most cost-beneficial to spend as much in the 

central processing unit (as opposed to core) as possible. 

The optimal configuration was ?emi-centralized, with two main computer centers 

spread across the United States. These results are in close agreement with 

those in Section 2.2.  Both sets of experi-nents revealed the same fiscal per- 

centages in communication and CPU for the optimal configuration. 

Section 4 presents some recommendations and remarks based on the CACTUS Project 

results. These recommendations include possible new directions, such as network 

integration. One result of the CACTOS work, namely the analytic model, is now 

available for use by other DoD ajjencies for considering specific conditions and 

networks. 
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2. EXPERIMENTS 

2.1 FRAMEWORK OF EXPERIMENTS 

Two sets of experiments were conducted. Experiment Set 1 was designed to 

examine computation characteristics. Experiment Set II was aimed at network 

design for optimal performance. The framework for each of these is described 

in 2.1.1 and 2.1.2 respectively. 

2.1.1    Experlnicint Set I 

The framework for the experiment« whose results are described in Section 2.2 

was a 40-node network with centers located in the cities listed in Table 2-1 

(the numbers in parentheses indicate the number of centers in the given city) 

TABLE 2-1 

CITIES FOR EXPERIMENT SET 1 

Index of City        City Index of City Clty^ 

1 Seattle 1A Denver 
2 Buffalo 15 Cincinnati 
3 Boston (2) 16 San Francisco 
4 Portland 17 Kansas City 
5 Milwaukee 18 St. Louis 
6 Minneapolis 19 Los Angeles ( 
7 Detroit (2) 20 Phoenix 
8 New York (6) 21 Atlanta 
9 Chicrigo (3) 22 San Diego 

10 Pittbbut.gh 23 Dallas 
11 Philadelphia (2) 2A New Orleans 
12 Cleveland 25 Houston 
13 Wasl Ingtun, D . C. (3) 26 Miami 

These, cities were selected in part from geographic distribution and In part 

from population and density statistics. Each center was given one or more 

specified computers tied Into the network by a standard modem device. The 

• " 
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network was assumed to be of the message-switching; type. The assumptions used 

to perform the experiments were as follows: 

1. Remote and local Jobs are both considered. A remote Job consists of 

a message transmission, computation, and a return message. A local 

Job is entirely computation. Messages have single sources and 

destinations. 

2. All messages between ti/o nodes follow the path with the minimum 

number of links between the nodes (fixed minimum path rout in?,). Ties 

for the minimum length path are resolved by assignment to the least 

loaded path. 

3. Message and Job arrival distributions are assumed to be negative 

exponeaLial. 

4. Interarrival times are independent of message lengths and Job sizes. 

5. Nodes behave independently of each other. This implies infinite- 

capacity message buffers. 

6. Nodo switching delays are fixeiL 

7. Nodes have an infinite traffic capacity. 

8. Multiprogramming and multiprocessing are not specifically accounted 

for In the model. 

9. Message transmission is assumed to be error-free. Retransmission is 

not explicitly taken into account. 

. i 
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Some comments on these as.vnuptlons are In order. The fixed minimum path routing 

has been ihown to be close to optimal and requires much less computation than 

is required for calculations of the optimal case (Frank [3]), although 

arrival times arc more closely approximated by gamma distributions. However, 

In many cases (especially for summed gamma distributions), the effective 

differences between the gamma and exponential distributions have been 

demonstrated to be small.  Klelnrock [4] has shown that this occurs when all 

users on a lari;e network are considered simultaneously.  The assumption of 

infinite-capacity message buffer« has been shown to be valid when the network 

is operating at less than 80% capacity.  In a network in an unsaturated state 

with minimum time delay, the limitations on node capacity are minor (Klelnrock 

[41). 

The model Is described In detail in Appendix A. An overview of the model is 

given in Figure 2-1. The inputs and outputs to the model are discussed in this 

section. 

The capacity of each communication line was set at 50kb.  This channel capacity 

bears a desirable ratio of communication to computation capacity and reflects 

the optimum ratio of communication to computation costs found in past experi- 

ments of other researchert for second-generation computing experiment. To be 

representative of third-generation cap'bilities, the configuration of the 

network was based on the assumption that the articulation of the network was 

two—that is, at least two links must be broken to break communication between 

two centers. The monthly communication cost was based on standard available 

rates for 50kb line size, given by $15.00 for each of the firbt 250 miles, 

$10.50 for each of the next 250 miles, and $7.50 for each mile beyond 500 

miles. A minimum cost of $250 per m. '.th per line was also assumed. 

The general network topology appears as in Figure 2-2. Distances were computed 

by the model using latitude and longitude data (computer centers in the same 

city were assumed to be three miles apart).  The network's topology was 

'■ 
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constructed iteratlvely, where at each step the most highly loaded group of 

links was found. Then a link was added to reduce this load. A lightly loaded 

link elsewhere in the network was deleted. This proceeded in an enumerative vay 

until no further improvement was possible. 

To obtain a representative set of ''osts and performance, a single hardware 

manufacturer and generation wet's ^»iwcted.  This was the IBM 360 line of 

machines. This line was chosen because of the broad range of compatibly 

operating equipment and a consistency of costs not yet present in the latest 

product lines. The machines are listed in Table 2.-2. 

Since experiments were aimed in part at the type of the job, three basic types 

of job mixtures were assigned. These, along with their parameters, are given in 

Table 2-5 in Section 2.1.2. The main parameter here is the percentage of time the 

average job spends in CPU. This ranges from 9071  for scientific to lö'i  for ccnr.er- 

cial. To show the sensitivity of computer throughput to core memory size, and to 

investigate the relationship between job type characteristics and memory, 

three levels of immediate memory were investigated for each computer. Details 

on monthly rental price and performance were obtained from Keydata [1] and 

Auerbach [2]. 

The cost and configuration information on the computers and peripherals used— 

360/20, 360/85, and 360/195—appears in Tables 2-2 and 2-3. The 

360/85 was assumed to have 231A disc units, while the 360/195 was given 3330 

units. The cost information reflects the costs of peripherals and the mainframe 

computing unit on a monthly rate. 
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TABLE 2-2 

EXPERIMENT SET I - COMPUTER COSTS 

Model 

360/85 

360/195 

360/20 

Memory (1000 bytes) 

500 
1000 
2000 

1000 
2000 
4000 

16 

Monthly Cost (000) 

$ 85 
150 
200 

215 
258 
300 

TABLE 2-3 

TABLE OF COMPUTER CHARACTERISTICS* 

360/85 360/195 

Job processing rate (instruc. microsec.) 
Memory size (thousands of bytes) 
Word size (bits) 
Disk transfer rate (bytes/microsec.) 
Average disk access time (millisec.) 
Disk cylinder size (bytes) 
Average I/O record size (bytes) 

6.25 21 
500, 1000, 2000 1000, 2000, 4000 

32 32 
312 806 
87.5 38.5 

146,000 247,600 
7224 7224 

The preceding infonnation provides the general topology and cost framework. 

Remaining to be specified are the Job and message characteristics, as well as 

the specific combinations of hardware for the experiments. 

* The 360/20 is Included only in communication costs, and its computational 
characteristics are not Included in the experiment. 
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Three different computation configurations were assumed for the experiments— 

distributed, semi-centralized, and centralized computing power. The detailed 

assignments of computers are given in Table 2-4,  (The number in parentheses 

refers to the location within the city). In all cases, the 360/20 computers 

act as concentrators and message processors. The 360/195 computers are split 

pairwise In a dual processing mode. In each case, the total raw throughput 

capacity of the configurations was roughly equivalent (approximately 8 billion 

modified bits per second). For the 360/196, this takes into account a 15% 

loss, resulting from executive software overhead In coordinating the dual 

processors. 

. 

TABLE 2-4 

EXPERIMENT SET I - COMPUTATION CONFIGURATION 

Configurations 

Distributed 

Semi-centralized 

Centralized 

Computer AssiEnsent 

360/85 at all sites 

360/195 - 2 at each of 
Boston (2) 
New York (5) 
Chicago (3) 
Washington, D. C. (3) 
St. Louis 
Los Angeles (1) 

360/20 - other centers 

360/195 - 2 at each of the 6 New York 
centers 

360/20 - other centers 

The mixture of Job types is similar to that experienced with a general-purpose 

computer utility (on-line, interactive operations meshed with remote-job- 

entry, non-interactive batch processing).  These job types were deliberately 

chosen to emphasize extremes of Job mixes and to provide information about 

the relative merits of centralized and distributed processing power for 

various Job types. Further, the job configurations are directly related to 

the throughput efficiency of the different computer configurations also being 

evaluated in these experiments. 
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The experiments assumed that jobs consist of messages that in turn are 

decomposed into packets. A packet is the basic unit of bits in the communi- 

cations part of the experiments. The packet size was set at 2,000 bits. 

Several other parameters that had to be determined were job size and the job- 

arrival matrix. The job arrival matrix has as its (i,j)th entry the number of 

jobs sent from i to j.  The job size was allowed to be variably set at one 

of three values-5, 10. and 20 megabits. It was recognized that some com- 

binations would be unrealistic. The job-arrival matrix was first set for 

the distributed case and then centralized as the computer configuration 

centralized. To derive the number of jobs arising from a given city, the 

proportion of city population to the total population in all cities was 

multiplied by the total pexTnissible jobs. The creation of a traffic matrix 

was based upon the relative distance of the computing centers from the sourc 

cities.  In the completely centralized case, the job load was distributed 

equally among the centralized computers. Jobs arising locally around a 

centralized computer were all assigned to that computer. In the semi- 

distributed case, where the computers were dispersed to locations about the 

nation, the traffic was distributed to the processing centers as the square 

root of the distance from the source city, normalized to the sum of the 

square root distances to obtain a proportion of traffic. For the completely 

distributed case, 50% of the jobs arising at a source city were assigned to 

the computer at that city. The remaining jobs were distributed among all 

other cities by the square-root distance formula used above. The selection 

of square root of distance was based on reducing loads between distant cities 

somewhat but not to an excessive degree. Another assumption of the message 

traffic was the allowance for acknowledgment messages. 

The above framework established a set of 81 distinct experiments in which 

three values of each of the following parameters were set: job size, 

configuration, job type, and =ore size. Total cost of the network configura- 

tion varied from 3.1 to 8.3 million dollars per month. 
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It should be not 3d that maay additional runs were performed to set up the 

network configuration and its parameters.  In particular, experimental runs 

were required in configuring the network topology itself and i setting 

parameters to obtain feasible response times. Here response time is infinite 

and infeasible, since it is impossible to process the jobs in a day. 

The absolute level of work was based initially upon an estimated 70% utiliza- 

tion rate of the raw processing power (i.e., total megabits modified per 

second by all computers) of the system. This total utilization level was 

adjusted during the experimental runs to reflect the reduced throughput 

resilting from the assumptions concerning job characteristics. 

The assumption that jobs arise in proportion to population his been made in 

previous network analysis reports in connection with message traffic. Depen- 

dence on the populations of cities at both ends of the link can reflect the 

difference in computing power for major centers. The results of the first 

set of experiments are examined in Section 2.2. 

2.1.2     Experiment Set II 

The second set of experiments was focused on the configuration and communica- 

tions aspects of networking.  In the first set of experiments, the network 

topology was fixed, and computation and message properties varied. Here, the 

goal was to configure a network based on articulation, reliability, and cost- 

effectiveness.   By following several policies of link deletion from a 

completely connected configuration, the most cost-effective topology was 

derived under various c nstrai ts of articulation level. The cost-effective- 

ness measures of the rMulCttm configurations are compared in Section 2,3 

with those of ring and star topologies. 

The framework of these experiments was more restrictive than that of the 

first set. Eight nodes were selected in the following cities: 

■ 
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San Francisco 

Los Angeles 

Chicago 

Detroit 

Boston 

New York- 

Philadelphia 

Washington, D, C. 

Initially, a fully connected network topology was assumed, so that any two 

sites could communicate directly. Line capacity was set, as before, at 50kb. 

No computation vyas done at any node, so that the computation processing 

characteriBtlcs were deleted. 

The message size was set at 2,000 bits, and the packst size at 1,000 bits. 

No acknowledgment messages were asBUtncd. Two job-arrival matrices were formed 

on two bases. The first was the distance-population formula of the first 

set of experiments. The second was a symmetric traffic matrix where an equal 

number of jobs was sent bev.reen any two nodes. The experimental results are 

discussed in Section 2.3. 

2.2 EXPERIMENTAL RESULTS:  SET I 

The basic experiments varied the concentration of computing power, job type, 

core size, and job size.  Inference can be nade concerning the relationship 

between system input parameters and network performance measures. The basic 

network performance measures are cost, response time, job throughput, and 

measures of cost-effectiveness. 

Costs included the entire monthly costs associated with the computer 

and communication system hardware, including the computer peripherals 

and memory units, communication interface units (modems, switches, con- 

centrators, etc.), initial costs of the central processing units, and 

direct channel costs. 
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Response time was defined as the mean time for both computation and 

communication procesfing, often involving the averaging of combinations 

of times from several computation nodes and communication links.  How- 

ever, initial generation and output distribution times were Ignored; 

only network times were considered. 

Throughput was defined as the number of jobs processed per day, modified 

by considerations of Job and message size. Throughput is thus the work- 

load of the system, rather than system capacity. 

The principle measure of cost-effectiveness was the quantity throughput 

per dollar per unit response time. That is, the total throughput 

(number of jobs times job size) was divided by the product of total 

monthly cost and the mean total response time. 

In interpreting the results, the fact that several network configuration and 

job characteristic parameters were held constant needs to be kept in mind. 

Total computation and communication capacity was held roughly constant for all 

configurations (the capacity for computation was set at 250 million instruc- 

tions per second, while the line capacities were fixed at 50kb for communica- 

tion.  The network topology, except for the distribution of computing 

capacity, was fixed (as described in the previous section). Although central 

memory capacity was varied, all other aspects of the computer facility con- 

figuration were held constant for a given computer. Hence, cost varied with 

the constellation of computing processors and memories used, but not with 

other (fixed) aspects of the computer or communication configuration. 

The results of the 81 experimental runs are given In Table 2-5 in a nested 

arrangement. The code for concentration, given in column (1), is: 

D—Distributed 

S—Semi-centralized 

C—Centralized 
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TABLE 2-5 

RESULTS OF EXPERIMENTS 

(1) (2)  (3) (A) (5) (6) (7) (8) (9) 
JONCEN- JOB 

TYPE 
CORE 
(M3) 

5 MB 10 MB 20 MB 
,RATI0N EXPT. NO. CExlO-2 EXPT. NO. C.E.xlO"^ EXPT. NO. C.R.xin-2 

D s 5 1 19896 28 20034 55 18826 
D s 1 2 13337 29 13743 56 13367 
D s 2 3 11014 30 11506 57 • 11400 
D M 5 4 08531 31 08730 58 04070 
D M 1 5 05565 32 06242 59 05581 
D M 2 6 04475 33 05259 60 05297 
D c 5 7 03806 34 04719 61 0 
D C 1 8 02292 35 03032 62 03200 
D C 2 9 01763 3f 02382 63 02929 
S s 1 10 36235 37 41341 64 43268 
S s 2 11 32794 38 38493 65 41003 s s 4 12 39 35030 66 37785 
s M 1 13 11870 40 15259 67 15740 
s M 2 14 10421 41 13754 68 15799 
s M 4 15 09212 42 12293 69 14561 
s C 1 16 03769 43 05247 70 05188 
s C 2 17 03241 44 04540 71 04751 
s c 4 18 0359., 45 03963 72 04191 
c s 1 19 3433B 46 35514 73 44019 
c s 2 20 31125 47 36^31 74 42027 
c s 4 21 27811 48 33491 75 38843 
c M 1 22. 11070 49 14415 76 15553 
c M 2 23 09689 50 12909 77 16447 
c M 4 24 08546 51 11498 78 15301 
c C 1 25 02836 52 03978 79 0 
c C 2 26 02439 53 03429 80 06173 
c C 4 27 02134 54 03003 81 05501 

. . 

■ w~r-m 
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The amount of core memory assoclatec! with each main processor is given in 

megabytes in column (3). Columns (4), (6) and (8) give the experiment number, 

and columns (5), (7), and (9) the cost-effectiveness (CE) index for each of 

the 81 experimental runs. These sets correspond to the three job sizes, set 

one for jobp of 5 megabits (MB), set two for Jobs of 10 MB, and set .hree for 

Jobs of 20 MB.  (Note that at the 20-MB job size, two experimental runs—numbers 

61 and 79—exceeded the capacity of the system—meun and response time was very 

long—and a zero cost-effectiveness index is indicated.) Cost-effectiveness is 

defined here as the square root of the throughput divided by the product of (a) 

total network costs squared and (b) the mean total response time. 

Although some caution must be exercised in interpreting the results since only 

a few of the myriad possible variables and combinations of variables were 

manipulated, some conclusions seem clear. For instance, the productivity of 

a particular configuration is related in a direct and dramatic fashion to the 

degree of CPU utilization that is achieved. The cost-effectiveness index 

falls drastically as the fraction of time in computation changes from 90% 

(scientific) to 50°/ (mixed) and 10% (commercial). While tbi inefficiency of 

I/0-bound jobs is generally accepted in the computation and communication 

field, that the interrelatlo iship should be so severe was not entirely expected, 

Although interleaving and time-sharing of jobs may do much to alleviate the 

inefficiency, it would appear that data-handling techniques may have greatest 

promise for technological payoff in the future. 

A similar Instance is the growth of productivity with computing load (job 

size, in this case). The cost-effectiveness index continues to increase 

until the system or processor becomes saturated, after which It begins to 

fall off rapidly.  In other contexts, the efficiency of channel utilization 

in terms of response time has > een found to decline, depending upon a variety 

of circumstances, in the 70%-90% channel-utilization points. While there are 

not enough data points in this study to make such fine distinctions, the 

general premise is supported. Since the relationship between load and response 

• 
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efficiency is well established, the experiments were designed not to reaffirm 

it but to explore some of the interrelationships between job size and memory 

size and the resulting cost-effectiveness. 

The relatior.chlp between job size (load) and memory size seems reasonably 

clear. The efficiency of core-storage additions Increases as the lord on the 

processor increases.  That is, from our data, at a relatively light load (jobs 

of five MB) small core is more cost-effective; at relatively high loads (jobs 

of 20 MB), larger core becomes more cost-effective.  The shift is a gradual one, 

however; even with loads large enough to swamp computers with relatively small 

core sizes, a moderate core is more cost-effective than a very lavge one.  This 

is revealed in Figure 2-3, which graphs job size versus cost-effectiveness for 

various core sizes.  Further investigation of this relationship, of kiemory mix, 

of parallelism, and of pipelining seems desirable.  However, these would probe 

somewhat more deeply into processing configurations than is desirable for general 

networking applications.  It might be pointed out that system response time 

continues to improve wluh increasing core sizes.  It is the disproportionate 

cost of extra core (in comparison to the increase in cost-effectiveness) chat 

inhibits the strength of the relationship. 

Of major interest in this investigation is the relationship between distribu- 

ted and centralized computing. The difference in relative concentration of 

computing power between the completely centralized and the semi-distributed 

cases lies in the distribution of large computers by location around the U, S. 

That is, the centralized case does not use one super-powerful computer, but 

a concentration of 12 very large ones, a situation that is duplicated with 

different locations in r.he semi-distributed case. The data clearly support 

the hypothesis of economy of scale: large computers are much more cost- 

effective than emaller computers (although all computers considered in this 

study were quite large) and especially so as the load becomes high. That is, 

with high load into a constant-capacity net, the smaller computers suffered 

in comparison with the larger.  Similar results have been found in communication 
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MEMORY SIZE COST-EFFECTIVENESS 

REL. C/E 
1400 -« 

1200 - 

1000 - 

CENTRALIZED 
COMPUTATION 

COMMERCIAL JOBS 

STMI-CENTRALIZED 
COMPUTATION 

SCIENTIFIC JOBS 

- 36K 

15 20 

JOB SIZE (10*  BITS) 

Figure 2-3.  Memory Size Cost-Effectiveness 
■ 
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channels, where, for constant capacity, one large line has been found more 

efficient than a bundle of smaller ones insofar as throughput is concerned. 

For response time, there is some evidence that multiple channels or processors 

yield better results in speed but not necessarily in terms of cost-effective- 

ness. 

From the experimental results, the semi-dlatributed configuration appears more 

CQBt-offective than the completely centralized case, partially as a result of 

shorter, and hence more quickly responding, communication lines. No attempt 

wae made to adjust communication network capacity or cost to accommodate 

differences in the traffic distribution under the various cases. It is quite 

possible that further fine-tuning to reduce costs could have been found, or 

that a better allocation of the capacity might have been found. An anomalous 

situation does arise In the data for larg». Jobs (20 MB) in that the centroiized 

case seems more cost-effective, This in  probably due to the fact that the 

bulk of the Job traffic arises in the Eastern cities, and, by moving compute/s 

away from the central moment of traffic sources, costs have been increased. 

Further investigation of this aspec: of nr.twork optimization is indicated. 

Frank and Frisch (1971) and Martin (^972) have indicated approaches to the 

problem for communication nets. These, in conjunction with r^ource-alloca- 

tion algorithms, should provide fairly ready answers to optimal location of 

processing centers. 

There are, of course, several other arguments against complete centralization 

besides relative cost-effectiveness for throughput.  The most relevant of these 

is the relative vulnerability of a completely centralized facility to the 

effects of failure of processing or transmission equipment (reliability Impacts), 

environmental effects such as blackouts or brownouts of electrical power, 

inclement weather, sabotage, or hostile action. On the other hand, larger 

processors frequently have other advantages, such as faster, more powerful 

peripheral equipment as well as superior and more powerful central processing 

units, Instruction repertoires, and memories.  Larger computers often have 
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more powerful operating systems and profraaalng languages available to them. 

FTility operation ana maintenance costr ;f a few central facilities will (or 

may) also be lower, replacement parts are more easily handled, and record 

keeping and administration are made easier. Nonetheless, the opportunities 

for load balancing, the superior tailsafe capabilities of alternative loca- 

tions, and the opportunity for specialization of some computers for specific 

kinds of jobs with resultant increases in efficiency seem to bolster our 

general finding that semi-distributed computing providet; a superior operation. 

2.3 EXPERIMENTAL RESULTS:  SET II 

The second set of experiments was focused on the near-optimal design of 

computer networks.  The general aim embodied deriving criteria for assisting 

in automatically generating cost-beneficial network configurations. Another 

goal was to find thp  spnslM.vity between optimization With respect to topology 

and the communications traffic input data as well as the performance criteria. 

Recall from Section 2.1.2 that the configuration was an eight-center network 

with equal-capacity lines. Costs were based on line costs, and reliabilities 

were based on time reliabilities. No acknowledgement messages were allowed. 

The beginning topology for all experiments was a completely connected one in 

which there was a direct connection between every two centers. Links were 

removed Individually in a sequential manner. Two measures of cost-effective- 

ness were employed. One is based on throughput factored by cost. The curves 

in Figure 2-4 are based on this criterion. In this figure, cost is graphed 

versus bits/second per dollar cost. 

Figure 2-5 is based on the cost-effectivenesf. measure of response time. Here 

the workload is a constant, so that cost is plotted versus a constant (10 ) 

divided by the product of mean total response time and monthly cost. 
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(RESPONSE TIME)(COST) 
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30    60    90    120    150   180   210   240   270   300   330 

Figure 2-5. Configuration Response Time Cost-Effectiveness ■ 
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RING CONHGURATION BASLD ON TRATFIC 

RING CONFIGURATION BAStD ON GEOGRAPHY 
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Figure 2-6.  Standard ConfiRurations 
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1 5 

(a)  MOST THROUGHPUT COST ErFECTIVE WITH ARTICULATION LEVEL 2 - POINT A 

(b) MOST REGPOr.'SE TIV.E COST EFFECTIVE WITH ARTICULATION LEVEL 2 -- POINT B 

(c) MOST COST EFFECTIVE WITH ARTICULATION LEVEL 1 - LINK REMOVAL BY COST 
EFFECTIVENESS -- POINT C 

■■ 

H) MOST COST EFFECTIVE WITH ARTICULATION LEVEL 1 - LEAST LOAD LINK 
REMOVAL ■- POINT D 

Figure 2-7. Most Cost-Effective Configurations 
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The topology-determination process of successive link removal through cost- 

effectiveness may be compared to the results achieved by a priori network 

specification. A topology can be prespecified, and then the links can be 

constructed on the basis of either geographic or message-traffic consider- 

tions. Two  common topologies are a ring and a star. A ring is the configura- 

tion with a minimum number of links that gives articulation level two, while 

a star has a central site and all other sites are connected only to the 

central site. Another method is to use minimal spanning trees. Distance or 

link values could be based on geography or traffic. Yet another method is to 

link each cencer to the two other centers with which it has the highest mes- 

sage traffic. These standard configurations are displayed in Figure 2-6, and 

their cost-effectiveness is given In Figures 2-A and 2-5, using the following 

symlols: 

ring—traffic • 

ring—geography 0 

star—center at traffic center * 

min. spanning tree—traffic Y 

rain, spanning tree—geography Y 

heavies.t communicating        + 
neighbors 

In Figures 2-6 and 2-7, the following numerical code for the cities Is used. 

1 Los Angeles 5 Washington, D.C 

1 San Francisco 6 Philadelphia 

3 Detroit 7 New York 

4 Chicago 8 Bot; ton 

. ■ 

" "WWWBttt^ 
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The cur/es ir figures 2-4 and 2-5 are labeled according to the follow- 

ing code. . 

Label 

® 
© 
© 
© 
© 
© 

Description 

Link removal by cost-effectiveness, articulation level 1 

Link removal by cost-effectiveness, articulation level 2 

Link removal by least loads, articulation level 1 

Link removal by least loads, articulation level 2 

Uniform traffic link removal, articulation level 1 

Uniform traffic link removal, articulation level 2 

Link removal by cost-effectiveness means that, at each step, the link that is 

least cost-effective in terms of throughput per unit cost is removed. Articu- 

lation level 2 means that the constraint was applied that the network had to 

puaaess  link articulation level 2 at each stage of link removal, Including the 

final network. 

Another method of link removal was based on removal of the least-loaded link 

at a given stage. 

Uniform traffic link removal refers to the removal of the least loaded link 

based on uniform traffic statistics. However, cost-effectiveness and the 

graph values are based on traffic which, is dependent upon population and dis- 

tance. 

In Figures 2-4 and 2-5, the points at which some of the curves attain maximum 

value are of interest. Some of these have been labeled, and the corresponding 

configurations are given in Figure 2-7. 

Two conclusions are evident.  First, note that topology determination based on 

cost-effective and leas'.-loaded considerations yield far better throughput 

cost-effectiveness (see Figure 2-4) than any standard topology assumed a priori. 
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However, aloo note that assuming a uniform traffic matrix does no better—in 

fact, poorur—than standard least-cost topologies.  Hence, although superior 

when good information exists on traffic loads, the methodology is quite 

sensitive to inaccuracies in traffic estimates. Quite similar results are 

achieved for response-time effectiveness, except that ranking node intercon- 

nections on probable loao levels yields fairly good results (see points Y for 

a minimally articulated net and + for ,a two-articulated net in Figure 2-5). 

Thus, if traffic estimates are only good enough to establish probable ranks, 

that information will still yield better cost-effective performance than 

ignoring traffic patterns altogether. 

The second conclusion is that the optimum configuration depends on the cost- 

effectiveness measure and the link-removal process.  This is supported in 

the figures by comparing the maximum value with the constrcint of articulation 

level two.  In Figure 2-4, this point is labeled A and is attained by link 

removal based on cost-effectiveness.  In Figure 2-5, however, the most cost- 

effective point is a different point (lal led B) and is obtained by the least- 

load link-removal process.  These two configurations are quite different, as 

is revealed by comparing Figure 2-7 (a) and 2-7 (b).  Since point A in Figure 

2-4 (point B in Figure 2-5) corresponds to optimization by throughput (response 

time in Figure 2-5), throughput and response time are not necessarily optimized 

in the same configuration. 

To consider different link-removal methods with or without, the link articula- 

tion level being two, it is sufficient to examine either Figure 2-4 or Figure 

2-5. The sensitivity of the maximum value attained to the link-removal method 

is resolved in the distinct curves and points where a maximum value is attained. 

Thus, it would be necessary to have several methods of lint, removal on hand for 

an automated process. 

Another conclusion is that all optimization removal procedures depend on the 

traffic statistics and, in particular, the Job-arrival matrix, which gives the 

■! 
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number of jobs being sent between any two centers. This can easily be seen in 

both Figure 2-A and 2-5 by examining the uniform-traffic link-removal curves. 

In both figures, the curves follow a zig-zag path and are dominated by the 

least-loaded link-removal cases. This is due to the experiments'being 

structured by one value of a parameter and evaluated on the basis of another 

value of the same parameter. This emphasizes the importance of accurate 

message statistics in the network design process. It also points out the 

importance of message statistics on network performance and measurement. 

As might be expected, the most cost-effective networks are those that have 

articulation level one. This is seen in both Figures 2-4 and 2-3. where 

points C dominate points A and B. Furthermore, the configuration in Figure 2-4 

and the traffic statistics based on population and distance reveal that the 

most rost-pff^MvP network configurations «re those that are one-connected 

in remote or light traffic areas. 

However, although level-one networks are more desirible from a cost-effective- 

ness point of view, they are not desirable when reliability is a consideration. 

A measure of reliability is the expected number of node pairs that will 

communicate.  The failure rate can then be defined as the probability that a 

pair of nodes will not be able to communicate at a given time. With these 

definitions, consider the example of Figure 2-8.  In the first network, there 

are 13 links, the articulation level is two, pad the failure rate is .00012. 

However, in the second network the number of links is 12, the articulation 

level is one, and the failure rate is .00681.  In this particular example, by 

deleting the link from node 2 to node 7, the failure rate increased by a 

factor of 57. This is just one example of the articulation level. The exact 

dependence and increase in failure rate would depend on the network structure. 

To summarize this section, we note that articulation level one is desirable 

but not possible from a reliability point of view. Furthermore, a link- 

removal method such as is described here Is better than a standard configuration I 

* '■ "■ ■ ^" 
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• 

Figure 2-8.  Sample Networks—Reliability and Articulation Level 
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because it is more sensiti\'e to the structure of the network. However, to 

find the most cost-effective configuration, ■everal methods of link eliminatior. 

must be tried. When performing the analysis, statistics as close to the 

estimated or actual traffic as possible must be used for good results. 
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3.1 

SYSTEMS ANALYSIS 

INTRODUCTION 

This section examines several systems analysis tasks related to existing and 

projected computer networks. The purpose of these experiments was several- 

fold.  First, the network analyses could be used to validate the CATTOS model, 

especially on the communication scale.  Second, some trade-off relationships 

could be discerned.  Third, through these experiments, the CACTOS work could 

become relevant to the near-term planning objectives of DoD agencies. Another 

benefit of the analyses was to make known some of the analytical methods 

necessary for a quantitative system view. 

The analyses ranged from an existing Marine Corps manpower system (JUMPS/MMS) 

to a projected system for the Air Force Logistice Command and a modified ver- 

sion of the projected GSA network. 

3.2 MARINE CORPS PERSONNEL SYSTEM 

The M&rine Corps Joint Uniform Military Pay System/Manpower Management System 

(JUMPS/MMS) is centered in the Marine Corps Automated Service Center (MCASC) 

In Kansas City, Missouri, with satellite Data Processing Installations (DPIs) 

at seven Marine Corps bases in the continental United States and overseas. 

(Initial simulation ru.s were made using data from eight locations, but the 

DPI in Danang, Vietnam, has since been phased out.) 

The goal of JUMPS/MMS includes the improved management of manpower appropria- 

tion and distribution.  The derails of the system are descilbed by Willmorth 

[2]. The network is shown lu Figure 3-1, alonp with the basic computer and 

AUTODIN connections.  Tho rae.in center Is at Kansas City at the MCA?C. The 

1 
This part of the CACTOS project is deeply Indebted to United States Marine 

Corps personnel, especially Colonel J. Marsh and Lt. Col. V. Albers. 
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network operates in a batch mode.  Problems that come about are due to the 

priority of personnel message traffic in AUTOÜIN and at the Marine Corps sites. 

The  analyses  for the JUMPS/MMS system were aimed ^L several goals.  First, 

the personnel system could be used to validate the CACTOf.; „odel. This was 

accotaplished successfully.  The model and actual operatirar. statistics differed 

by less than 5%. The details are described by Willmorth [2]. 

The second objective was to evaluate the network in terns of improving response 

time. The response cycle in processing a change through the network was 5 to 

10 days on the average.   Analyses were performed that showed a 5-10% 

reduction in time delay by moving part of the data base from Kansas City to 

a USMC training canter. The data on personnel in training prior to duty 

assignment would then be maintained outside of the home base of the system. 

In this example, because of queuelng delays in AUTOUIN and at Kansas City, 

load fOaiing of file updating did not significantly improve the system per- 

formance, within the constraints of circuit switching and priority 

levels. 

A third set of  analyses was performed to determine the effects of increas- 

ing the priority level of some or all of the personnel traffic.  This Is shown 

In Table 3-1. In this table the response times for the network are given for 

10%, 20%, and 30% of the personnel messages having a higher priority. This 

would be the case in an emergency or exercise deployment of Marine Corps 

personnel and might occur periodically in restaffing and reassignment. 

Analyses were also run to determine the effects of a dedicated personnel 

network with the present configuration at each USMC site. The results are 

given in Table 3-2.  (The shared column assumes a 90% load factor.) In this 

table» the single message response time decreases by over half. Total response 

for the network and MCASC experienced a similar reduction. This indirectly 

shows the multiple effects of message switching and higher priority levels . 

i 
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TABLE 3-1 

PRIORITY DIVISION OF JOBS 

(HoursiMlnutea) 

MCASC Net Average 

PRESENT LOAD 

Communication 19:25 19:25 

Computation 23:3^ 27:04 

Total Response 42:59 46:29 

PRIORITY HANDLING 

10% PRIORITY JOBS 

Priority Messages 

Priority Jobs 

Priority RtPpOxiM 

Remain Messages 

Remain Jobs 

Elapsed Time 

20%  PRIORITY JOBS 

Priority Messages 

Priority Jobs 

Priority Response 

Remain Messages 

Remain Jobs 

Elapsed Time 

30% PRIORITY JOBS 

Priority Messages 

Priority Jobs 

Priority Response 

Remain Messages 

Remain Jobs 

Elapsed Time 

:20 

2:46 

3:06 

19:05 

20:22 

42:33 

:38 

4:45 

5:23 

18:57 

17:57 

42:17 

1:16 

7:22 

8:38 

17:27 

15:40 

41:45 

:20 

2:50 

3:10 

19:05 

21:16 

43:31 

:38 

4:02 

4:40 

18:57 

18:06 

41:43 

1:16 

6:09 

7:25 

17:27 

15:40 

40:32 

"T--"—"*" ■"''■"-* 
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TABLE 3-2 

OPERATING TIMES,FOR DEDICATED VS. SHARED OPERATIONS 

(Fours:Minutes) 

Dedicated Shared 
MMS Only 90% Load 

Single Message :11 :37 

All Messages 1:10 19:25 

MCASC Average 

Single Job :31 1:33 

AU .Tobs 20:42 23:34 

Network Average 

Single Job 1:06 3:59 

All Jobs 16:50 27:04 

Total Response 

MCASC 21:52 42:59 

Network 18:00 46:29 

■ ■ 
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for the traffic.  In terms of cost analysis in a dedicated system, communica- 

tions costs including modems would be between 10% and 15% of the total network 

cost. The exact figure would depend on the terns and conditions of 

existing hardware and dedicated communication lines. 

To conclude this subsection, we note that the model was validated using actual 

AUTODIN statistics. Secondly, load sharing within the present environment 

produced only marginal improvement. Third, a dedicated message switching 

syRtem or higher priorities in AUTODIN produce increases in performance by 

substantially reducing response time. 

3.3      ADVANCED LOGISTICS SYSTEM 

The Marine Corps Personnel System is a centralized network. In contrast, an 

analysis was performed on a planned decentralized configuration of the AFLC 

Advanced Logistics Systein (ALS). Analysis heie was aided by the forecüüLeu 

traffic loads developed by Turhaly and Palmer [l],who conducted transmission 

simulation on individual lines. Whereas the Marine system was based on current 

switching, the ALS was focused on message switching. 

This study considered the ALS in a general analytic framework wherein tha six 

data centers were considered nodes in the network.  The results described 

below in terms of response time are probably low, owing to the omission of 

message processing devices. The six bases considered were WPAFB, WRAMA, OCAMA, 

SCAMA, OOAMA, and SAAMA. The configurations evaluated Included those of 

Turhaly and Palmer and a ring configuration. Distances were obtained from 

Great Circle distance grids. 

Channel capacities were based on anticipated loads reduced to accommodate; 

header messages. Acknowledgement traffic was allowed. The use of fixed-path 

routing Increased some of the capacity assignments above the estimate In the 

ALS study. The capacities are given In Table 3-3. 

■ 

j 
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TABLE 3-3 

CHANNEL CAPACITIES 

1 WPAFB A SMAHA 

2 WRAMA 5 OOAMA 

3 OCAMA 6 SAAMA 

Route Capacity (KB) Route Capacity 
ring 

(KB) Route Capacity 

1-3 12.0 3-5   19.2 2-6 12.0 

1-2 12.0 4-5    9.6 4-6 9.6 

(KB) 

wheel 

1-2 9.6 

1-3 7.2 

2-3 4.8 

3-A 7.2 2-6 7.2 

3-5 4.8 4-5 4.8 

3-6 9.6 4-6 7.2 

star 

1-3 

2-3 

19.2 

9.6 

1-2 2.4 

1-3 2.4 

1-4 3.6 

1-5 2.4 

1-6 4.8 

5-3 9.6 4-3 19.2 

6-3 19.2 

connected 

2-5 1.2 4-5 1.2 

2-6 4.8 2-4 1.2 

3-4 4.8 4-6 2.4 

3-5 3.6 5-6 2.4 

3-6 7.2 2-3 3.6 
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TABLE 3-4 

RESPONSE TIMES FOR PRIORITY LEVELS (ALS) 

Priority Response Message Size    Job Size (MB). 

0-10 min. 56 char, 
inquiry 
396 char, 
response 

25 

10-30 mln. 

30 min 

to 2 hr. 

550 char. 

550 char. 

50 

50 

2 - ö hr. 550 char. 50 

over 6 hr. 1200 char. 1.25 
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TABLE 3-5 

RESPONSE TIMES  (ALS) 

Rasponse 
Time (Sees.) 

Priority 1 

Computer 1.160 
Ring .260 
Wheel .365 
Star .234 
Connected .750 

Priority 2 

Computer 2.907 
Ring .674 
Wheel .907 
Star .492 
Connected 1.550 

Priority 3 

Computer 8.926 

Ring .807 
Wheel 1.043 
Star .610 
Connected 1.758 

Priority A 

Computer 23.907 
Ring .959 
Wheel 1.210 
Star .715 
Connected 2.256 

Priority 5 

Computer .331 
Ring 5.693 
Wheel 5.821 
Ster 2.014 
Connected 8.752 

Total 
Rasponse Time 

Percent 
Utilization 

1.683 
1.890 
1.630 
2.661 

4.256 
4.210 
3.890 
6.010 

10.541 
11.012 
10.146 
12.450 

25.824 
26.321 
25.336 
28.819 

11.537 
11.791 
4.023 
17.652 

20 
4 
4 
4 
5 

13 
4 
5 
4 
5 

36 
9 
U 
9 

12 

60 
13 
16 
12 
19 

30 
56 
54 
40 
77 

HI 4 
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The priority classes, response times, and message size are given in Table 3-4, 

along with the respective job sizes In megabits.  The latter are based on one- 

second processing of on-line queries and two-ta-ten seconds for a batch Job. 

In the analysis, job and message interarrival rates were set equal. Priority 

traffic was considered in a declining balance scale. 

The response times, using the CACTOS model, are given in Table 3-5. These are 

the times needed to process one input record.  Some other properties considered 

included the average number of links traversed:  3 for a ring net, 1.6 for a 

star, 1.2 for a wheel, and, of course, 2 for the completely connected case. 

In Table 3-5, lowest-priority class is on tape files, so that actual response 

would be increased over the numbers given for a full tape. Utilization rates 

are also given in Table 3-5. With highest total capacity, it is not unexpected 

that the connected net has the highest utilization. The increased utilization 

of the compurers at the fourth-priority level indicates that the ays Lein in 

computation bound.  In terms of comparing configurations, the wheel appears to 

be the most suitable in terras of cost-effectiveness. This was based upon 

ccimercial rates and the distances as computed between centers.  Obviously, the 

star is the cheapest when backup systems are ignored. 

In summary, then, this analysis evaluated several alternative configurations 

in terms of performance criteria. Priority levels at which the net is computa- 

tion bound were determined.  Using the model, trade-offs were performed on 

configuration and topology, and channel capacities were computed. 

3.4       REQUIREMENTS ANALYSIS EXPERIMENTS 

Using a modification of the Request for Proposal issued by the General Services 

Administration, the CACTOS project undertook the task of performing a require- 

ments analysis to determine the most cost-beneficial dedicated network con- 

figuration given the environment of the system. The goal here was to determine 

■]■      | 
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the best percentage of fiscal resources in communication and to find the 

beat mix between CPU and core-related components on the computation side. 

The GSA system was envisioned as a national network with nodes in the following 

cities 13]: 

Boston 
New York 
Washington, D. C. 
Atlanta 
Chicago 
St. Louis 
Huntsville 

Kansas City 
Ft. Worth 

(2)      Denver 
Auburn, Wash. 
San Francisco 
Houston 

Core requirements were specified as 300 million bytes.  The ey.periraer*.s assumed, 

for a response-time threshold, that 90% of messages had to have a mean total 

response time of 10 seconds or less. A fiscaü cplllng of $65 5 000 n^r month foi* 

system operation was ab ;unied. The system is assumed to be data-management 

oriented, so that the major part of the processing is I/O related. 

The purpose of the analyses was, first, to determine the most cost-beneficial 

combination of communication and computation costs, in terms of throughput per 

unit cost. The second phase was to then determine the percentage of resources 

devoted to CPU versus core-storage-related components. The analysis results 

revealed the relationship between throughput and percentage of fiscal resources 

in communications shown in Figure 3-2. Throughput for Figures 3-2 and 3-3 is 

measured in multiples of the Job arrival matrix (constant x number of Jobs). 

The optimal percentage is less than 1.0%, which is consistent with other experi- 

ments in dedicated systems. 

In Figure 3-3, throughput is graphed versus percentage of resourcts in CPU. 

Throughput for Figures 3-2 and 3-3 is measured in multiples of the Job-arrival 

matrix (constant x number of Jobs) after the communications expenses of 9.3 have 

been removed from the fiscal threshold. Several graphs are given for various 

percentages of Job division between I/O and CPU (10%, 25%, 50% CPU). These 

• 
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THROUGHPUT 

i 

THROUGHPUT 

(9.9, 1.15) 

PERCENTAGE OF FISCAL 
RESOURCES IN COMMUNICATION 

Flgurp 3.'-    PeTCPrytpop in Cotwunlcatlon 

10    20 

FRACTION OF CPU TO I/O 

50% 

25% 

PEHCENTAGE OF COMPUTATION 
FISCAL RESOURCES IN CPU 

; 

- 

Figure 3>3.    Percentage in CPU 
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reveal that even with an l/O-orlented system, the amount of resources in CPU 

should be high relative to core-related components. In this case, because only 

truly attainable configurations are being considered, the  maximum feasible 

percentage in CPU is 62.3%. The reason for this high percentage related, in 

part, to the fiscal and response time boundaries and also to the dependence of 

throughput on the CPU-related parameters. 

Using IBM third-generation hardware as an example, the optimal configuration 

consists of 360/65 machines in Denver and at one Washington site, with 360/20 

machines at the remaining sites. The configuration can be either a double star 

clustered at the 360/65 sites or a ring structure. The latter is probably 

preferable from the standpoint of vulnerability because it has articulation 

level 2. 

'• 
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4. CONCLUSION AND RECOMMENDATIONS 

4.1 REMARKS 

The basic goal of the CACTOS Project was to develop guidelines for use in 

the selection and implementation of coat effective computation and communica- 

tion systems.  In striving to achieve this goal, the Project sought to: 

• Develop a methodology for describing and analyzing computation 

and communication systems. 

• Determine DoD information processing and transmission needs, 

as these apply to specific operational needs and functions. 

• Investigate the cost-effectiveness of various technological 

trade-offs. 

• r)e"olnn optimal planning policies for the design of computation 

and communication networks and for the incorporation of evolving 

technology into DoD systems. 

In developing a methodology, the Project developed both an analytic and a discrete 

simulation model of computation and communication networks.  In terms of what 

could be done, the models that have been developed represent a beginning. 

Original effort has gone into the development of a combined computation-commun- 

ication model that is available for on-line experimentation.  In addition to 

requiring information on the computing configurrition, tht model requires 

careful formulation of other components of an information processing system, 

which include switches, multiplexors, and man-machine interfaces. While 

the present model seems adequate for the evaluation of many response-time 

and queueing cuestions, it could easily be expanded to include capabilities 

for examining mtny other max-flow, min-cost and resource-allocation problems. 

Considerable effotr has been expended in the project on the verification of 

simulation results against real data. Each expansion of the model bnould be 

treated similarly to ensure that simulation results reflect actuality. 

■ 
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In determining DoD information processing needs, the Project discussed da'-a 

processing problerag and systems with many military and governmental agencies 

and conducted investigations of several existing and planned command and control 

networks, including the Marine Corps Manpower Management System and the Air Force 

Advanced Logistics System. Again, in tenrs of what could be done, this is also 

just a beginning.  DoD Is no'-; in the process of developing many new syster .; and 

replacing many obsolete systems with up-to-date equipment and procedures. 

While it is almost certain that all of these will receive a great deal of 

careful system analysis, It is equally true that most of them could profit from 

the sort of technological trade-off analysi«? .hat a CACTOS project could pro- 

vide.  Unfortunately, neither adequate data processing requirements nor ade- 

quate evaluation tools will exist without a considerable research and develop- 

ment effort to provide Lhem. 

In investigating the cost-effectiveness of technological trade-offs, the Pro- 

ject investigated, in some depth, the potential trade-offs that were available 

to system planners.  To develop additional technological depth, Project per- 

sonnel developed a preliminary technological forecast of future developments 

in computation and communication.  Of the many potential trade-of -, the ones 

that the Project examined deal largely with the economies of scale and 

the distribution of intelligence (information processing power) within the 

tele.procosslug system.  The economies of scale and the economies of technological 

innovation seem incontrovertible, but the practical implementation of systems 

that take advantage of these factors is not imminent.  A considerable amount 

of work should be done in the development of practical replacement policies 

and in the design of new systems. While the Project found evidence that 

semi-distributed computing networks have some advantages, much more needs 

to be done in examining the location of processing centers, in allocating 

functions to various levels in a network, in locating information stores, 

and in assessing the advantages or disadvantages of specialized processors. 

In fact, the whole anna of technological trade-offs has hardly been tapped, 

■"■;" 
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and a great deal remains to be done before exact guidance can be given to 

system desig.iers. 

In the development of optimal policies for system design and In the develop- 

ment of eificieut replacement policies, a start has been made.  The Project 

reafiirmed some of the trade-offs expressed in tbe past and formulated 

some extremely limited laws concerning the interrelationships among computation 

and communication elements.  The development of further system design tools and 

guides is largely dependent upon the continued evaluation of technological trade- 

offs.  Sharpe [3] has made, the initial contribution to tha structuring of this 

field, but a greet deal remains to be clone.  Just in terms of developing cost- 

performance relationships, the only system components for which reasonable 

trends seem to be established are central processing units.  Even here, a 

myriad of factorc inhibit the declaration of a cltar set of principles for 

predicting system costs and performance.  For many other system elements, 

historical data upon which to base future predlcticas do not even seem to 

exist.  Developing such trend data is partly inhibited by the ways in 

which data processing and transmission functions may be combined within a par- 

ticular piece of system equipment.  That is, the development of economic Infor- 

mation is dependent in part upon studies of the allocation of functions (e.g., 

the distribution of intelligence) to various parts of the system, which in turn 

is influenced by what is known about costs of configuring a system one way 

or another. A continuation of investigations in this area should be of consid- 

erable benefit to the state of the art of teleprocessing systems. 

Replacement policy in an era of rapid technological development is certainly a 

matter of great concern.  Roberts [1] has stated some of the considerations that 

impact a replacement policy for computer?, such as the number of years before 

the acquisition of a new computer, the length of time an old system is to 

overlap with the new, the growth of the work load, the relative advantages of 

- - 
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lease and purchase, the hidden costs of software, facility and retraining re- 

quirements, and the interrelationships among these,  Schneidewinde [2] has also 

formulated a model for predicting optimal replacement of computers, but In both 

cases these considerations need to be expanded to consider the kinds of multi- 

computer teleprocessing networks of concern to command and control systems.  At 

present, except In the most simplistic terms, computation and communication 

system replacement policies cannot be recemmended to DoD.    It may be 

obvious to all that many current DoD systems are technologically obsolete 

and probably economicallv inefficient, but advising DoD on the policies 

that it should adopt to keep its systems technologically current and optimallv 

cost-effective is most questionable without further precise formulation and 

evaluation of technological and procedural trade-offs. 

Another trend that needs to he addressed is the increasing degree of integra- 

tion of Information processing networks^ There is a prollieration oi. systtinb 

for both the processing and the transmission of information.  There is an in- 

creasing need for the exchange of data among systems.  To the DoD user of in- 

formation, there is a definite need for the separate information systems to be 

"transparent" to his use.  That is, when he turns to his control and display 

console, he does not care where the. information is stored or wha'" system is 

processing it.  lie wants the needed information to be delivered to him without 

hyperbole in procedure or content.  Such system Integration, given the plethora 

of existing systems and the propedurcs for using them, is more difficult than 

designing a new system. Ways and means of overcoming system Incompatibilities 

and of establishing data and procedural standards need to be studiea. 

By and large, DoD is aware of these problems and is approaching them, largely 

on an individual system basis.  It is highly recommended that centralized 

DDR&E support be given to such study effort, so that DoD-wide policies can be 

established. Projects such as CACTOS offer a great many benefits to the de- 

velopment of computation and communication systems for command and control appli- 

cations. Much favorable notic'. has been given the effort, but much more is 
- 
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neceafiary before such a project can truly impact DoD decision making.  Some 

auch centralized effort to develop network design RuideUnea and cost effective- 

nees evaluation techniques should be establlfihid on an ongoing basis to assist 

DoD system procurement efforts. IA-SCQ  is a vfat amount of detailed analysis to 

be done, but these analyses coula de e DoD a great deal of unnecessary effort 

and expenditure of funds on auboptlmal systems. 
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APPRNDIX A 

COMPUTATION AND COMMUNICATION TRADK-OFF STUDIES: AN ANALYTICAL MODEL OF COMPUTER NETWORKS * 

INTRODUCTION 

It is probably safe to say that the most 
vasive and significant development in com- 
er usage during the I9601s was the rise of 
time-sharing system.  The phenomenal nccep- 

ce of time-sharinf; as a modus oporandi for 
puter systems is a direct resuU of the many 
efits which accrue- from the basic technique 
simultaneously allowing users to share, on a 
al basis, the total resources of the computer. 

It now appears that the development of the 
O's which will most closely parallel the time- 
ring phenomenon of the 1960*8 is the rise of 
puter networks.  By computjr network is 
nt a system comprised of two or more com- 
ers, usually at different sites, connected 
ether by communication links, in which com- 
ation is a primary function of the system 
not merely ancillary to the coraunication 

ction.  (Communication may also be a primary 
tern function.)' Just as time-sharing increased 
power of the computer through sharing 

computer resourrcs, so computer networks can 
vide another dimension of power to the 
er's machine" through resource sharing on a 
e global stale. The resources shared in com- 
er networks include not only hardware facil- 
cs, but data and software as well. The 
lowing are some of the efficiency galna 
ievable through the networking of computers: 

1. Duplication of hardware facilities can 
eliminated or greatly reduced.  This is 
ticularly true in networks which include a 
a variety of computer sizes and types. 
ess to a remote computer with some feature 
ulred by a user can eliminate the need to 
chase a similar facility at the user's site. 

2. Programs can be made to run on the 
puters which handle them efficiently, rather 
i being forced to run on local equipment 
:h may be poorly designed for a particular 
jlem. 

3. Duplication of applications software 
n site to site can be reduced. This 
ninates the sometimes nasty problem of pro- 
n transferabllity among incompatible machines. 

A. Electronic and manual transshipment of 
;e amounts of data, with its associated costs 
delays, can be eliminated by operating on 
>te data bases over a network. 

5. Queueing and overload problems at 
certain facilities can be alleviated by load- 
sharing schemes, whereby Jobs ore routed to 
facilities which have lighter loads. This 
work" best, of course, in networks with 
dimilar or identical computer facilities at 
more than one node. 

6. Special purpose languages, which—as 
compiler construction techniques become more 
sophisticated—appear to be a cost-effective 
means of solving certain problems, need be 
implemented on only one computer which is 
accessible through a network. 

7. Overall system reliability can be 
greatly enhanced if alternate computer facil- 
ities can be accessed via a network in the event 
of a system failure at one node. The topology 
of the network can be designed so as to minimize 
the likelihood of system failure due to communi- 
cation component dlfficultisa, as well. 

8. In military and other applications 
where vulnerability to attack or sabotage Is a 
significant consideration, computer networks 
with suitable topology characteristics can 
provide a degree of invulnerability which cannot 
be achieved by oingle-slte systems. 

9. Overall system degradation due to 
errors or component failure can be "graceful" 
in a network, where as it might be catastrophic 
If networking were not part of the system design. 

In summary, the user who is communicating 
with a network of computers can have at his 
disposal a much more powerful, versatile, 
efficient, and reliable tool than the user who 
Is restricted to a single computer.  For these 
reasons, and because technological progress has 
brought the necessary concepts lo  fruition, a 
rapid proliferation of computer networks Is 
anticipated in the current decade. 

Careful analysis and design of computer 
networks, therefore, has now become a matter of 
consummate importance if their full power and 
cost effectiveness are to be realized.  With 
these considerations in mind, the Department of 
Defense, throigh its Advanced Research Projects 
Agency, has sponsored a broad program of 
research into t^ie relevant issues. The results 
of one part of this effort, the Computation and 

ils was prenentcd at the WESCON Conference In Los Angeles on September 1^, 1972. 
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Communlcntlon Trade-off Study (CACTOS), are 
reported in this paper, with an emphast« on the 
quantitative analytical tools developed for the 
study.  The development of adequate tools for 
quantitative analysls of the behavior of com- 
puter networks and of the complex interrelatlon- 
ühlps fircong the many parameters involved in 
their design and implementation constitutes an 
important first stop in making the right 
decisions about computer networks over the next 
several years—decisions which will have major 
impact on military, government, corporate and 
public interests.  Such tools are necessary to 
identify possible mismatches between projected 
needs and capabilities art' to ensure that the 
proper trade-offs are belnj; made to best serve 
the needs of the entire computer-using comiaunity, 

THE CACTOS MODEL 

f'eaninrJul analysis of computer networks 
demands quantitative analytical tools; to this 
end, the CACTOS analytical model was developed 
and implemented under System Development 
Corporation's ADEPT and ICOS time-sharing sys- 
tems.  To allow the user to quickly perform 
experiments and explore conclusions tentatively 
inferred from previous calculations, a fast, 
interactive tool was desired which ujulu allow 
great flexibility and yet minimize user inputs 
when the current test case is similar to a 
previous one; the implementation of the CACTOS 
model achieves these objectives to a high degree. 

The primary performance characteristics of 
a computer netvork are its response time (time 
between transmission of an input from the user's 
terminal and receipt at the terminal of an out- 
put response from the system) and throughput 
(maximum rate at which the system can perform 
work).  Measures of these characteristics are 
the principal outputs of the CACTOS model. 
Although the two parameters are correlated, 
they are not determlnlstleally related.  For 
example, dejigning a system to minimize response 
time for a given cost does not guarantee that 
throughput will be maximized for that same 
cost. 

Inputs to the model ar-' the values of 
parameters which describe '.he communication 
liardware, computation hardware, and workload, 
including some software characteristics, of the 
system under study.  Thus, the model does not 
design systems; the ;ist!r designs systems and 
the model helps him b/ estimating the perform- 
ance levels of the various altern-tivos. 

Vigure 1 it a »chwmatic diagram which 
depicts the organization of t.'ie analytical model 
itself. At its heutt lies tie "CoenmuniCft'elofll 
Queuelng Model." This moduli considers '-he 
cun.munlcat.lona network, it'}  hardware character- 
istics, its topology, certain chatacteristlcs 

of the communlcationi'methodology, and Che com- 
municaticn workload,  A queueing analysis is 
performed which computes the average co-muni ca- 
tion dejay of the whole system.  The message 
loaf3 on each coTXiunicatlon link is computed by 
the message-routing module. A topolcgical 
analysis is also perfomicd; its primary value 
is in vulnerability studies because it indicates 
the minimum number of links and nodes which must 
be removed from the system to break communica- 
tion. The topological analysis is also impor- 
tant when one is trying to correlate such 
topological parameters as radius (distance, in 
links, fcora the most central node to a periph- 
eral node), diameter (longest distance between 
any pair of nodosX and connectivity (minimum 
number of links connected to a node) of a net- 
work with the output perfonnance parameters. 

An analogous computation queueinr, model 
evaluates the ccnputational load at each node 
and the overall average delay due to the 
computational processing and associated queue- 
ing.  Th-ls evaluation considers the effective 
processing rate of the computer at each node 
and the frequency and size of jobs to be 
processed there.  The effective processing rate 
is generated, in turn, by the computer through- 
put model, which considers both the cnaiactet- 
istics of the computing equipment at the node 
and the software character!sties of the jobs to 
be processed there. 

Finally, the output of the communication 
and computation jueueing models are combined 
to give the overall response time and through- 
put values for the entire system. 

Assumpt ions 

Before describing the model in ary detail, 
we must dwell, at least briefly, on the 
assumptions which have been made in its deri- 
vation.  As is the case with any analytical 
model, the user rcust be careful when uaing it, 
to be certain that assumptions made in the 
derivation of the mod»! either are true in 
his situation or have little effect on the 
results. 

1. There are two types of jobs being 
processed by the system being modeled:  remote 
jobs and local jobs.  A remote job consists of 
a message (date transmission across cne or 
more links of the network), followed by a com- 
putation at the node to which the message was 
addressed, followed by a return messane. A 
local job consists of a computation only, with 
no demands on the network's communication 
resources. 

2. Each message has a single source nod; 
and a single destination node. 
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3,  rtxcd-mlniiiuun-pni h routlr>3 ID uaed. 
TIIIB r.eane that all mefitagea originating ot a 
particular node and destined for another par- 
ticular node will foiluw the sam« path, and 
this path will bo a Minimum path (f«weat links) 
between the nodea.  In the cvc.it that ihcrc la 
more than one minimum path between a pair of 
nodes, th« tnt-esnges are aaaigned to the least 
loaded minimum path at the time of Bsalgnmant. 
Experinentn have shtwn hat thi« method of 
message routing is only slightly inferior to 
the mathematically optimal mpchod, and that, in 
fact, thfi selected routes are generally the 
same in botli methods.^ The computation of 
mini"'».,! path routes, however, is much ersler 
than that of optimum routes. 

4. Message and job arrlv..! rates and sizes 
are described by negative exponential distribu- 
tions,  tmplrical measurements on arrival 
statistics have tended to substantiate gamma 
rather than exponential distribution.,,2 but 
the differences have been shown to have small 
effect on the calculations, and the exponential 
distribution provides a reasonably good model 
of typical user re'iuests. 

5. Interarrival times are Independent of 
message lengths and job sizes.  Ii is evident 
that this is a poor assumption if we arc 
describing a single user or proc-jssing node, 
but Kleinrock has gone to great lengths to demon- 
strate that it is a reasonable description when 
all usera on a sizeable network are considered 

aimultaneously.-' 

6. The varlout! nodea behave Independently 
of one another. This implies, among other 
things, that there arc effectively no limita- 
tions on the olzo of messapo buffers, for, if 
a message buffer were to overflow nt any node, 
further transmission of measagas to (and through) 
that node would be blocked, thus destroying the 
asKumption of independent node behavior which 
our model demands. We have found that the 
assumption of Infinite capacity message buffers 
is quite valid if the network Is operating at 
80% or less of its communication capacity.  All 
networks which the CACTOS study has Investigated 
possess this characteristic. 

7. In the communications network, the 
effects of limited node trat fie throughput 
capacity are negligible compared to the corres- 
ponding link limitations. In effect, we are 
as-uming that the nodes have an infinite traffic 
capacity.  Past experience has shown that in 
well-designed networks which are not near 
saturation and in which time riclaya have been 
minimized, node limitations play a minor role.3 

8. Kode switching '«lays are constant. 
The switching delay, is, of course, Independent 
of the node's message traffic throughput rate 
discussed above. 

9. All raesriage transmission and computa- 
tional processeo are error-free, so that 

...._—.—.*„, I 
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retraiibtnissions and recomputations do not occur. 

10. All cotnmunlcatlon la via store-and- 
forward technology; there is no circuit-switch- 
ing and no dedicated lines which are unavailable 
to one or more of the nodes of the netv.-ork. 

11. There le no more than one computer nt 
each node, and no more than one corc-aunlcatlon 
link between a pair of nodes. Relaxation of this 
aFfiumptlon I-; planned for the near future. 

12. Neither multi-processing nor raultl- 
programmlng is explicitly accounted for in the 
model. 

The Routing Algorithm 

it is important for us to know the volume 
of message traffic over each link in a network. 
The frequency of messages on any given link 
depends on the conanunlcation traffic pattern, 
the network topology, end the routing strategy. 

The fIxed-mlnlmun-path routing strategy 
has already been discussed as a model assumption. 
Network topology and traffic frequency will be 
represented by matrices.  Entries in the connec- 
tivity matrix will ho defined as C. » 1 if there 
IK a communication link from nod,- I

J
LU node j; 

Cj •■• Ü otherwise, y    ,   the 1-j  entry in the 

job arrival matrix, represents the number of 
jobs originating at node i to be processed at 
node j, per time period.   (This means that a 
message will be sent from node 1 to node 1, and 
a return message will he sent from J to 1 
Finally, the traffic matrix will he composed of 
X  - frequency of messages across the link from 
i to 1. . it is the job of the routing algorithm 
to build the traffic matrix from the other 
inputs. Note that if we define the operational 
(as opposed to topological) average path length 
to be the average number of links traversed by 
a message, this quantity 1B calculable from 

average path length» 

2 

ij 

i-l  J»l ij 

i*i 

whera N ■ number of nodes. 

This figure is returned as on output of the 
CACTOS model and has been found to be a slgnlfl- 
ennt system design parameter. Topological 

parameters of■interogt which are also "windfai: 
from the message routing scheme are the radius 
and the diameter of the network.  A simple 
example Illustrating those ideas is shown in 
Flguve 2. 

Connectivity Matrix: 

Outputs 

Traffic matrix! 

0 1 0 
1 0 1 
0 1 0 

0 A 0 
4 0 4 
0  4  0 

Average path lengths 16   £  links 
2*6 " 3 

Radius: 1 link 

Diameter: 2 links 

Figure A-?, An Example of Messaga Routir? 
Inputs and Outputs 

The algorithm selected for traffic rcutir.:.- 
is a modlf ic «tlon of Dijkstra's t ree-hui idii-py 
algorithm for finding the least-cost paths ft:-' 
one node to all other nodes in a network.  In 
this application, the link cost Is artificially 
set to the number of messages already assigned 
to a link, plus G, where G > 2 Y-  This mode 
of setting the cost forces the cost-ittlniffllzlng 
algorithm to select the shortest path first, 
and the least-loaded paths second if liiere is 
more than one shortest path, which is exactly 
the scheme desired.  The mathematical optlmallt? 
of Dljkstra's algorithm and the fact that f: > 
2 Y ,:uatäntee that minimum-link paths will 
always be selected; however, the second-order 
balaucii g may be sensitive to the order in whicV 
node pairs are a signed routes.  It has been 
found empirically that imbalances tend to be 
nlnimlzcd if all node pairs separateii by piths 
of length one are assigned routes first, all 
node pairs separated by paths of length two ;irc 
assigned second, and so on up to the dit letpr 
of the network. This scheme is impltin"T...ed in 
the CACTOS model. 

The Basic Communications Model 

| 

, . . 

T 

The details of a basic model describing the 



1;;vior of n storc-and-fon!~n.-d c-or.:numi•.ations 
'1-:ork have been dcscrih~d julte clcurj ,,. zwd 

ill not bt. n•-·derivl!d hf're. ,5 KleinrC\ck's 
naula for average messnge delay is: 

{1) 

Ai • :r.•:·:,stt~t! frcqUI"IICY <•'IC!r 1 tnk 1. n;ote 
that surJrnat itm hc•rc is ove1· link:;, 
rather than node pairs, a!J was d(lnc in 
the previous section.) 

y • overall system ~esnnRe jnput rate. 

ci • channel capllcity of linl< i. 

1/u • average lencth C\f c~~~~~e~, in~ludlng 
nc~no~leqgemento. 

v • J>t'opasation rutc 1n thi': C!lt:J.1unication 
Uui..a (u12Udllt ~tl, tor n..:ar, Lin: :.vced 
of light). 

Li • length of link 1. 

H .. nu::1bcr of 1 inko in tllc nctwor'k. (Il"Jpl ex 
line~ are trcutcJ OG two independent 
links.) 

K • nodol switchins deley. 

In this expreadon, l/u'C
1 

ia the 

time, )!/uCi Ja the quP~e!ng 
ucc"t 

dUny, and L/ " 11 th .. d~l.ny for prui,"P..nt!on 
thruaRh thtl 11i!dium of the co:mnuntc:tlion 11nka. 

sum of theae terms, plus 11 norln 1 Hw1tr.h­
dt!lay K, is wcip,htcd hy "A 1/y, whi<'h l•t!S 

1a effect of r.u.altiplyin~ the avcrn~c th:lny per 
ink by :he opernt ion:tl <WCtll!W put It 1 en~-: t h, 
r, r.quivnlr:ntly, wt>1J:htin~t ~~tch liuk'c nvL•r­

nge delny lly the lltlount of traffic wldr.t. it 
cnrriu, unli then tnldnK nn overall nvt'tnRa 

cl4ly for tho t~ystcm. Ft.n:.l ly, nnl'ltltcr " ill 
~ddcd in to n~count for the !Jnol ~w1tch1"R 
delay ot tho d\!Ytinalion nodo, 

On• word ubout tha difference b~twe~n u 
~~·, Ita a tuchnique for error control, many 

nclworka r~quire some kind of ncknowlud~Pnent 
m~Hsag~ to vur!fy cnch correct trannfuls~ion, 
Thn tranorni~aion tima tor a rtal moRnog~ 
dq•enda only on ita own M lu and tho chnnnal 
C'~':•llcityl htmr.u ll' 11 uacd in culcull\tin~ 

rnnc.nl!ndun .Jdll}'• C)uout~in~e llolay, how.!Ver, 
·poncll on Lhe ovordl luodint-l o! 1 link, 

-56-

lncludinr, aclmowl1',..1p,cmcnt traffic. Since the 
si~e of an acknowledgement me~Safte is, in 
~encrnl, differr.nt fn>1:1 the nizt' of n "content" 
message, a diff~rent nveraRe rnessa~c size, 
namely l/11, must be used in the calculation of 
queueing dulay. The opt'rationnl lmplt>uacntntlon 
of the CAC1'03 r..odc>l allows the user to choose 
~hether or not the effects of ncknC\wlPdr,emcnt 
messages are to be tnken into consideration. 

The interpretation of results from any 
nnalyticnl r.:odd must he made in such a fnshion 
ns to a~curntcly reflect chRrnct~rintics of 
interest in thl' bYSlCI'!l heinr. mouclrd. In the 
nctunl UIH! of LhP. message delay model of cquu­
tion (1), several applications-oriented ques­
tions nrose. Thl·tH~ resultP.d in some modifica­
tion of Kleinrock's work to better suit the 
purpose of the w\CTOS ~tudy. 

!fcs~2-~'!~ill.l..!!.Y. 

M~ssogrs on different lines of a renl net­
~ork wilJ prab~hly he of different avera~c 
sizes, and, in fact, the message siz~~ arising 
fr~r:1 different sources may fit different statis­
tical distributions. 

· ~leint(•C\.. 1 ,; ~l'j•111t1on& us~ standprd r..c-~;;.1;,<­
ei%e 1/u und 1/u' throughout the network: tho 
di!fcr~nccs in meon ~•nsn~e sizes on different 
links rnay be account..:d for by merely eub­
ncripting u and~·. Hessn~c sizes nrc then 
coffiput~d scpGr~t~ly for each link in the net~ork 
and ar• used ncpnrntcly in the 1nrlividun\ 
colculntions of delays on ench link. In prac­
tice, tho traffic gofnR over ~nch link is a 
function of the nrigfnnl eource-dcstinnti~n 
truffle and rn•s~nge-sizc rnntricas nnd the 
routin:t pl'OC!'durc. IC individual avcrnn('! me!l­
~~~"e atz~g are to he calculated for each link, 
it. 1s t'I09t conv<"ninnt to sl\vr C()mplP.to informn• 
tiun on hQssngc traffic nocfgnmcnts aa thny nro 
fbcd by thn rnuttng proccduro11. Thus, if tho 
totnl nun,her of m.cHsagea nnd tho totnl r.umber 
of mns9nge bits arP knpt for ~nch link in tho 
nr.twork 1\!1 they tHO noa1gned hy tho routinp; 
procedure, the mean mcssARC sizes, l/~ 1 , may be 
rcndlly cnlculntcd. 

n,o doKteo or eonaitivity nt tho model to 
thiR change hnK not been anac11~~d for any reAl 
networkll. It wlll, in all lik~l ihood, bo 
Rrent~r in nctworkA vtth very divorn~ mc~IIOPie 
londa over the dlffr.ront linkn. Con91der, for 
cxn:nplt•, the nrtvc-rk shown in J.'ip,uro 3. One 
c:m .hnngine 11 rop;ionalized comrutntion ayAte:ll 
with thia kind of topoloRy 1 \.·h~ra rep;1onnl dnta 
input centers H~nd 11hort datn meiiSBRCII to 
co~putotlonal centcts. These cnntora, 1n turn, 
nccumulntc dnto and then BNHl very lnge 
r.H:~~snflies to othl!r eom)'lltl\tion eentera for •toT­
nACI or contp\.ltlltion. tn B\lch n conBRuratlon 
lhe dHfcrcncl.\ in ma!Uil\RO aha. over remot• 

. ' · · ,··:·· :· ··· ~ .. r··l.;··.~~~~-··~ ... , ... ~ .. -..... ,;·~ ... r~·:··,":~· , __ .............. ....., .. .... 
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nnd central links could be u crucial considera- 
tion. 

V0 
Computa-X 

tlon     \-I ) 
Center    / >^ 

Data 
Input 

Cent erf; 

Pata 
Input 

Centura 

Figure A-3. Reglona.llie.! Computation System 

Treitment of Acknowlcd^(:mant MeHsagca 

One tecJinlque for the control of prror and 
reliability In common practice is the use of 
acknowledgement messages.  In systems employing 
only positive acknowledgement messages, accurate 
receipt of a message at a node automatically 
generates a return message to the transmitting 
node indltatirirt that the message way correctly 
received ami retransmission is unneceauary. 
Messages are periodically transmitted by the 
Bending r-dr:: until an acknowledKement is 
rtctJveü.  In other networks, an error In mes- 
sape transmission mjy generate a negative 
acknowledgement wblch causes rctransmlöslon of 
the message. 

We will assume a perfectly functioning 
positive acknowledgement system, i.e., each 
message generates an acknowledgement along the 
same duplex line in the opposite direction, 
and no retransmissions are necessary. 

With subscripted message sizes, equation 
(1) contains separate terns for the average 
pueueing delay, >J/[iii CJCUJ/CJ - X )), and 

ttinsmlsslon time, lJvi  C^ of a message on link 
i. Of course, message transmission time is 
independent of consideration of acknowledge- 
ment messages, being a function only of the 
link's channel rapacity and the size, of the 
transmitted messagu.  Thus transmission delay 
should now be l/njc . 

Delay time on queue, however, is a func- 
tion of the total load an the system, including 
acknowledgement messages.  Thus, the overall 
mean queueing de.lay on line i is still 
^/[pj Cj(lij C, - X  )]  where the unpriined varia- 
bles reflect the arrival rotes and sizes oi all 
mensages, acknowledgements included. 

The we'gluing t actor for CL nunication 
delays, k./y,   ia chosen to reflect delays for 
the messages of interest; the particular choice 
depends on the objectives of the analyst when R 
is used as a criterion for iptlraliation« Note 

that by using X. gather than X., we will bo 
weighting delays according to Ehe flow of con- 
tent meEsagcs only on each link, rather than al] 
messages combined, a distinction not made by 
Klelnrock.  Since, for our performance model, 
we are interested only In delays encountered 
by content irieasages, we will make this change. 
(Y, of course, must also reflect only content 
messageB.)  Thus, for a link which carries only 
acknowledgement messages from node i to node j, 
the contribution to the overall response tine 
Is zero, a situation which reflects our interest 
U\  the del&ys encountered by content messages 
Oiily. 

With the changes for variable message sites 
and a different treatment of acknowledgement 
meaciiges, the equation for communication delay 
aa used in the CACTOS studies is given by 

M 

Coram 

i-i 

'I 
lJlci 

Xi/giC1  I, 

+K 

(2) 

The Computer Jlir_ou£hx>uj^ Model 

Response lime In a mmmitpr network 
depends on the processing rate of its computers 
as well as the processing rate of its comraunlca- 
tlon facilities.  The computation of the effec- 
tive processing rate cf a computer is an 
extremely complex problem, being a function of 
at least hundreds of hardware and software 
parameters.   Many approaches to the problem of 
estimating computer throughput have been 
attempted, some Of them involving step-by-step 
discrete-state, simulation and some involving 
the construction of analytical models.  The 
requirements of the CACTOS program dictated 
that the computer throughput model be fast 
enough that the answers are received virtually 
instantaneously, simple enough that the user 
inputs are minimal, and yet detailed enough 
that computation parameters might be meaning- 
fully "traded off" with communication parameters. 
Speed and simplicity requirements quickly 
eliminated discrete-state, simulation as a poten- 
tial technique. 

The question whether or not a simple and 
meaningful analytical model of computer through- 
put can be constructed is a moot one and 
depends mainly on the model's intended i):pl ica- 
tions.  For trade-off studies of the scope and 
generality of the CACTOS program, the analytic*! 
approach taken here was adequate. Moreover, it 
is felt Jiat the approach, whereby such analy- 
tical r.odela may be fairly readily constructed, 
is at least as important as the results. A 
small mirabor of relevant tiardware and software 
pararrettra wnR selected for the CACTOS model, 
but the approach is of sufficient generality 

 ^ .. j 



and open-endedness that different parameters, 
and nore of thPm, ~lght be cimilarly included 
ns the analyst requires. 

-58-

This approach presupposes a reference hard­
ware conflguration with known throughput parft­
t!IH~r values against which other configurations 
arc to be compared. Any standard configuration 
could b~ used as a reference; let us arbitrar­
ily aelect D-n IBM 360/50 with model 2314 disc 
units and 512K bytes of core. The list of hard­
ware end software parn~tera which we wieh to 
inclu~e in the •od~l is shown in Table 1; aa 
juat pointed o~t, this list is arbitrary and 
could t•e l"asily &~:~ended to suit a user's par­
ticular needs. 

Althouch there is ftllch discussion aa to 
what the proper unita ~f th&~ugh?ut should be, 
we will edopt the fairly artificial uni: of 
modified b1ts/aill1seeond, ccmparnhle to the 
modified bita/aecond uaed by Roberta in his 
atudies of ~r~nda in the costa of co~pute~ 
throughput. Thua, a job'a size iD thi1 model 
11 deacribed in unita of modifi•d bits, which, 
when divi~ed by the effective procesain&' rate 
output by the computer throughput model, yield• 
the ll1'30Unt of tie~e the job wo") d e<>ntu~~ ~:\ ·t~: 
h&r~wdt6 ton£i;ur:tion in queat~on, 

Before eontU\\Ctins a through~t model, ve 
will n~ed aome definit!ona: 

TP • throughput (~ffective procatains 
rate for the h~rdware-aoftvare 
eoab~~at1on under conlideration). 

TCPD • computation time. 

T10 • input-output tt.e. 

f 

ft 

v 

• fraction of a job'• total time 
which ia 1pent in com,utation (aa 
opposed to I/O) if it ia ruu ou 
the ~eforence hardware. 

• fr6ction of CPU time overlapped by 
I/0. 

• ttme a job'• I/O takes vbea it 11 
overlapped divided by the time the 
aame 1/0 takea when performed 
sequentially. 

Figure 4 ahows a typical CPU-I/O cycle in 
var1oua c!egreea of ove:-lap which should clarify 
the precediu~ definitions. T\lo thinga ahould be 
noted here. One h thAt ·the range of v i1t 
froa 1/c to 1· wh0ra e ia the number of I/O 
channels, Iince with full utilization of all 
chcumelo the 1/0 time could not be le .. than 
T10/c. Al1o ~ote that n, the degree of I/o-CPU 

, ovurlop, fa uaociatc~ with tho job alone and ia 
:·~ndrpendont of the hardware under eonaidaration. 

.. . 

The rationale is tha~·a given job i& orp.8nitP.d 
in a particular way, such thnt it isouea (or 
can issu:!) an I/O coCII!Iand at 11 given point in 
its COQputation sequence, re~ardlcsa of the 
hnrdvare configuration upon \.'hich it iD run. 

'CABLE A-1. COHPtrl'ER TIIROUr.!IPtrr MOnEL INPUT 
PA.TtAMeTI RS 

Hardware ~~ 

Instruction rate 

Vord size 

Ratio of computation 
time to total time 
con sUllied 

Primary aeaory aize 
Peripheral deecriptora 

• Average aeceas time 
• Transfer rate 

CPU - I/O overlap 

I/O - I/O overlap 

• Maxiaum amount of inforaation 
which aay be tranaferred on 
one eceeea (e.g., cylinder 
size for a disc) 

Figure 4 also givea us a clue oa to how to 
JO about eetimating throu&hput. Since the 
prc::;Ging rate ia lnveraely proportional ro 
:he required tim• for a given ~nit of work (we 
use the modified bit), ve Med only add Uj) tl1e 
t11nea shown in F!gu:-e 4e and i·.wort to get a 
proceasiag rate. Thue . 

~hich eimplifies to 

(3a) 

Equation (Ja) ia valid When I/O operation• are 
not completely overlapped by ce%putat1on, a 
condition exprasaed algcbraeicly by nTCPU < vT10, 

~~en ~TCPU >- vTrg• I/0 ia completely over­
lapped by computati~ , a eonditi~n illustrated 
in Figure·S. In this caae, the CPU rate 1• the 
eole factor detenaining throughput and va IIU'It 

use the equation 

.L 
TP • TCPU (3b) 

Equations (3a) and (3b) constitute a throughput 
model onea ve have a way to compute T and T 
for the machine and v~rkload unde~ eo~tideratt!R. 

Pirst. if we assume that a computer'• CPU ls 
capable of proceuinR p 1natYuct1ona/a~a and 
that on inat~Jctlon 11 eapabl• of aodlfJlnt ~ 
bits (w 1i aenetally the emputn'• vo\"d alu), 

, then tho tim.• per aod1Ued bit ill L• For a 
. "lt 

atven job with • fraction f ot itt total tlftl~ 
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spent  in computation, we have 

T        « f CPU     ~ wp 

CPU -*\* 
(a)      No overlap   (v-l,   n-0) 

10 -'I 

I5.1?*]0 j accesses^on a machine with ra bytes cf 
' in    ' 
core memory.  FVom a large amount nf timing dat.i 
for a real program on many hardware configura- 
tions, a haa been critimated to have fhe value 
0.83.  The determination of a will be fully 
documented aa part of a forthcoming docuinent on 
validation of the CACTOS model. 

k- -k— v;. 
CPU r^ 10 

(b)       2-clignnpl  ovovlsppir.g  I/O bpirttion* 

No I/O -CPU overlap.     (n-O) 

1^ v T 10 v-l 

CPU i 

ZT 
M-^Vn:!   nTCPulvTIO- ,,TCFi.       ( 

(.:)       ^-channel  overl«pplng  I/O operations 

I/O -  CPU ovurljp 

Figure A-5. A Computp-l/O Cycl« in winch I/O 
Is Completely Overlapped by Conputat lor: 

Figure A-4. A Typical Compute - 1/0 Cycle In 
Varying Degrees of Overlap (CPU time/total 

time - f " 1/3) 

The calculation of T in  somewhat more 
difficult.  First, we neeö to convert the units 
of I/O work Into '.lie equivalent amount of work 
in modified bits.  Also, it is non-trivial to 
assess the effects of the size of primary memory 
on I/O time. 

We begin by asserting that a Job's 1/0 time 
is proportional to the number of I/O accesses, 
the average duration of each access, and the 
proportion of the job's time spent in I/O 
operations. I.e., 

TI0 - k (number of accesses) (average 
access duration) (i-f) 

The number of accesses required la a 
function of the primary memory size: the 
greater Ihe nemory sixe of the computer i.,ider 
consideration, the gaallat the number of 
required accessea.  We will assume that the 
number of accesses is inversely proportional 
to some power a of the memory i,ize.     Then, 
eir.ce the reference hardware haa 5.12 * 10-> 

by tea of core rnewory, one access on the 
reference hardware wi uld correspond to 

The average duration of an 1/0 operation 
Is given by a + £ where a " average access 

x* 
time, r • average record size, and x ■ trarsf&r 
rate of the storage device.  But we know thr.t 
a larger primary memory would permit the con- 
struction of larger records for secondary 
memory, a strategy which permits a gain in 1/0 
efficiency.  If we assume that primary memory 
size and secondary memory record size are, in 
fact, proportional, then the duration of an 
1/0 operation on a machine with m bytes of core 
memory would he »A/« ijytin^V^"  A fl"*! point 

here is that little is gained if we are oper- 
ating on a device which can handle only a 
limited amount of information without making 
another access.  On a disc, it is not par- 
ticularly beneficial to increase the record 
size beyond a cylinder's capacity.  The imple- 
mentation of the CACTOS model is cognizant of 
this and does not adjust the record size beyond 
that of the cylinder capacity or coirparable 
quantity on.the 1/0 device under consideration. 

If we now let C ■ cylinder size, we can 
write the expression for I/O time: 

i 
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r k fsjWJ* L + M  ]   (1.f)t x      rn        /     \        (5.12*105) x   / 
[Q(X)  - Q(X -4)]X-  . X - 5,2,3,... 

and 

5.i;'*ioJ c 
m i 

tM"k{rM) H.- 5.12*10 C 

We need only evaluate k to complete our 
computer throughput model.  To do this, connider 
a job which Is half computation and half I/O 
running on the reference hardware, with record 
size equal to the 2314 track üize.   We know 
that for this Job and hardware confij;urution, 
Tio-Tc?i;«or 

Jp - k(5.12*10
5yf -, 

(3.12*10 >K 
(1-f) 

Uponaibotltuting f - 0.5, « ■ 5.12*10 , 
aad the manufacturer's publlslied figures for 
w, p (we use the Inverse of the add time tut 
It may be more desirable to une the liisUuction 
rate for a typical instruction mix), a, r, and 
x, we may caaily solve the equation to get 

k - 1.88*i06. 

IntfRiatlon of the Parts 

To compltte the whole computer n^twork 
model, we net-i to do three wort things! 
compute neasage delay from the packet delay 
Riven by equation (2), compute cor,(-utational 
delay using the output of the computer through- 
put model, and suni the average communication 
and computation delays. 

Large maaaagea are not generally trnns- 
mittcd through a network in one piece but are 
divided into amallac packetB which may be more 
readily handled.  The packets are sent 
separately through the network and reaiisembled 
at the deatinnticn node.   It is not adequate 
to treat Chla procedure in the model by 
dividing the average message alaea by the 
number of packets/mesa) ge and multiplying the 
arrival rate by the same number.   Instead, 
one must consider the actual distribution of 
message sizes. 

If the cumulative distribution function 
describing maaaaga sizes is Q(X) - Pr{l/p < X), 
theu the fraction of tneasagea of size less than 
X ia simply Q(X).  If Z is the maxim im number 
of bits in a packet, then, by allowing X to 
assume the values Z, 2Z, 3Z, ,.., correu^ondlng 
to 1, 2, 3 packet«, we may easily 
coreputa the number of messages requiring X 
packets for tronRniission, ^ilch is 

Q(0) - 0. 

The total number of packets over each link 
1 in the network may then be readily calculated 
and replaces X ' in equation (2).  (X must 

also lie adjusted to reflect packet traffic.) 
Dividing the total number of bits transmitted 
by the number of packets required gives the 
new average content message slie, 1/u'; again, 
V.  must be appropriately adjucted in Die 
straightforward way. 

Table 2 shows how the number of packets 
and average packet size are calculated for <i 
sairpl.e of 1000 messages with an average meso.ige 
size of 100 bits and a maximum packet size of 
100 bits.  In this case, an expected 1578 
packets, of average sire 63.4 bits, would be 
required. 

TABLE A-2.  CAIXHT.ATION OF THF KUMPKI? AIP 
AVERAGE SIZK OV  PACKF.TS WITH AVERAGE 
HESSAGE Sm » 100 BITS AND MAXIMUM 

PACKET SIZE •= 100 BITS 

No. of Message 
Packet a aize 
Per Range No. of No. of 
Messape (Bits) Q(X) Messages Packets 

1 i-100 .6321 632 632 
2 101-200 .«647 233 466 
3' 201-300 .9502 86 258 
4 301-400 .9812 31 124 
5 401-500 .9133 12 60 
6 501-600 .9975 4 24 
7 601-700 .9991 7 14 

Total 1000 1578 

Average Packet Sla 
If 

e ■ — 
00*100 

1578 
63.4 bits 

Two questions about statistical validity 
arise as the result of abandoning the message 
as the individual atom being transmitted 
through the network and treating messages as 
groups of smaller amounts of information, 
called packets. 

Important to the calculations is the assuhti- 
tion that message arrivals are Independent of 
message lengths, an assumption discussed at 
length by Klelntock.^ When considering long, 
undivided messages arriving at nodos, it is 
clear that this assumption beenmeu less valid, 
since the minimum Inteicrrlval time between 
long messages roust be atfccted by the long 

. ■" ■■■—•■--—>■■ 
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transndssion times nasooiated with them.* 
Thus, one night p);pect an Improvement In Btatls- 
tlcal validity by treating long niesr.agea as 
groups of shorter ones. 

On the other hand, the Introduction of the 
con-.ept of packets in the manner described 
creates other perturbations which may affect 
the calculations even more.  The derivation of 
equation (2) assumes that the sizr.s of the 
units of Information being transmitted through 
the network are taken from nn exponential 
distribution.  This is not likely to be the 
Cfise when packets are used, because packet 
sizes will never exceed the way.imum allowable 
packet size.  As Kleinrock points out,' how- 
ever, there is an easy treatnent of this 
dilensna by resorting to the Pollaczek-Khinchin 
fommla for channel delay with any message- 
length distribution of known mean 1/u. and 
variance o.*-: 

delay on channo 1 i . -■*. *, \ . L 

Although uc have not dune 1L for either 
syatcm under study, equation {'.) could easily 
be incorporated into the response ttoe equa- 
tions, and \i,   and o could then be determined 
from analysis of the system's packet traffic. 
While this would end the assumption of all 
random processes within the system being 
governed by negative exponential distributions, 
it might be. a better approximation to the true 
performance of a packet system than Is 
represented by equation (2). 

The second question ot validity concerns 
the distribution of 'he airival time of mes- 
sages and jobs at I.: e computation nodes.  If 
one considers the .rrival of messages at 
destination nodes, where a message consists of 
some number of packets which make their way 
through the system, then both theoretical con- 
sideration;;' and measurements on annlopous 
systems'- suggest tlu't a  gamma distribution best 
describes message arrivals at terminal nodes. 

* But, ao Kleinrock points out, this effect ii 
minimized when a large system (ii.nny source 
nodes) la considered because arrivals at one 
node are Independent of Bssaagc lengths at 
other nodes, and thus the overall arrival rate 
into a large system te'.us to approximate 
Independence of all iessage lengths, a con- 
clusion well subs ..antlated by simulation 
results. 

To explore thjs possibility a bit further, 
assume now that packet arrival in the syster?. 
is a Poiason process with mean arrival rate X   , 
(We know that nt a given source node, this 
would be a terrible assumption because packets 
arrive in groups which constitute a message, 
followed by a pause until the next message has 
been constituted and received.  Eut again, if 
we consider a large system, we can make an 
assumption similar to Kleinrock's and say that 
internrrlval times for the system as a whole are 
independent of both transmission times and 
blocking cnnRideratlons and thus constitute a 
Polaaon process.) 

Packet intcrarrival times, then, are 
governed by an enponentlal distribution whose 
cumulative distribution function Is 

0(O - 1 
-X t 

P 

If there Is an average of n packets per 
message, then the ganwa distribution describing 
measnge arrivals Is 

Q(t) JL_/ tn-3 r 
-X  x 

. P dx (5) 

where 

r(n) 
OB 

f    n-1 

J0 

dx 

further evidence of the credibility of 
the ganrna distribution here Is obtained fron 
consideration of ehe special case where mes- 
sages are not divided into packets; i.e., n - 1 
This leads to 

\ /• t -A 
q(t) -   P    f       P 

ruT/ • 
X .X 

dx 

-X t 
P 

which is the exponential distribution used for 
the arrival of one-packet messages by Kleinrock 
in the derivation of the original model. 

The queueing analy 
nt network nodes depends 
message arrivals at thes 
Poisson process. If a g 
rather than an exponent! 
describes the?-fc arrivals 
inaccurate i/utn messages 
Unfortunately, a P«t)i«aM 
ing and response times b 
does not appear tractabl 

sis of compulation 
on the assumption 

e nodes constitute 
amma distribution, 
al distribution, 
, the model is obv 
are split into pa 
tlcal analysis of 
ased on gamma stat 
e, so the rnmlfica 

jobs 
that 
a 

iocslv 
ckets. 
queue- 
is tics 
t ions 
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f thlR development cr.n probably bo deduced only 
rom n BJr„uliitloi\. Puchi and JackBcn, who 
aund by meaiuremtnt that arrival statlotica 
n four tino-sharlnB •yatemi were gamma 
istributod, addressid themaelvei to errors 
nducßd by Rubatitutinp, exponential dlstribu- 
itu-is.* hlfferencea bttvaon the cumulatlva 
latrlbuttorvi were plotted n» n function of tho 
oaf fie lent of variation of the gamma diatribu- 
lon, but theso say little about how they 
elate to errors in the final outputs of the 
odel. Wa will continue to treat packet 
rrivals as a Poiaf.on process and aaauma that 
hct errors thus Induced are email. 

After naklng the necessary chances to 
ospute masaaga delay by computing the number 
if packets required, which we will call b, and 
lultiplyina the message arrival rate by b, IJ.QMI 
[coirniunicatlon delay) may be properly computed' 
'rom equation (2). 

The computational delay at a node 1 may 
le computed from the eir.iple sinR] j-setver 
larkovlan arrival quauaing lormula 

COKP (o^TP)-^ 

»•here c.  " nean job slue at node 1 

TP " throughput rate aa calculated from 
equation (3) 

X^ - mean Job arrival rate at node 1 

The overall average computational delay 
aay be computed from the weighted average 

N 

com» 21 
1-1  Y 

where N ■ number of nodes in the netwoik and 

M 

■L total Job Input rate 
for the network 

iri 

Finally, if we define x.  to be the number 
of remote jobs divided by the total number of 
lobe (rciote job« appear in positJona other 
than the diagonal of the job arrival matrix, 
and ova the only onca which require intcr- 
node comnunicat'ion) and remember that two 
rattsscpeo are asaoclated with each remote job, 
the overall average raapooaa time for the 
syatem may be computed ttcn 

T ■ 2HT
COMM 

+ ^ca». 

SUHMAK? 

In this paper, the need for quantit.itive 
modeling of computer networks has been diucupsed, 
and ona approach to the construction of an 
analytical rodel of computar network performance 
has been outlined.  The validation of the model 
and aoma reaulta obtained by using it In cost- 
effectivenetiB trade-off studios are to be topics 
of future publications. 

The definitions of parameters in this paper 
have been given more from the point of view of 
the research scidntist than from that of the 
oystem deaignar.  The reaaarch scientist Is 
Interested In Inving the parametric description 
of a given job remain invariant over all hard- 
ware conflRurations; therefore, such job para- 
meters as the mtio of cru time to total time 
and the dej-.reo of I/O - I/O overlap dlv-ays 
refer to the pprform^ncc of the job on the 
reference hi'.waie.  To the system deaignar. 
It may be Inconvenient to have to describe a 
real job In tcrng of its behavior on a config- 
uration on which it has never been run.  It is 
possible, however, to dovclop formulas for the 
translation of paramt-tera measured on a known 
system to their corr-spending values on the 
rpierence configuration, »nd It Is not diffi- 
cult to follow the stops outlined in this 
paper and redevelop the computer throughput 
model oaing some other reference confIp.uratlon 
which is more convenient to the user.  Thus, 
in a broad sense, the results presmted here 
should he of Interest both to the ganeraliat 
and the specialist.  It Is anticipated that the 
model will be a useful tool in the evaluation 
of proposed changes to existing networks, as an 
aid in th« dcslpn of new networks, a^d In 
underntandlng the behavior of computer networks 
in more general ways. 
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APPENDIX B.  VALIDATION OF THE CACTOS MODEL 

Three major parts of the CACTOS model were addressed in the validation of the 

model equations.  ' iiese were: 

Communication analysis equations 

e Hardware commutation analysis equations 

e Software computation analysis equations 

The communication analysis methodology was based on the work of Kleinrock [1] 

and others; Kleinrock discusses validation of the communication analysis.  In 

addition, the Project conducted further validation experiments using a discrete 

simulation model based on ECSS, a computer simulation language in SIMSCRIPT 

developed at the RAND Corporation. 

The hardware computation validation consisted of examining the equation for 

computer throughput based on various hardware parameters.  This throughput 

equation was parameterized in that the exponent of core memory was undefined. 

The reason for this was that the contribution of the other hardware features 

was better defined.  To perform the validation, a set of processing runs from 

a variety of configurations for the same programs was needed.  One program 

that exactly satisfies this criterion is the IBM Sort/Merge program.  Twenty 

configurations were used; they are shown in Table B-l.  Calibration of the 

parameter associated with core storage was performed on the fifth configuration. 

- 

The range of dispersion in percentage varied from 2%-A5%.  in three cases, the 

dispersion exceeded 23%.  For these cases, the situation was small core size 

with 2311 and 3330 disk units.  The fit improved as core increased.  This was 

moat important, since the experi-ents Involved larger core sizes than those in 

Table B-l. 

■ 

■' 
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TABLE B-l. COMPUTER CONFIGURATION FOR VALIDATION RUNS 

Configuration Computer Core Disk 

1 360/30 38K 2311 

2 360/50 44K 2311 

3 360/50 44K 2314 

4 360/50 lOOK 2311 

5 360/50 lOOK 2314 

6 360/50 200K 2311 

7 360/50 200K 2314 

8 360/65 100K 2311 

9 360/65 100K 2314 

10 360/65 2n0K 2311 

11 360/65 200K 2314 

12 370/155 44K 2311 

13 370/155 44K 2314 

14 370/155 44K 3330 

15 ?70/155 100K 2311 

16 370/155 100K 2314 

17 370/155 100K 3330 

18 370/155 20DK 2311 

19 370/155 200K 2314 

20 370/155 200K 3330 

1 

;■■ -r.-"-:y—■. '■ ■   ■     -mummmm^. 
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It can be noted that this represents a shortcoming of an analytic approach 

versus a discrete one, In that accuracy acrorsrj wider ranges of parameters is 

possible in the discrete cr.se. Had the experiments been oriented toward a 

close fit at every core size, Pdveral equatioris could have been employed. 

The third part of the validation of the software aspects of computation 

includes record size and the relationship between CPU and I/O in terms of over- 

lap and balance. To validate this, the JOVIAL program shown in Figure B-l was 

constructed. The purpose of the program is to carry out a «peclfied number of 

CPU and 1/0 operations while timing itself Internally.  (JOVIAL permits such 

timing.) For a variety of I/O and CPU balancös and overlaps, the results of 

the model and program were compared. The resuita are summarized in Figure B-2. 

In this figure the horizontal axis le the experiment number while the vertical 

axis is the time in seconds. The points labeled with sn X are those of the 

program. The program waa run on a 370/155. The dispersion for all but one 

case is lees than 20%. Since the direction of the times and incremental rise 

for both the program and the model was the same, this was felt to be adequate. 
■ 

;, 
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START ._ -.    .... 
UtHlNt;   TTY   "2"    % 

HTM   TU MC   f    i                        ...              ...                     
ITCi't   NÜMBEK   F   i 
1TFNIIK[3?S$                                                                            - 

 ■ - iffcM   Fl l14T   F    4 
ITtM   Al   f    1                __                       • 
ITEM   DI   r    $ 
ITTM   Cl   F   *                                               .      _               ......    - 
ULM   1U   F   $ 
ITEM   TI   F   1              _          .    .      

'      ITEM   LLOriP   I    32   S   * 
ITEM   M,ÜUH   1    32   S   »                                _     .  _    _         

'    ITCMKK   1    32    £   t 
ITEM  Kl   T    *?   $   *                                                                 -   ... - 
ITEM  KJ   I   32   S   1 
ITEM   lOCUUNT    I   3 2   S_* 
iVbM'TIMt   E    t 
ITEM   11   F   *                                         .       -       -    •— 

"     ITEM   Jl   F   * 
ITEM   ÜI   F   *                             . .                       .       -      

—                 * ITEM   C5   F   t 
ITEM   10  F   «                           ..... - 
ITEM'TEMP   l    32   U   t 
ITl-M   TEMPI    1    32   U   t                                       ....        
ITEM CONSTANT   F   i   ••   NU.   LUOPS/btC." 

fABLE   SPRS1   R   2   S   0   S  
——*■— -  I--::, IN 

i TFM     SFCOE   i    32   U  0     0  N   i                             ._   ..     ,.   - 
ITEM     SKST2    1      Ö   U" l   !6  M   i 
ITEM      SV<A1T    I      1   U   1      Ö   Ü   * 
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f ND 
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BEGIN 

ITEM     ÖUH      1    32   y_C_. 0   N   t                    _ ._ 
ENÜ 

TAeLE   HUFFEI    R   2000   S    l    t                                  _                             - 
BEGIN 

ITEM     flUF<?      I   12   U_,0   .0  N   t                           .       
E NO " 

TAIUE   CKT      k   2   S   20   t                      ...    - 
-BEGiN                    '     " "          "   F'«-ES   " 
ITE"     CNWOS    l   8   U   0   0   M   t                               .     .        
ITEM     RÜS'TS   Te   U  0  8 «   * 
ITEM      KEVtt.    1    8   U   0   16_M    $       — 
ITEM      SI ATS   I    8   U   0   2<f   M   t 
ITEM      FwTPT    I    3?   Ql   ON   *._ ..               
ITEM     ORGAN   H  2   2   0   M   i 
ITEM      SECUR   H   l   2   16   M   t      _ 

~   "" jfEH    TURMS   1   Ü   U   2   24  H   i 
ITEM     SUES   I   32  U   3   0   N   i             _:_._.        
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.     - -     .  

Figure B-l. JOVIAL Model Validation Program 
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Figure B-l.    JOVIAL Mode.]  Validation Program  (Cont'd) 
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Figure B-l.    JOVIAL Model Vaiid'.tlon Program (Cont'd) 
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