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ABSTRACT

The thesis dewvelops principles for designing machines to support
virtual computer systems. The virtual computer system (VCS) is an
important construct which arises as a solution to a problem of
present computer system technology. The most important new result
of the thesis is the model of a process running on a virtual computer
system and the derivation of design principles from that model. The
approach adopted is to consider the introduction of VCS's into the
rich, compiex architectures likely to be found in IV generation
systems. Because of the additional system structure in the IV genera-
tion, the somewhat ad hoc third generation virtual machine software
mapping teclniques should be doomed to failure. This result leads

us away from an interpretation of virtual machines that depends
implicitly on techniques used in third generation systems. Instead,
wve are able to develop a generalized model of a process running on a
iV generation VCS. The model allows us to understand different
properties of virtual machines and to interpret a number of proposed
implementations of VCS's in terms of the model. Furthermore, the
model leads naturally to an implementation of virtuval machines, the
Hardware Virtualizer (HV), which provides an efficient and simplified
mechanism for virtual machines. A number of detailed examplec illus~
trate how the Hardware Virtualizer might operate in an actual IV
generation system.
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I « .ia like to exoress MY gratitude tc¢c my fanily and
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The thesis 4davelcos nrincicies for designing machines to

supcort virtust compoutaer systems., The virtu3sl computer systenm

RS N M SN AN T ]

(VCS) is an important ccnstruct which arises as 3 scliution tc 3
ocarticularly vexing orobler cf present zemputar systenm
technology.

While the recent develcoment cf }a2rae muiti-access,

nutti~orogramming, multi-crocessing systems nas simoltified and

AR b RO AU RSN AL S hs o AY IR AL,

improvea access to cotouter systems by the bulk of the wuser

community, there hss bean onre important class st users unzria to

~~ofit from these recent agvances. This cisss 1is 1ine cystem

ks
#
B
2
“
¥
X
2
¥
2
]

Jrogrsmmers whose programs must be run on a bare machine ard not

st

In an extenced machire, 2.g. uncder the operatinj; svstem. System

A,

programs, €.3. other cneratinrg systems or different varsjicns of

the same operating systen, reguire cirect asddresssbility to the

= resources of the system and do not call uoor the scersting system
3 to manage these resources. Thue, sSysStem cragirars may not
= co-exist with normal! oroduction uses of tna syster. This

situation has forces most installations into <ctlumsy 3sni

inefficient adninistrative soluticns such < "*stand-slone”

BRI B8 SO SRS 217 D TR Ha,, S bR AT C L AP VT Ny S KSR YRR Y,

4 lebugging.

E Recently, a techrioue for resolving thess Jiftjicultties has
% peen devised, The solution utilizes 3 construct callzd 3 virtual
=

i comguter system or virtuat machine which is, bi3sicstly, 2 wvery
é afticient simulatad cooy f(or copies) of the bare hast machine,
% These copies differ fror each cther and from tne host only in
N

%
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their axact confiqurstions, e.g., the amounrt of wemory or g
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Jarticular 1/0 devices attachecd, Therefore, n3t c¢nly stznoard b
3
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that run on tne resl cormsuter systemr witl run on  the JCS with
identical resuits taxcept for certain special timing
legendencies). Thuss the VLS orcvides a generalization cver

famitiar systems by atsc being a multi-environment system.

The recent origin of the field nas forced the development of

3 terminology to represent ideas in YCS*s. Chsoter 2 introduces

some basic notions in VCS°*s and proroses termincloygy to represent
then. The terminology is new but some excerots were oreviously
oublished bty the suthor in *"“Virtual Machires?! Semantics and

Exarples™ {521,

Despite the rather significant benefits that derive from
virtual mschines, only a t!imitec number of current systems
feature this facility. This is largely due to the wunsuitatble
nature of 2xisting hardware, In order to support a VCS on
contemporary eauipment, 3 particulzr softwsre zonstruction must
be employed. Howevery, this construction may only be 3opljed to
nachines with certainr opropertijes, Chapter 3 exsmines the
constructicen of VCS®s on third genercticn cotouter systems and
Jerives a set of empirical requirements to deterrine it 2 machine
M3y be virtualized. The sppendices treat the application of
these empirical rules to a number of case studies. This material
is new 3ithough some oreliminary results were reported by the

auttor in “Virtual Machine Systems* {541 ard “Hardware
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Requiremants for Virtusl Machine Systems" (521,

The rerainder of the thesis (Chapter 4) develons a structure
for computer systems thzt rcermits the orderly introduction of
YCS*s irtc future ccmputer systens: IV gereraticn comrputer
systems wil! tikely featuyre a formal impglerentation (in firmware)
of the oprocess mocdel. Because of the exis*ence of 3 large
1atabase needed by the firmware (znd orivitesed software) to
supcrort tre process model, it will pe difficult tc empicy the
software mapping technicues used in III generation VYCS's. A
model is developed to represent the executjon of srocesses on a
IV generation VCS. The model features two mapst (1) 3 ocrocess
13p c2lled & wWwhich raps drocess names, e.g. segrents, samsohores,
orocess=-id®'s, into rasource names, e€e.9. Temory {iccaticrs,
srocessor numbers, and (2) 3 virtual machine mac (Vimap) ¢ which
maps virtual resource names into real resscurce n3ames. The
orocess map is strictiy an intra-level mac expressing ]
rejstionshir Within 3 virtual machine?} the VY¥m3p is an
inter~levei map expressing a relationship tetween (the resources
nft) two ad)acent levels of (virtual) machines. Thus, the sction
2t running 3 procass on a8 VCS consists of running it wunder the
composed map f o 0., If the VCS itselt is running a VCS unger it,
then the action consists of running 3 orccess under ¢ o f o 6.
Thusy, for VCS recursisn, orly the f map must be invoked
recursively, not the process map ¢. This result implies that for
3 compliex & but a rudimentary t, recursion snouid be easy.

The TV generation VCS model leads djirectly to a design, the

Harcware Virtuatizer (HV), for orogosed implenentations of IV

xiv
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jeneration VTS's, The agesign hgs the characteiristic that atf
arocess excentions are hincled directly within th2 executing VCS
#jthout scttware intervention. At} resource faults (v¥~-fzults)
ny 2 VCS are directed to its Virtual Machine Monitor (VMM
Wwithcut knowledge of orocesses on the V(LS. Fault handling.
invocation and execution of VCS*s works directily regaraless of
recursion.

Detaileg itlustrations @ere grovided for several possible

choice~ of the vMmar f, 2.¢. relocation ano bounds (R-8B), psging.

Preliminary performence astinsgtes irdicate that for an =B VMrap

f {(with associstive Temory), VCS perfornance will be

Bt s

3nproximately that of the real machine, regardless of the deoth

W

AT

>f recursion. A p3aged Vvmap f orovides performsnce camo3ratie to

the rez!l machine for severs! tevels of recursion over 3 range of

likely onerating conditisns. i3

Afthouch the model angd progpcsec imptementations c¢f Chagter 4
arjise in an sttemot to guarantee virtualizstion far IV jgeneration

architectures, py suitacle simplification and intercretaten of

the m=cdels the orincioles which emerge &re asolicable to cther

T
H

archjtectures, as well, In oarticutar, the model! suggests

T

introducing opaging in the IPM 3EL/87 acs a format t-msp, rather

v

-f .

than an ag hoc &-map 35 was done, This leaas to 3 greatly e

simglified structure for CP-67.

At of the wsterisl presented ir Chsoter 4, the 1V
Jeneration VYCS moodel, suggecsted implementations, performance
axpectations, examplas, etcey 1S new 3and oriziral, dn early

oroposal tor a fircware-3ssisted implemzntatian of VYCS*s was
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3 CHAPTFR 1. g
I3 4
Y %
- INTRCOUCTION {
] :
3 @
§ 3
E: 1.7 OVERVIEW 3
‘ b
Reproduced from % i
4 bewt available_copy. i
A 2
E The Need for Virtual Machines
2 z
; Recent devcloprents in ccwouter system cecign hsve been §
£
b 4
E
3 jirected toward improving the ease of comnuter use by the noerral z
s K
5 . . . 7
= yser opcoulstior., Scre ¢t the rore coraratic devailcprents jirclude 3
‘$‘ 2‘:.‘
: the introduction o¢f 13rge aulti-zccess, multi-crcgramming, and i
g aulti-ecrocessirg systers, These svstems have eliminated the need H
8 fer physical asccess to tne mairn computing facility by th2 ysers, §
3 #
k= £
L ng for ciract coftwere access to the systen resourcas by the 3
3 g
9 J43ers® programs. JThus, users sit at teletypes ¢r subrit jots via g
< i
3 3
E rerote c2rd readers 3rd neec not be corcerned either witr the :
19 ?;
4
g status c¢f lights or switches on the central crocessery, or with 3
3 :
b2 the allocction »f memcry, I[/0 devices, or crocessor time to their z
b3
g orcgrams., These furctions are now gerformed (transparently to %
3
- the wusers) bpy the opgerating syster, Hhepr either users or their £
= 3
4 orogrsms reojuire servizes to te pertformedy they call wugor the. %
# C e . . ] E
# ooeratirgq system which performs ¢the actrual s3niocutsticn ang 3
-
g 3liccation ¢f re curces. In some <censey the operating systen g
: 3
= {together witr the nzrdwarel provides an idezlized or extenged %
- view of 3 cemputer syters Thus, prccrar preparztior, debugging, §
; . and runnhing 1as become significantly easier for rost of the user %
: b
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drfortunately, ¢ne very important ¢roun ot wusers hac heen
inatle to rean the tenefits of these cevelopments and sdvences.
Thece zr the users who,y for 3 variety of reacaonc, decire or need
firect zccess to the recources of the systenm, ITneyr gragrars =z=re
Wwritten to run on a Ls3re mochine. Callirg wcon an operating
system {the so-calied extenced machine) will not 20 for ther. HWe
4iti terre <cuch wusers Systep programmers and the projranrs they
desire to run, Syster pragrcmse BRecause system (¢rogratrs canrot
~un unler the normal cperating system {in the oroduction
anvironaent, it i3 usualiy recessary to treat trer 35 sgecial
Cases, When they must te run, the neriwsl! opersting syster is
orougnt Jdewr 3nd 3 system grogram mgy run “stinc-alcne.” This
oractice 1< itnconvenient for both the system preogrammers and thre
Acrrat userc, 3and inetficient zrd wasteful c¢i tha2 system

re_.curces. -Furthernmore, it can introduce z24dition!l personnel and

bae
-,

sracecural corplexitiess Tndeed, is ironic thzst those who
develosr and maintain coerating systems are often the very geogle

Aho tTake the teast advartazge of their efforts,

A fow srecific ex3Tptes of some system crogramsing tasks
aigrt clar:fy these coirts.

(i) Dekugging the operzting systea-~- The operating

Systen S aritten tc run on the tare machipre,
Sorraenftly, CeDU3ing ang improvinrg the soerzting sysiam
is treatec as a seconrd class activity, aoften ascigned

‘o cemputer time in the 7iddle of the night,

{2} Ruaning d4diagnostic software-~- The softwuzre for
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Fage 3

tecting malfunctions in the wvaricius units ir the

systemy €e.9ey iS & tepe drive recorcirg correcfly, is a
disk drive <s2eking correctly, etc. normstly runs

stand-alona or tte bare mechire or cn 3 rudirmentsry

g pty

noritor (Test anc Diagrostic Monijitor) which itselt runrs

s L O

e e i ik,
WO ke i

on 2 bare machinee.

{3) Punning ~ther operzting systens-- Hrten trere is

< rcre than cre aperating csyster for & given comrputer
csyster for even Ccifferent releases of ¢the szme
crerating system) it is often easier to run 3 sutsystenm

{corpiler, interrreter, etc.’ under jts owr operating

sy

system thar t5 take the time anc cost to ccnvert [t to

gnothar ocerating system,

are Virtual Machipnzs?

[
\>
(o1}
l~+

Cecentiy, 3 technicue for resolving trese cifficultie: ¢tas

neer devisec. The soiution utitizes a construct caslled a yjirtyal

corguter system (VCS) or yiriual rachipg. (Section 2.1 covers

%
§
z
=
g
b
£
E
é
3
3
3

3 ) nost of thic terminclcgy.) BRasicaliy @ virtual mrachine is a3 very

; . efficiert cirulatec ccoy (or cocies) of the tzre hcst machire. e
I3

<5 -

Jeczuce aof its functioratity, it 1is possible tc¢ run cstem

-
Dol
s

—

orogramrs? heczuse c¢f its efficlency, it Is reasonatle to run

- :
E: 3 ther in the normal grecuction environment, Tre cgrcgra3a which
7 5
- 3 % neciates between tre virtusl macnire ard the actial resources of

the system (the rea! cr host machine! s celled the yjiciuai

APREEALT

nacbine monjior (VMF), Since the virtuazl rachine is identicat to

B R A AR T b TR R0 el etk R AN S

S wdioa g
2 .
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the hest sachine ir z1| sigrificert respectsy the VMY need rot

amg oy the familizr instructicn-by-instructicr scftnere

irternoratztion teckriaLa that nererallv myst he usede Rether,

virtuil wscrines may ta constructed ir  such

w

way thast mest
instructiors of the virtu-«l machine execute on the bost Cirectliy.

Just trose jinstructiers which cannct te permitte? tc axecLte

firectly nrust bz irternratec. Thus, We incorporzte trhece rcticns

om

3 intc our detinition cf virtuzl ccmputer systen  jr 2rcer to

)}

jistirquish it frot =z nurber of cther ohbjects whick rave often

oseer czsuslly callec virtugs! machines.

A virtual ccaotter system s 3 hzraowsre~software
durlicate of ¢ rezi existing comrputer syster in wrick 3
stztisticecily gomninant subset st tre virtual

grccessor's irstructions execute on the hest orceccessor
ir native w¢de,

SRR ED Ty ¥

Thuey & JYCS rroviles an effjciert orersticr of ore cr mcre

O

ocics of a corplete cornuter system, simrilar to the host {or

-~

~e; 1) system. These cooics cdiffer frem each ctrer zng frcm the

nost orly ir their ex3ct configurctiorsy, e.3. the zmourt of

It
<

o A A R D B A € S TP R TR N B ST Y BRI SN G S e RN R

nercry or the particular I/9 device. attzched. Thre virtuzl zand

by AT AT

rezl croceszors must €ither be iderntical or memkters of the scme

ST

comcuter farily, €.ce I8V <ystemr/s/266~37(., Trerefore, not orly

LAY

"
RIS

stzrdzrc user progrears tut syster pregrems anc ccTpiete crerating

systems that run an tre rezl computer system wiil rer or the VCS

LR

Aith idertical results f{excent for certair specis! tiring

LT AR T

lerenderciecls Thus tr2 V(S prcvices & qenerzlizaticn over the

SR R AN B AERLEL P RO RGP AR VA

y A

farrilier rulti-accessy mylti-prograrming, #ulti-crocescino

e

syste'iSy by 21s9 aroviding a muiti-environrent system.

k>

¥
<
73

ke Ir soditior tc oermittirc tte three syster oprogramring
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atovey to clexist with norral prcduction wuses of the

system, virtual machines introduce sn sdditiona! zegree of system

flexibilityse This flexivility is a consequence 2f the s3dditioral

bingding in a virtual rachine, between the rescurc *

referenced by syster prciarams runanirg on the VCS and the szsctual

that they ccerrespond withe Sonme irreciate advartsges

(1) Punning with 3 virtual cenfiguratien which is
different fror the real configurztion-- This use can be
imgortant for rurnirg sycsters with mare virtual rerory
or processors than actually exist, or debugging
ccnputer retwerks and telecomrunicaticns spriications.

(2) Measurirg ooerating sys*ems~- Since the VMM
rediates tetwean the virtuat and real resources of a
system, it c¢c3an measure how 3an ope~ating systemr on 3
virtual machir2 i3 manipulating its rasources (without
requiring a modification to the ooerating system).

(3) Ad4ing h3rdware enhancemerts t9 3 systeg~-~ It
hardware enhancements, e€.5. p3ging, are added tc the
host machine, it may stil}l be possible to run a3 virtual
machine which 4does not incorporate these erhincements.
Urder these ccnditions the operating system runnirg on
tre virtual machine neec not be modifiecde Thus, with
relatively simple VMM rodificaticnsy tha haraware
enhancements can be utitized to orovide imrroved

resource handling and capsbilities.
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cucrent Virtyual 4acgkine Ungersisndirg

Nespite the rather sicrificant obenefjts thst derive from
virtual machines, only & limitec nurber ¢t curreat systenms
feoture this facilitys. This situation is a result c¢f (1) the
~e( -nT  oriqin o0f the ccnceots, (2} misundsrstandings of the

teckhnigues for imoiementing virtuzl machines, 314 (2% the

érgely
Jncsuitable nature of existing harduare, Thus, since existing
compguter systems wer2 not designec to surport virtusl machines,
trying to implement ther is largeiy a hit-or-mjiss nrccositicne.

In the thec<is, we explore tre <-rotiems 3ssocisted with
irclementing virtual macrines or coltarporary hardware, By
jeveloping an emoirical nasis and z set of hardwsre rules for
feiermining which existirg systers sucport virtus! machines, we
are able to verify the inaceauzcy of current cesigns {(Chapter 21

At tasty, there is & growing rezlizaticn of twe isportarce of
jesigning mrachines whick are virtualizatle. .2, supgert virtual
nachines, To date, thers <ceem to be two oco2sing schools of
thoughite while both views have some valijizity, bsth have
stygraficant cdisadvantages,

The first view (2%)y typifieo bty Lsuer ard Srom {731, argues
thst since the virtual rachine muct have all the furctizsnatity uf
3 rea! r3chine, tre simoler The rea!l machine is the e3sier will
ne the virtual machine canstruction. [See Secticr 2.4 3nd 4.8.])
In p3rticulzr, thay sugjest elimirrting superviser state, rercry
napgings etce Wnat they irtroduice incstead 1is a speciat

~elocation-tounds type m2mory rau, Iin which the zcsgluts cortents

29 the register may be 344ed to but not rezd cor writtens, Such an

w
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approach gqreatly simplifies virtual machire construction, turtr it

! nas as 3 major weakness that the virtual machin2®s oprogramming

anvirorrent is rather severe and devoid of structure. This fact

P R

'g imolies that the development of ltarge, interesting systams an the 5
g virtual machine ma - be cifficult. The 3authors cbserve that their §
g‘ arorosal ".ese lacks scme of the important testures of rmodern %
; ﬁ systems, particularly segmented virtual remories znd 2 suitable g

sarzmater nassing mechanismese® (761,

3
g
The second viewy, irtrcduced by U.0. Gagliardi and the author %
e

1511 argues that in ccaplex (likety IV gener3tion) comrputer

systems wWith a firewsre implementstion of the process tmode! and =
'f . ayered segmented agdress structure, there will be 3 neeg for 3
= B 3
zk . firmware subport of virtual machires as well. (See Section 2.4 %
%A aind 4,4,) What emerges is a proposal which directiy supoorts the
-3 x4
f image of =2 orocess executirg on a virtual maschine. The major %
3 advsntsge of this progosal is that it is apclicable to wvery §
3 E
EA corplex computing ervircnments that are likely to be cCeveloped in %
>4 E
2{ the near tuture. The princinal disadvantage is that, since this E
3 5
] 3pproach does not propose 2 direct hardware rasource map, a ;
3 : S
%‘ . certain amount of software intervention is stil! reaguired. In g
; ? 3dditionr, there are some fundarental fimitations on tre kincs of %
E recursive structures (runninc 3 VMM on 3 virtual machine) that %
2 ¢an be supported. E
g*

SHEF AN

,},}'

Results cf the Regearnch

2

The principal resuit of the thesis is the cevelopment of a 3

B R TR U

R
N\ AISEERO e
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B LT —

nocetl for runaning a nrocess on a corplex (IV gerersticn) corputer
system [Sec~ion 4,2} The model! jidentifies a fzrral rescurce rao
tvirtuatl msachire mac) and distingujishes it from the more fariliar

Irocess Mmag, This allows wus to understans 3 number of very

b gy
fi:h

complex pheromena ir & relatively simple weyy, and oertits us to

§
By

P
¥

12 ORI R B R AL A e P e R LS e it A Ep i

e

interprat the two eariier propocals [51476) as merely special

{sub-optimal) soplicaticns of the model [Sections 4.4 3and 4.8].

i Furthermore, the model lesds us directly to an sptiral prcposed
%f irplemertation [Sectior 4.5] which isy in some sense, a synthesis
g 5>f the better jdeas of the two onrevious rproposalse Thusy the
%ﬁ aroroszl is @oplicable t5 the complete range of camputer systers,

incltudinae the comolex (IV generstion) future systems, yet retains
the directress ange siwolicity of & hardware resource msp which

neeads little software sucoort. In addi tian, since this

>

imptltemertaticon is cerived directily from the rocel, the recursive

inveccation ot virtusl mschines, i.e.y running a VMM under & VMM

f atCaey poses no sdcitional crobiems. Curthermore, the
é; implementation should bYHe very efficient, while performance
;i mezsures are hard to ccmpsre, there is evidence thet for certsin
f tikely choices of maoss the nerformance of the virtual mechine

Fa et

Y
¢ d

4ilt be extremely clcse to that cf the rea! rachine. Although

5
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the mocel 3nd prooosed implerentaticns of Chaptar 4 arise in an

3tterot to quarzzntee virtualization tor Iv generation

e
SR

achitectures, by suitashl=2 simnljificstion and interpretaticn of

P
(ZGE O

oy

the mocel the princictes which emerge 2re acplicaclt2 to other

A

ook 3

&

Jeneraticns of architectures [Secticn 4.8).
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Serhane the aajor cHntribution of the thesis is a clear

inderstasniting ot the architecturatl crinciples f2r virtusl mechine

succoert. ty foliowing the cujicelines et fortn in tna2 thesis,

e R

% the desiqner of a future ccmputer syster can be 3s3urzd that his

nachine will be virtualizeztles This, the dissztinctiorn of these

e e dind s ke VIS o SRS R o T ALy

‘
&

orincinles should have 3 highiy sicnificant imcsct uson both the

thecretical and oracticsl aspects of corputer scisnce.

Computer architecture, like cther arcnitectira, ic the
art ot determining the needs of the usar cf 2 structure
and fthen cg¢esigning to meet those noz2ds ss effectively
as nossible within economic anrd techrolcgicatl

AN s b s e Aot LW s

constraints. Architecture fqust jinclude enrgine€ering
) considerationsy sc that tre desian will be 2concmical
i anc¢ feasitle: but the emchasis in asrchitecture jis ucon

<

the the neeas of the usery whereas in engineerirg the
emphasis is or the needs of the fabricator {211].
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1.1 FLAN CF THE THESIS

Tha remainder of tre thesis is divided intc four chacters.
Fach chzpter is rnreceded by an introcuction which cutiines the
pnaterial to followy DUt cerhans some brief organjizaticnzl remarks
nere will be helpful.

The most important nes resuit of the thesis, the mdodel of a
yrocess running on a virtual ccmputer syster (VLS) and the
ferivation c¢f design princictes fromr that modet, is presented in
Chacter &4, This chapgter 1is largely self-ccrnteined, and the
~eader knowledgeable atout current virtual nqachire sp3alicstions
aineg technology shculd be able to skip directiy to Cnaoter 4, if
jesireds The 3oprozch 3dopted in tris charter is to consider the
introduction of VCS*s into the rich, comnplex architectures likely
to te fcund in IV generzticn systems., Recause ¢f the 34diticral
system structure in the IV generation, the somswrat zd hoc third
jeneraticn virtual machine software maprcing techniaues should be
inomed to fajiilure {Sections 4.1 and 4.2, Thic.result tezds us
away fror an interpretation of virtual wmzochines that deperds
implicitiy cn technioues used ir third genersticn systers.
Instead, we are able to develor a generslized madeil of 3 oDrocess
runrinoc on a3 IV generztion V(LS {(Section 4.2). The modef! allicws
us to understand different properties of virtual rachina2s ard fto
inferoret 3 number 0of trorosecd irgctementations of VCS*s in terms
>f the modet [Section 4.,4]. Furthermere, tre 1nodel leads
naturaltly to an implementation of virtual machines, the Hardware

Yirtuaiizer {(4V) which provides an efficient 3ard sirpiitied
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. mectanisr fer virtual machines ({Section 4,51, 8 numter of
: jetzilea examples illustrate how the Hardwsre Virtualizer might

aperete in 3n actuatl IV generation system (Section 4.51. In

3ddjition, the orinciples develoned in this chaspter sre generally

E
e 3oplicaeble to other architectures as well as the highly ccmplex
B IV cenerziion. Proper simpiification and intercretation of the
B mocel {eads to retrosoective principles for now the seccird ans ?
' 23
2 third aenerstion systems shoyld have been constiucicd t2 support B
s— >
: 8
L virtual vachines [Section 4.8]. g
3 b
= The eartier chapters deyiiuivn 3 basic unlers*aacirg of %
& E
73 virtusl machines ang existing techr;ques for jxutexenting them, Ag
: &
b and orovide additional motivation for seeking ie brazuthroughs A
4 ) e
3 fescripes in Chaoter 4. In Chapter 2 we introduce secme of the 2
% =
3 %
23 oasic virtual! mackhine terminology and proparties, snd survey %
= %
g 2xisting irplementations and related titerature. The 3onroach we j%
B ke
2 . . . . e 5,
] take to terminology in Chapter 2 is largely Jescriotive and é
=

R

%ﬁ wuslitative. Latery, in Section 4.2, a number 2f Ynase noticns %
g are re-cast in terms of the VCS model of Chanter . g
i f Chsoter 2 examines the existing *ech::iclogy for third %
i ; jeneraticn virtual mzchines and <shes why =ngd hew (it s %
3 : inacequate. From the construction used in IB¥*s CP-67 [Aocencix %
;é ; 1] we cerive the general cofiware j[mdlemertition of third %
{% % Jereration VCS*s. A close scrutiny of tynical thirg generation %
- : systems lesds to a series of empirical hardwore reauirarents for %
.ii g virtuaiizable third gqeneration architectures (Section JeZ]e é
;: g Aoclication of these rules in 3 nurber ot case studies indjicates 5
ﬁi é that most third generation systems cannot te virtualized
[t
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(Apcencdix @], This resu!t points out the generzl unsuitstility

2t third gereration architectures (for virtuatizstion) anc¢ the

ra2

Q)

Weaknesses of the software construction techniqua. Thus, we
forced to lcok elsewhere fo~ the key issues 3n2 sclutions in
designing virtualizable architectures [{Chapter 4].

Other material presented in Chapter 3 inclules reguirements
for hybrid virtual machines (HVV) ([Section 2.3], ad hoc
improverents fo third generstion hardware {(Section 3.4),y software
reauirerents for Type II (extended machine host) virtual machires
{Sectior 3.51y and suggested virtuzl machine scocftware crimitives
{Section 3.5} Additioral third gereration sublects zre provided
in the first three zopendices which deal with 3 CF-€7 tutorial
{Aocendix Al, case studies of some third genarstion machires
tAprendix P)s and case stucdies of scme third generaticn Type 1T
sperating systewms [Aoperdix Cl.

Chspter 3 should be of particular interest t2 tws classes of
~e3ders. The first class incluces these individuals runring
third ceneration systems and contemclating the introduction of a
virtual machine ftacility. The wvarious empiricsal rules cnd
stucies should help tc cetermine if virtuatl machines sr2 possitle
an the reader®s system and what oracticsl options may be taken,
The second class st reacers includes comrputer system designers
4ho can cbserve noWw relatively insjignificant design decisicns
have rengerec most thirc generation machines unvirtuatizable. It
4ill be necessary for these designers to avcit such errors in
jesiqring the virtuzl mschine support fer the Iv generation.

Chaoter 5 gives 3 very brjef summary of th2 researcr 2and

P Y

;
%
E
&
g
E
;%,
2
3
-]
2

4
b

arbnr il ey

AR R e RN

'L

h‘ﬁmﬂmmmgﬁmr A IS 208 S snnit M B PR AR P i o b S e T e



TRt BUGER TS
S i

%5
=
2

o
£
a4

3

&3
XN

g

2y
5

. A\l TR
NP TRV

)
s

e

3

VAR ey O

RN

TPt e

[ TR R R

by

™

B e e Al S e
AN e, L

e

Nexhab sl Shabee)

T L _—

20irts out several orcmising 3reas for addition3! study.

The firal material of the thesis, Apgendix 2, i< a3
2f somre of the termrs used in the thesis, In azdition

speciatized tfertrinoiogy for virtual machjinzs, e.9.
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CHAPTEE O
YIRT )AL COMPUTER SYSTOWMS

Termijnoleay ance Fackarcund

£
&
=X

FLAN CF C+APTEP 7

Cheoter 2 js diviced into four sectiors. The first <section
introzuces come of th2 basic termirolcaoy trzt jc usad in the
thecsiss Sirc2 virtis!l comguter systers have orly recertly ccme
intc existencey, we hcve been fcrcec to develcr rew terms to
~erresert ice3s 3bout Y(5°s. The =rorosch take~ in tris section
is sorenhzt Zdescriotiva. Later, in Secticr 4.7y a nurter of
thece rcticrs &re recist ir terms cft the Y(CS regcel c¢f Crapter 4o

Tr the s2cond cectiin, we contrast the noticr of =z virtual
1s¢crinre witk 3 nurter c¢f relatec ccrcerts. AN2xt, examctles of
axicstine virtual ccrcutar systems 3re citec. Ir the ¢tirsl

sectiory crblisnad litarzture relatira to virtuzl michires js
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2.1 TERMINCLOGY FOR VCS*S

The term Virtual Ccnputer System has been loasely zoolied to

3 range cf cifferent corouter cyster organizations. Recentiy, 3s
noted in Chapter 1, its use has been reserved fzr a scecific type

2% computer system entjty.,

4 Vvirtual Ccmputer System is a n3irdwara2-software
duplicate of & real existirg computer syster in which 2
statistically dominant subset 3f the virtual
orocessor®s instructions execute directly on the hes?
processar in rative mode.

There ar- two parts to this definition.

e

N

nyironment-- A virtual computer syster must simulste z real
a2xjctirg computer syster, Programs and operating systems which
run orn the reafl syst2m must run on the virtuzl systes with
identical effects Since the simulated machine may run 3t 3
j1ifferent speec from the real one, timing deoenzent processor and
170 code rzy not operform exactly as intenced., Tris is very
simitar to the timitation, however, that charscterizes
interchangesbility of orogrars arong differant members of 3
“corpstitie* computer fenily, such s between tae IBM 3531/43 and
the 38°/75.

Irpiementatjion-- rost instructions being axecutad must be
arccesced directiy by the host CPU without recourse to
instruction by instruction interpretation. This guarantees that
the wvirtual machire will run on the host Wwith refative
aftijciency. It aiso compeic the virtual machine to be simitar or

iderticz! to the hosty, and forbids tamgering with tne ccntrol

g SR
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store to ade an entireiy new order codc. ?g
The VLS ard/or host corfiauratjons are made up of onre or ‘E

more central processors, main wmemory, and I/0 devices (and i‘
e

20ssibtly I/G processors tool. Usualtly the virtus! corputer %
system configuration wil! have only one central crocassor. That '%
orocessor wray be called a yjrtyal machjne. However, the f%
o5

literature often informnalty wuses virtual machine and virtual %
corpruter syster, V¥4 ard VCS, 3s iInterchancgeabla, We shall do %

likewise.

Sirce s VCS is a3 hardware-software duclicate 2f a *“real
a2xisting computer svster there is zlways the ncfiorn of a real
corpyuter system, FRCSy, or real mschine, RM, whose execution is
tupcticrstily eauivatert to the VCS.

The procram executing on the hest mackine thst creites the
- YCS envirorrent s called the Virtyal maghine mgnitors Y¥M.

SP<€7 (S,65,85), which is ciscussed below, gives the YMF the

feadn

jeneric nare of “control prograr®. Only in tre discussion of

CP~€7 will we depart fromn the use of VMM,

ARSI s

et

Jelf-virtualizing vse fanily-victuyzlizicg ¥MM

Ty
TR

R oA s et DN A G Rk R Ve Bt

The VCS differs from the host cnty in its exact

k.ﬁ
5
s

configurstion, e.9. the amount of memory availzble or the

TRy
R

I
L

osarticular I/0 devices ettachad. A further distincticn might be

in the orecise characteristics of tre virtusl processor. The

,”.
g gL ,j“a‘i

—

5

“implementation reaquirezent™ in the YIS definiticn, sbovey

implies that 1the virtual! processor must te sirilar cr identical

T TAT

A

s
RV RRTIATIAAO bttty e Ml et

to the host processor. If they are not iderticaly ther the
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virtuzl machine must be 3a mrember o0f the same processar family as

S RN AN RGE P e

the host. For exampie, the virtual and host priacascsors migkt be

1ifterert wmodels o¢f a corpatible crcduct tine, c.c0.

V]

717155 znd

36073y 365/67 and 365/65, or 0ata General Sup2raova and Nova,
The virtuat and bPost procecssors might even h2 the same mcdel
orocessor, tut oniy diffar in the fLliness of t1e insfructicn set
implemented, e.9. universz! instruction set VS standard

instruction set,

This distinctior may be cactured by tne fcliowirg two

B e\ TET ST PO ot

T T e e
Y IAVER AL a/ D LTI S
‘
¥

categoriass E:
Self-virtualjzing (SV)-- The virtus! machire is identicsl tc the E
~
nost. Z
B
?; Eamjliv-virtualizing (FV)=- The virtual machine is s memper of the %
3 i
= sare ceaputer tamily 3s the host.
2

4
ot A
¥

In 2 self-virtualizing VCS, the functionalily ecuivalent resal

"

e

zsomputer cystem s iientical +tc the hoct. Therefore, wne

- soretimes czil the hest machiney, the rez! machina2., We then say

that the real/post nsachine has a vjirtualizable srchitecture {511,

It a2 VY0S is seff-virtuslizirg, ther it is pessible to run

VT

another copy of the VMM on the VCS, thus,

, e S A3y S b MR ALY AT S g o
st RS R A

producing arother level

O T ST SRR WE W TR N B

>
-

g; 2f virtual machines. This demonstrates the virtual machine ]
Eo j
%, { cecursiqQn property 2and is of distirct cractical imgortance since -%
2 g 3
E ; it sltows alterations tc be made to the VyYMM running or the %
g ; virtual machine and permits testing the V¥M in the rorral §
% § gperating environment, {See Sectionr 4.2 for tha develooment of g
g% §~ VM recursion in terms of the V(S model.) Wa s3y that tre VMM :
& &

é{ ? jefines the leyel of recursion or virtualization. If 3 VUMM is

.

) e st b e e,




Page 18

rurring or a tevel oo VM, ther it produces a !lavel n+¢i V¥, In

varticulary the rreal/host rachine is tevel 0, In Figura 2-1, the

512K virtuatl 350/67 runnrina CP~67 is (evael 1 anc its twd virtuatl

WA A SAL e s 2

Y

machines are level 2.

Level ys. Laver

The notion of VGCS levels should not be confused with the

MR s R N S

corcept of layeps in 3 computer systems As will te discussed in

XL

Shapters 2 and &, III and IV gererstion comguter systems have
structures which implement layers of restricted access to deta or
instructionse In III gsnerstion systems, the two |3yers 3are

Jsually called v¥aster/Sleave mogce (sunervisor/probltem,

Executive/Usery etceles In 1V generztion systems, the ftayers will

S e RS ol B s T eb s

O

el

likely te called rings {57,126). Since a tayer is a relationship
soetweenr two parts of an jindividual VCS an: a level (s a
relationshiz between two VCS®sy they are sotewhat indeoendent
notionse. In particular, each level of a VCS must 3appear to have
the same number of lavers as the real machine. However, 2as wnill

he seen later,y, [Secticn 4.3] software implementation ¢cf VYM*s hsve

utilized the restricted access of layers to simuiate the effect

>f tevelss This is merely an implementation tachnjique and not a

M‘N‘

jener3al orinciple. These issues 2re discussed further in

R
PR

"Virtuslizeable A&rchitectures® [51) anc Section 4.2. Figure 2-2

T

bz

"\f}'

itlustrates the relationshino betweer levels and layers for the

GP=67 VCS shown in Figuire 2-1.
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Yirtual Machines and Related Constricts

Yhe irplemantation recujirerert of the VLS definition

indicates that a "statisticatlly dorinant subset c¢f tha virtuat

arocessor®s instructions execute cirectiy on thz rost processor

in native mode.* To provide functicnal eauivslance tetween the

¥CS and res! coemputer systen RCS, trhose instructizans which co rot

axecute directly must te cimutsted on an

instruction-by-instruction basis. Thus, the *performance® of the

5
%

&

virtuz! machine is bounc¢ by the real machine an2 oy 3 “complete E

et

A

50ftware interpreter rachine, " £SI¥. Rather than set 3any precise 5

.} Jjerformznce oblective or recuire any myopic m3chin. dependent %
: b
?i implementation as part cf the cefinition of virtual Tachine, we é
35 E
. =
b oareter to treat VCS 3s a3 broac class of cotentisl systers. 2
7 tHowever, for a particutar system wunder ccnsiceration, we %
p E
9 arorrally arply the +term VCS if the direct executicn subset is g
3 g
4 naximat,] §
) Thusy the "“complete software interpreter mscrire™ is rot a %
kX 2
4 5
2 VCS <cince no instructicn of the CSTM executes 2irectly. Neither %
-5 is the real machine. Although atl instructions of the M axecute §
A §
. firectly, the PM is not 3 hardware-sofitware duplicate, 3nd inceed %
73 =z
R . . H
A it requires no MM, E
-5 & recentiy distinguished VCS entity is the hnybrid virtual 2
P R ;,
x 5
2‘ aagchine HVM, The HYM is 2 VM in which all supervisor state, e.g. %
2 X Yaster “ode or Ping 0y instructions are interpratad, The HVM has S
- YA i
> ; oeer found to Dbe a3 usaful and easy=-tc~-construct artifact where %
B f %
> < g . - - =

B nore familiar VCS techniques hsve ftailed. ([See Section 3J.3 and %
. E
S 2
S Aopendix B.) %
< § _},
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Ar exzmple of the way each of these four censtructs might
axecute a particulsar instruction seguence on 3 III generation
corputer system is irdicated in Figure 2-3, Successive
instruction executions, i.e. time, are representel frcm left to
right zrd the 1two states shown tor each of tne four constructs
are softnare interpretation anc¢ direct executior. 7Thusy the real
nachire is always shown in the direct execution state while the

virtual gachine occasionally traps to software interpretaticn fcr

certair jrctructions.

S b ke e s by D) s 3B B BN

%
3
L5
3
bl

~ Iype I ys. lype II \YMP
E The irplementatior requiremert specifies that rtost VCS é
#3 ‘,’4
% instructions execute cgirectly on the hosts It co2s not indicate §
% AoWw  tha VMM gains control for that suktset of instructions which g
F, =
ﬂ, nust pbe interpreted. This may be done either by 3 program %
} runring on the bare host machine or by a3 projram running under %
k- ;
? 30re operating syster on the host machine, In the case of %
;: runring uncer an oper3atirg system, the host opersting system %
> &
: ariritives may be usec to simolify writinga the virtual msachine %
moritor. Thusy two additioral VIS cetegories 3arjses g

b

e Type I--The VMM runs ¢cn 3 tare machine.

Type JI--The VMM runs or an extendec host {63,75), unzer the host

MR e

1,
¢

aperating system.

In ejither casey, the virtual machine being created is
i aguivalent to the bare host or a relatec family member.

= Tyre 1 fbhare host) and Type II (extended nast) VCS*s &re
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REAL MACHINE

SOFTWARE
INTERPRETATION

DIRECT .« o .
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VIRTUAL. MACRHINE

SOFTWARE
INTERPRETATION

DIRECT
EXECUTION

SOFTWARE
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|
DIRECT | l
EXECUTION

CSiM

SOFTWARE
INTERPRETATION

DIRECT
EXECUTION

VIRTUAL MACHINE vs. OTHER CONSTRUCTS
FIGURE 2-3
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itlustrated in Ficure 2-4, In both Type I an3 Type Il VLS, the
IMM creztes the VCS arvirorrent, Hewever, in a Type U V(CS, the

JMM  an a3 bare machine must ce~form the cysten®s scrhedutirg snd

{rezt) rescurce 3flocation. Thus, the Type I Y¥M 413y irclude

nuch cote not specific3aily needed for a ViS. In a3 fyoe II VCSy
the recource sllocation 3nc environrent creation furctions tor

YyM®*es &re more cleariy srclijt, The operating systenr noes the

SN e iRt

qorral system rasource 3allocatior and provides & standsrd
axtendeg machine enviranrent, Thre VMM program runs on the

2xterded rmzchine enviranrent and oproduces g pseudo-hardwusre

anvirnonrent. {Another interpretation of Tyzgce I and Type JII

virtu~l machines is oresantecd in Section 4.2.1

ey

SRt e cder

S

There are gifferent acvantaaes to be derived from wusing

2ither 3 Tyge T or Type IT VCS. If an jinctaltatisn ncrrally rurs

skttt SR

3 >ne particular operating sycstem and most users would prefer to

IS

trezt the systemn as an exterded machine, then a Type I ymy

3

3y

ng usec to provide a virtual machire fer the occssiornal user nwho

nay desire it, He might wart to ejther debug <syster code o¢ory

oy

33yey run csome {foreigr onerating system. In such 2 casey the

access to the system is likely to be rore convenjent for the

3

=

%

£

i';

a

o5 numerous typical usersy, andy orobably, rore efficient since there %
. £
3 S
> is 1less overhead in running the oreferred operating system. g
2 {Ancther approach to achieving some of these objectives is 3
3 reported by Parmeiee (931, §
& . . ;
2 If there are numerous atien operating systeas t¢ be run and 2
- &£
Ee =
s there is nec such thing 3as 3 preferred ervironment, it nay make §
k- y:
ﬁg sense to run a Tyge T VGS. O0Of course, the gecisicn tc choose "
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A AR S LN e P N i Bl e e et e i T Y e S e




.Vw, ¥ A
S AR F SRS

Ly

o TRy

i L 7";":"“«\

e

ety %

Wk A%

a4

i R e N
] b B IRA G PR e

ey
&
3

VIRTUAL
MACHINE

N e R R e R i R e s e i L e R A T et s

TYPE I VCS

BARE
MACHINE

VMM

R ————

VIRTUAL
MACHINE

Page 25

VIRTUAL
MACHINE

EXTENDED
MACHINE

TYPE T VCS

BARE
MACHINE

ONVENTIONAL OS

—i——EXTENDED
MACHINE

VMM

VIRTUAL
MACHINE

FIGURE 2-4 TYPE I vs TYPE I VCS
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Type II over Type I depends 31so on the existence of sn operating
system that is capatle cf supporting a Type I1 syster., Another

important factor to consider is the amount of work required to

brirg up either system.

Type I and Type II VCS®s are two cuadrants of 3 vore generatl
tabular structure which deserves future study. See Figure 2-5.

The two romns of the tatle indicate the host envircnment on which

3 the monitor program runs. The two columns indicate the target

envirorrent produced bty the monitor. A Tyce I VMM runc on 3

narcdware host to produce a hardware target, ie.e. virtual machine.

3
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= A Type II VMM runs on an extended host to oproduce 3 hardware
é target. The boxes marked EMM stand for £xtengeg Magchinz Moriter.
§ The Type I EMM is a conventional cperating systeme The Type Il
5

? £ZMM runs under one operating syster to produce the interface
; generated by some other opersting system, Tyge II EMMN can be 3
% valuable toct for transporting software when a VS is not used

[3€445]).
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TARGET
BARE EXTENDED

Bare| TYPE I VMM | TYPE I EMM

exTenoeo| TYPE I VMM | TYPE T EMM

—ANCO T

MACHINE ENVIRONMENTS
FIGURE 2-5
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2.2 COMPARISON WITH RELATED NOTICNS

ATy U A T T

:
04

R@?&ﬁé&%ﬁf&mﬂ N R R A £ 0 L AL AT NN SHLPINEN 8 b R W i 2,00 SN0 A B0 DI, b e ity ST M LR A S A L Sl o™ e s o BN TR et inde

Secause of the recent develocment of the fjeld of computer
systems architecture, anrd the absence of 3 generally usec, 3as
well as agreed upon, terminology, it is possible that the notion
3¢ 3 virtual machine may be confused with certajn cther retated
ideas., In this section, some common misconcections regarding
virtual rachines will be cited to provide some 3dciticnal insight

into the key notions invotved in a virtual machine.

242e1 Virtual Machire vs. Virtusl Memory

Virtuat! memory refers to an adoressing system iIn which a

fogics!l &sddaress genersted by a prcgram, called 2 virtual remory
8 address, is mapped into some other, possibliy differenty, physical

nerory 3ddress. Virtual memory ray be impletented in nurerous

ik

43ysSy arong thenm sirpie retocation, rultiole relocation, psging,

segmentation, or a comtination of these methods .38). If paging

Frbain ;“‘, WA

>r segmentation is emoloyed, it is often the case that the zmount
of virtuzs! remory exceecs actual! physical memorv.

Since one aspect of & real computer system is remcrys the
correspondirg attribute of & virtual corputer system is
customarily called virtual memory (51]. The virtual remory need

not be larger than svailable physical memory, although it may te,

if implementec on 3 machine with paginge This is tre case with

ZEVINE T

o

CP=-67 [9,8%,85], The virtusl memory may te even rapped

‘h‘.‘ 4‘4

7

identically into atl or part of its correspandingly addressed

axs
o
et

ohysical merory. This is the case with the proposed CF-€5
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e A

2

R

{S54,5R), experimental 1IBM 360/29 (71}, or Js3p3nese aork (501,

S

The permjttec virtual memory size or method of relccatior (or
not) are issues xhich affect the flexibility of the use of
virtual rerory, or ease of performing system sterage altlocztion.
These iscsues are {13rg2ly tarngential to the nstiors jinvolveo in

£ virtual racrines,

One pearticular connection between virtual mzchines and

e S R R R R A

virtual memory concerns the irterrunt control rejzister locations

f thzt most systems hsve fixed in low ophysical core. Since the
25

; nerory of @& wvirtual machine js functiorally ezcujvaliant to the
% nemory of a real machiney, virtual interrupt locstions in virtual
% nemory rust have the sare apparent effect for the virtuat machinre
é, as the corresponding resl locations have for the real machine.

23

2,202 Virtuzl Machine vse Virtual Mzchine Time-Shsiring System

s
RrPITR I

A Virtual Machine Time~-Staring System (V¥TSS) is a

tireshazring system in which each user®s interface with the system

-.u.,,.
W T

is s*virtuatl machine [81]. It is rossibie to rave 3 virtual
nachine without having timesharing or a VYMTISS., The experirental
IBM 38C/3D (71) or the Jacanese HITAC 84RG (5C) are examples of
virtual machines rurnina on 3 non-timeshariny system, The

virtual 263 under UMMPS [6&6(]) is an examole of a Tyoe Il virtual

P T VT T Y
LU VA S A R U R R S R e b

mackine runring under a (conventional) timesharin3j systam that is

' T Nt
A A S LR Y e btk bt B AR AT T WU PRt

not a VMTSS, Possibla confusior between virtual rachines and

i
'
23

- JMTSS®*s ray be related to the success of CP-67 which is 3 VFTSS.
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24243 Virtuzl Vachire vs. Pseudo Machine

4 pseudo-machine [99), also calied an extended machine [53)
ar & user machine [75), is & composite rachine sroduced through a
combination of hardwar2 and softwarey in which tre macrine's
ipparent architecture his been changec slignhtiy tc make the
nachine more g¢onyepriert to use. Typicallyy these architectural
changes have taken the form ot removing I/C channetls 3nd devicess
ind adding system calls to perforr 1/0 zand strer operztionse.
These system functions are rormally invoked by transferring to
sore lccation in virtuat mremory, as in Multi:s (88,92), or
issuing a Supervisor Cail (SVC) or *Faster Moae Entry (MME), etce
instruction with suijitzsble sddress code. The supervisor
interprets the SVC, executes the desired functiar, and returns to
the user.,

In 2 virtual machine, the machine®s 3pparent architecture is
iderticst to a real machine®s architecture. The visibitity of
att I/0 channels anc devices 1is jeft jintact. There are no
supervisdry functions orovidede It o machine wishes to perform
I/7C0y it must utitize its own 1/C prcgrans. Indeedy tne system
joec not provide an SVC handier for the virtual machire,

Possible confusion between virtual machine and psaudo
nachine can be attributed to an overuse of ¢the term “virtual
nachine® by certain suthors, Teco often "virtual amachine" has

been ysed to denote a3 necn-hardware "user" machine (111,112},

2e2¢l4 Virtual Machine vse Erulated Machine

Frulation (s 3 technjque that bhas beer uses successfully *to
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nap one system architecture into znother di ffarent architecture
(63,82,1131, Emutation at the interior decor interface (nardware
interface) causes tte layer 2ero soffware visibility of the
fative system to (atrmost) incluoce vis..i ity of the target
system, Similarily, erulation st the exterior 3zecor interface
{extended machine) exterds tne software vicsibitity of, say, laver
1 to inctude software visitility of tayer 1 cf the tsrjet system
[511.

Hell-knowr exarples of emulators include IEM*s 1401 or the
366/73C, 70694 on the 3A0/€5, and DOS under 0S or the 271/14E., 1In
the first two examples. the target ard rative interior decors are
vastly different, This requires the emulator t¢ be Iiteie:anted
via special additionra!l microcode, znd the orocesior fu.' orerste

in this non-native wrode.,

In 3 virtua! machire, on the nther hand, the target and host
are ejither similar or identical hardware meschines. It a
selt=virtualizing mschine has an emulator implesented on it, then
it should be accessitle to the virtual machine in the sare way
that it is to the reai one, Thus, if there =axists 3 scgecial
instruction, such as 0c¢ Interoretive Loop (DIL) f14C) which puts
the machine into an erulation mode, then its 2xecution by a

virtual machine shoufc put the virtual machine into emutation

nocdes [(IBM has jJust anrounced this facility for YM/379 (6711
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2.3 EXAMPLES CF VIRTUAL MACHINES

There are ratativeiy few examples of virtusl machines that
nay be cited. HWe will show later {(Section 3.21 that this is cue
to the general unsuitsbili*y of contempecrary designs 3and hence
the significant requirenents placec on 2 computer system thrat is

to suoport a sc.tware coastruction of virtual machines,

2.3.1 IBM Pesearch Mula/44X~~- Type T FV (Family-virtualizing)

The IBV M4L £91,1023) was & hignly rmodified (II generztion)
IBM 7444, extended t¢ include paoirg and a number of ooeratioral
nodesy such as Probler/Supervisor, Location Test/No Location
Testy, and Mapping/Nc Mappina. Through the use of 3n operating
system, calied MOS (Modular Operating System}, it orocduced a cet
of wvirtual machines csiled 44X*s., {(These 4U4X*s are noat virtual
machines in the strictest sense since they are slightly different
trom real 7C44°s.) A 44X operating system runs cn each L4LuX and
srovides the customary services fourd on most coareting systerns,
The Mi4/44» system was very jimcortant, in the history of
comrputingy for trying out 3 numter of innovative ideas, amcng

thery, virtual machines.

2.3.2 IfM Cambridge Scientific Center CP~4{Q-- Type I FV

CP=-u4G [3427458)y the forerunner to CP-67, was constructed on
an I6M 360740 tnhat was soecially meccified through the aidition of
an associative memory n3ging boxe This system was a VMTSS and

supported fourteen virtual! 360°'s. These 350°s were standard

A A
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E

z

3160°s and <id not contain any of the specisal mo3sifications cf the 3
&

host mooel 4. The virtual 36(°*s were ahie to ~un numerous 360 3

o

aperating systems, including the standard 0S/3€9 [66,84) and CMS
[85)s @2 conversationsl system which was developes at Coambridge
Scientific Center specifically for use with CP-4(s The system

suffered frem the ccmposite limitastions of the 3231/40°'s orocessor

speedy & modest amount of real core, and a slow disk for Dpaginge.

N R b,

S

o4
£
3

»

HYowever, CF-40 dic serve to deronstrate the visbility of the

: ]
; virtual machine notion. Furthermore, it provided a VMTSS, =2and g
4 -4
g with CFS, & converiert conversational systens for the 360 3t a %
; tirme when no other gereral purpose timesharing syster for that é
% series of machines wss working. Irdeed, success wWith this %
: =
é oroject led directty to the larger system, CP=67. %
4 2.3.3 18¥ Cambridge Scientific Center CP-67-- Tyoe I FV %
é CP-67 [Q,€£5,85) Wwas begur as an experinentzl system in §
Gy 2
éj conjunction Wwith MIT Lincoiln Laborctory in Jsnuary, 1967, %
i Initially, the CP-40 system was modified slightly to suoport the %
g different memory relocaticn syster found on the 3€0/€7. %
Z t Subseauently, the entire CP-567 syster was rewritten. CP-67 is 23 §
4 VMTSS which runs on the 360/67 and supports setween thirty and ?
.§ forty users. "t is. by fary, the most widely knewn virtual §
- 2
§ é machine systems The virtual 36('s producecd undar CF-€7 have been %
% ; very successful ir runnirg & nurter of differert 2€0 operating g
% . systems. These include (but are not limited to) C5/360 (in many §
'% versions)y DOS, DGS-AFL, CMS, LLMFS [85]J. The virtual machines '
é : have been wused in tetlecormunications acolications. The
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s

Jniversity of Grenoble hes even rur the IBV CS/ASP (Attached

Support Processor) system, connecting a real 363740 to 3 virtual

360 (9],

The orincipat liritations of the virtual maschines prcduced

' n 1 !
et i dnle e i

Rk

by CP~67 are that a srall set of programs may not work correctly.

; These are!

s (1 Programs which depend¢ on precise execution times;
z (2) Programs which depend on the relstionship between
& processing tire snd input/output time,

3

(3) Programs which depend on precise real=timey, and

~

St

o 42

(W) Programs which ccrtain setf-103ifyin3y channel
programse.

R TS AN S

ey
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The first two restricticns are identical with those to insure

r
32
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e compsatibility between two different member processors of the 360
farity [69].

"

]

i: 2.3.4 Extension of CP-67 to surport virtual 3e0/67-- Type I SV

? In May, 1969, the suthor designed a3 stight extansicn to
TE CP~e7 to support a refatively efficient jirolementatior of a
E virtual 360/€67 (with virtual relocation) ({54], With stight
% .

?A nodifications, this design ot a virtual 36(/67 435 imciemented :In

i

the fatl cf 1969 by F. Furtek. Independentiy ¢f this work, A.

3t b SN LS

duroux =3t the IBM Cambridge Scientific Center alsc desigred a

virtuat 360/€7 extensior to CP-67 {<S5)1. "The two cCesigns are very

3 similar anae the Ayroux implementation has cecome p3rt of the

b standard (IfM distributed) CP-67 system.

The virtual 360{/€7 has been limited to 3 Zu-bit addressing

B
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noce single processor machine, With this ceozbility, veariocus

360/67 ooerating systems have been runy, including CP~67 &nd

Ao enitay
i

TSS/7%¢0 (93], That isy CP-67 has beepr run under jtseff. In

.
ARV PRAE & ool 5 3 ¢ L PSR § PE 0 s Y Ly YA,

f fact, this chain has been tested to a denth of 2t je3ast four.
% The oprircipral additioral tiritation on the oaperation of the
%, virtual 362/67 over a standard virtuai 260 (under CF-g7) is that
i arogramrs that dyneamicclly alter the contents of segrent c¢i page
i tables may not exaecute 3s intended. The results ray or may nct

se jdentical with 3 reatl 3€0/67., Ir a real machine, th2 corterts

2% the ascociative registers may affect the result and hence

results may siso be unpredictable,

2e34% Virtuat 369 under UMMPS-- Type II FV

The virtual 36C uncer UMMFS {44601 is a Type I virtuzl

AN i MAOIT P v L s i 200 B A ek s, Lt ydbaiie ey o kxR st stessdsoyhontd

nachine system. UMMPS is a conventional muiticrograrming system
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sahich was written at the University of Michigan ts run on s dual 3
g H
> orocessor 2€3/67. The Universivy cf British Cclumbis h3as wsade a 3
3 3
e few modifications to UMMPS to supgort a wvirtuzl 269, These :
4 3
é nodificztions have taken the form of some additional supervisor 3
. 3
e call facilities to pertcrm some crucial operatisns in dispatching :
. the virtua2l machine, Agparent® excertionai concitions occurring §
F- 1 H
g 4
5 . in the virtual mAchine 3re reflected by the UMMES supervisor back 3
", . é
. to @ user program which perfarms, for exarple, the simytation of 3
i . i
= 3 orivileged instructions. Virtual (stancard) 3563°c are the only 3
(‘:_ :2‘9 ?
k. 3 virtua! machines supoorted by this systemy, 2!-hough other user :
Y .
3 i ;; - v - . !
L ¢ interfaces tecjdes the virtual machine interface are oprovided :
SR
L {sueh zs MTS or a tonventional batch systexd., Extansicns to
g _
.- f: B
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JMMFS to support virtual 3€./67's as welt 3s the standard 366°s

are being designed.

2.3+.6 Japanese Electrotechnical Labe HITAC-8400-~ Type II FV

The MHITAC-840C is the Jzpanese manufactur2d version of the
RCA Spectra 73/45, It is @ conventionat third generation
corputer without & memory mappirg system, sitilar to trhe IBM
System/3€3, As an sid in debuaging ETSS (L9}, 5 newn tire-sharing

system for the HITAC-340C, a Type II virtual machine was
constructed on the =existing, vendor-supclied ogerating system,
TOS/T00S (5C)l. The virtual machine system js very siriliar to the
virtual 3860 constructed on UMMPS, One interesting sscect of this
affort was the atterpt st simulating various virtuysl I/ devices
that did not have exact ohysical counterparts (such &s a disciay
score)le This was dones of course, csince the virtyal rachine nas
heing used entirely 13 debug supervisory code for ETSS anrnd not

for runring preduction jobs under it,

243,77 Hardware Modifiead IfK 3JGI/30-< Type I FV

& virtual @machine syst2m has bpeer constructed on an
experimental 63730 throgugh a combination 3% scftware and
nardwire, i.e, Ricrodrcyranming nvodifications {711, These
nodifications, wnich have been introduced in order to simptify
virtuatl machine construction; are usad to imoierent 3 speclai
“monitor” mode, 2and to relocate the interrupt central srea from
the requiar cortrol progiram area Iin shysical page . The systenm

not o VMYSS anc ontly supperts one virtual machine. 1Its
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grircinle use is in monitoring and evaluating tne perforrance of
axjseting operating systems such as (persting Systam/360 (CS/3€0),

an¢g the B8asjicy Disky, and Tape Operating Systems (B80S, DCS,

B

A AUAT L MU s M 90 0 N 11 NN o RO a2 1 G

& T0S/73670).
; 2348 MIT Project MAC PCP-10 ITS-~- Type II SV HyM
% As wil! be seen in Chapter 3, it is ngt oossible to
é irpliement virtual machines or the OEC PDP-10 using corventional 3
; third generation software techniaques. Recentiy, the ayther znd é
2. i
E Se We Gatlley have ijrtroduced the notion of 3 hybrid virtual E
% machine for the FQF~1) [56]. With this  tecrhnijue, aty %
2 axecutive-mcde instructiors are irterpreted while all user-rode %
g insfructions execute directiy. The ™MIT Projact MAT [Qynaric %
; Mocelinrg~-Computer Grachics POP=-10 has provide?d 3an jigeal g
§ environrent for this implementation. The ITS (Incompatitle é
: Timesharing Systemr) gprevides the requisite features to suprort a %
% Type I (extended machire host) VCSe Furthermore, tre hardmusre é
4% configuration is trlessed wWwith sutficient cere sndy at times, §
3 i
% 2nough CPU cycles to make it possibie to run fthe HVUM, [See j
; i
%k jiscussion in Apoendix C.) ;
; ; 2.3.9 Grenoble Monitor System for Standard 360740 %
3% i G¥Ssy CGrenoble NMonitor Systemy, [58) was da2signed by the TBM §
'g g Srenoble Scientific Center to rprovice muitiole 263°s on a é
. g standarc IBM 360y ie.es one wittout relocaticn. The major g
é i objective of the system was the concurrent suppcrt of 3 timited %
3 ? number ot virtual machines, each ruynning (CMS, the Camtridge %
3 :
:

'
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5
¥ Monitor System, Since 3 standard 3€0 does not crovide a wmemory 2
- %
3 relocation system, the store gnd fetch memory protection system %
- . g
Aust be usec in virtual machine corstruction. ({S2e Agoendix B8,]) ;
Homever, because of ditficulties in Iinstaliling fetch-gratect c<n a %
Furopear model! 40, ¢the actual irplementation had tc compromise ?
the pure 360 hardware definition of the virtual machinass. This g

fed to 2 system in which moditfications were mace to CMS to allow
= it to run in this “enhanced' environment. 3
g 3
b 2.3,10 IBM VM/370 _
- In July, 1972, 18M announced a virtual machine tacility for 3
3 various rodels of the System/370 (67). This system seers tc be a f
E: iirect descendant of CP-67. When delivered, VM/37C will te the
- tirst tormstiy-supported, commercially-offerred VCS available §
= %
3 from any manufacturer. g
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2.4 RFELATED LITERATURE

The early literature on virtual machines dealt simcst

axclusively with the jimolementation mechanisasy policies, or

jpplications of ore cparticular virtual comouter system., The

ki
#
14
¥
b

treztment of policiesy €+Qey schedul ing 3ljorithnrs, page
2 replacement algorithms, in these paoers involves largely the same
; consjceraticns as in non-virtual machine timesharing or
; ) nultiprogramming systems, Therefore, they will not be reviewed
b
E' nere. Many of these papers, particularly those devoted to remory

nanzgemert sppear in the annotated tibliography of Farm2lee et al

{951}, Since the tnesis is concerneg wnith “eveloping

arcritectural principles ana mechanismsy we will rot revien the

% virtual machine aoplications papers either, Honever, same of the
E more signjficant papers 3are listed in the tiblicgraphy.

% The virtual machine implementation and machanism vapers go
% vack to 2n early wunpublished paper by Sayre (101,133) which
g iescrives the IBM MuL/44X work and its implications. Perhapgs the
Z first virtuzl machine report to get wider circufation was the
2 : jescription of (P-4 produced by the 1IBM Camtridae Scientific
‘Z Senter in 1966 (3.

2 S Hith the arrival of CP-67, a3 number of papers were oublished
>i E 4hich cescribe the mechznisrs used to create virtuzl machines.
% %; These papers include Field [47) and Aurcux and Hans (in French)
ig : {391 which &sre the most complete. Later papers by I2¥ authors,
g £ 2.9+ Meyer and Seawright [85], repest much of the same opublished
b 5

; % naterial.
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Two early pacers duserve oparticular note. Fuchi®s paper
{501 reports on the jisplemertation of the first Type II VMV and
alsc gives insightful suggestions for hardware *“imoravements to
facititate virtual macrine construction. Keefa®s pavcer (71)

reports on some hardware modifications attemcted with an 18BM

360/3) in order to simplify production of 3 non-saif-virtuatlizing

MM,

Among the 3uthor®s early papers are the first capers that

jiscussed self-virtualizirg systers and the develcprent of an

ampirical basis tor deciding which macnines are

self-virtualizing. "Virtuzl Machire Systers®™ [43] recorts on the
desjign of a virtual 363/67 under CP-67 and 2 virtuatlt 353/65 under
"CP-65" (which runs on a stancard 330/€5). This same report and
“Hardware Reauirements for Virtual Fachine Systems* [52])] contain
the first published 3nalyses of ¢the problers involved in
implementing a VMM on a specific cl1assy ieee third generation
machines, rather than &n individual comrputer syster.

Recently, there has been increased interest in VCS"se. At

the (Septerber) 1971 IEEE Internationsl Compnuter Scciety

Conference, the author organized a session of zacers [53,34,113)

and discussion devoted solely to VCS°s. Cne ¢t these cpaspers,

writter by the author, "Virtual! Machinest Semantics and Exarptes®
{52) oroposed some ot the terminology introduce? in Chaonter 2.

At the 1972 ACYM International Computing SyTposium at Venice,
three papers specifically related to YCS®s appeared. In "Virtual
Input/Cutput in a Virtual Environment™ {8, Ancitotti, Cavira and

Li)Jtraer of Pisa investigate the possibility cf alicwing an 1/0
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channe! to execute & proaram allocated in virtual memdory, *I1s
Supervisor-state Necess3ry?' [76) by Lauer ard Snow cf the
University of Newcastie-upon=-Tyne is a particulartly insichtful
and well=-written caper proposing the organization of a
self-virtualizing compguter system bssed ugon = relccstior and
bourds form of address relocation arnd no supervisor state. As
Wwill be discussed in Section 4.8y this design is 3 scgecial

3ub-¢

[

se of the hardwmare virtuatizer of Section 4.% with f=R-g3
anc d=iadentity map.

The third paper was “Virtualizeable Architectures™ (511 by
UJeOe Gagliardi and the zuthor. This paper was tha first pager to
suggest the nezed for firmware suprort for virtusl mschines ir a
comclex comcuting environmert. The design that emerged, called
the Venice Proposs!l (VP) in this thesis, f23tures 3 hardware
Virtual Machine Identifier (VMID) Register to scecify the sactive
virtual machine. It was the work with U.0. G3gliardi on the \P
that led the author directly tc the more general rodeil of 35 VCS
oresented in Section 4.2+ In Section 4.4, the VP is presented
and interpreted as a3 specis! case of the VCS model.

4 nuymber of other rapersy not specifically related to VCS's,
wave affected the author®s thinking during the course of this
research, Some ot thase oapers ciscuss hiersrchical operating
systems, layered oprotection structuresy, or ceferred resource
oincing. The early paper bty Dennis and Van Horn (1,40) descrites
an hierarchical operating syster anc suggests primitives for
interprocess controtl. The caper by DOijkstra (41) descrites 23

view of 3 system seen as 3 layered structure. Tha pagper by
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Schroeder and Saltzer [1(6] oproposes a hardware mechanism
sutficient to support 2 |{ayvered syster stricture. Evans and
LeClerc [4€,77) describe a harcdware addressing structure in which
addressesy e.3. Segment numbers, are assigred relative to each
inaoividual cprocedure call, Finally, Schell®s doctoral thesis
{1041 discusses the relaticnship between {ogical ard physical

rescurces and the mechanisms for electrical bingirg.
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CHAPTER 3.
PRINCIFLES FOR III GENERATION VIRTUAL COMPUTER SYSTEMS

Inadecuacy of Current Designs

3.0 PLAN OF CHAPTER 3

Chapter 3 develops arinciples for third genaration virtual
corcuter systems, The spproach adopted is somewhat erpirical and
relies on a scrutiny of existirg TII generztion hargware and
software systemss The chapter is divided irtc four subject
areas! (1) Characteristics of 1III generaticr hardware, (2)
Harcware requirements for third generation virtusl corputer
systems, (2} Software recuirements for Type Il third jeneration
VCS*sy erd (4) Conclusion.

In the tirst secticn, wWwe summarize relevsnt architectural
characteristics of III generation systers.

Section 3.2 generalizes the virtuat machine construction
Jdsec in CP-€7 to derive 3 set of emcirical hardware rejuirements
for deterrining it a third generation =rchitecture |is
virtualizable. [Appendix A provides a trief tutorial on CP-67.]
The rules are apolied to a number of representative TIII
jereration rachines and the results are surmarjzec¢ in 3a table.
i Aopendix B orovides the cetailed anaslysis of these ccse
studies.]) In Section 2.2 we introduce the bybric virtual machine
{HVV) and cevelop its set of 1Jess stringent hardwsare

reguirerents. Finally in Section J.lby rodest ad hoc
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“improvements' are considered to make more third 3eneration
machines virtualizatle,

Section 3,5 develors a serijes of erpirical ocerating system
reguirements for determining if an opersting system on 3 tbhird

jeneration rachine will suprort a3 Type II (extended machine host)

YMM. The rules are appntied to a number of represertative III

i
i
s | heay ey R R
AR DAY B Mttt S B R R SR D w0 e it RRORILEN R

jeneration operating systems and the results are summarized in a

table. [Appendix C provides the detailed snalysis of these case

stucieses]l] In Section 3.ty we propose an exarnle of a set of

ideslized operating system prriritives to suoport Type II virtusl

nachines.

Section 3.7 reviews some of the results ¢f the chapter 2nd

sarovides some cerspective of how this uerk relates to Chapter 4.
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3.1 CHARACTERISTICS CF III GENERATION COMPUTEFR SYSTEMS

One of the most significant architectural innovatians of III

Jeneration computer systems is the existence of tws orocessor

modes ¢f operation. These two moces, variously called supervisor

and probttem, executive and user, or master and sfave provide two
iagrees of orijivilege for orograms. Thus,s ocerating system
arcgrams, when executing In master mode, may typically invoke
certain special instructions, while user prograss, opersting in
slave wnrode, may not. These instructions norrally control such
critical system features as the input/output facilities and the
setting of privilege itselft, Atterpts by programs in slave mode
to issue privilteged instructions are normally prevented in cne of

several wWayse

Another architectural characteristic of 1T: generation

systems i5 often, the presence of a supervisory call
instructions Since 3 usar program (s orohibitea from issuing
arivileged instructions, the operating system normally provides 3
neans for users to calt upon it for these servicess Fatry to the
sperating system is wusually via s special instruction, such as

Supervisor Call {(SVCy RRM, LUUO, MME) which traos to a oarticular

focation in the nmonitor, The rmronitor checks the request,
serforms (if permitted) the desired functicn 3an: returns to the
user programe

An adaitionatl characteristic of the III generction corsputer
system concerns the means ¢f addressing memory. Usualiy, but not

atweys, some kind of relocation and/or protaction system

is

.~

47
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orovided. The menory relocation may take the form 2f simple
relecation and bounds (R~3), pa2gings or even sa2g9rentatior and

2aging. Most of trese systems provide an avsslute 3ddressing

% mocde when the memory reloczstion system is disablecs This usually
; sccurs when master moce is entered.

g III generation 1/0 systems usually communicate with the CPU
i via asynchronous interrupts which are affected by 3n interrupt
f control area in low ohysical core. Intervsl timers are set and
;; notify the CPU simitarly.

?j Oenning [37] has recently delineated ¢the extant of 1II
% Jeneration systems by uncovering the existence ¢f a “Late Third
{E 5eneration.”  Since his distincticn between III and Late III is
;% 7ften tssed on facilities of the operating system scftware, we
i neec not distinguish them, Virtuatization is corcerred with the
f? software visibility of the interior decor, not of any operating
; system features. Later in Chapter 4, we take un the likely
? characteristics of IV generstion architectures, Since many of
% these same *“Late Third Generatjion® facilities, e.g.,y interprocess
; comrunication, are now opresent in the I; generation interijior
'2 fecery virtualization must consider them, I[See Section 4.1.)
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3.2 EMPIRICAL HARDWARE REQUIREMENTS

CP-67 has suggested a general approach for constructing
virtus! machines on other conventional III generztion systers.
In this section we Will explore the application of the CP-67
virtual machine construction techniaque and see for which III
jeneration systems it is acprooriate. Appendix A provides a
tutorial orn CP-67 and descrites the maps which it enployse The
Xey point in the simulation of a (III generation) virtual
orocessor js that sirce the host and virtual rachine 3are
identical (or similar), the instructions of the wvirtual mechine
may be executed directly on the rost. Howevar, because of the
virtual machine mapping construction it is necesssry to oprevent
certain of the instructions from executing directly ¢n the host.
These instructions, if executed directly by 3 VM can cause
serjous difficulties in interpretaticn or contrcl. [See Appendix
A.]1 Any instruction whose direct execution cannoct be tolerated is
terred 3 sensitive instruction. Then the key toc imclementing a
virtual machine on III generation systems is to porovide cofmplete
functional equivalence with a real machine without allowing the
1irect execution of sensitive instructions.

The scheme adogted refies on a software macpina ani permits
snly the VMM fo run in supervisor stste. The virtual machine,
itselty, is run in problem state., Threrefore, if the instructions
that are considered sensitive are alsd crivileged, their

attempted execution by the virtual rachine (ir problem state)

Aaill cause a trap to the VMM, 1If ¢there are same instructicns
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that =zre considered sensitive but are rnot orivileqed
instructions, then it may be necessary to resort to msssive
interpretationr in order to preserve the integrity of the virtual
nachine.

Whet are the instructions that are corsjiderec sensitive ir a
virtual machine system? Certainly any instruction that attemots
to charge the mocde of the virtusl rachine. As stzted above, in
srder toc prevent a virtual machbire from gaining control cf the
host machine, the virtual machine must be run i1 protlem state.
Moreover the virtual machine should not be permitted to put the
host machine into supervisor state in such a way 3as tc allon the
virtual machine +to execute any privileged instructionss In
arder to mairtain a compatibility between the virtual machine and
its real counterpart, the VMM must crovide a virtual supervisor
state, See Figure 3-1, In thic state, the virtuz!l rachine’s
orivileged instructions are simulated by the VMV, In addition,
the virtual machire should not be able to change its state from
virtual supervisor to virtual problem state without a orjvileged
instruction. Since toth of these states are actualiy run on the
nost machine as problem state, the VMM must be informed directly
or it would have no way of knowinrg that a virtual state change
has occurred. Furthermore, it (s not sutficient ¢to merely
orevent the virtual machine from changing the state ot the host
nachiney, it must also be prevented from referencing it, Since
the host rmachine will be in problem state when the virtual
machine thinks it is in suoervisor state, the answer to the

question "HWhat state am I in?" may give an inacpropriate result,
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Corseauently the instructions ahich reference state iaforration
3¢ well 8s those that acfually change it sust be orivileged
tnstructions. 1In machires in which this is not truae 2t the VMM
canrot  pertorm some kKind of cre-~interpretaticn, 2 virtual state
charge right occur withecut its knomledge. f£s will ne seen in

Section 3,34 the Hhybrid vir*ual rachine, HUM, orovidas snother

——

sofutior to this dilerms.

Ancther probiemr arising from the fact that virtuzl machines

in virtuat supervisor state musi, in fzct, e run in physical
orotiem state, corcerns the intercretation or 1ack of
interpretastion of certain bits in the jnstruction wo, .. Certszin
machines use an additionat bit in the instructisn werd anly when
in supervisor state. Other wachines use additionz! bits :n the

address portion of the instructione. These differences in

instruction executior in orobler snd supervisor stite mray be

Ch
by ey S AL g b 3 B b8 L b ) ks R N s L

1ifficutt to resolwve without resorting to instruction-

by~-instruction simuiation. [See Acpendix PB.]

In adgition to changing cr referencing the stz“2 of the hest
machine, the virtual machine rust be oreventec rcm tamcering
4ith or looking 3t cartain sencsitive registers ang ccre

locatiors, for exasple, because the VMM must kaep trick cf the

~e3! interval timer fcr all machines, the virtust machine must be

3
k3
3
3
<

3

£
%

]
H

3
2
3
S
7
=
=
3
B
3
3
b

AT

orevented from referercing the resl clock, Since in scme

[

machines the «clock it 3 reaister or a fixed lacation in core,
ajther the instruction thar references it rust te privileged or
some methoc¢ must be found for prctecting it through the uyse of

the protection or relocation syster. In order t3 opreserve the
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virtual machine notion, the VMM must maintain a virtusl clock for
the virtual machire in some other part of core. Some other

sensitiva dedicated core locations are the various interrupt

T T TR T WAL NI “""d

8%

registers that are automatically accessed by the hardwsre in the

.
2

E 2vert of an interruct. Since the conterts ¢f the interrupt %
: locetions are wusec sutometicaily by the hardware, their values g
g kS
? may bte considered part of the specification of the ststa of the 3
? nachine, Therefore, the instructions that access these values

& are sensitive and shoulc be privilegede If they are not, scme

i3

i 2ther means for protection and alerting must be erpioyed.

? Other sensitive instructicns are those invalving the storsge

i orotection system and adaress reiocaticn system. In orcer 1o

: arotect the supervisor and (pocsibly) other virtual machinec from

=

: 3n errant virtual macnir2, the virtual machine ray never have

; iccess to any location that is not in its virtuzl memory. This

i M3y be sccomplished by raking all storage crotection instructions

f orivileged, or oermitting their effect only within tha scdress

i space gafined by the sddress relocation system. Ii ‘here is no

Es

; relccaticn system ard atsolute addresses are generates, than the

storsge oprotection wmecharism must be used to set the virtual

nemory size, protect dedicated lower core locations fros access,

2 3nd protect the supervisor. In this case, the storage grotection
G
7 instruction must he privileqed to permit the sucerviscr to manage
ke
g

the protection keys for the host machine. It the host machine

{EEdRs

13s 3 storaqe relocstior system (either relocaticn reqgisters,
= naging, segmentation, or & combination of thes2) ther it must be

insulated from the zction of the virtual machine by making ali

39 ———
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instructions referencing the relocation syster crivileged. It it

7z is cesirad *c have z virtual relocation system which makes use of
the host rachine®*s relocztion hardwsre then the effect of

B relccation setting instructions must te sitTulated. This

sirulation includes trsnstatirg virtual memory locstions te real

i

2

%

core addresses.

Input-output instructions are aiways sensitive. It is

RO AT AT e e AN A
SO G R

Arecessary that they be executed only ty the supervisor in order

e S R Ry

to isotate core from seconcdary storsge, protect sacendary storzge

sl Ky,

3 fror virtual! machines, and enabtle the efficient scheduting of 1/0

5]

3 tasks for the host machine. Furthermore, the Y¥M may be recuired >
f to translate virtual cevice addresses into their real equivalents §
E: E
Er nefcre I/0 transmission may take place. If the notification of 3
o the 1I/C instruction does not occur before the I/ operation is %
3 2
9 started, data may be jost or physiczl movement may be neediessly 3
4 2
o <z
Es initiatec. Thus it is important to trap the 1/C instructieon as %
? soor 3s possible. 2 oprivileged I/0 instruction is the best E
F: solution.

3 Thusy we are able to state the following empirical hardware 3
ol =
3 . . . . 3
pr rules which govern whether a virtual machine monitor msy be %
2 2
f‘ impclemented on s conventional third generatior. corputer system, %
¥ £
2 E
2 3

=,
e
x
-
<
<N
it
&
t
.
3
s
»
<
=3
3
%
2
g

i) 17 TR Y SR L QSR B Sty i




o G A §T i RS AN T L O VR RN S I SR S L AR R B A I Mt 3 3T 8 TR SR MO S G- A BT TR R R R RSy b A L A M S s

Pzge 53

Empirica: Hardware Reguirements

(1) The rethod of instruction executior of
non-privileged instructions in both supervisor and
problem <state must be roughly equivalent $3r 3 large
subset of the instruction repertoire,

(2) A methoo c¢f protectinrg the supzrvisor {(anc any
other virtual machine, jif there is multicrigramming)
from the activ2a virtual m@m3chine must bte 3vailable.
This may te 23ccomplished, for eximcle, through 23
protection system or an address ftranstation systern,

ﬂ
RN . an 20172 Pt SRR AT T Tt A M B B ) b o bbeds MR VR,

{3) A methoo cf automatically signalliny the supervisor
when the virtus! rachire attempts to execute 3
sensitive instruction must be availabhle. Thre tragc cust
not cause urrecoversble errors. It rust then be
possitle for the supervisor to simulate the effect of
tre instructicne. Sensitive instructions includet

ae These irstructions which 3lter ¢r cuary the
state of the machine, e«.ge *Is it in supervicor

state or oroblem state?”, “Is it in relocate rode
or not?"

be Those instruttions which alter or zuery the
st3te ¢f the machine®s reserved registers anc ccore
locations.

Ce These instructiors which refa2rence the storsge
praotection mechanism, the mem2ry systerny, or

anything 21se that js specifically used Ly tre YMM
o zuilding ond managing the virtust mscnine,

d. Any I/0 instructicn,

Apelicaticn of trece herdware rules to a nurner cf familiar
computer systems is treated in Aprendix Be The results of these
cacse studies are surmarized in the table of Figure 3-2. Excepr

for the TIBM 362 farmily of machinesy mest other ccrtemporary 11T

jenerition systems &re rot virtual.zable.

:
%nkﬁl.’\.u O R P Ly R R L T S B N I VUL PP AU RN T TP DI
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=

i

=
<3

. Hardware Rule
3 Machine Violations

| 1BM 360/67 none
IBM 360/65 none

ELGE

(o,

4
K
7
3
]
kd
3
2
3
X
z
3
*
*
%
&
z
%
&
¥
@
2
i%,
¥
¥
£
z
2
i
e
3
£
3

ATXNE

b HITAC 8400 none :
IBM 360/85 none ;
DGC NOVA none ]
DDP-516 3,30,3b
GE 635 3, 3¢
GE 655 3a :
Multidata A 3 i
E XDS 940 1 g
3 PDP-10 3a
z BBN TENEX 2q f
| Note: In some case, a machine which violates hardware z
E virtualization rules may stiil be able to support an
HVM. [See Section 3.3.]

.
g

ILGENERATION VIRTUAL MACHINE CASE STUDIES-SUMMARY
FIGURE 3-2
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3.2 HYBRID VIRTUAL VACHINES AND PEQUIREMENTS

Ac we btave illustrzted in Figure 3-2 [31so Aopendix B] most
ITI generstion machines . not wvirtualizatle bacause of
viclaticns of the erpirical rutles, Thusy, it is desirable to
jefine another construct which bas the :,dvantages of virtual
nachines, e.,0, functicnzl 20uivatence to re:i nrachines, but (s
feasible on s larjer ciass of systers then (con.2ntional) virtyal
nachines are, Furtheramore this construct must te accompiished
without the disadvantages of tre ccrplete softwsre intercreter
nachine, The hybric virtual machine, HVM, defined in Charter 2
neets both of these oblectives,

Ar HVM js functicnzlly eaquivelent to 38 re3l machine. atl
instructicns issuec wWithir the most orjivileges layer o5f tre HVM
re softwsre interorated while atl non-orivilegea-layer
itnstructions exacute cirectlye This leads to arn imciementation
an III generation syste . in which virtual crobler state is
napred into physical crotiem state buty uniike the corventionral
II1 gereration virtual machine, the HVM virtual suoervisor state
is rot alsc marned into ohysic2! oroblem state. See Figure 3-1,

Wi thout mode-m3ncing and direct execution of the
non-sensitive supervisor state code (3s in the c3nvertjoral TIII
jeneration VCS), the HVFM streamlines the ampirical hardware
recuirerentse. No t{toncer need ore Le concerned that atl
Aon-privileged jinstructions are insensitive ft¢ tre mode msp.

Thus, the HVM eliminates empiricat Pule 1 fror its set of

nardwAare recuirements,
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Ettarots by the virtual macrire to enter surervisor stcte

Ire agirectedc to the y¥M¥, Since the VMV maintsins the virtual

supervisor state as cure scftware construct, 3 wezkar fcrr of

ute 3a ic all that is naeced for HVMe Tn particular, we must
identify orfy those ijinstructions which enter supervisor state,

Thus, since supervisor state is not mappedy, a3 mdide cuery need rot

:

A

3\

ne either ard the irstruction is nst sersitive. Finstty, sirce

S

s axecution in virtus! supervisor state is under the controi of an

:

4 instruction-by-instruction interpreter, tte returr +t5 oproblem
L state instruction is not sensitive. The interoreter itseilt can

7
AR

resc the instructior anc observe thet a virtual stzte chinge has

SRR

3

o2t DN S BE P ESE DS SRR A RIS I A e Ml i

accurred.

VR4 T AT

As illustratec in Figure 3-2 [alsc Appendix 3), a number of

II1 aeneration machines ¢$3il the virtuyal Tachine empirical

% nardnware reaqujirements either because of Rule 1 ¢r Rulte 3a. Thusy

they are candidates for an KyM,
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3.4 AC HOC HARDWARE *“TMPROVFMENTS"

In adgition to the HVM, ancther approach to constructing

virtual machines on third generation architectures micht involve
srorosirg some ad hoc "irorovemrerts® to permit rore systems to
satisfy the empirical reguirements {(of Section 3,2). We term

3 these irprovements ™ac hoc*" since they resoond to specific

e
i R S A G A

nardware deficiencies which arise in the use of the conventional

s

RIRG

III generztion software virtual machine technicues. Orly in

Chacter 4 do we consider more pajor architectural cranges that

3 follow from a differert view of virtual machines.

53

s The ad hoc imorovements We explore ar2 addrescsed
5

i aredomirantly to machines which violste empiric3l rule 1 or ({one
K7

X 27¢ more subparts of) empirical rule 3 [Section 3.2} He witl

assume that the machines discusseo in this section do not trac so

1 |

ri 3s t0 cause unrecoversble errorse Thus, for exzmple, w2 wWill not
; axarine the ODDP-516 which traps an entire instruction (ate

’ tAppendix B, Rather, tbe difficulties we ccnsider 3are ejither

nackines ir which (1) Senritive instructjors < nct trap when

1ecessaryy or (2) Undesirable side e€ffects are caused in crcer to

juarantee sore trap.

Ar example of difficulty 1 is a3 machire in which some

: sencsitive instruction is not orivileged ancd so co2s nct trag when

axecution is =attempted ir orobler state. The PDOP-10 JRSTF

instruction is such an exarple [Appendix Bl. Another case of

ey

difficulty 1 is a wachine in which privilegad instructions
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335 demonstrate this cifficuity {Appendix 81.

An example of cifficulty 2 (s @a maching in which many

TR AP D TR AT

“inrocent bystander® core locations must be protected in order to

AR FHARANE

ne able to praotect some other sensitive loc2tion becsuse the

nachine®s relocatior or protection rechanism is t30 ccarse c¢r too

SIS AT

inflexittes The 36(/65 r FITAC 8470 must protzct an entire 2K

% nyte core block Just in order to r3ake several hundra2d sensitive
& locetions inaccessitle [Appendix Bl.

&

§

Q 3s4.1 Cifficulty Ore-- Non-tr2pping Sensitive Instructiens

23 Difficulty one may be restated as s orobiert Chcose tre cset
% 2¢ rprivitleaed instructions <o 35 to incluce sl! sensitive
%

’% instructions which m3y not be ‘“protected” by sIme other
5 mechanismy €.3« protection or refocation syster. The solutior to
; N this probler must be foraulated in such a way tnat it, during the
e : course of VMM design, it is discoverec that 3r uranticipated
|

instruction {is sensitive, then the architecture witl still be

AR

: virtualizable.

24 At
LERS AL

"

A valid solution is to permit the suprervisor ¢tc¢c make any

sl

NN

instruction oprivileged by executing a <pecial Irap Cn Cpcode

(T00) instruction, We assume that (initislly ther2 3re no

AR Ry

T
g

iR

>rivileged instructions and that tre VMM js in centrcl, The UMM

£

‘S
&
<

b3

initiatizes the system by executing a3 TO0O jinstruction for esch

spcedey including TCO0, that is to be made privileseid. At the

time of machine design, there is no need to maks 3 cormitmert on

A IR R I 8 WA G AR Bt S

which instructions are to be orivileged. When the VMM h3s been

#ritten (anc Jdebugged) and it is known which instructions are

StaNor
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R 6N AN

e

sensitivey, then the gzppropriate initialization masy b2 added to

TRTTCNy

ToRToNY
(Sbs

nake those instructionrns osriviltleged., Furthermore, if the computer

syster is to be used for nor=-virtual machine tasks, it may be

A KX LR

fjesirable to return ca2rtain instructions to 3 nen-orivileged

SISO R

aneg sets 3 condition coce indicating whetrer trapping
was previously on,

Figure 3-4 gives a3 simplified example (of one possible

state.

9 It is necessary to show that the T00 instructicn has the

£ fesireqd effect and that, furthermore, tha effect of T00

: instructions may be simulated for virtual machines. For the

3 ourposes of this discussion, we car assume that in occode is the

3 speranc of 3 TOO instruction, 3
£

{ g"
L Thus, there are twc new instrictions irtroduced intc the |
E
4 computer? E
2 Y
pi 2
| :
9 T00-- described above S
- 2
A UNTCC~- which turns oft traoping for the ooerand opcode 2

implementation) in cornectior with the 1IEM 380, The opersnd

fietd is assumed to be # bits Ionge The TRAP resister is 2Z2%%¥m

NIRRT R S A I A SRR

.é bits, iThe trap register is showr as a bit mask, This is just

‘: Jne possible implementation, For example, it could te an g
§ associctive memory.] Exacutijon of the instruction “7CO0 o', where %
F: 3
-2 o is 2 valid opcode, causes bit p of the TPAP masx to be set to %
@ i. Sutsequent execution (ir orotlem state) of any instruction §
% whose bit is turned on in the trap register csuses a trsp to §

sccur. Thus, sensitive instructions may be made orivileged,

The action of the T00 and UNTO00 instructions m3y be

RS s ey s,
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TRAP MASK REGISTER

TOO o

UNTOO —

TOO
TOO
TGO
TOO
TOO
TOO
TOO

SSK

ISK ©
SVC &

-

TOO
UNTOO
SSK
I SK
SVK
SSM

-~

LPSW |

128

SSM
LPSW o

Initiglization sequence for modified
360 with trap regi§ter.-Stutus
before 'TOO LPSW' instruction

is executed.

Instruction is privileged if bit set
in trap register.

TRAP REGISTER AND TOO INSTRUCTION

FIGURE 3-4
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simulzted for virtual m3chiress The VMM keeps a coovy of the
virtual machine®s +trar register, 1i.es virtual trzp register.
Attemoted execution, by the virtual machine (rurning in oroblem <
state, as before) of the TOC or UNT0O instruction cauces a trap
to the VMM, The supervisor then simulates tha effect or the
virtual trar register. B8efore the virtual machine is dispatched
in (virtual) problem state, the virtual trap register is OR‘ed

into the (real) trsp reqister. Figure 2-5 itlustrstes hew the y

virtual trap register is suppcrted,

3.4.2 O0Oifficulty Two~- Uncesirable Protection Sice-effects

The prottiem considered here is largely one of inefegance,
awkwardness, or unreasonable performance degralation csused by §
the side effects of mechanisms reguired in order to limit 3ccess ﬁ
to certain sensitive (core) 1locations. Most computer systems
nave a rumber of sensitive locations, often terred the interrupt
control area 169}, Since the interrupt contrcl arez is located

in ghysical core, it may he tampered with by non-orjivileged

instructions. Consecuentlyy, it is necessary (as brouzht cut in
Section 3.2) to protect these pnysical locations by means cf the
orotection or relocstion hardware of the host. Unfortunately,
the protection or retccation system is often tco ‘*coarse" to
serform this task neatly and, as a result, other ncn-sensitive
tocations may be protected as well.

There zre roughly two poirts of viesw that tay be adopted to
avoid cifficuity two. In the first solution, we 3iter the

nacrine design to provice 3 finer grain protection mechzanisme
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TRym === VM trap register

SRR SR S R P R A e A I R

TRymm.--- VMM trap register

TRg --- traps for sensitive instructions

fo run virtua! machine ----
TRvmm : = TRvm V TRS

trap on opcode p ---

endh, Lot mwa.wqvm.nta\wm&mmiw»jm.vaits:vy:ﬂ.m.m‘;&x.m{umg«:?..w:h\mx-xwa«:»a'»\:«mm:am

peTRg p€ TR,

SIMULATE SIMULATE
PETR,q TRA? TRAP

SIMULATE EXECUTE
INSTRUCTIGON | NORMALLY

£ DI Kraft LNl eIt A N AL At

PETRym

PYReTiy

VIRTUAL MACHINE SUPFPORT FOR TRAP REGISTER

riIGURE (-5
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Instead of protecting core or the basis of 2K pnlocks (3s in the

360/65)s we can do it or a word ba:ise #@de introzuce 3 srecial

new irstruction Trag 9n Lncatior, TCLy whicn m3y be wused

ancloaoustly with T0C (above) to initialjize the sensitive

toceztiors for a wvirtual machine. After a location has been

TOLedy an attemopt to reference it ir oroblem stste causas a trspe.

There zre a2 number of different ways in wrich TOL may be

implemented. For exarple, an associative memory carn be used to

nold locatiors that have been TOLed. OCOry each word of remory may

be associated with one tit which incicates if it causes a trao on

reference., This second jirclementation has beer used in the

design of the ISPL machine at the KAND Corporation (11,12). The

first irplerentatior with a one word (ascociative) merory has

Jeen ucsed in the IBV V44 [C1] and the MIT Art ficial Intetljgerce

Laberatory FDP-10 {61,62) to simuliate acdress stoc switches.,

In the secono sojution, we remove the sensitive locaticons

fror m2in memory and place ther ir some unaddressabie or

jifferently addressable memory. In order to access this specisl

memory, wWe reauire s rem priviieged instruction. See Figure 3-6.

In some machinesy e.g. 3549/€67y 370, *this type of suxiliary memory

is sometimes caslied control merory or control registers. There

are severai good reasonc tor acodting this solution. First

asscciating sensitive 1tocstions with oprivil2j)ed instructions

which 3ccess them provides a horogeneous mechanjsm for virtual

machine ftrsppinge. &Ancther reason for adopting sclutjion

two is

that some of the locations in the interrupt contrct area are an

infimate part of the cescription of the stzte of fhe orocessor.
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Thusy thev should ¢Lte Jase¢ociated with the precassor {on 3 more
incivicdual basis) as the PStH is.
Soluticn two 3s an 341 hoc imcrovemert w3s recojnized by

Fucri et ol t53) in their worv with 3 virtuisl mschine fer the

4IT2EC R4D3.

We bhave two oprogossls for further hardwnare
improvrents. One is that memory orotection should

becore gwore flexible to ircly :- resd oratection.
The other ic that the CAW stor:.3e 3rea and the
timer shoulc be moved Yrom the m3:1r core memory to
the scratchrad merory, The fatter TtTakes some
troutle in c<imulator construction 3nd is inelegant
from the logical designer®s point of view [52).

It all of these reocuirements are rety, we coult
buila 3 mare natural simulaior «.e {501,

Bs wertioned 3tove, the System/370 incorporates some aspects
»* solution two., Some of the new, sansitive 13c3tiors nave been
nade "certrol registers® and are accessibie only via orivileged
instructions, The new channel anc CPU jdertification numbers sre
invisible =2nd accessible only via oriviiegea instructions. The
new 370 clock is invisible &nd can te stored i~ty crly with a
oriviteged instruction. Unforturztely, it may b& reac by a

fon-privileged instruction.
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3.5 TII GENEPATION EMPIRTCAL SCFTWARE RENQUTIFENENTS

In Section 3.2, we develored the emcirical hardwnsre

~@auirerents for 1lype I virtuai rachinec. In this sacticn, we

314¢ the ampirical software requirements thzt must te introduced
for Tygce 11 textended machine host) virtual m3chires, Fecsl!l!

that a5 Typoe IT virtusl m3chine system [Chapter 21 is cne in which

the virtual machine mcnitor runs unger s bost coaersting system

~3ather than on a bare hardwnare host machine.

Thus in Figure 3-7, hardware events such 3s the tr~ap caused

ny an sttempt to execuvye a3 priviltegec instruction in the

AR AL e S ST LAY el TR E T R MR D

supervisor state of the virtual mactine [physic3t »rectlanr statel,

i jJet passed to the hcst operatinag syster. This Jperzting system
3 then gives control to the VMM (under it} wWhich rtay oerform

orivileged instructior simulation fcr the virtusz! machine.

e CRIEATIES

A Type Il virtuzl machine may be desirable in a numtcer of

- circumstances as pointec out in Chacter 2. Becavcse a Type 1I

DOIA

virtual machine supervisor has a (pessibiy) ricn set of

XAMJ‘A;,

supervisory services (SVvC*s) availatie to it courtesy of the host

Lo

ey

speratiny system, it often reaguires less effort to imsclement 2a

s

S Ry

Type 1II system than 3 Tyoe T systere At the sim2 time, honever,

g
b

é the SVC*s an¢ the SVC mechanism must be of 3 form that does rot
2

3 nake it impossible to imolement a Type IT virtus! machina.

; Thus the dilemma,. The host operating system rust provide
3 those sucervisory services (primitives) that maxe efficient ‘ne
é implementation of a 1lyoe II virtual computer syster, without

pnacet

raking it impossible.

~,
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Since the empirical software reaquirements wil] comrolement

LE PRV TR P P ST RN BTSN

the empirical harcwsre reguiremerts, wne begin our s2archt with
ancther look at the requirements of Section 2.7, Empirical :

rarcdware rule 1 still remains valide The introduction of the

additioral structure * an opersting syster between tha virtual

nachiney, VMV, and the hardware must do nothing 19 invilidate rule :

e

% The Tyrpe II system version of rule 2 is that there must be a g
% oriritive 3available to protect the virtus! machine monitor from g
g the active virtual machine. Since tne virtual =nachin2 menitor E
é 4ill be running ir ar irsuizted environrent that, tikely, will g
; srevent it from utilizing the crotection or relocsticn hardware E
E lirectly, there must be a system primitive that it czn invoke to é
? nbtsin the desired effect. §
% Rule 3 must be modified to indicate that when the virtual 5
g machine traprs, the operzting system sSupervisor cirects the sigral |
? to the VMV fcr processinie Since the operating syster ard UMM

% are no 1Icnger 3 single unity, there must bpe a rethecd of

; comrunicztire to the ooerating system supervisor thet the virtual é
é machine is a8 oarticular subprocess of the VMM and that all cf the §
ﬁ appropriate virtual racnine trsps are to be directed ta the VMM, f
z The mechanism for settiny up the sutprocess and indicztirg where g
A; the signal is to go may be accomeclished either by a ftorral g
é sutprocess primitive, or it may be an informal cracedure thast is g
> ;
; mace up of 3 nurber of the other oprimitivese. 1t 1is not %
‘§ sufficient for the virtual machine to mere'y signal the VMM, As é
% hefore, the trap fror virtual machine to VM4 (now, by w3y of the é

m‘}’m [R
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yperatiny system) must not cause unrecoverable errors. It must
ne possible for the VMM to sirufate the effect of the ooerstion,
Thus, it is not satisfactory to set up a3 subcrocess in which
anythirg that appears anorzlous is corsidered to be 3sn error and
the sutprocess is destrcyed. This is actualtly fairly common
amorg systems,

Since primitives (SvC*s) alter or query the state of the
nactine, they are sensitive accordirg tc herdware requiremert 32a.
Thusy their attempted execution by the virtual m3achine is
forbidden and must cause & trap to the virtya! mechine
SUPErvVisore. Consecuently, the operating systam reauires a
oriritive that may be used to turn on or off the SVC*®s for a
subcrocesse In the c3se of a virtuzl machine, the VMV aqould use
this primitive to shut-off all SYC°s. ~ .isy ot course, includes
the SVC*s to turn on anc¢ off the SVC°s.

Mote that in a well desigred °*user machine® [4Z,751, <systenm
nriritives replace the hardware instructions to accomolish the
sersitive instructions asbecy and d of Section 2.2. Thus,
shutiing off the SYC's makes these sensitive instructions (along
with atl other SVC's) trap in the *user machinre.®

Thus, we are =b!e to state the following empirical softuare
rules which govern whetner a Type 1I (extended mschire host) VCS
nay be implementea under the operasting system of 3 virtualizable

third generction corputer system,
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Empirica! Software Requirements

(<1} The rethod of instruction executior ot
nop-privilegee instructions in both supervisor and
probtem state must remain equivatent fer a large subset
of the instructior repertoire.

(S2) A primitive for gprotecting tne virtual machine
monitor (and any other virtual machine if there is
rul tiprogramming under this VYMM) from the active
virtual machine must be avajilable, This may be
accomplished, for exarple, through a orotection
primjitive, address transtation primitive, or some more
general subgrocess orimitive.

(S3) A primitive to tell the operating system
supervisor to signat the virtual machine monitor when
the virtual machine attempts to execute 3 sensitive
instruction must be availeble. The signal to the VMM
must not cause unrecoverabte errors. It rust then be
possit-le for the virtual rachine monitor to sifrulste

the effect of the instruction. " a sensjitive
instructions are the same as for the hrardware
requiremenrts.

Aoplication of these software rules to several computer systems
is treated in Aopencix C. The results of these case studies are
summarized in Figure 3-8, Except for the ITS, Incompatitle
Timesharing System, which orovided the necessary crimitives, the
speratinrg systems exawined either failed the empirical rules or

required 3d hoc or speciafized solutions.
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2.8 SOFTWARE £ /MITIVFS FOR TYPE IT VES*S

As we have illustrsteg in Figure 3-8 [also Acpendix Cl, most

II1 generation opersting systems are not designed tc¢ sugoort Type

)

II VCS*se The systems whicn do have {argely bear rewcrked to do

IO S

30, From the experience with the ITS Type IT HVM [Aprcendix C1 it

L

becomres opessible to indicate tre Kind of cerating system

S
it

o

orimritives that would simolify the support of Type 1T third

jeneration virtual rachinese. To avoid the usu3ll problems with

AT R 1

Xi

asynchrenous 1/0, we will discuss the oprimitives 9nty with

e

respect to the CPU and remcry of the virtual machine.

58 e

The ITS UUOD*s, for example, provide fzcilities slightly

1itfterent trom those needed in supporting virtual machines.,

3
Re:
K
=3
74
=
z

Since the goal of the ITS primitives is to suscport ar extenced

PRINON
O G AR, T

machine environment, the primitives provide greater filexitility

s.‘ (8

4
A

thar is needed ftor virtual macrhines. For example, in ITS a

S

PSR s o &

superior may destroy 3alil of the inferjiors in th2a sub-tree below
ite Ir 2 virtual rachine environrent, the VMM need enly be atle
to destroy an immediate inferior, since that is thre extent c¢f the
sub-tree. Support of acditional levels of virtusl mrachines is
transparent to the VMY and resides with the secord c.yw c¢f ITS
and the second VMM which are runninc in tre level one virtual

nachines« The copny of ITS in the rezl machine dces not know about

Tt b s
v R

the level two virtual rachine and only sees a flevel one machine,
Hencey the primitive is more qgeneral than is sopecificslily needed

for VMM construction. See Fijgure 3-~9.

u\,,fpj&\}._;«um,,_;mh‘,.‘t oY e

Other cprimitives, such as the Cennis-Van Horn orimitjives
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(401 and Lampson (741, are concernec with supporting dynamically
changirg relationships between prccesses. This feature mzy not
be recessary with virtus! machines.
On the other hand, opnerating system rprimitives usually do
1“0t directly support s