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ABSTRACT

The thesis dewvelops principles for designing machines to support
virtual computer systems. The virtual computer system (VCS) is an
important construct which arises as a solution to a problem of
present computer system technology. The most important new result
of the thesis is the model of a process running on a virtual computer
system and the derivation of design principles from that model. The
approach adopted is to consider the introduction of VCS's into the
rich, compiex architectures likely to be found in IV generation
systems. Because of the additional system structure in the IV genera-
tion, the somewhat ad hoc third generation virtual machine software
mapping teclniques should be doomed to failure. This result leads

us away from an interpretation of virtual machines that depends
implicitly on techniques used in third generation systems. Instead,
wve are able to develop a generalized model of a process running on a
iV generation VCS. The model allows us to understand different
properties of virtual machines and to interpret a number of proposed
implementations of VCS's in terms of the model. Furthermore, the
model leads naturally to an implementation of virtuval machines, the
Hardware Virtualizer (HV), which provides an efficient and simplified
mechanism for virtual machines. A number of detailed examplec illus~
trate how the Hardware Virtualizer might operate in an actual IV
generation system.
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Comnuting Yechnologye It is a oleasure to cite this sucgcort z=nd

achrontelne the ercoyragement given by J.F. Nol3any, Jede
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The thesis 4davelcos nrincicies for designing machines to

supcort virtust compoutaer systems., The virtu3sl computer systenm

RS N M SN AN T ]

(VCS) is an important ccnstruct which arises as 3 scliution tc 3
ocarticularly vexing orobler cf present zemputar systenm
technology.

While the recent develcoment cf }a2rae muiti-access,

nutti~orogramming, multi-crocessing systems nas simoltified and

AR b RO AU RSN AL S hs o AY IR AL,

improvea access to cotouter systems by the bulk of the wuser

community, there hss bean onre important class st users unzria to

~~ofit from these recent agvances. This cisss 1is 1ine cystem

ks
#
B
2
“
¥
X
2
¥
2
]

Jrogrsmmers whose programs must be run on a bare machine ard not

st

In an extenced machire, 2.g. uncder the operatinj; svstem. System

A,

programs, €.3. other cneratinrg systems or different varsjicns of

the same operating systen, reguire cirect asddresssbility to the

= resources of the system and do not call uoor the scersting system
3 to manage these resources. Thue, sSysStem cragirars may not
= co-exist with normal! oroduction uses of tna syster. This

situation has forces most installations into <ctlumsy 3sni

inefficient adninistrative soluticns such < "*stand-slone”

BRI B8 SO SRS 217 D TR Ha,, S bR AT C L AP VT Ny S KSR YRR Y,

4 lebugging.

E Recently, a techrioue for resolving thess Jiftjicultties has
% peen devised, The solution utilizes 3 construct callzd 3 virtual
=

i comguter system or virtuat machine which is, bi3sicstly, 2 wvery
é afticient simulatad cooy f(or copies) of the bare hast machine,
% These copies differ fror each cther and from tne host only in
N

%
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their axact confiqurstions, e.g., the amounrt of wemory or g
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Jarticular 1/0 devices attachecd, Therefore, n3t c¢nly stznoard b
3
4ser proagramns but cystem programns snd compliete operating systams X
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that run on tne resl cormsuter systemr witl run on  the JCS with
identical resuits taxcept for certain special timing
legendencies). Thuss the VLS orcvides a generalization cver

famitiar systems by atsc being a multi-environment system.

The recent origin of the field nas forced the development of

3 terminology to represent ideas in YCS*s. Chsoter 2 introduces

some basic notions in VCS°*s and proroses termincloygy to represent
then. The terminology is new but some excerots were oreviously
oublished bty the suthor in *"“Virtual Machires?! Semantics and

Exarples™ {521,

Despite the rather significant benefits that derive from
virtual mschines, only a t!imitec number of current systems
feature this facility. This is largely due to the wunsuitatble
nature of 2xisting hardware, In order to support a VCS on
contemporary eauipment, 3 particulzr softwsre zonstruction must
be employed. Howevery, this construction may only be 3opljed to
nachines with certainr opropertijes, Chapter 3 exsmines the
constructicen of VCS®s on third genercticn cotouter systems and
Jerives a set of empirical requirements to deterrine it 2 machine
M3y be virtualized. The sppendices treat the application of
these empirical rules to a number of case studies. This material
is new 3ithough some oreliminary results were reported by the

auttor in “Virtual Machine Systems* {541 ard “Hardware
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Requiremants for Virtusl Machine Systems" (521,

The rerainder of the thesis (Chapter 4) develons a structure
for computer systems thzt rcermits the orderly introduction of
YCS*s irtc future ccmputer systens: IV gereraticn comrputer
systems wil! tikely featuyre a formal impglerentation (in firmware)
of the oprocess mocdel. Because of the exis*ence of 3 large
1atabase needed by the firmware (znd orivitesed software) to
supcrort tre process model, it will pe difficult tc empicy the
software mapping technicues used in III generation VYCS's. A
model is developed to represent the executjon of srocesses on a
IV generation VCS. The model features two mapst (1) 3 ocrocess
13p c2lled & wWwhich raps drocess names, e.g. segrents, samsohores,
orocess=-id®'s, into rasource names, e€e.9. Temory {iccaticrs,
srocessor numbers, and (2) 3 virtual machine mac (Vimap) ¢ which
maps virtual resource names into real resscurce n3ames. The
orocess map is strictiy an intra-level mac expressing ]
rejstionshir Within 3 virtual machine?} the VY¥m3p is an
inter~levei map expressing a relationship tetween (the resources
nft) two ad)acent levels of (virtual) machines. Thus, the sction
2t running 3 procass on a8 VCS consists of running it wunder the
composed map f o 0., If the VCS itselt is running a VCS unger it,
then the action consists of running 3 orccess under ¢ o f o 6.
Thusy, for VCS recursisn, orly the f map must be invoked
recursively, not the process map ¢. This result implies that for
3 compliex & but a rudimentary t, recursion snouid be easy.

The TV generation VCS model leads djirectly to a design, the

Harcware Virtuatizer (HV), for orogosed implenentations of IV

xiv
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jeneration VTS's, The agesign hgs the characteiristic that atf
arocess excentions are hincled directly within th2 executing VCS
#jthout scttware intervention. At} resource faults (v¥~-fzults)
ny 2 VCS are directed to its Virtual Machine Monitor (VMM
Wwithcut knowledge of orocesses on the V(LS. Fault handling.
invocation and execution of VCS*s works directily regaraless of
recursion.

Detaileg itlustrations @ere grovided for several possible

choice~ of the vMmar f, 2.¢. relocation ano bounds (R-8B), psging.

Preliminary performence astinsgtes irdicate that for an =B VMrap

f {(with associstive Temory), VCS perfornance will be

Bt s

3nproximately that of the real machine, regardless of the deoth

W

AT

>f recursion. A p3aged Vvmap f orovides performsnce camo3ratie to

the rez!l machine for severs! tevels of recursion over 3 range of

likely onerating conditisns. i3

Afthouch the model angd progpcsec imptementations c¢f Chagter 4
arjise in an sttemot to guarantee virtualizstion far IV jgeneration

architectures, py suitacle simplification and intercretaten of

the m=cdels the orincioles which emerge &re asolicable to cther

T
H

archjtectures, as well, In oarticutar, the model! suggests

T

introducing opaging in the IPM 3EL/87 acs a format t-msp, rather

v

-f .

than an ag hoc &-map 35 was done, This leaas to 3 greatly e

simglified structure for CP-67.

At of the wsterisl presented ir Chsoter 4, the 1V
Jeneration VYCS moodel, suggecsted implementations, performance
axpectations, examplas, etcey 1S new 3and oriziral, dn early

oroposal tor a fircware-3ssisted implemzntatian of VYCS*s was
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3 CHAPTFR 1. g
I3 4
Y %
- INTRCOUCTION {
] :
3 @
§ 3
E: 1.7 OVERVIEW 3
‘ b
Reproduced from % i
4 bewt available_copy. i
A 2
E The Need for Virtual Machines
2 z
; Recent devcloprents in ccwouter system cecign hsve been §
£
b 4
E
3 jirected toward improving the ease of comnuter use by the noerral z
s K
5 . . . 7
= yser opcoulstior., Scre ¢t the rore coraratic devailcprents jirclude 3
‘$‘ 2‘:.‘
: the introduction o¢f 13rge aulti-zccess, multi-crcgramming, and i
g aulti-ecrocessirg systers, These svstems have eliminated the need H
8 fer physical asccess to tne mairn computing facility by th2 ysers, §
3 #
k= £
L ng for ciract coftwere access to the systen resourcas by the 3
3 g
9 J43ers® programs. JThus, users sit at teletypes ¢r subrit jots via g
< i
3 3
E rerote c2rd readers 3rd neec not be corcerned either witr the :
19 ?;
4
g status c¢f lights or switches on the central crocessery, or with 3
3 :
b2 the allocction »f memcry, I[/0 devices, or crocessor time to their z
b3
g orcgrams., These furctions are now gerformed (transparently to %
3
- the wusers) bpy the opgerating syster, Hhepr either users or their £
= 3
4 orogrsms reojuire servizes to te pertformedy they call wugor the. %
# C e . . ] E
# ooeratirgq system which performs ¢the actrual s3niocutsticn ang 3
-
g 3liccation ¢f re curces. In some <censey the operating systen g
: 3
= {together witr the nzrdwarel provides an idezlized or extenged %
- view of 3 cemputer syters Thus, prccrar preparztior, debugging, §
; . and runnhing 1as become significantly easier for rost of the user %
: b
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drfortunately, ¢ne very important ¢roun ot wusers hac heen
inatle to rean the tenefits of these cevelopments and sdvences.
Thece zr the users who,y for 3 variety of reacaonc, decire or need
firect zccess to the recources of the systenm, ITneyr gragrars =z=re
Wwritten to run on a Ls3re mochine. Callirg wcon an operating
system {the so-calied extenced machine) will not 20 for ther. HWe
4iti terre <cuch wusers Systep programmers and the projranrs they
desire to run, Syster pragrcmse BRecause system (¢rogratrs canrot
~un unler the normal cperating system {in the oroduction
anvironaent, it i3 usualiy recessary to treat trer 35 sgecial
Cases, When they must te run, the neriwsl! opersting syster is
orougnt Jdewr 3nd 3 system grogram mgy run “stinc-alcne.” This
oractice 1< itnconvenient for both the system preogrammers and thre
Acrrat userc, 3and inetficient zrd wasteful c¢i tha2 system

re_.curces. -Furthernmore, it can introduce z24dition!l personnel and

bae
-,

sracecural corplexitiess Tndeed, is ironic thzst those who
develosr and maintain coerating systems are often the very geogle

Aho tTake the teast advartazge of their efforts,

A fow srecific ex3Tptes of some system crogramsing tasks
aigrt clar:fy these coirts.

(i) Dekugging the operzting systea-~- The operating

Systen S aritten tc run on the tare machipre,
Sorraenftly, CeDU3ing ang improvinrg the soerzting sysiam
is treatec as a seconrd class activity, aoften ascigned

‘o cemputer time in the 7iddle of the night,

{2} Ruaning d4diagnostic software-~- The softwuzre for

GRS G by oy sty g S0t a1

P AT

B0

2

5%,4]

A T 0 S R el e o 1 S S e S R S,

A AR S A A T b B

AN e R LoV IR AN B A R ASSA B

&

Sths g el

4

P U

.
s
3

)

'y



. . e \ ‘_ . . - el
s e . By i A W W A *_,,.1 Oy e e 2 B T e 2y 35 g b A BB AR S e AR A AP el et Ve o,
A e R LTI ST P AR AR L§) L e S TN el S R R VB K‘,‘ 23N R re RS - D .

Fage 3

tecting malfunctions in the wvaricius units ir the

systemy €e.9ey iS & tepe drive recorcirg correcfly, is a
disk drive <s2eking correctly, etc. normstly runs

stand-alona or tte bare mechire or cn 3 rudirmentsry

g pty

noritor (Test anc Diagrostic Monijitor) which itselt runrs

s L O

e e i ik,
WO ke i

on 2 bare machinee.

{3) Punning ~ther operzting systens-- Hrten trere is

< rcre than cre aperating csyster for & given comrputer
csyster for even Ccifferent releases of ¢the szme
crerating system) it is often easier to run 3 sutsystenm

{corpiler, interrreter, etc.’ under jts owr operating

sy

system thar t5 take the time anc cost to ccnvert [t to

gnothar ocerating system,

are Virtual Machipnzs?

[
\>
(o1}
l~+

Cecentiy, 3 technicue for resolving trese cifficultie: ¢tas

neer devisec. The soiution utitizes a construct caslled a yjirtyal

corguter system (VCS) or yiriual rachipg. (Section 2.1 covers

%
§
z
=
g
b
£
E
é
3
3
3

3 ) nost of thic terminclcgy.) BRasicaliy @ virtual mrachine is a3 very

; . efficiert cirulatec ccoy (or cocies) of the tzre hcst machire. e
I3

<5 -

Jeczuce aof its functioratity, it 1is possible tc¢ run cstem

-
Dol
s

—

orogramrs? heczuse c¢f its efficlency, it Is reasonatle to run

- :
E: 3 ther in the normal grecuction environment, Tre cgrcgra3a which
7 5
- 3 % neciates between tre virtusl macnire ard the actial resources of

the system (the rea! cr host machine! s celled the yjiciuai

APREEALT

nacbine monjior (VMF), Since the virtuazl rachine is identicat to

B R A AR T b TR R0 el etk R AN S

S wdioa g
2 .
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the hest sachine ir z1| sigrificert respectsy the VMY need rot

amg oy the familizr instructicn-by-instructicr scftnere

irternoratztion teckriaLa that nererallv myst he usede Rether,

virtuil wscrines may ta constructed ir  such

w

way thast mest
instructiors of the virtu-«l machine execute on the bost Cirectliy.

Just trose jinstructiers which cannct te permitte? tc axecLte

firectly nrust bz irternratec. Thus, We incorporzte trhece rcticns

om

3 intc our detinition cf virtuzl ccmputer systen  jr 2rcer to

)}

jistirquish it frot =z nurber of cther ohbjects whick rave often

oseer czsuslly callec virtugs! machines.

A virtual ccaotter system s 3 hzraowsre~software
durlicate of ¢ rezi existing comrputer syster in wrick 3
stztisticecily gomninant subset st tre virtual

grccessor's irstructions execute on the hest orceccessor
ir native w¢de,

SRR ED Ty ¥

Thuey & JYCS rroviles an effjciert orersticr of ore cr mcre

O

ocics of a corplete cornuter system, simrilar to the host {or

-~

~e; 1) system. These cooics cdiffer frem each ctrer zng frcm the

nost orly ir their ex3ct configurctiorsy, e.3. the zmourt of

It
<

o A A R D B A € S TP R TR N B ST Y BRI SN G S e RN R

nercry or the particular I/9 device. attzched. Thre virtuzl zand

by AT AT

rezl croceszors must €ither be iderntical or memkters of the scme

ST

comcuter farily, €.ce I8V <ystemr/s/266~37(., Trerefore, not orly

LAY

"
RIS

stzrdzrc user progrears tut syster pregrems anc ccTpiete crerating

systems that run an tre rezl computer system wiil rer or the VCS

LR

Aith idertical results f{excent for certair specis! tiring

LT AR T

lerenderciecls Thus tr2 V(S prcvices & qenerzlizaticn over the

SR R AN B AERLEL P RO RGP AR VA

y A

farrilier rulti-accessy mylti-prograrming, #ulti-crocescino

e

syste'iSy by 21s9 aroviding a muiti-environrent system.

k>

¥
<
73

ke Ir soditior tc oermittirc tte three syster oprogramring
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atovey to clexist with norral prcduction wuses of the

system, virtual machines introduce sn sdditiona! zegree of system

flexibilityse This flexivility is a consequence 2f the s3dditioral

bingding in a virtual rachine, between the rescurc *

referenced by syster prciarams runanirg on the VCS and the szsctual

that they ccerrespond withe Sonme irreciate advartsges

(1) Punning with 3 virtual cenfiguratien which is
different fror the real configurztion-- This use can be
imgortant for rurnirg sycsters with mare virtual rerory
or processors than actually exist, or debugging
ccnputer retwerks and telecomrunicaticns spriications.

(2) Measurirg ooerating sys*ems~- Since the VMM
rediates tetwean the virtuat and real resources of a
system, it c¢c3an measure how 3an ope~ating systemr on 3
virtual machir2 i3 manipulating its rasources (without
requiring a modification to the ooerating system).

(3) Ad4ing h3rdware enhancemerts t9 3 systeg~-~ It
hardware enhancements, e€.5. p3ging, are added tc the
host machine, it may stil}l be possible to run a3 virtual
machine which 4does not incorporate these erhincements.
Urder these ccnditions the operating system runnirg on
tre virtual machine neec not be modifiecde Thus, with
relatively simple VMM rodificaticnsy tha haraware
enhancements can be utitized to orovide imrroved

resource handling and capsbilities.
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cucrent Virtyual 4acgkine Ungersisndirg

Nespite the rather sicrificant obenefjts thst derive from
virtual machines, only & limitec nurber ¢t curreat systenms
feoture this facilitys. This situation is a result c¢f (1) the
~e( -nT  oriqin o0f the ccnceots, (2} misundsrstandings of the

teckhnigues for imoiementing virtuzl machines, 314 (2% the

érgely
Jncsuitable nature of existing harduare, Thus, since existing
compguter systems wer2 not designec to surport virtusl machines,
trying to implement ther is largeiy a hit-or-mjiss nrccositicne.

In the thec<is, we explore tre <-rotiems 3ssocisted with
irclementing virtual macrines or coltarporary hardware, By
jeveloping an emoirical nasis and z set of hardwsre rules for
feiermining which existirg systers sucport virtus! machines, we
are able to verify the inaceauzcy of current cesigns {(Chapter 21

At tasty, there is & growing rezlizaticn of twe isportarce of
jesigning mrachines whick are virtualizatle. .2, supgert virtual
nachines, To date, thers <ceem to be two oco2sing schools of
thoughite while both views have some valijizity, bsth have
stygraficant cdisadvantages,

The first view (2%)y typifieo bty Lsuer ard Srom {731, argues
thst since the virtual rachine muct have all the furctizsnatity uf
3 rea! r3chine, tre simoler The rea!l machine is the e3sier will
ne the virtual machine canstruction. [See Secticr 2.4 3nd 4.8.])
In p3rticulzr, thay sugjest elimirrting superviser state, rercry
napgings etce Wnat they irtroduice incstead 1is a speciat

~elocation-tounds type m2mory rau, Iin which the zcsgluts cortents

29 the register may be 344ed to but not rezd cor writtens, Such an

w
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approach gqreatly simplifies virtual machire construction, turtr it

! nas as 3 major weakness that the virtual machin2®s oprogramming

anvirorrent is rather severe and devoid of structure. This fact

P R

'g imolies that the development of ltarge, interesting systams an the 5
g virtual machine ma - be cifficult. The 3authors cbserve that their §
g‘ arorosal ".ese lacks scme of the important testures of rmodern %
; ﬁ systems, particularly segmented virtual remories znd 2 suitable g

sarzmater nassing mechanismese® (761,

3
g
The second viewy, irtrcduced by U.0. Gagliardi and the author %
e

1511 argues that in ccaplex (likety IV gener3tion) comrputer

systems wWith a firewsre implementstion of the process tmode! and =
'f . ayered segmented agdress structure, there will be 3 neeg for 3
= B 3
zk . firmware subport of virtual machires as well. (See Section 2.4 %
%A aind 4,4,) What emerges is a proposal which directiy supoorts the
-3 x4
f image of =2 orocess executirg on a virtual maschine. The major %
3 advsntsge of this progosal is that it is apclicable to wvery §
3 E
EA corplex computing ervircnments that are likely to be cCeveloped in %
>4 E
2{ the near tuture. The princinal disadvantage is that, since this E
3 5
] 3pproach does not propose 2 direct hardware rasource map, a ;
3 : S
%‘ . certain amount of software intervention is stil! reaguired. In g
; ? 3dditionr, there are some fundarental fimitations on tre kincs of %
E recursive structures (runninc 3 VMM on 3 virtual machine) that %
2 ¢an be supported. E
g*

SHEF AN

,},}'

Results cf the Regearnch

2

The principal resuit of the thesis is the cevelopment of a 3

B R TR U

R
N\ AISEERO e
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B LT —

nocetl for runaning a nrocess on a corplex (IV gerersticn) corputer
system [Sec~ion 4,2} The model! jidentifies a fzrral rescurce rao
tvirtuatl msachire mac) and distingujishes it from the more fariliar

Irocess Mmag, This allows wus to understans 3 number of very

b gy
fi:h

complex pheromena ir & relatively simple weyy, and oertits us to

§
By

P
¥

12 ORI R B R AL A e P e R LS e it A Ep i

e

interprat the two eariier propocals [51476) as merely special

{sub-optimal) soplicaticns of the model [Sections 4.4 3and 4.8].

i Furthermore, the model lesds us directly to an sptiral prcposed
%f irplemertation [Sectior 4.5] which isy in some sense, a synthesis
g 5>f the better jdeas of the two onrevious rproposalse Thusy the
%ﬁ aroroszl is @oplicable t5 the complete range of camputer systers,

incltudinae the comolex (IV generstion) future systems, yet retains
the directress ange siwolicity of & hardware resource msp which

neeads little software sucoort. In addi tian, since this

>

imptltemertaticon is cerived directily from the rocel, the recursive

inveccation ot virtusl mschines, i.e.y running a VMM under & VMM

f atCaey poses no sdcitional crobiems. Curthermore, the
é; implementation should bYHe very efficient, while performance
;i mezsures are hard to ccmpsre, there is evidence thet for certsin
f tikely choices of maoss the nerformance of the virtual mechine

Fa et

Y
¢ d

4ilt be extremely clcse to that cf the rea! rachine. Although

5
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the mocel 3nd prooosed implerentaticns of Chaptar 4 arise in an

3tterot to quarzzntee virtualization tor Iv generation

e
SR

achitectures, by suitashl=2 simnljificstion and interpretaticn of

P
(ZGE O

oy

the mocel the princictes which emerge 2re acplicaclt2 to other

A

ook 3

&

Jeneraticns of architectures [Secticn 4.8).
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Serhane the aajor cHntribution of the thesis is a clear

inderstasniting ot the architecturatl crinciples f2r virtusl mechine

succoert. ty foliowing the cujicelines et fortn in tna2 thesis,

e R

% the desiqner of a future ccmputer syster can be 3s3urzd that his

nachine will be virtualizeztles This, the dissztinctiorn of these

e e dind s ke VIS o SRS R o T ALy

‘
&

orincinles should have 3 highiy sicnificant imcsct uson both the

thecretical and oracticsl aspects of corputer scisnce.

Computer architecture, like cther arcnitectira, ic the
art ot determining the needs of the usar cf 2 structure
and fthen cg¢esigning to meet those noz2ds ss effectively
as nossible within economic anrd techrolcgicatl

AN s b s e Aot LW s

constraints. Architecture fqust jinclude enrgine€ering
) considerationsy sc that tre desian will be 2concmical
i anc¢ feasitle: but the emchasis in asrchitecture jis ucon

<

the the neeas of the usery whereas in engineerirg the
emphasis is or the needs of the fabricator {211].
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1.1 FLAN CF THE THESIS

Tha remainder of tre thesis is divided intc four chacters.
Fach chzpter is rnreceded by an introcuction which cutiines the
pnaterial to followy DUt cerhans some brief organjizaticnzl remarks
nere will be helpful.

The most important nes resuit of the thesis, the mdodel of a
yrocess running on a virtual ccmputer syster (VLS) and the
ferivation c¢f design princictes fromr that modet, is presented in
Chacter &4, This chapgter 1is largely self-ccrnteined, and the
~eader knowledgeable atout current virtual nqachire sp3alicstions
aineg technology shculd be able to skip directiy to Cnaoter 4, if
jesireds The 3oprozch 3dopted in tris charter is to consider the
introduction of VCS*s into the rich, comnplex architectures likely
to te fcund in IV generzticn systems., Recause ¢f the 34diticral
system structure in the IV generation, the somswrat zd hoc third
jeneraticn virtual machine software maprcing techniaues should be
inomed to fajiilure {Sections 4.1 and 4.2, Thic.result tezds us
away fror an interpretation of virtual wmzochines that deperds
implicitiy cn technioues used ir third genersticn systers.
Instead, we are able to develor a generslized madeil of 3 oDrocess
runrinoc on a3 IV generztion V(LS {(Section 4.2). The modef! allicws
us to understand different properties of virtual rachina2s ard fto
inferoret 3 number 0of trorosecd irgctementations of VCS*s in terms
>f the modet [Section 4.,4]. Furthermere, tre 1nodel leads
naturaltly to an implementation of virtual machines, the Hardware

Yirtuaiizer {(4V) which provides an efficient 3ard sirpiitied
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. mectanisr fer virtual machines ({Section 4,51, 8 numter of
: jetzilea examples illustrate how the Hardwsre Virtualizer might

aperete in 3n actuatl IV generation system (Section 4.51. In

3ddjition, the orinciples develoned in this chaspter sre generally

E
e 3oplicaeble to other architectures as well as the highly ccmplex
B IV cenerziion. Proper simpiification and intercretation of the
B mocel {eads to retrosoective principles for now the seccird ans ?
' 23
2 third aenerstion systems shoyld have been constiucicd t2 support B
s— >
: 8
L virtual vachines [Section 4.8]. g
3 b
= The eartier chapters deyiiuivn 3 basic unlers*aacirg of %
& E
73 virtusl machines ang existing techr;ques for jxutexenting them, Ag
: &
b and orovide additional motivation for seeking ie brazuthroughs A
4 ) e
3 fescripes in Chaoter 4. In Chapter 2 we introduce secme of the 2
% =
3 %
23 oasic virtual! mackhine terminology and proparties, snd survey %
= %
g 2xisting irplementations and related titerature. The 3onroach we j%
B ke
2 . . . . e 5,
] take to terminology in Chapter 2 is largely Jescriotive and é
=

R

%ﬁ wuslitative. Latery, in Section 4.2, a number 2f Ynase noticns %
g are re-cast in terms of the VCS model of Chanter . g
i f Chsoter 2 examines the existing *ech::iclogy for third %
i ; jeneraticn virtual mzchines and <shes why =ngd hew (it s %
3 : inacequate. From the construction used in IB¥*s CP-67 [Aocencix %
;é ; 1] we cerive the general cofiware j[mdlemertition of third %
{% % Jereration VCS*s. A close scrutiny of tynical thirg generation %
- : systems lesds to a series of empirical hardwore reauirarents for %
.ii g virtuaiizable third gqeneration architectures (Section JeZ]e é
;: g Aoclication of these rules in 3 nurber ot case studies indjicates 5
ﬁi é that most third generation systems cannot te virtualized
[t

] VEY DRI 1A
pe

S et f B gt .
R L N T o
v g g A S A 1




e
-
3

PRt
i

R

AT

k.
:
=
o>
4
%
e
ks
.
23
P
32
2
&
&
33

e A P e S L e T

LR PO B i S b GF R r R sl

Page 12

(Apcencdix @], This resu!t points out the generzl unsuitstility

2t third gereration architectures (for virtuatizstion) anc¢ the

ra2

Q)

Weaknesses of the software construction techniqua. Thus, we
forced to lcok elsewhere fo~ the key issues 3n2 sclutions in
designing virtualizable architectures [{Chapter 4].

Other material presented in Chapter 3 inclules reguirements
for hybrid virtual machines (HVV) ([Section 2.3], ad hoc
improverents fo third generstion hardware {(Section 3.4),y software
reauirerents for Type II (extended machine host) virtual machires
{Sectior 3.51y and suggested virtuzl machine scocftware crimitives
{Section 3.5} Additioral third gereration sublects zre provided
in the first three zopendices which deal with 3 CF-€7 tutorial
{Aocendix Al, case studies of some third genarstion machires
tAprendix P)s and case stucdies of scme third generaticn Type 1T
sperating systewms [Aoperdix Cl.

Chspter 3 should be of particular interest t2 tws classes of
~e3ders. The first class incluces these individuals runring
third ceneration systems and contemclating the introduction of a
virtual machine ftacility. The wvarious empiricsal rules cnd
stucies should help tc cetermine if virtuatl machines sr2 possitle
an the reader®s system and what oracticsl options may be taken,
The second class st reacers includes comrputer system designers
4ho can cbserve noWw relatively insjignificant design decisicns
have rengerec most thirc generation machines unvirtuatizable. It
4ill be necessary for these designers to avcit such errors in
jesiqring the virtuzl mschine support fer the Iv generation.

Chaoter 5 gives 3 very brjef summary of th2 researcr 2and
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20irts out several orcmising 3reas for addition3! study.

The firal material of the thesis, Apgendix 2, i< a3
2f somre of the termrs used in the thesis, In azdition

speciatized tfertrinoiogy for virtual machjinzs, e.9.
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CHAPTEE O
YIRT )AL COMPUTER SYSTOWMS

Termijnoleay ance Fackarcund

£
&
=X

FLAN CF C+APTEP 7

Cheoter 2 js diviced into four sectiors. The first <section
introzuces come of th2 basic termirolcaoy trzt jc usad in the
thecsiss Sirc2 virtis!l comguter systers have orly recertly ccme
intc existencey, we hcve been fcrcec to develcr rew terms to
~erresert ice3s 3bout Y(5°s. The =rorosch take~ in tris section
is sorenhzt Zdescriotiva. Later, in Secticr 4.7y a nurter of
thece rcticrs &re recist ir terms cft the Y(CS regcel c¢f Crapter 4o

Tr the s2cond cectiin, we contrast the noticr of =z virtual
1s¢crinre witk 3 nurter c¢f relatec ccrcerts. AN2xt, examctles of
axicstine virtual ccrcutar systems 3re citec. Ir the ¢tirsl

sectiory crblisnad litarzture relatira to virtuzl michires js
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2.1 TERMINCLOGY FOR VCS*S

The term Virtual Ccnputer System has been loasely zoolied to

3 range cf cifferent corouter cyster organizations. Recentiy, 3s
noted in Chapter 1, its use has been reserved fzr a scecific type

2% computer system entjty.,

4 Vvirtual Ccmputer System is a n3irdwara2-software
duplicate of & real existirg computer syster in which 2
statistically dominant subset 3f the virtual
orocessor®s instructions execute directly on the hes?
processar in rative mode.

There ar- two parts to this definition.

e

N

nyironment-- A virtual computer syster must simulste z real
a2xjctirg computer syster, Programs and operating systems which
run orn the reafl syst2m must run on the virtuzl systes with
identical effects Since the simulated machine may run 3t 3
j1ifferent speec from the real one, timing deoenzent processor and
170 code rzy not operform exactly as intenced., Tris is very
simitar to the timitation, however, that charscterizes
interchangesbility of orogrars arong differant members of 3
“corpstitie* computer fenily, such s between tae IBM 3531/43 and
the 38°/75.

Irpiementatjion-- rost instructions being axecutad must be
arccesced directiy by the host CPU without recourse to
instruction by instruction interpretation. This guarantees that
the wvirtual machire will run on the host Wwith refative
aftijciency. It aiso compeic the virtual machine to be simitar or

iderticz! to the hosty, and forbids tamgering with tne ccntrol

g SR
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store to ade an entireiy new order codc. ?g
The VLS ard/or host corfiauratjons are made up of onre or ‘E

more central processors, main wmemory, and I/0 devices (and i‘
e

20ssibtly I/G processors tool. Usualtly the virtus! corputer %
system configuration wil! have only one central crocassor. That '%
orocessor wray be called a yjrtyal machjne. However, the f%
o5

literature often informnalty wuses virtual machine and virtual %
corpruter syster, V¥4 ard VCS, 3s iInterchancgeabla, We shall do %

likewise.

Sirce s VCS is a3 hardware-software duclicate 2f a *“real
a2xisting computer svster there is zlways the ncfiorn of a real
corpyuter system, FRCSy, or real mschine, RM, whose execution is
tupcticrstily eauivatert to the VCS.

The procram executing on the hest mackine thst creites the
- YCS envirorrent s called the Virtyal maghine mgnitors Y¥M.

SP<€7 (S,65,85), which is ciscussed below, gives the YMF the

feadn

jeneric nare of “control prograr®. Only in tre discussion of

CP~€7 will we depart fromn the use of VMM,

ARSI s

et

Jelf-virtualizing vse fanily-victuyzlizicg ¥MM

Ty
TR

R oA s et DN A G Rk R Ve Bt

The VCS differs from the host cnty in its exact

k.ﬁ
5
s

configurstion, e.9. the amount of memory availzble or the

TRy
R

I
L

osarticular I/0 devices ettachad. A further distincticn might be

in the orecise characteristics of tre virtusl processor. The

,”.
g gL ,j“a‘i

—

5

“implementation reaquirezent™ in the YIS definiticn, sbovey

implies that 1the virtual! processor must te sirilar cr identical

T TAT

A

s
RV RRTIATIAAO bttty e Ml et

to the host processor. If they are not iderticaly ther the
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virtuzl machine must be 3a mrember o0f the same processar family as

S RN AN RGE P e

the host. For exampie, the virtual and host priacascsors migkt be

1ifterert wmodels o¢f a corpatible crcduct tine, c.c0.

V]

717155 znd

36073y 365/67 and 365/65, or 0ata General Sup2raova and Nova,
The virtuat and bPost procecssors might even h2 the same mcdel
orocessor, tut oniy diffar in the fLliness of t1e insfructicn set
implemented, e.9. universz! instruction set VS standard

instruction set,

This distinctior may be cactured by tne fcliowirg two

B e\ TET ST PO ot

T T e e
Y IAVER AL a/ D LTI S
‘
¥

categoriass E:
Self-virtualjzing (SV)-- The virtus! machire is identicsl tc the E
~
nost. Z
B
?; Eamjliv-virtualizing (FV)=- The virtual machine is s memper of the %
3 i
= sare ceaputer tamily 3s the host.
2

4
ot A
¥

In 2 self-virtualizing VCS, the functionalily ecuivalent resal

"

e

zsomputer cystem s iientical +tc the hoct. Therefore, wne

- soretimes czil the hest machiney, the rez! machina2., We then say

that the real/post nsachine has a vjirtualizable srchitecture {511,

It a2 VY0S is seff-virtuslizirg, ther it is pessible to run

VT

another copy of the VMM on the VCS, thus,

, e S A3y S b MR ALY AT S g o
st RS R A

producing arother level

O T ST SRR WE W TR N B

>
-

g; 2f virtual machines. This demonstrates the virtual machine ]
Eo j
%, { cecursiqQn property 2and is of distirct cractical imgortance since -%
2 g 3
E ; it sltows alterations tc be made to the VyYMM running or the %
g ; virtual machine and permits testing the V¥M in the rorral §
% § gperating environment, {See Sectionr 4.2 for tha develooment of g
g% §~ VM recursion in terms of the V(S model.) Wa s3y that tre VMM :
& &

é{ ? jefines the leyel of recursion or virtualization. If 3 VUMM is

.

) e st b e e,
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rurring or a tevel oo VM, ther it produces a !lavel n+¢i V¥, In

varticulary the rreal/host rachine is tevel 0, In Figura 2-1, the

512K virtuatl 350/67 runnrina CP~67 is (evael 1 anc its twd virtuatl

WA A SAL e s 2

Y

machines are level 2.

Level ys. Laver

The notion of VGCS levels should not be confused with the

MR s R N S

corcept of layeps in 3 computer systems As will te discussed in

XL

Shapters 2 and &, III and IV gererstion comguter systems have
structures which implement layers of restricted access to deta or
instructionse In III gsnerstion systems, the two |3yers 3are

Jsually called v¥aster/Sleave mogce (sunervisor/probltem,

Executive/Usery etceles In 1V generztion systems, the ftayers will

S e RS ol B s T eb s

O

el

likely te called rings {57,126). Since a tayer is a relationship
soetweenr two parts of an jindividual VCS an: a level (s a
relationshiz between two VCS®sy they are sotewhat indeoendent
notionse. In particular, each level of a VCS must 3appear to have
the same number of lavers as the real machine. However, 2as wnill

he seen later,y, [Secticn 4.3] software implementation ¢cf VYM*s hsve

utilized the restricted access of layers to simuiate the effect

>f tevelss This is merely an implementation tachnjique and not a

M‘N‘

jener3al orinciple. These issues 2re discussed further in

R
PR

"Virtuslizeable A&rchitectures® [51) anc Section 4.2. Figure 2-2

T

bz

"\f}'

itlustrates the relationshino betweer levels and layers for the

GP=67 VCS shown in Figuire 2-1.
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Yirtual Machines and Related Constricts

Yhe irplemantation recujirerert of the VLS definition

indicates that a "statisticatlly dorinant subset c¢f tha virtuat

arocessor®s instructions execute cirectiy on thz rost processor

in native mode.* To provide functicnal eauivslance tetween the

¥CS and res! coemputer systen RCS, trhose instructizans which co rot

axecute directly must te cimutsted on an

instruction-by-instruction basis. Thus, the *performance® of the

5
%

&

virtuz! machine is bounc¢ by the real machine an2 oy 3 “complete E

et

A

50ftware interpreter rachine, " £SI¥. Rather than set 3any precise 5

.} Jjerformznce oblective or recuire any myopic m3chin. dependent %
: b
?i implementation as part cf the cefinition of virtual Tachine, we é
35 E
. =
b oareter to treat VCS 3s a3 broac class of cotentisl systers. 2
7 tHowever, for a particutar system wunder ccnsiceration, we %
p E
9 arorrally arply the +term VCS if the direct executicn subset is g
3 g
4 naximat,] §
) Thusy the "“complete software interpreter mscrire™ is rot a %
kX 2
4 5
2 VCS <cince no instructicn of the CSTM executes 2irectly. Neither %
-5 is the real machine. Although atl instructions of the M axecute §
A §
. firectly, the PM is not 3 hardware-sofitware duplicate, 3nd inceed %
73 =z
R . . H
A it requires no MM, E
-5 & recentiy distinguished VCS entity is the hnybrid virtual 2
P R ;,
x 5
2‘ aagchine HVM, The HYM is 2 VM in which all supervisor state, e.g. %
2 X Yaster “ode or Ping 0y instructions are interpratad, The HVM has S
- YA i
> ; oeer found to Dbe a3 usaful and easy=-tc~-construct artifact where %
B f %
> < g . - - =

B nore familiar VCS techniques hsve ftailed. ([See Section 3J.3 and %
. E
S 2
S Aopendix B.) %
< § _},
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Ar exzmple of the way each of these four censtructs might
axecute a particulsar instruction seguence on 3 III generation
corputer system is irdicated in Figure 2-3, Successive
instruction executions, i.e. time, are representel frcm left to
right zrd the 1two states shown tor each of tne four constructs
are softnare interpretation anc¢ direct executior. 7Thusy the real
nachire is always shown in the direct execution state while the

virtual gachine occasionally traps to software interpretaticn fcr

certair jrctructions.

S b ke e s by D) s 3B B BN

%
3
L5
3
bl

~ Iype I ys. lype II \YMP
E The irplementatior requiremert specifies that rtost VCS é
#3 ‘,’4
% instructions execute cgirectly on the hosts It co2s not indicate §
% AoWw  tha VMM gains control for that suktset of instructions which g
F, =
ﬂ, nust pbe interpreted. This may be done either by 3 program %
} runring on the bare host machine or by a3 projram running under %
k- ;
? 30re operating syster on the host machine, In the case of %
;: runring uncer an oper3atirg system, the host opersting system %
> &
: ariritives may be usec to simolify writinga the virtual msachine %
moritor. Thusy two additioral VIS cetegories 3arjses g

b

e Type I--The VMM runs ¢cn 3 tare machine.

Type JI--The VMM runs or an extendec host {63,75), unzer the host

MR e

1,
¢

aperating system.

In ejither casey, the virtual machine being created is
i aguivalent to the bare host or a relatec family member.

= Tyre 1 fbhare host) and Type II (extended nast) VCS*s &re
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REAL MACHINE

SOFTWARE
INTERPRETATION

DIRECT .« o .
EXECUTION

VIRTUAL. MACRHINE

SOFTWARE
INTERPRETATION
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SOFTWARE
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|
DIRECT | l
EXECUTION

CSiM

SOFTWARE
INTERPRETATION

DIRECT
EXECUTION

VIRTUAL MACHINE vs. OTHER CONSTRUCTS
FIGURE 2-3
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itlustrated in Ficure 2-4, In both Type I an3 Type Il VLS, the
IMM creztes the VCS arvirorrent, Hewever, in a Type U V(CS, the

JMM  an a3 bare machine must ce~form the cysten®s scrhedutirg snd

{rezt) rescurce 3flocation. Thus, the Type I Y¥M 413y irclude

nuch cote not specific3aily needed for a ViS. In a3 fyoe II VCSy
the recource sllocation 3nc environrent creation furctions tor

YyM®*es &re more cleariy srclijt, The operating systenr noes the

SN e iRt

qorral system rasource 3allocatior and provides & standsrd
axtendeg machine enviranrent, Thre VMM program runs on the

2xterded rmzchine enviranrent and oproduces g pseudo-hardwusre

anvirnonrent. {Another interpretation of Tyzgce I and Type JII

virtu~l machines is oresantecd in Section 4.2.1

ey

SRt e cder

S

There are gifferent acvantaaes to be derived from wusing

2ither 3 Tyge T or Type IT VCS. If an jinctaltatisn ncrrally rurs

skttt SR

3 >ne particular operating sycstem and most users would prefer to

IS

trezt the systemn as an exterded machine, then a Type I ymy

3

3y

ng usec to provide a virtual machire fer the occssiornal user nwho

nay desire it, He might wart to ejther debug <syster code o¢ory

oy

33yey run csome {foreigr onerating system. In such 2 casey the

access to the system is likely to be rore convenjent for the

3

=

%

£

i';

a

o5 numerous typical usersy, andy orobably, rore efficient since there %
. £
3 S
> is 1less overhead in running the oreferred operating system. g
2 {Ancther approach to achieving some of these objectives is 3
3 reported by Parmeiee (931, §
& . . ;
2 If there are numerous atien operating systeas t¢ be run and 2
- &£
Ee =
s there is nec such thing 3as 3 preferred ervironment, it nay make §
k- y:
ﬁg sense to run a Tyge T VGS. O0Of course, the gecisicn tc choose "
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VIRTUAL
MACHINE

EXTENDED
MACHINE

TYPE T VCS

BARE
MACHINE

ONVENTIONAL OS

—i——EXTENDED
MACHINE

VMM

VIRTUAL
MACHINE

FIGURE 2-4 TYPE I vs TYPE I VCS
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Type II over Type I depends 31so on the existence of sn operating
system that is capatle cf supporting a Type I1 syster., Another

important factor to consider is the amount of work required to

brirg up either system.

Type I and Type II VCS®s are two cuadrants of 3 vore generatl
tabular structure which deserves future study. See Figure 2-5.

The two romns of the tatle indicate the host envircnment on which

3 the monitor program runs. The two columns indicate the target

envirorrent produced bty the monitor. A Tyce I VMM runc on 3

narcdware host to produce a hardware target, ie.e. virtual machine.

3
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= A Type II VMM runs on an extended host to oproduce 3 hardware
é target. The boxes marked EMM stand for £xtengeg Magchinz Moriter.
§ The Type I EMM is a conventional cperating systeme The Type Il
5

? £ZMM runs under one operating syster to produce the interface
; generated by some other opersting system, Tyge II EMMN can be 3
% valuable toct for transporting software when a VS is not used

[3€445]).
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TARGET
BARE EXTENDED

Bare| TYPE I VMM | TYPE I EMM

exTenoeo| TYPE I VMM | TYPE T EMM

—ANCO T

MACHINE ENVIRONMENTS
FIGURE 2-5
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2.2 COMPARISON WITH RELATED NOTICNS

ATy U A T T

:
04

R@?&ﬁé&%ﬁf&mﬂ N R R A £ 0 L AL AT NN SHLPINEN 8 b R W i 2,00 SN0 A B0 DI, b e ity ST M LR A S A L Sl o™ e s o BN TR et inde

Secause of the recent develocment of the fjeld of computer
systems architecture, anrd the absence of 3 generally usec, 3as
well as agreed upon, terminology, it is possible that the notion
3¢ 3 virtual machine may be confused with certajn cther retated
ideas., In this section, some common misconcections regarding
virtual rachines will be cited to provide some 3dciticnal insight

into the key notions invotved in a virtual machine.

242e1 Virtual Machire vs. Virtusl Memory

Virtuat! memory refers to an adoressing system iIn which a

fogics!l &sddaress genersted by a prcgram, called 2 virtual remory
8 address, is mapped into some other, possibliy differenty, physical

nerory 3ddress. Virtual memory ray be impletented in nurerous

ik

43ysSy arong thenm sirpie retocation, rultiole relocation, psging,

segmentation, or a comtination of these methods .38). If paging

Frbain ;“‘, WA

>r segmentation is emoloyed, it is often the case that the zmount
of virtuzs! remory exceecs actual! physical memorv.

Since one aspect of & real computer system is remcrys the
correspondirg attribute of & virtual corputer system is
customarily called virtual memory (51]. The virtual remory need

not be larger than svailable physical memory, although it may te,

if implementec on 3 machine with paginge This is tre case with

ZEVINE T

o

CP=-67 [9,8%,85], The virtusl memory may te even rapped

‘h‘.‘ 4‘4

7

identically into atl or part of its correspandingly addressed

axs
o
et

ohysical merory. This is the case with the proposed CF-€5
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e A

2

R

{S54,5R), experimental 1IBM 360/29 (71}, or Js3p3nese aork (501,

S

The permjttec virtual memory size or method of relccatior (or
not) are issues xhich affect the flexibility of the use of
virtual rerory, or ease of performing system sterage altlocztion.
These iscsues are {13rg2ly tarngential to the nstiors jinvolveo in

£ virtual racrines,

One pearticular connection between virtual mzchines and

e S R R R R A

virtual memory concerns the irterrunt control rejzister locations

f thzt most systems hsve fixed in low ophysical core. Since the
25

; nerory of @& wvirtual machine js functiorally ezcujvaliant to the
% nemory of a real machiney, virtual interrupt locstions in virtual
% nemory rust have the sare apparent effect for the virtuat machinre
é, as the corresponding resl locations have for the real machine.

23

2,202 Virtuzl Machine vse Virtual Mzchine Time-Shsiring System

s
RrPITR I

A Virtual Machine Time~-Staring System (V¥TSS) is a

tireshazring system in which each user®s interface with the system

-.u.,,.
W T

is s*virtuatl machine [81]. It is rossibie to rave 3 virtual
nachine without having timesharing or a VYMTISS., The experirental
IBM 38C/3D (71) or the Jacanese HITAC 84RG (5C) are examples of
virtual machines rurnina on 3 non-timeshariny system, The

virtual 263 under UMMPS [6&6(]) is an examole of a Tyoe Il virtual

P T VT T Y
LU VA S A R U R R S R e b

mackine runring under a (conventional) timesharin3j systam that is

' T Nt
A A S LR Y e btk bt B AR AT T WU PRt

not a VMTSS, Possibla confusior between virtual rachines and

i
'
23

- JMTSS®*s ray be related to the success of CP-67 which is 3 VFTSS.

L R

. el
DL R ERARSAR C S
v e ot

AR

w
|
b
f

heeineon oo




¥

okt

TR

A

V

AL
AL,

eIy

s

5 YA ;H R Hle

2

P IE VRO B

s
b

>

e s

GRS

AR e P st o e

K3

+

v

1l

i

ok

LM

Ly

. A

Page 30

24243 Virtuzl Vachire vs. Pseudo Machine

4 pseudo-machine [99), also calied an extended machine [53)
ar & user machine [75), is & composite rachine sroduced through a
combination of hardwar2 and softwarey in which tre macrine's
ipparent architecture his been changec slignhtiy tc make the
nachine more g¢onyepriert to use. Typicallyy these architectural
changes have taken the form ot removing I/C channetls 3nd devicess
ind adding system calls to perforr 1/0 zand strer operztionse.
These system functions are rormally invoked by transferring to
sore lccation in virtuat mremory, as in Multi:s (88,92), or
issuing a Supervisor Cail (SVC) or *Faster Moae Entry (MME), etce
instruction with suijitzsble sddress code. The supervisor
interprets the SVC, executes the desired functiar, and returns to
the user.,

In 2 virtual machine, the machine®s 3pparent architecture is
iderticst to a real machine®s architecture. The visibitity of
att I/0 channels anc devices 1is jeft jintact. There are no
supervisdry functions orovidede It o machine wishes to perform
I/7C0y it must utitize its own 1/C prcgrans. Indeedy tne system
joec not provide an SVC handier for the virtual machire,

Possible confusion between virtual machine and psaudo
nachine can be attributed to an overuse of ¢the term “virtual
nachine® by certain suthors, Teco often "virtual amachine" has

been ysed to denote a3 necn-hardware "user" machine (111,112},

2e2¢l4 Virtual Machine vse Erulated Machine

Frulation (s 3 technjque that bhas beer uses successfully *to
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nap one system architecture into znother di ffarent architecture
(63,82,1131, Emutation at the interior decor interface (nardware
interface) causes tte layer 2ero soffware visibility of the
fative system to (atrmost) incluoce vis..i ity of the target
system, Similarily, erulation st the exterior 3zecor interface
{extended machine) exterds tne software vicsibitity of, say, laver
1 to inctude software visitility of tayer 1 cf the tsrjet system
[511.

Hell-knowr exarples of emulators include IEM*s 1401 or the
366/73C, 70694 on the 3A0/€5, and DOS under 0S or the 271/14E., 1In
the first two examples. the target ard rative interior decors are
vastly different, This requires the emulator t¢ be Iiteie:anted
via special additionra!l microcode, znd the orocesior fu.' orerste

in this non-native wrode.,

In 3 virtua! machire, on the nther hand, the target and host
are ejither similar or identical hardware meschines. It a
selt=virtualizing mschine has an emulator implesented on it, then
it should be accessitle to the virtual machine in the sare way
that it is to the reai one, Thus, if there =axists 3 scgecial
instruction, such as 0c¢ Interoretive Loop (DIL) f14C) which puts
the machine into an erulation mode, then its 2xecution by a

virtual machine shoufc put the virtual machine into emutation

nocdes [(IBM has jJust anrounced this facility for YM/379 (6711
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2.3 EXAMPLES CF VIRTUAL MACHINES

There are ratativeiy few examples of virtusl machines that
nay be cited. HWe will show later {(Section 3.21 that this is cue
to the general unsuitsbili*y of contempecrary designs 3and hence
the significant requirenents placec on 2 computer system thrat is

to suoport a sc.tware coastruction of virtual machines,

2.3.1 IBM Pesearch Mula/44X~~- Type T FV (Family-virtualizing)

The IBV M4L £91,1023) was & hignly rmodified (II generztion)
IBM 7444, extended t¢ include paoirg and a number of ooeratioral
nodesy such as Probler/Supervisor, Location Test/No Location
Testy, and Mapping/Nc Mappina. Through the use of 3n operating
system, calied MOS (Modular Operating System}, it orocduced a cet
of wvirtual machines csiled 44X*s., {(These 4U4X*s are noat virtual
machines in the strictest sense since they are slightly different
trom real 7C44°s.) A 44X operating system runs cn each L4LuX and
srovides the customary services fourd on most coareting systerns,
The Mi4/44» system was very jimcortant, in the history of
comrputingy for trying out 3 numter of innovative ideas, amcng

thery, virtual machines.

2.3.2 IfM Cambridge Scientific Center CP~4{Q-- Type I FV

CP=-u4G [3427458)y the forerunner to CP-67, was constructed on
an I6M 360740 tnhat was soecially meccified through the aidition of
an associative memory n3ging boxe This system was a VMTSS and

supported fourteen virtual! 360°'s. These 350°s were standard

A A
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E

z

3160°s and <id not contain any of the specisal mo3sifications cf the 3
&

host mooel 4. The virtual 36(°*s were ahie to ~un numerous 360 3

o

aperating systems, including the standard 0S/3€9 [66,84) and CMS
[85)s @2 conversationsl system which was developes at Coambridge
Scientific Center specifically for use with CP-4(s The system

suffered frem the ccmposite limitastions of the 3231/40°'s orocessor

speedy & modest amount of real core, and a slow disk for Dpaginge.

N R b,

S

o4
£
3

»

HYowever, CF-40 dic serve to deronstrate the visbility of the

: ]
; virtual machine notion. Furthermore, it provided a VMTSS, =2and g
4 -4
g with CFS, & converiert conversational systens for the 360 3t a %
; tirme when no other gereral purpose timesharing syster for that é
% series of machines wss working. Irdeed, success wWith this %
: =
é oroject led directty to the larger system, CP=67. %
4 2.3.3 18¥ Cambridge Scientific Center CP-67-- Tyoe I FV %
é CP-67 [Q,€£5,85) Wwas begur as an experinentzl system in §
Gy 2
éj conjunction Wwith MIT Lincoiln Laborctory in Jsnuary, 1967, %
i Initially, the CP-40 system was modified slightly to suoport the %
g different memory relocaticn syster found on the 3€0/€7. %
Z t Subseauently, the entire CP-567 syster was rewritten. CP-67 is 23 §
4 VMTSS which runs on the 360/67 and supports setween thirty and ?
.§ forty users. "t is. by fary, the most widely knewn virtual §
- 2
§ é machine systems The virtual 36('s producecd undar CF-€7 have been %
% ; very successful ir runnirg & nurter of differert 2€0 operating g
% . systems. These include (but are not limited to) C5/360 (in many §
'% versions)y DOS, DGS-AFL, CMS, LLMFS [85]J. The virtual machines '
é : have been wused in tetlecormunications acolications. The
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s

Jniversity of Grenoble hes even rur the IBV CS/ASP (Attached

Support Processor) system, connecting a real 363740 to 3 virtual

360 (9],

The orincipat liritations of the virtual maschines prcduced

' n 1 !
et i dnle e i

Rk

by CP~67 are that a srall set of programs may not work correctly.

; These are!

s (1 Programs which depend¢ on precise execution times;
z (2) Programs which depend on the relstionship between
& processing tire snd input/output time,

3

(3) Programs which depend on precise real=timey, and

~

St

o 42

(W) Programs which ccrtain setf-103ifyin3y channel
programse.

R TS AN S

ey
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The first two restricticns are identical with those to insure

r
32
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e compsatibility between two different member processors of the 360
farity [69].

"

]

i: 2.3.4 Extension of CP-67 to surport virtual 3e0/67-- Type I SV

? In May, 1969, the suthor designed a3 stight extansicn to
TE CP~e7 to support a refatively efficient jirolementatior of a
E virtual 360/€67 (with virtual relocation) ({54], With stight
% .

?A nodifications, this design ot a virtual 36(/67 435 imciemented :In

i

the fatl cf 1969 by F. Furtek. Independentiy ¢f this work, A.

3t b SN LS

duroux =3t the IBM Cambridge Scientific Center alsc desigred a

virtuat 360/€7 extensior to CP-67 {<S5)1. "The two cCesigns are very

3 similar anae the Ayroux implementation has cecome p3rt of the

b standard (IfM distributed) CP-67 system.

The virtual 360{/€7 has been limited to 3 Zu-bit addressing

B
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noce single processor machine, With this ceozbility, veariocus

360/67 ooerating systems have been runy, including CP~67 &nd

Ao enitay
i

TSS/7%¢0 (93], That isy CP-67 has beepr run under jtseff. In

.
ARV PRAE & ool 5 3 ¢ L PSR § PE 0 s Y Ly YA,

f fact, this chain has been tested to a denth of 2t je3ast four.
% The oprircipral additioral tiritation on the oaperation of the
%, virtual 362/67 over a standard virtuai 260 (under CF-g7) is that
i arogramrs that dyneamicclly alter the contents of segrent c¢i page
i tables may not exaecute 3s intended. The results ray or may nct

se jdentical with 3 reatl 3€0/67., Ir a real machine, th2 corterts

2% the ascociative registers may affect the result and hence

results may siso be unpredictable,

2e34% Virtuat 369 under UMMPS-- Type II FV

The virtual 36C uncer UMMFS {44601 is a Type I virtuzl

AN i MAOIT P v L s i 200 B A ek s, Lt ydbaiie ey o kxR st stessdsoyhontd

nachine system. UMMPS is a conventional muiticrograrming system
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sahich was written at the University of Michigan ts run on s dual 3
g H
> orocessor 2€3/67. The Universivy cf British Cclumbis h3as wsade a 3
3 3
e few modifications to UMMPS to supgort a wvirtuzl 269, These :
4 3
é nodificztions have taken the form of some additional supervisor 3
. 3
e call facilities to pertcrm some crucial operatisns in dispatching :
. the virtua2l machine, Agparent® excertionai concitions occurring §
F- 1 H
g 4
5 . in the virtual mAchine 3re reflected by the UMMES supervisor back 3
", . é
. to @ user program which perfarms, for exarple, the simytation of 3
i . i
= 3 orivileged instructions. Virtual (stancard) 3563°c are the only 3
(‘:_ :2‘9 ?
k. 3 virtua! machines supoorted by this systemy, 2!-hough other user :
Y .
3 i ;; - v - . !
L ¢ interfaces tecjdes the virtual machine interface are oprovided :
SR
L {sueh zs MTS or a tonventional batch systexd., Extansicns to
g _
.- f: B
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JMMFS to support virtual 3€./67's as welt 3s the standard 366°s

are being designed.

2.3+.6 Japanese Electrotechnical Labe HITAC-8400-~ Type II FV

The MHITAC-840C is the Jzpanese manufactur2d version of the
RCA Spectra 73/45, It is @ conventionat third generation
corputer without & memory mappirg system, sitilar to trhe IBM
System/3€3, As an sid in debuaging ETSS (L9}, 5 newn tire-sharing

system for the HITAC-340C, a Type II virtual machine was
constructed on the =existing, vendor-supclied ogerating system,
TOS/T00S (5C)l. The virtual machine system js very siriliar to the
virtual 3860 constructed on UMMPS, One interesting sscect of this
affort was the atterpt st simulating various virtuysl I/ devices
that did not have exact ohysical counterparts (such &s a disciay
score)le This was dones of course, csince the virtyal rachine nas
heing used entirely 13 debug supervisory code for ETSS anrnd not

for runring preduction jobs under it,

243,77 Hardware Modifiead IfK 3JGI/30-< Type I FV

& virtual @machine syst2m has bpeer constructed on an
experimental 63730 throgugh a combination 3% scftware and
nardwire, i.e, Ricrodrcyranming nvodifications {711, These
nodifications, wnich have been introduced in order to simptify
virtuatl machine construction; are usad to imoierent 3 speclai
“monitor” mode, 2and to relocate the interrupt central srea from
the requiar cortrol progiram area Iin shysical page . The systenm

not o VMYSS anc ontly supperts one virtual machine. 1Its
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grircinle use is in monitoring and evaluating tne perforrance of
axjseting operating systems such as (persting Systam/360 (CS/3€0),

an¢g the B8asjicy Disky, and Tape Operating Systems (B80S, DCS,

B

A AUAT L MU s M 90 0 N 11 NN o RO a2 1 G

& T0S/73670).
; 2348 MIT Project MAC PCP-10 ITS-~- Type II SV HyM
% As wil! be seen in Chapter 3, it is ngt oossible to
é irpliement virtual machines or the OEC PDP-10 using corventional 3
; third generation software techniaques. Recentiy, the ayther znd é
2. i
E Se We Gatlley have ijrtroduced the notion of 3 hybrid virtual E
% machine for the FQF~1) [56]. With this  tecrhnijue, aty %
2 axecutive-mcde instructiors are irterpreted while all user-rode %
g insfructions execute directiy. The ™MIT Projact MAT [Qynaric %
; Mocelinrg~-Computer Grachics POP=-10 has provide?d 3an jigeal g
§ environrent for this implementation. The ITS (Incompatitle é
: Timesharing Systemr) gprevides the requisite features to suprort a %
% Type I (extended machire host) VCSe Furthermore, tre hardmusre é
4% configuration is trlessed wWwith sutficient cere sndy at times, §
3 i
% 2nough CPU cycles to make it possibie to run fthe HVUM, [See j
; i
%k jiscussion in Apoendix C.) ;
; ; 2.3.9 Grenoble Monitor System for Standard 360740 %
3% i G¥Ssy CGrenoble NMonitor Systemy, [58) was da2signed by the TBM §
'g g Srenoble Scientific Center to rprovice muitiole 263°s on a é
. g standarc IBM 360y ie.es one wittout relocaticn. The major g
é i objective of the system was the concurrent suppcrt of 3 timited %
3 ? number ot virtual machines, each ruynning (CMS, the Camtridge %
3 :
:

'
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5
¥ Monitor System, Since 3 standard 3€0 does not crovide a wmemory 2
- %
3 relocation system, the store gnd fetch memory protection system %
- . g
Aust be usec in virtual machine corstruction. ({S2e Agoendix B8,]) ;
Homever, because of ditficulties in Iinstaliling fetch-gratect c<n a %
Furopear model! 40, ¢the actual irplementation had tc compromise ?
the pure 360 hardware definition of the virtual machinass. This g

fed to 2 system in which moditfications were mace to CMS to allow
= it to run in this “enhanced' environment. 3
g 3
b 2.3,10 IBM VM/370 _
- In July, 1972, 18M announced a virtual machine tacility for 3
3 various rodels of the System/370 (67). This system seers tc be a f
E: iirect descendant of CP-67. When delivered, VM/37C will te the
- tirst tormstiy-supported, commercially-offerred VCS available §
= %
3 from any manufacturer. g
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2.4 RFELATED LITERATURE

The early literature on virtual machines dealt simcst

axclusively with the jimolementation mechanisasy policies, or

jpplications of ore cparticular virtual comouter system., The

ki
#
14
¥
b

treztment of policiesy €+Qey schedul ing 3ljorithnrs, page
2 replacement algorithms, in these paoers involves largely the same
; consjceraticns as in non-virtual machine timesharing or
; ) nultiprogramming systems, Therefore, they will not be reviewed
b
E' nere. Many of these papers, particularly those devoted to remory

nanzgemert sppear in the annotated tibliography of Farm2lee et al

{951}, Since the tnesis is concerneg wnith “eveloping

arcritectural principles ana mechanismsy we will rot revien the

% virtual machine aoplications papers either, Honever, same of the
E more signjficant papers 3are listed in the tiblicgraphy.

% The virtual machine implementation and machanism vapers go
% vack to 2n early wunpublished paper by Sayre (101,133) which
g iescrives the IBM MuL/44X work and its implications. Perhapgs the
Z first virtuzl machine report to get wider circufation was the
2 : jescription of (P-4 produced by the 1IBM Camtridae Scientific
‘Z Senter in 1966 (3.

2 S Hith the arrival of CP-67, a3 number of papers were oublished
>i E 4hich cescribe the mechznisrs used to create virtuzl machines.
% %; These papers include Field [47) and Aurcux and Hans (in French)
ig : {391 which &sre the most complete. Later papers by I2¥ authors,
g £ 2.9+ Meyer and Seawright [85], repest much of the same opublished
b 5

; % naterial.
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Two early pacers duserve oparticular note. Fuchi®s paper
{501 reports on the jisplemertation of the first Type II VMV and
alsc gives insightful suggestions for hardware *“imoravements to
facititate virtual macrine construction. Keefa®s pavcer (71)

reports on some hardware modifications attemcted with an 18BM

360/3) in order to simplify production of 3 non-saif-virtuatlizing

MM,

Among the 3uthor®s early papers are the first capers that

jiscussed self-virtualizirg systers and the develcprent of an

ampirical basis tor deciding which macnines are

self-virtualizing. "Virtuzl Machire Systers®™ [43] recorts on the
desjign of a virtual 363/67 under CP-67 and 2 virtuatlt 353/65 under
"CP-65" (which runs on a stancard 330/€5). This same report and
“Hardware Reauirements for Virtual Fachine Systems* [52])] contain
the first published 3nalyses of ¢the problers involved in
implementing a VMM on a specific cl1assy ieee third generation
machines, rather than &n individual comrputer syster.

Recently, there has been increased interest in VCS"se. At

the (Septerber) 1971 IEEE Internationsl Compnuter Scciety

Conference, the author organized a session of zacers [53,34,113)

and discussion devoted solely to VCS°s. Cne ¢t these cpaspers,

writter by the author, "Virtual! Machinest Semantics and Exarptes®
{52) oroposed some ot the terminology introduce? in Chaonter 2.

At the 1972 ACYM International Computing SyTposium at Venice,
three papers specifically related to YCS®s appeared. In "Virtual
Input/Cutput in a Virtual Environment™ {8, Ancitotti, Cavira and

Li)Jtraer of Pisa investigate the possibility cf alicwing an 1/0
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channe! to execute & proaram allocated in virtual memdory, *I1s
Supervisor-state Necess3ry?' [76) by Lauer ard Snow cf the
University of Newcastie-upon=-Tyne is a particulartly insichtful
and well=-written caper proposing the organization of a
self-virtualizing compguter system bssed ugon = relccstior and
bourds form of address relocation arnd no supervisor state. As
Wwill be discussed in Section 4.8y this design is 3 scgecial

3ub-¢

[

se of the hardwmare virtuatizer of Section 4.% with f=R-g3
anc d=iadentity map.

The third paper was “Virtualizeable Architectures™ (511 by
UJeOe Gagliardi and the zuthor. This paper was tha first pager to
suggest the nezed for firmware suprort for virtusl mschines ir a
comclex comcuting environmert. The design that emerged, called
the Venice Proposs!l (VP) in this thesis, f23tures 3 hardware
Virtual Machine Identifier (VMID) Register to scecify the sactive
virtual machine. It was the work with U.0. G3gliardi on the \P
that led the author directly tc the more general rodeil of 35 VCS
oresented in Section 4.2+ In Section 4.4, the VP is presented
and interpreted as a3 specis! case of the VCS model.

4 nuymber of other rapersy not specifically related to VCS's,
wave affected the author®s thinking during the course of this
research, Some ot thase oapers ciscuss hiersrchical operating
systems, layered oprotection structuresy, or ceferred resource
oincing. The early paper bty Dennis and Van Horn (1,40) descrites
an hierarchical operating syster anc suggests primitives for
interprocess controtl. The caper by DOijkstra (41) descrites 23

view of 3 system seen as 3 layered structure. Tha pagper by

i N AR O 3,

s R A

0,

o
Y,
« ¥

Iy

"
y : ' 1r abh ST ; . £ ey . 3 e 12 WIAY s N .
kﬁ‘wﬁml e B A S AR Tt s e LT 5 A SR T ot Sl ATy M IIRALI S e i AL A L SR AN BB NS TS R N AR DB S ST ey R R R VL i, e 27




Eor-
o
3¢,

|
X4t

A EATE R AN

ER T A0
AL

TERES Y 7

o WA e

Y

1'%

KR S

AT

i)

o .

ek

v

-

e
s
=
%3

3

]
o

;

L SR

[ttt e et

CRE

A

iSRRI

o
K-

Page 42

Schroeder and Saltzer [1(6] oproposes a hardware mechanism
sutficient to support 2 |{ayvered syster stricture. Evans and
LeClerc [4€,77) describe a harcdware addressing structure in which
addressesy e.3. Segment numbers, are assigred relative to each
inaoividual cprocedure call, Finally, Schell®s doctoral thesis
{1041 discusses the relaticnship between {ogical ard physical

rescurces and the mechanisms for electrical bingirg.
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CHAPTER 3.
PRINCIFLES FOR III GENERATION VIRTUAL COMPUTER SYSTEMS

Inadecuacy of Current Designs

3.0 PLAN OF CHAPTER 3

Chapter 3 develops arinciples for third genaration virtual
corcuter systems, The spproach adopted is somewhat erpirical and
relies on a scrutiny of existirg TII generztion hargware and
software systemss The chapter is divided irtc four subject
areas! (1) Characteristics of 1III generaticr hardware, (2)
Harcware requirements for third generation virtusl corputer
systems, (2} Software recuirements for Type Il third jeneration
VCS*sy erd (4) Conclusion.

In the tirst secticn, wWwe summarize relevsnt architectural
characteristics of III generation systers.

Section 3.2 generalizes the virtuat machine construction
Jdsec in CP-€7 to derive 3 set of emcirical hardware rejuirements
for deterrining it a third generation =rchitecture |is
virtualizable. [Appendix A provides a trief tutorial on CP-67.]
The rules are apolied to a number of representative TIII
jereration rachines and the results are surmarjzec¢ in 3a table.
i Aopendix B orovides the cetailed anaslysis of these ccse
studies.]) In Section 2.2 we introduce the bybric virtual machine
{HVV) and cevelop its set of 1Jess stringent hardwsare

reguirerents. Finally in Section J.lby rodest ad hoc
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“improvements' are considered to make more third 3eneration
machines virtualizatle,

Section 3,5 develors a serijes of erpirical ocerating system
reguirements for determining if an opersting system on 3 tbhird

jeneration rachine will suprort a3 Type II (extended machine host)

YMM. The rules are appntied to a number of represertative III

i
i
s | heay ey R R
AR DAY B Mttt S B R R SR D w0 e it RRORILEN R

jeneration operating systems and the results are summarized in a

table. [Appendix C provides the detailed snalysis of these case

stucieses]l] In Section 3.ty we propose an exarnle of a set of

ideslized operating system prriritives to suoport Type II virtusl

nachines.

Section 3.7 reviews some of the results ¢f the chapter 2nd

sarovides some cerspective of how this uerk relates to Chapter 4.
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3.1 CHARACTERISTICS CF III GENERATION COMPUTEFR SYSTEMS

One of the most significant architectural innovatians of III

Jeneration computer systems is the existence of tws orocessor

modes ¢f operation. These two moces, variously called supervisor

and probttem, executive and user, or master and sfave provide two
iagrees of orijivilege for orograms. Thus,s ocerating system
arcgrams, when executing In master mode, may typically invoke
certain special instructions, while user prograss, opersting in
slave wnrode, may not. These instructions norrally control such
critical system features as the input/output facilities and the
setting of privilege itselft, Atterpts by programs in slave mode
to issue privilteged instructions are normally prevented in cne of

several wWayse

Another architectural characteristic of 1T: generation

systems i5 often, the presence of a supervisory call
instructions Since 3 usar program (s orohibitea from issuing
arivileged instructions, the operating system normally provides 3
neans for users to calt upon it for these servicess Fatry to the
sperating system is wusually via s special instruction, such as

Supervisor Call {(SVCy RRM, LUUO, MME) which traos to a oarticular

focation in the nmonitor, The rmronitor checks the request,
serforms (if permitted) the desired functicn 3an: returns to the
user programe

An adaitionatl characteristic of the III generction corsputer
system concerns the means ¢f addressing memory. Usualiy, but not

atweys, some kind of relocation and/or protaction system

is

.~

47
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orovided. The menory relocation may take the form 2f simple
relecation and bounds (R~3), pa2gings or even sa2g9rentatior and

2aging. Most of trese systems provide an avsslute 3ddressing

% mocde when the memory reloczstion system is disablecs This usually
; sccurs when master moce is entered.

g III generation 1/0 systems usually communicate with the CPU
i via asynchronous interrupts which are affected by 3n interrupt
f control area in low ohysical core. Intervsl timers are set and
;; notify the CPU simitarly.

?j Oenning [37] has recently delineated ¢the extant of 1II
% Jeneration systems by uncovering the existence ¢f a “Late Third
{E 5eneration.”  Since his distincticn between III and Late III is
;% 7ften tssed on facilities of the operating system scftware, we
i neec not distinguish them, Virtuatization is corcerred with the
f? software visibility of the interior decor, not of any operating
; system features. Later in Chapter 4, we take un the likely
? characteristics of IV generstion architectures, Since many of
% these same *“Late Third Generatjion® facilities, e.g.,y interprocess
; comrunication, are now opresent in the I; generation interijior
'2 fecery virtualization must consider them, I[See Section 4.1.)
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3.2 EMPIRICAL HARDWARE REQUIREMENTS

CP-67 has suggested a general approach for constructing
virtus! machines on other conventional III generztion systers.
In this section we Will explore the application of the CP-67
virtual machine construction techniaque and see for which III
jeneration systems it is acprooriate. Appendix A provides a
tutorial orn CP-67 and descrites the maps which it enployse The
Xey point in the simulation of a (III generation) virtual
orocessor js that sirce the host and virtual rachine 3are
identical (or similar), the instructions of the wvirtual mechine
may be executed directly on the rost. Howevar, because of the
virtual machine mapping construction it is necesssry to oprevent
certain of the instructions from executing directly ¢n the host.
These instructions, if executed directly by 3 VM can cause
serjous difficulties in interpretaticn or contrcl. [See Appendix
A.]1 Any instruction whose direct execution cannoct be tolerated is
terred 3 sensitive instruction. Then the key toc imclementing a
virtual machine on III generation systems is to porovide cofmplete
functional equivalence with a real machine without allowing the
1irect execution of sensitive instructions.

The scheme adogted refies on a software macpina ani permits
snly the VMM fo run in supervisor stste. The virtual machine,
itselty, is run in problem state., Threrefore, if the instructions
that are considered sensitive are alsd crivileged, their

attempted execution by the virtual rachine (ir problem state)

Aaill cause a trap to the VMM, 1If ¢there are same instructicns
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that =zre considered sensitive but are rnot orivileqed
instructions, then it may be necessary to resort to msssive
interpretationr in order to preserve the integrity of the virtual
nachine.

Whet are the instructions that are corsjiderec sensitive ir a
virtual machine system? Certainly any instruction that attemots
to charge the mocde of the virtusl rachine. As stzted above, in
srder toc prevent a virtual machbire from gaining control cf the
host machine, the virtual machine must be run i1 protlem state.
Moreover the virtual machine should not be permitted to put the
host machine into supervisor state in such a way 3as tc allon the
virtual machine +to execute any privileged instructionss In
arder to mairtain a compatibility between the virtual machine and
its real counterpart, the VMM must crovide a virtual supervisor
state, See Figure 3-1, In thic state, the virtuz!l rachine’s
orivileged instructions are simulated by the VMV, In addition,
the virtual machire should not be able to change its state from
virtual supervisor to virtual problem state without a orjvileged
instruction. Since toth of these states are actualiy run on the
nost machine as problem state, the VMM must be informed directly
or it would have no way of knowinrg that a virtual state change
has occurred. Furthermore, it (s not sutficient ¢to merely
orevent the virtual machine from changing the state ot the host
nachiney, it must also be prevented from referencing it, Since
the host rmachine will be in problem state when the virtual
machine thinks it is in suoervisor state, the answer to the

question "HWhat state am I in?" may give an inacpropriate result,
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Corseauently the instructions ahich reference state iaforration
3¢ well 8s those that acfually change it sust be orivileged
tnstructions. 1In machires in which this is not truae 2t the VMM
canrot  pertorm some kKind of cre-~interpretaticn, 2 virtual state
charge right occur withecut its knomledge. f£s will ne seen in

Section 3,34 the Hhybrid vir*ual rachine, HUM, orovidas snother

——

sofutior to this dilerms.

Ancther probiemr arising from the fact that virtuzl machines

in virtuat supervisor state musi, in fzct, e run in physical
orotiem state, corcerns the intercretation or 1ack of
interpretastion of certain bits in the jnstruction wo, .. Certszin
machines use an additionat bit in the instructisn werd anly when
in supervisor state. Other wachines use additionz! bits :n the

address portion of the instructione. These differences in

instruction executior in orobler snd supervisor stite mray be

Ch
by ey S AL g b 3 B b8 L b ) ks R N s L

1ifficutt to resolwve without resorting to instruction-

by~-instruction simuiation. [See Acpendix PB.]

In adgition to changing cr referencing the stz“2 of the hest
machine, the virtual machine rust be oreventec rcm tamcering
4ith or looking 3t cartain sencsitive registers ang ccre

locatiors, for exasple, because the VMM must kaep trick cf the

~e3! interval timer fcr all machines, the virtust machine must be

3
k3
3
3
<

3

£
%

]
H

3
2
3
S
7
=
=
3
B
3
3
b

AT

orevented from referercing the resl clock, Since in scme

[

machines the «clock it 3 reaister or a fixed lacation in core,
ajther the instruction thar references it rust te privileged or
some methoc¢ must be found for prctecting it through the uyse of

the protection or relocation syster. In order t3 opreserve the

Wt A BB IR b A S e OB B A AL o Ee e e 0
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virtual machine notion, the VMM must maintain a virtusl clock for
the virtual machire in some other part of core. Some other

sensitiva dedicated core locations are the various interrupt

T T TR T WAL NI “""d

8%

registers that are automatically accessed by the hardwsre in the

.
2

E 2vert of an interruct. Since the conterts ¢f the interrupt %
: locetions are wusec sutometicaily by the hardware, their values g
g kS
? may bte considered part of the specification of the ststa of the 3
? nachine, Therefore, the instructions that access these values

& are sensitive and shoulc be privilegede If they are not, scme

i3

i 2ther means for protection and alerting must be erpioyed.

? Other sensitive instructicns are those invalving the storsge

i orotection system and adaress reiocaticn system. In orcer 1o

: arotect the supervisor and (pocsibly) other virtual machinec from

=

: 3n errant virtual macnir2, the virtual machine ray never have

; iccess to any location that is not in its virtuzl memory. This

i M3y be sccomplished by raking all storage crotection instructions

f orivileged, or oermitting their effect only within tha scdress

i space gafined by the sddress relocation system. Ii ‘here is no

Es

; relccaticn system ard atsolute addresses are generates, than the

storsge oprotection wmecharism must be used to set the virtual

nemory size, protect dedicated lower core locations fros access,

2 3nd protect the supervisor. In this case, the storage grotection
G
7 instruction must he privileqed to permit the sucerviscr to manage
ke
g

the protection keys for the host machine. It the host machine

{EEdRs

13s 3 storaqe relocstior system (either relocaticn reqgisters,
= naging, segmentation, or & combination of thes2) ther it must be

insulated from the zction of the virtual machine by making ali

39 ———
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instructions referencing the relocation syster crivileged. It it

7z is cesirad *c have z virtual relocation system which makes use of
the host rachine®*s relocztion hardwsre then the effect of

B relccation setting instructions must te sitTulated. This

sirulation includes trsnstatirg virtual memory locstions te real

i

2

%

core addresses.

Input-output instructions are aiways sensitive. It is

RO AT AT e e AN A
SO G R

Arecessary that they be executed only ty the supervisor in order

e S R Ry

to isotate core from seconcdary storsge, protect sacendary storzge

sl Ky,

3 fror virtual! machines, and enabtle the efficient scheduting of 1/0

5]

3 tasks for the host machine. Furthermore, the Y¥M may be recuired >
f to translate virtual cevice addresses into their real equivalents §
E: E
Er nefcre I/0 transmission may take place. If the notification of 3
o the 1I/C instruction does not occur before the I/ operation is %
3 2
9 started, data may be jost or physiczl movement may be neediessly 3
4 2
o <z
Es initiatec. Thus it is important to trap the 1/C instructieon as %
? soor 3s possible. 2 oprivileged I/0 instruction is the best E
F: solution.

3 Thusy we are able to state the following empirical hardware 3
ol =
3 . . . . 3
pr rules which govern whether a virtual machine monitor msy be %
2 2
f‘ impclemented on s conventional third generatior. corputer system, %
¥ £
2 E
2 3
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Empirica: Hardware Reguirements

(1) The rethod of instruction executior of
non-privileged instructions in both supervisor and
problem <state must be roughly equivalent $3r 3 large
subset of the instruction repertoire,

(2) A methoo c¢f protectinrg the supzrvisor {(anc any
other virtual machine, jif there is multicrigramming)
from the activ2a virtual m@m3chine must bte 3vailable.
This may te 23ccomplished, for eximcle, through 23
protection system or an address ftranstation systern,

ﬂ
RN . an 20172 Pt SRR AT T Tt A M B B ) b o bbeds MR VR,

{3) A methoo cf automatically signalliny the supervisor
when the virtus! rachire attempts to execute 3
sensitive instruction must be availabhle. Thre tragc cust
not cause urrecoversble errors. It rust then be
possitle for the supervisor to simulate the effect of
tre instructicne. Sensitive instructions includet

ae These irstructions which 3lter ¢r cuary the
state of the machine, e«.ge *Is it in supervicor

state or oroblem state?”, “Is it in relocate rode
or not?"

be Those instruttions which alter or zuery the
st3te ¢f the machine®s reserved registers anc ccore
locations.

Ce These instructiors which refa2rence the storsge
praotection mechanism, the mem2ry systerny, or

anything 21se that js specifically used Ly tre YMM
o zuilding ond managing the virtust mscnine,

d. Any I/0 instructicn,

Apelicaticn of trece herdware rules to a nurner cf familiar
computer systems is treated in Aprendix Be The results of these
cacse studies are surmarized in the table of Figure 3-2. Excepr

for the TIBM 362 farmily of machinesy mest other ccrtemporary 11T

jenerition systems &re rot virtual.zable.

:
%nkﬁl.’\.u O R P Ly R R L T S B N I VUL PP AU RN T TP DI
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=

i

=
<3

. Hardware Rule
3 Machine Violations

| 1BM 360/67 none
IBM 360/65 none

ELGE

(o,

4
K
7
3
]
kd
3
2
3
X
z
3
*
*
%
&
z
%
&
¥
@
2
i%,
¥
¥
£
z
2
i
e
3
£
3

ATXNE

b HITAC 8400 none :
IBM 360/85 none ;
DGC NOVA none ]
DDP-516 3,30,3b
GE 635 3, 3¢
GE 655 3a :
Multidata A 3 i
E XDS 940 1 g
3 PDP-10 3a
z BBN TENEX 2q f
| Note: In some case, a machine which violates hardware z
E virtualization rules may stiil be able to support an
HVM. [See Section 3.3.]

.
g

ILGENERATION VIRTUAL MACHINE CASE STUDIES-SUMMARY
FIGURE 3-2
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3.2 HYBRID VIRTUAL VACHINES AND PEQUIREMENTS

Ac we btave illustrzted in Figure 3-2 [31so Aopendix B] most
ITI generstion machines . not wvirtualizatle bacause of
viclaticns of the erpirical rutles, Thusy, it is desirable to
jefine another construct which bas the :,dvantages of virtual
nachines, e.,0, functicnzl 20uivatence to re:i nrachines, but (s
feasible on s larjer ciass of systers then (con.2ntional) virtyal
nachines are, Furtheramore this construct must te accompiished
without the disadvantages of tre ccrplete softwsre intercreter
nachine, The hybric virtual machine, HVM, defined in Charter 2
neets both of these oblectives,

Ar HVM js functicnzlly eaquivelent to 38 re3l machine. atl
instructicns issuec wWithir the most orjivileges layer o5f tre HVM
re softwsre interorated while atl non-orivilegea-layer
itnstructions exacute cirectlye This leads to arn imciementation
an III generation syste . in which virtual crobler state is
napred into physical crotiem state buty uniike the corventionral
II1 gereration virtual machine, the HVM virtual suoervisor state
is rot alsc marned into ohysic2! oroblem state. See Figure 3-1,

Wi thout mode-m3ncing and direct execution of the
non-sensitive supervisor state code (3s in the c3nvertjoral TIII
jeneration VCS), the HVFM streamlines the ampirical hardware
recuirerentse. No t{toncer need ore Le concerned that atl
Aon-privileged jinstructions are insensitive ft¢ tre mode msp.

Thus, the HVM eliminates empiricat Pule 1 fror its set of

nardwAare recuirements,
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Ettarots by the virtual macrire to enter surervisor stcte

Ire agirectedc to the y¥M¥, Since the VMV maintsins the virtual

supervisor state as cure scftware construct, 3 wezkar fcrr of

ute 3a ic all that is naeced for HVMe Tn particular, we must
identify orfy those ijinstructions which enter supervisor state,

Thus, since supervisor state is not mappedy, a3 mdide cuery need rot

:

A

3\

ne either ard the irstruction is nst sersitive. Finstty, sirce

S

s axecution in virtus! supervisor state is under the controi of an

:

4 instruction-by-instruction interpreter, tte returr +t5 oproblem
L state instruction is not sensitive. The interoreter itseilt can

7
AR

resc the instructior anc observe thet a virtual stzte chinge has

SRR

3

o2t DN S BE P ESE DS SRR A RIS I A e Ml i

accurred.

VR4 T AT

As illustratec in Figure 3-2 [alsc Appendix 3), a number of

II1 aeneration machines ¢$3il the virtuyal Tachine empirical

% nardnware reaqujirements either because of Rule 1 ¢r Rulte 3a. Thusy

they are candidates for an KyM,
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3.4 AC HOC HARDWARE *“TMPROVFMENTS"

In adgition to the HVM, ancther approach to constructing

virtual machines on third generation architectures micht involve
srorosirg some ad hoc "irorovemrerts® to permit rore systems to
satisfy the empirical reguirements {(of Section 3,2). We term

3 these irprovements ™ac hoc*" since they resoond to specific

e
i R S A G A

nardware deficiencies which arise in the use of the conventional

s

RIRG

III generztion software virtual machine technicues. Orly in

Chacter 4 do we consider more pajor architectural cranges that

3 follow from a differert view of virtual machines.

53

s The ad hoc imorovements We explore ar2 addrescsed
5

i aredomirantly to machines which violste empiric3l rule 1 or ({one
K7

X 27¢ more subparts of) empirical rule 3 [Section 3.2} He witl

assume that the machines discusseo in this section do not trac so

1 |

ri 3s t0 cause unrecoversble errorse Thus, for exzmple, w2 wWill not
; axarine the ODDP-516 which traps an entire instruction (ate

’ tAppendix B, Rather, tbe difficulties we ccnsider 3are ejither

nackines ir which (1) Senritive instructjors < nct trap when

1ecessaryy or (2) Undesirable side e€ffects are caused in crcer to

juarantee sore trap.

Ar example of difficulty 1 is a3 machire in which some

: sencsitive instruction is not orivileged ancd so co2s nct trag when

axecution is =attempted ir orobler state. The PDOP-10 JRSTF

instruction is such an exarple [Appendix Bl. Another case of

ey

difficulty 1 is a wachine in which privilegad instructions
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335 demonstrate this cifficuity {Appendix 81.

An example of cifficulty 2 (s @a maching in which many

TR AP D TR AT

“inrocent bystander® core locations must be protected in order to

AR FHARANE

ne able to praotect some other sensitive loc2tion becsuse the

nachine®s relocatior or protection rechanism is t30 ccarse c¢r too

SIS AT

inflexittes The 36(/65 r FITAC 8470 must protzct an entire 2K

% nyte core block Just in order to r3ake several hundra2d sensitive
& locetions inaccessitle [Appendix Bl.

&

§

Q 3s4.1 Cifficulty Ore-- Non-tr2pping Sensitive Instructiens

23 Difficulty one may be restated as s orobiert Chcose tre cset
% 2¢ rprivitleaed instructions <o 35 to incluce sl! sensitive
%

’% instructions which m3y not be ‘“protected” by sIme other
5 mechanismy €.3« protection or refocation syster. The solutior to
; N this probler must be foraulated in such a way tnat it, during the
e : course of VMM design, it is discoverec that 3r uranticipated
|

instruction {is sensitive, then the architecture witl still be

AR

: virtualizable.

24 At
LERS AL

"

A valid solution is to permit the suprervisor ¢tc¢c make any

sl

NN

instruction oprivileged by executing a <pecial Irap Cn Cpcode

(T00) instruction, We assume that (initislly ther2 3re no

AR Ry

T
g

iR

>rivileged instructions and that tre VMM js in centrcl, The UMM

£

‘S
&
<

b3

initiatizes the system by executing a3 TO0O jinstruction for esch

spcedey including TCO0, that is to be made privileseid. At the

time of machine design, there is no need to maks 3 cormitmert on

A IR R I 8 WA G AR Bt S

which instructions are to be orivileged. When the VMM h3s been

#ritten (anc Jdebugged) and it is known which instructions are

StaNor
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R 6N AN

e

sensitivey, then the gzppropriate initialization masy b2 added to

TRTTCNy

ToRToNY
(Sbs

nake those instructionrns osriviltleged., Furthermore, if the computer

syster is to be used for nor=-virtual machine tasks, it may be

A KX LR

fjesirable to return ca2rtain instructions to 3 nen-orivileged

SISO R

aneg sets 3 condition coce indicating whetrer trapping
was previously on,

Figure 3-4 gives a3 simplified example (of one possible

state.

9 It is necessary to show that the T00 instructicn has the

£ fesireqd effect and that, furthermore, tha effect of T00

: instructions may be simulated for virtual machines. For the

3 ourposes of this discussion, we car assume that in occode is the

3 speranc of 3 TOO instruction, 3
£

{ g"
L Thus, there are twc new instrictions irtroduced intc the |
E
4 computer? E
2 Y
pi 2
| :
9 T00-- described above S
- 2
A UNTCC~- which turns oft traoping for the ooerand opcode 2

implementation) in cornectior with the 1IEM 380, The opersnd

fietd is assumed to be # bits Ionge The TRAP resister is 2Z2%%¥m

NIRRT R S A I A SRR

.é bits, iThe trap register is showr as a bit mask, This is just

‘: Jne possible implementation, For example, it could te an g
§ associctive memory.] Exacutijon of the instruction “7CO0 o', where %
F: 3
-2 o is 2 valid opcode, causes bit p of the TPAP masx to be set to %
@ i. Sutsequent execution (ir orotlem state) of any instruction §
% whose bit is turned on in the trap register csuses a trsp to §

sccur. Thus, sensitive instructions may be made orivileged,

The action of the T00 and UNTO00 instructions m3y be

RS s ey s,
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TRAP MASK REGISTER

TOO o

UNTOO —

TOO
TOO
TGO
TOO
TOO
TOO
TOO

SSK

ISK ©
SVC &

-

TOO
UNTOO
SSK
I SK
SVK
SSM

-~

LPSW |

128

SSM
LPSW o

Initiglization sequence for modified
360 with trap regi§ter.-Stutus
before 'TOO LPSW' instruction

is executed.

Instruction is privileged if bit set
in trap register.

TRAP REGISTER AND TOO INSTRUCTION

FIGURE 3-4
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simulzted for virtual m3chiress The VMM keeps a coovy of the
virtual machine®s +trar register, 1i.es virtual trzp register.
Attemoted execution, by the virtual machine (rurning in oroblem <
state, as before) of the TOC or UNT0O instruction cauces a trap
to the VMM, The supervisor then simulates tha effect or the
virtual trar register. B8efore the virtual machine is dispatched
in (virtual) problem state, the virtual trap register is OR‘ed

into the (real) trsp reqister. Figure 2-5 itlustrstes hew the y

virtual trap register is suppcrted,

3.4.2 O0Oifficulty Two~- Uncesirable Protection Sice-effects

The prottiem considered here is largely one of inefegance,
awkwardness, or unreasonable performance degralation csused by §
the side effects of mechanisms reguired in order to limit 3ccess ﬁ
to certain sensitive (core) 1locations. Most computer systems
nave a rumber of sensitive locations, often terred the interrupt
control area 169}, Since the interrupt contrcl arez is located

in ghysical core, it may he tampered with by non-orjivileged

instructions. Consecuentlyy, it is necessary (as brouzht cut in
Section 3.2) to protect these pnysical locations by means cf the
orotection or relocstion hardware of the host. Unfortunately,
the protection or retccation system is often tco ‘*coarse" to
serform this task neatly and, as a result, other ncn-sensitive
tocations may be protected as well.

There zre roughly two poirts of viesw that tay be adopted to
avoid cifficuity two. In the first solution, we 3iter the

nacrine design to provice 3 finer grain protection mechzanisme
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TRym === VM trap register

SRR SR S R P R A e A I R

TRymm.--- VMM trap register

TRg --- traps for sensitive instructions

fo run virtua! machine ----
TRvmm : = TRvm V TRS

trap on opcode p ---

endh, Lot mwa.wqvm.nta\wm&mmiw»jm.vaits:vy:ﬂ.m.m‘;&x.m{umg«:?..w:h\mx-xwa«:»a'»\:«mm:am

peTRg p€ TR,

SIMULATE SIMULATE
PETR,q TRA? TRAP

SIMULATE EXECUTE
INSTRUCTIGON | NORMALLY

£ DI Kraft LNl eIt A N AL At

PETRym

PYReTiy

VIRTUAL MACHINE SUPFPORT FOR TRAP REGISTER

riIGURE (-5
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Instead of protecting core or the basis of 2K pnlocks (3s in the

360/65)s we can do it or a word ba:ise #@de introzuce 3 srecial

new irstruction Trag 9n Lncatior, TCLy whicn m3y be wused

ancloaoustly with T0C (above) to initialjize the sensitive

toceztiors for a wvirtual machine. After a location has been

TOLedy an attemopt to reference it ir oroblem stste causas a trspe.

There zre a2 number of different ways in wrich TOL may be

implemented. For exarple, an associative memory carn be used to

nold locatiors that have been TOLed. OCOry each word of remory may

be associated with one tit which incicates if it causes a trao on

reference., This second jirclementation has beer used in the

design of the ISPL machine at the KAND Corporation (11,12). The

first irplerentatior with a one word (ascociative) merory has

Jeen ucsed in the IBV V44 [C1] and the MIT Art ficial Intetljgerce

Laberatory FDP-10 {61,62) to simuliate acdress stoc switches.,

In the secono sojution, we remove the sensitive locaticons

fror m2in memory and place ther ir some unaddressabie or

jifferently addressable memory. In order to access this specisl

memory, wWe reauire s rem priviieged instruction. See Figure 3-6.

In some machinesy e.g. 3549/€67y 370, *this type of suxiliary memory

is sometimes caslied control merory or control registers. There

are severai good reasonc tor acodting this solution. First

asscciating sensitive 1tocstions with oprivil2j)ed instructions

which 3ccess them provides a horogeneous mechanjsm for virtual

machine ftrsppinge. &Ancther reason for adopting sclutjion

two is

that some of the locations in the interrupt contrct area are an

infimate part of the cescription of the stzte of fhe orocessor.
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Thusy thev should ¢Lte Jase¢ociated with the precassor {on 3 more
incivicdual basis) as the PStH is.
Soluticn two 3s an 341 hoc imcrovemert w3s recojnized by

Fucri et ol t53) in their worv with 3 virtuisl mschine fer the

4IT2EC R4D3.

We bhave two oprogossls for further hardwnare
improvrents. One is that memory orotection should

becore gwore flexible to ircly :- resd oratection.
The other ic that the CAW stor:.3e 3rea and the
timer shoulc be moved Yrom the m3:1r core memory to
the scratchrad merory, The fatter TtTakes some
troutle in c<imulator construction 3nd is inelegant
from the logical designer®s point of view [52).

It all of these reocuirements are rety, we coult
buila 3 mare natural simulaior «.e {501,

Bs wertioned 3tove, the System/370 incorporates some aspects
»* solution two., Some of the new, sansitive 13c3tiors nave been
nade "certrol registers® and are accessibie only via orivileged
instructions, The new channel anc CPU jdertification numbers sre
invisible =2nd accessible only via oriviiegea instructions. The
new 370 clock is invisible &nd can te stored i~ty crly with a
oriviteged instruction. Unforturztely, it may b& reac by a

fon-privileged instruction.
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3.5 TII GENEPATION EMPIRTCAL SCFTWARE RENQUTIFENENTS

In Section 3.2, we develored the emcirical hardwnsre

~@auirerents for 1lype I virtuai rachinec. In this sacticn, we

314¢ the ampirical software requirements thzt must te introduced
for Tygce 11 textended machine host) virtual m3chires, Fecsl!l!

that a5 Typoe IT virtusl m3chine system [Chapter 21 is cne in which

the virtual machine mcnitor runs unger s bost coaersting system

~3ather than on a bare hardwnare host machine.

Thus in Figure 3-7, hardware events such 3s the tr~ap caused

ny an sttempt to execuvye a3 priviltegec instruction in the

AR AL e S ST LAY el TR E T R MR D

supervisor state of the virtual mactine [physic3t »rectlanr statel,

i jJet passed to the hcst operatinag syster. This Jperzting system
3 then gives control to the VMM (under it} wWhich rtay oerform

orivileged instructior simulation fcr the virtusz! machine.

e CRIEATIES

A Type Il virtuzl machine may be desirable in a numtcer of

- circumstances as pointec out in Chacter 2. Becavcse a Type 1I

DOIA

virtual machine supervisor has a (pessibiy) ricn set of

XAMJ‘A;,

supervisory services (SVvC*s) availatie to it courtesy of the host

Lo

ey

speratiny system, it often reaguires less effort to imsclement 2a

s

S Ry

Type 1II system than 3 Tyoe T systere At the sim2 time, honever,

g
b

é the SVC*s an¢ the SVC mechanism must be of 3 form that does rot
2

3 nake it impossible to imolement a Type IT virtus! machina.

; Thus the dilemma,. The host operating system rust provide
3 those sucervisory services (primitives) that maxe efficient ‘ne
é implementation of a 1lyoe II virtual computer syster, without

pnacet

raking it impossible.

~,

XA

A

s
%

m&’w& e P T RHEATE L NP S B AESL e 227850 1 Ayl A AN LSS oS L D AR Rt Nub T VAR LR 2091 A ST 4




ST ;x@é@'mﬁz'ﬂé‘%ﬁ?m%ﬂ:&%%= SERATR G oy %, ~ o m iR PR RS B TERT R AR T ATe TR AT MRS s o BT

PRIVILEGED
. INSTRUCGTION

BARE

NACHINE

OPERATING
YSTEM

VMM

VM supervisor

b e e e e e

VMproblem

TYPE T VMM

FIGURE 3-7

Page 68

A RN B

et e 2 e R HEE I IATRT AR LL AN et B3 DA e ax e

SPRNAWY YT AR

bt 21 ATl £ A A NI BT £ TR Y P LY P VR OO 4. 3 SONY EATEA T SRR

N aan sbline Lorirss

PRPRRTIC IR RTINS P

“@\L&;,.m»x;w,afmima;‘/,m&\iﬁy,m-;wsmm1.,7.“%“:.. sy s bt



CHATES S BN A R g B W > 2 7 7 3 ) R EE 5 5 o
RO SRR AT T IRNIETI NG 3 bt B SN S SASRY SOSEEV oS B S0 Y STt o TR St RS Ry SR PG SRS S A £ e S ST «.:‘3%
T Y V3 e 3,
&)

it aae p s AT

Page €9

Since the empirical software reaquirements wil] comrolement

LE PRV TR P P ST RN BTSN

the empirical harcwsre reguiremerts, wne begin our s2archt with
ancther look at the requirements of Section 2.7, Empirical :

rarcdware rule 1 still remains valide The introduction of the

additioral structure * an opersting syster between tha virtual

nachiney, VMV, and the hardware must do nothing 19 invilidate rule :

e

% The Tyrpe II system version of rule 2 is that there must be a g
% oriritive 3available to protect the virtus! machine monitor from g
g the active virtual machine. Since tne virtual =nachin2 menitor E
é 4ill be running ir ar irsuizted environrent that, tikely, will g
; srevent it from utilizing the crotection or relocsticn hardware E
E lirectly, there must be a system primitive that it czn invoke to é
? nbtsin the desired effect. §
% Rule 3 must be modified to indicate that when the virtual 5
g machine traprs, the operzting system sSupervisor cirects the sigral |
? to the VMV fcr processinie Since the operating syster ard UMM

% are no 1Icnger 3 single unity, there must bpe a rethecd of

; comrunicztire to the ooerating system supervisor thet the virtual é
é machine is a8 oarticular subprocess of the VMM and that all cf the §
ﬁ appropriate virtual racnine trsps are to be directed ta the VMM, f
z The mechanism for settiny up the sutprocess and indicztirg where g
A; the signal is to go may be accomeclished either by a ftorral g
é sutprocess primitive, or it may be an informal cracedure thast is g
> ;
; mace up of 3 nurber of the other oprimitivese. 1t 1is not %
‘§ sufficient for the virtual machine to mere'y signal the VMM, As é
% hefore, the trap fror virtual machine to VM4 (now, by w3y of the é

m‘}’m [R
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yperatiny system) must not cause unrecoverable errors. It must
ne possible for the VMM to sirufate the effect of the ooerstion,
Thus, it is not satisfactory to set up a3 subcrocess in which
anythirg that appears anorzlous is corsidered to be 3sn error and
the sutprocess is destrcyed. This is actualtly fairly common
amorg systems,

Since primitives (SvC*s) alter or query the state of the
nactine, they are sensitive accordirg tc herdware requiremert 32a.
Thusy their attempted execution by the virtual m3achine is
forbidden and must cause & trap to the virtya! mechine
SUPErvVisore. Consecuently, the operating systam reauires a
oriritive that may be used to turn on or off the SVC*®s for a
subcrocesse In the c3se of a virtuzl machine, the VMV aqould use
this primitive to shut-off all SYC°s. ~ .isy ot course, includes
the SVC*s to turn on anc¢ off the SVC°s.

Mote that in a well desigred °*user machine® [4Z,751, <systenm
nriritives replace the hardware instructions to accomolish the
sersitive instructions asbecy and d of Section 2.2. Thus,
shutiing off the SYC's makes these sensitive instructions (along
with atl other SVC's) trap in the *user machinre.®

Thus, we are =b!e to state the following empirical softuare
rules which govern whetner a Type 1I (extended mschire host) VCS
nay be implementea under the operasting system of 3 virtualizable

third generction corputer system,
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Empirica! Software Requirements

(<1} The rethod of instruction executior ot
nop-privilegee instructions in both supervisor and
probtem state must remain equivatent fer a large subset
of the instructior repertoire.

(S2) A primitive for gprotecting tne virtual machine
monitor (and any other virtual machine if there is
rul tiprogramming under this VYMM) from the active
virtual machine must be avajilable, This may be
accomplished, for exarple, through a orotection
primjitive, address transtation primitive, or some more
general subgrocess orimitive.

(S3) A primitive to tell the operating system
supervisor to signat the virtual machine monitor when
the virtual machine attempts to execute 3 sensitive
instruction must be availeble. The signal to the VMM
must not cause unrecoverabte errors. It rust then be
possit-le for the virtual rachine monitor to sifrulste

the effect of the instruction. " a sensjitive
instructions are the same as for the hrardware
requiremenrts.

Aoplication of these software rules to several computer systems
is treated in Aopencix C. The results of these case studies are
summarized in Figure 3-8, Except for the ITS, Incompatitle
Timesharing System, which orovided the necessary crimitives, the
speratinrg systems exawined either failed the empirical rules or

required 3d hoc or speciafized solutions.
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2.8 SOFTWARE £ /MITIVFS FOR TYPE IT VES*S

As we have illustrsteg in Figure 3-8 [also Acpendix Cl, most

II1 generation opersting systems are not designed tc¢ sugoort Type

)

II VCS*se The systems whicn do have {argely bear rewcrked to do

IO S

30, From the experience with the ITS Type IT HVM [Aprcendix C1 it

L

becomres opessible to indicate tre Kind of cerating system

S
it

o

orimritives that would simolify the support of Type 1T third

jeneration virtual rachinese. To avoid the usu3ll problems with

AT R 1

Xi

asynchrenous 1/0, we will discuss the oprimitives 9nty with

e

respect to the CPU and remcry of the virtual machine.

58 e

The ITS UUOD*s, for example, provide fzcilities slightly

1itfterent trom those needed in supporting virtual machines.,

3
Re:
K
=3
74
=
z

Since the goal of the ITS primitives is to suscport ar extenced

PRINON
O G AR, T

machine environment, the primitives provide greater filexitility

s.‘ (8

4
A

thar is needed ftor virtual macrhines. For example, in ITS a

S

PSR s o &

superior may destroy 3alil of the inferjiors in th2a sub-tree below
ite Ir 2 virtual rachine environrent, the VMM need enly be atle
to destroy an immediate inferior, since that is thre extent c¢f the
sub-tree. Support of acditional levels of virtusl mrachines is
transparent to the VMY and resides with the secord c.yw c¢f ITS
and the second VMM which are runninc in tre level one virtual

nachines« The copny of ITS in the rezl machine dces not know about

Tt b s
v R

the level two virtual rachine and only sees a flevel one machine,
Hencey the primitive is more qgeneral than is sopecificslily needed

for VMM construction. See Fijgure 3-~9.

u\,,fpj&\}._;«um,,_;mh‘,.‘t oY e

Other cprimitives, such as the Cennis-Van Horn orimitjives
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(401 and Lampson (741, are concernec with supporting dynamically
changirg relationships between prccesses. This feature mzy not
be recessary with virtus! machines.
On the other hand, opnerating system rprimitives usually do
1“0t directly support such intimste hardwarz features as the
é relocation system. Thusy for example UMMPS had tc introduce
SWPTRA to sWitch seament numbers,

A set of possibl2a virtual machine primitives is oroposed

E selowWws 7“he intent of this set is to indicate the simolicity of a
by YMM that might be orogrammed using them. This exzmple omits the
= consideration of I/C or time.
-
3
e E:
; %
& (1) is=yjirtyaimachine 10Cs)sky oee ¢ 3
2 This primitive creates an irfericr virtual machine Z
: i
ks 4
3 process. The parameter foc indicates tre lacatior to g
%3 ¢
3 x
£ - . . . =
b transter to or a3 frao fror an inferjor and i 1is the 3
% virtual machine®’s identifiera. The »sthar psrareters £
i might indicate virtual rmremory siczce, relocation or b
3 7
i protectior information, virtual processor instruction %
s 2
) counter ard register values, raximum zusntur, 2tc, b
(2) dispatch i3 #
3 3
]
4 Activate or reactivate suscend ' yiriual mzchine £
3 i. Apply VMmao to derive phve ~.! -~ 3, cter values from g
E: virtual values. VMM goes to sleep, §
4 b
(3) fetch status is)aw? 3
H Obtain virtual register or memory locstion | from 3
X

3

.
Eﬁﬂ
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.

virtual machire i and write into word w of the VMM,
(4) set status i+)ow?

Write corterts of VMM Word w into virtual register
or memory focaticn } in virtual machine j.

(5) gestroy it

Destroy virtual machine 1. This cgerrits the

3

icentifier i to te used acain.

AT AL B F AN

;%
7

%
>

g g
7 Given that the host machine satisties the Type I hardware ?
; regquirerents, then a Tvge IT VMM (non-HVM) msy be crogrammed j
3 ¥
3 Jsirg these ‘rimitives. ;
< 4
i g
g vmm ¢ it=yvirtuslimachine tocy 256Ky eee ¢ %
3 2
; dispatch it %
E loc:  fetch ststus islaws g
K- &
; 3
2 (SIMULATE OFFENDING INSTRUCTICN) %
sSet statys is)ew? E!
: dispsich it %
> epds §
."; ?:
& The amount of status fetching and setting and simuiation of §
& sensitive inctr.ctions varies @according to the rachine's %
A i
- complexity and the <cifficulty ¢f virtualizinge. n a 111 3
fﬂ soreraticr machine which is easily virtyalizadle, the %
73 E3]
o i
3 implemertation ot the VMM sketcted above casn be redyced to a §
g straightforwarn program, &
P E
3 %’d
4 3
5 f
’iH =

f"ﬁ;“
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3.7 CONCLLUSION

The mair result of Chapter 3 has been the substantiaticn of
the unsuitsbility of most existing IIT gereration systens feor
supporting virtua! machines. We have shown that the
aprchitectursl charzcteristics of III generation systers ard the
detinition ot virtual machine 1lea¢ te 2a particular software
construction of the wvirtual machine map. For ex3mple, the
oarocessor component of this software map takes the orjivileced
laver of the virtual prccessor into the unprivileged ltayer of the
real machine, This immediately f{eads to 3 set of empirical
reguirerents, e.g. instruction execution must be insensitive to
the softwsre layer maopringy which gaistinguish IIT1 generation
virtualizable architectures. &£ numter of exarples reveal the
startting fact that most third generation architecturas are not
virtualizable. That (P-67, the best known virtual machine
systemy, could be constructed on the IEBM 36])/67 was a happy
accident.

In response to difficuities with virtuslizing most 1ITI
jeneraticn archijtectures we prooose two alternatives. First, we
introduce the hybrid virtual machine which has less stringent
hardware requirements but potentiaily rore overhead thasn the
virtyal macrine. Then, we propose & number of simgle a¢ hoc
changes that might be made to III gener2tjon machines to sinplify
virtualization.

The rest of Chapter 3 is concerned with jzolementing a Type

I1 (extendad machine host) VMM on a3 third gener3tion operating
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system. The wvirtual machine construction is btasicaliy the same
315 tefore. Howevery noa the UMM must manjipulate its components
using the orimitives of the host operating system, Tris tesds to
2 cerjes of empirical requirements, e.g. thare myst be an
sperating system orimitive to shut off all SYC*s af the virtual
nackine, that distirguish Tvpe II wvirtualizable operating
systems., Cncey, again, mast third generatjon <oereting systerns
aire not Type IfI virtuatizabife. The magnitugce of *his teck is
nointed out by the ease of imnlementing 3 Type II VMM or an
2per2ating system ¢that is virtualizadble, e.g- the Tyoe II HVM
under PMIT*c ITS for fthe POP~10 ({Apperdix Ci. fo fturther

accentuate this +{acty, we rpropese a set of virtuai machine

arimitives and show the 23se of deaveiloping a Tyne TI VMM using

“
A
Gels bt tvsa forhar miae, AMebsdrsditnnd 0 PO fabban e vt Lure g wrttbotlig vd o8y ses sl pipsboie 28 W3 btvanssasbdrismhed s oo vumaw«.uh@ﬁ

JIA

- ther.

However, the main uvoint of Chanter 3 has teen that no 11T

jeneratijon systems (hs-cware or software) have teen designed wiih

Hotiltp ey

© dd 2t e £ rm i ki re 3Tcp JMAR g nt el R b S o e B

b the intention of sucpdurting virtual machines, This has forced

;; virtus!l rachines to be introduced via a particular 1lIT1 jeneration

; software construction. Requirements imposed by this construction

; in turr, have disqualitied almost 31! IITl ganerstion machires

& from sugporting virtual machines. Even the few existing systers, .

fi 2eQe9 CP-E7, require corsidersdle scfinare sunport which iwplies g

% ievelooment and implementation costs, and sub-octimally atficient é

% aperation. é

% These conseqguences fead us to sesrch for machine é

% architectures, specjitfically intendec to surport VCS*s.e Bs noted %

i in Chaoter 1, these consicerations Gave rise tc¢ the craocosals by g
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Lauer an?d Snow [75) and Gagliardi acd Goldbery (511, dhile the
accde! of Chapter 4 is dJeveloped specifically In connection with

nroviding for the orderly introduction of virtu3! machines jinrto

<

the 1V ogererstion, the principles which resuit arz gener-t i

o ARk R e ey i e B

applicable ‘o0 all architectures. Thus, by suitable
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M

interpretation of the model we can develoo orinciptes for II1

b

ix ‘vg!.

jeneration systems, This approach is illustrated in Secticr 4.9.
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CHAPTER 4.
-.i%
PRINCIPLES FOR IV SENCRATION VIRTUAL COMPUTER SYSTEMS v
The Virtual Machine M3av and its Firmware Ianlementstijor K
‘2
>
440 PLAN OF CHAPTER & -
3
g
In Chapter 4, we will discuss the probtem of introducing 5
virtusl computer system cepatilities into the IV generation., A %
~acent paper (51] points out scme of +the inherent (Jdifficulities ?
and comolexities csused py tikely IV generstion archit2cture znd H
irgues for = hardware-firmwzre assisted virtyalizer built into IV
jeneration computer systams, In this chapter, we carry the
qotion of hardwWare virtualization somewhat furtnar and orovide 2a ;
jeneral framework for viawing virtualization of a3 JV 3jeneration 5
A3
. 7
corguter system. Furthermore, the result that everges is o
applicabie to less complax architectures as well, %
4
Scetior 441 introduces the likely charactaristics of IV :
2
jeneration computer systems architecture, The orircicsl R
srchitecturs! devetoprert of such systers will b2 a formslized %
.’5
2
firmware jimplementstion of processes. A corresocndiny model for 5
srocesses is introduced; the process map, &, M30S pProca2ss nares 3
- into resource ramese. 4
: 3
= Section 4.2 develops a modei for a IV ganarstion VCS., We p
£ introduce the virtucl mschine map (or resource =nas) f which maps %
7 ;
s virtual resource nrames into real resource n3mes. Then tre g
b virtual rachine map is combined with the process nap of Section k=
<;¢ ,
= o
‘ E
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:
el Tne composition 5f the two raopinygs, f ¢ %, expresses the 4

naprinrg from orocess nam2s +9 real resource n3mes, and thus
axpresses the maooing of nomes accessible to a porocess executing
an 3 virtual machines OTther relarted notions, Such as recursion
and Type IT virtual mschines are introducec¢ ints the mnoijel, Somre
atementary groparties 2f tne maps znd virtust systems sre
anurer=ted,

Section 4.3 uses the model of Section 4.2 to point out the
dnsuitabitity ot = software jmpltementation of the m3p f fas wss
studied in Chapter 2) for a IV generation VCS. The arcument
dererds on the comrplexity o¢f the process =»ipy &y, ard the

tikelihood of & visibility by, say, tne inrer tayer suservisory

bt ol e R A e P e S e R A S i

software. A specific exzmple of the kind of difficulty 3

£

software irplementation of f might cause is deveilgpec for

St 9

asrotection rings.

Section 4.4 discuss2s the Venice Proposal, Y2, introduced in 2
“Virtualizeatie Architectures® [511. The VP provices 3n interim
aroposal for the design of a hardwere-{firaware assisted
virtualizer (HV) for a IV generstion VCS. The advantages and
disadvantages of the VP are pointed out wusing the model! of

Section 4.2,

Section 4% jintroduces the design of a hsrdwara-firmuare
virtualizer bacsed direcvtly upon the model c¢f Section 4.2 The
initia!l oblective is 3utomstic virtualizatisn of CPU-Vlemory
orocesses {(with a minimun of software interventiaon)., The new

instructions introduced, modifications to the systemn base and pe

axpected cerformance sre alt indicated,
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Page 62

Section L.6 providas 3 number of detaiiad ex3amples to
itlustrste instruction executiors on virtual corputer systems
constructed with recresentstive hsrcdware virtualizers.

Cectior 4.7 brietly considers some of the subtlar problems
raised earlier iIn the chaoter, Proper virtuatl tr2atment of
input/output, = technolojics! difficulty, rust 3wsit groaress in
the resi treatment of input/outout. In the jnterir, some asd hoc
solutjors to 1/0, derived from II1 generction technjizues, are
arovided.

Sectionr 4.8 applies the model! of Cnaptar & to 123
reconsideration of second and third generation conputer systems,
Ine design thad =zmergas, the “f=R-p, é=identity®™ m3chine, is
3imil3ar to the machine recently oroposed by Lauzar and Snow [7€1,
The otha2r design vyields a modified IBM 33> with 3 greatly

streamlined CP-67.
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te1 CHARACTERISTICS OF IV GFNERATION COMPUTZIR SYSTEMS

S SR

The most distinctive architectural chsracterisiic that «ill

he fourd ir IV generation rachires will be th2 refinemert and

formal implerentation in firmware cf the process model
131,387,411, fccording to this view, activities in a computing

system will ‘¢ verformed by a3 number of cooperating sequential

drocesses, each accoanpiishing some el emantary task and
communicatino among theamselves via a well-defined nmechenism,
Furthermore, the processes themselves will execute in an

anvironment extended to include idezlized objects, <such 35 an

idealized address space.
This view of the tikely characteristics of IV jeneration

architecture is based on the parers by GeMe and Le3e Amdahl

i

[5,7), the Rlauuw peoer {(19]y the Morris paper {371, the Infotech

osook [70)1, and, particulariys on the existing Mitre Ccrooration

VENUS system as cescrined by Liskov ([79]. Furthermore, we

observe that key software features of generaticn n are often

those features that are included in the intarjor decor of
jJeneratisn ptl. Therefore, Denning®s recent tutoriit [37) on
(the software of) Late Third Generation systems strongly sugygests
that the process model will be incorporsted irtc future systers.

Third generation computer systems rely on 3n ad hocy crurely

software irmplementation of processes {37). Tnuz, tre choice of

arimitives,y, orgonization of tables, names of o03j2ctsSy etcey iS5
not fired and may be chosen by the sof twire sucoort. This

implies that, for a given 11l generztion system, there exists no
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Jnjcuz implementation of orocesses.
By contrasty, IV generatjon comoute: 5tzme will festurs 3
firrwore imolamentation 2f nrocesses., The corolata coltaction of

status information for sil orocesses in the systet will ne calle?

Aot R S b o et

the system base [51,87). The firmware will #«wnrom tha base

Y A2,

W

focation of the system pbasey the RCOT. Since taoles and centrol
oiocks will be of fixed (pre~ascsigned) forrat, xncwleiga of the
R0O0T is sufficient fcr the firmware to locate 3ny elzmant in the

system base. The systes hase will te loceted in m3in memcrv,

T A e 3 STAA

For laryely economic reassons (51,87), the syster 533se will f{ikely
3lsc ke &ccessibie to the inner fsyer, mos* privilesze? software
{3ee below]l. However, durirg process execution, the system bhase
is referenced and upiated directly bty the firpwarsz,

The system base will jincluce e€laborzt2 oprocess control
blocks, cueueing dJata bases, address space words, etc. [51,87].
See Figqure 4-1. The Aqueueing cata bases will ce usec, for
axamples by the firrware 3lispatcher to invoke th2 READY arocess
#ith nighest arijority {93)., The cueueirg c¢dats 33ses #«ill atlso be
used by the firmware in implementing interprocess cemaunication

vie Dilkstra's P-operctiors, V~oparctions, Ing serachores

[41,79]).

) R AR AR e TS f Mt s e T M s e At

The oprocess contrcl blocksy (FCE®s) will e peirt2d tc by 3
orocess table whose location can be derived frorn the WZT, Thus,
an integer aisclacerent in the orocess table, the Db~ocess-idy
identities 3 narticular orocess and the lccstion of its
corresponding PC3. The PCE will contain suca inforrtstion i3S

temporary storage of the central orocessor®s (LFU*s) register

:,A
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valuesy, the priority of the process, and ar sa3dr2ss 3sps3ce word.
The CPU «ill contain 2 grocess~id register whos2 vatue jdentifies
the orocess in execution. Thusy, there exists no rotion of an
ibsolute moge? =2xecuytion s always on teha2tlf ¢f sore onrocess.
Loading the process=-id register activates the sublect oracess and
instructs the tiirmwsre to obta2in register valuesy etce frecm the
arocess control bloct (FCH)e TIn particular, tne addr2ss space
Aorc is referenced and used to form the memory m3ip. Thus, there
axists no notion f an Fusolute addressing mode; all 2ddresses
are mapped,

The icealized 3sdoress cspace will tikely te 3 seamented
l1ayered structure [195+3598€4+72,176)e Such a structur2 can be
viewed as 3 generalization of the two i(ayer Master/Slisve mocdes of
ITI a4generation systems. As the layer or ring 1761 nunger »f an
active orocess dJecreasesy the sbility, by that cr2cess, to &ccess
segments in its segment table increasss corresoanlinoly., In ring
9y the most priviieged liyer, Supervisory processss c¢sn sliso te
axpectec to wutilize =2 srall set of necessarily orjiviteged
instructions. Privilaged rina nrocedures of proc:z=sses will also
likely be invoked by process exceptions. This is *the
jenerslization c¢¢ the trap to msster mode jn III 3jeneration
s3ystems,

The I/0 systems of IV generation comguter systers will
likely be similar tc those ot the tzte III generation, e.ge. JBM
System/7273, In particular, I/0~nemory processes wAill vary likely

noet ne formaljized to the extent that CPU-mewdry praca2sses have

veen, 170 processor (channel) operations will execute in an
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ibsoiute mode without process-id®’s or seamenten addresses (8],
All address absofutizing, status maintenance, etc, wiil be
onerformed by software in an ad hoc manner [70)., As a resuit of
the lack of progress by IV generation desicgrers in I/0 process
torratization and imrplementation, thz IV generation virtual I/0
considerations are largely the same as thos2 of the III
Jeneration. Consequentiy, most of the discussion of Chapter &
4i11 omit I/03 only ian Section 4.7 will w2 iliustrate 11X
Jeneration techn;aues tor introducing virtual I/0 in 1Iv

jJeneration systemse.

Abstractien

A model of (CPU-memory) process sfruéture ray bte octained by
2 scrutiny of the system base. Execution by the CPU is always on
behatf of some process. Hence, the names wused by individual
instructions are always process names, whether they are local or
Jlotal (system-wide) nares, For exampte, dats or instruction
addresses are always local names, defined by the segment taktle of
the active process control block (PCE). Process-ic¢*s are clobal
orocess names and their meaning is defined for 31! procasses via
3 single tabte in the system base.

Etfectively, then, the system base reilates two classes of
oblects--those used by grocesses (whether local oar 3Jlobatl) and
those related to ¢the actual rescurces., The process hames 3are
ideslized consiructs while the resource names are cetermined by

the hardware. There is no requjirement that gricess names have

i,
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the same fora or sStructure 3S [FesSCUrCe NIMaS, Thus, in
73articutary, it becomes opcssible to speak of 3 2rocess hivinjg 2
segrented, rutti-dirersions! address space. In contrast, the

real (an? virtual) memory resource cddress sovascs nust, 2f cource,
e Jirezr to mirror ohysical coenstruction, The distirction
detween aerivea 3nd oriritive resource names, sSuch as a sejrented
ind lire3r remory, is discussed in "Virtualizeant2 Architectures”
{513,

We call the n&mes wused by crocuesses, Ird9cess names or
J-pnam2s and those used bty tne harcwarey rasaurc2 namese In
sarticulsr, the real resource rames used by the nhycical hardwzre
are cailad F-names. [However, 3s we shall see selow, V-names are

1lsc resource nrames.) It witl te necessary to discuss 3 mepoing

functiony, &, wWwhich 1is irplementec via the system bsse anag maps
arocess names into resource nsres. See Figure 4-2, tIn Figure
4-2 and altl figures thet follcow in Sections %.1-4.4, Drocess

spaces are representegd bty <circles and resjurce scaces by

sSauares.

Let the process space names be FPz={(pilynly eeey DIYe As
Jiscussed above, P includes the process merory scasce names  and
semzphore names (for the active process),y, all srocess-id*s, etce.
Let R={rlsrly see9 rb) b2 the {(real) resource ssace names. R
alse incluges the processer and (at least concestually) the 1/9
~esource namasy as well as the merory names, Treny, for the
active orocesss we orovide a way of associating process names

4ith (real/virtuall resocurce names oduring process execution. See

..
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y if y is the resource nome for process name x
e if x does not have a corresponding resource

L R

¢ Y]

.
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® §
3

y ;
E

3

2

¢ (11142) = 6142
if seg 1 at location 6000

¢ (12|3) = e
if seg 12 does not exist

G T e

¢ (sem 2) =-5000
if sem 2's header at location 5000

@ (process id 40) = e
if process 40 does not exist

@ P LA R ezt g0 A

THE PROCESS MAP ¢

FIGURE 4-2
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Fiagure 4-2, To this ency via the system btace, 4sa0 detine, for

2ach moment of timee. 3 function

= b P-=~=>R 4 £2}

% such that it x e Py, vy e 2, then

= 8(x) = {y if vy is the rescurce nsme fir orocess nsme X
3 €

f {e it x 1oes not have 3 corresconding rasource

A

"A

;- The wvalue 4{x)=e causes an exceprtion to cccur ty some 2xceotion

1ancling precedures presumebly in ar inrer tave~ 3f this oprocess

N this machine, T avaic confusion with virtual nachine faults
[Section L.Z), process faults will 2iways te call2? excapticnse.
B Section 4.6 provides detaited examples of th2 process mapy

. For clarityy, 3 f2w sirple examples fclliowe Throughout

pxh st
B

I A8 w T AT

IR A LT RS

Shapter L, we zdopt the segmented address rotation, sid, where s
is the segment numter and a is the offset aithin the segment

(86,921,

A3

g
ah

Ixarplect: 6(11142)=6142 if <segment 1 is located 3t €07

Tt

I Gt AR

i
a7

2

8(3Ltl)=e if seg 2.7 doos not exis?

Y
he

3
k7

Ay
e

AR

82150 .5)=e it S 7:. outside bounds sf Segment 3

!

d(sem 2)=F31C, it sem 2°s header 2t lIncation 5171f¢
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P&

he

e it sem 17 does not exist

& (sem 13)

qﬂ

4to it PCY for process 1F at loc 4

-

¢ (process~id 13)

N R AR R

4 41)=e if process 4T does not exist

~i

é (process
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G2 PMOPEL OF A TV GENERATION V(S
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é y
o .‘;
H In order to prooeriy model the runrinc of 3 oGrocass on 3 3
3 . . e . . . e
g virtust mactine, it is nscessary to first clarifv what is mesnt ;
§ by 3 virtual machine 3and what are virtual resourcas, T3y do this, :
E ne fornslly introduce 2r1 jcentify sn (rocrtant niw concapt, the :
> :
E virtual machine map (YMrap) or resource manp, Th2 VMm3p exprec:ses .
- the relstionship betwean the resouyrces of 3 virtual michire znd :
the resources of the rezl host machina2. Conseau=antiy, the VMrap ;

is a notion which exists comoletely independentiy of tne orocess §

)

|

nap or,y, for that mitter, ary software visible p~a¢cess si;-dcture.
iepearation and jisolatioan of the resource map (yMmap) has often

neen corfused or overiosc<ed by previous authors (31,732,138}, ard

PRI D O SR SO PILIPL IR

this perhaps accounts for the jJack of <wucec?23s in fesigning

aasy~-to=-orograr virtuatlizatle ecrchitectures.

YMeasp £

]

A rsscurce name used by 3 virtuatl comguter syctem will G2

calted & virtual name, virtual rescurce neme, r ¥Y-nim2, arst the

i Lasa mastbadboarg & nnedion 2% AAMESAT Lo K addy ks %o Wiyt 0t 8 £ AR AR TN e iy e 0

set of virtus) names defines a virtual space or anviroamente ]
resource name used by the ohysical hardwars js czltagd & resl
13ame. real resource, or I-name, ana the set of real nsmes i~

calted the real soace or envirorment,

In the resource so3cesy real and virtual, we aust include

ANl d reve o sira

the processor, memoryy I/0 system 2and any coMn2ctions bhetween

1
7 o)

them, For exampley, resource names mMusSt axjist ftar every
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3ddressable unit (bit, tyte, word, etc.) ir the onysical remecry,
Qesource nares must exist for every ofcece ot the crocesscor.
NYames are atso needed fcor 311 I/70 cevicess

Therefore, the virtual computer syster construction reguires
3 mapoiny function thst «will map tre complete set of virtuyat
resource ncmes into their corresperding physicil resource rares,
This mapoing function is ittustratec in Fiaure 4-3, No a criori
issumotion §s made 2bout the nzture of the rs302irg functior f,
[However, the implementation nart of the YM detiaiticn ([Section
2.1} ifplies thet ance the wraoning is 235tsblished most
instructinns of the virtual machine execute directly or the
nost.l] The mrappinog functior ¢ is c2ilec the virtysal T3cnine rsp.
resgource mary or VMmac.

for future raference, we denofe the virtual space names by
VY={vdsviseesv3d) anc th2 real space names by R={ri,yrlyjecertde V
is the rasource soace of the virtual mschine ard R s thae
resource Soace of the nost. HWe make no assumotion, here, abcut
the relative sizes ¢f ¥ and Re Both VvV and R jnciude the rmerory
space names. Hut they 31so include the other rasiurces, s well.
For exzmpie, we <an imagine ordering the o0pcoTes By 558signing
thenr the nawmes following the memorv sSpacz namas in V and R,
Lauer 3znd Snow {75) have observeca that it may pne sufficient to
consiier oniv the memory space names since othar ressurces 3sre
often <codec to abpear &5 memory. For exarple, tney observe that
the accumulators of the JEC PDP-i{ and the 1/0 3evices of tre CED
o0F-11 zre each addressshble as memory locations,

Since we assume N2 3 priori corresgondence bHetween virtual
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f: v—Rr U {t}

f(y) =z if z is the real name for virtucl nome y
t if y does not have o correspording real name

st e Wbty o bary o6 PEMTHOAA NI BRI i e itz b vt ol

f
ot

[ ]
y
Vv R

(level n+1) (level n)

AN pacsbsmvndeves 2400 Prv BRI I S 2t

N
AL

Examples :

S

f (6142) = 12142

f (25000) =t if 25000 out of virtual memory

f (processor 3) = processor 2
if virtual processor 3 is real processor 2

f (processor 2) = t
if virtuai processor 2 not assigned

THE VMmap f
FIGURE 4-3
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an¢ resl|l nam2s, we Mmust incorporate a wiv of s3s3c¢isting virtust
names wWwith real names Jduring execution of the virtual ..achine.
To this end,y we Jdetfine, for each roment of time, 3 furction
f: v---»R U (1} &
such thst jf vy e V 5ns 2z ¢ F then A
g
f(y) = £z it 2 is the real name for virtual name vy g
! £
€t :f y 30es not have 3 corressaniing real name %
¥
A
A
5
fhe value fy)=t1 causas ¢ trep or fault 10 som2 fault handling §
=
. . . ]
rocedure in the machine R, For clarity we alwsys t2rm 3 VM &
fault = fcult, never an exception. The spaces V 2rc R Z2fire two b
3
virtuat m@achine levels.e He say thzt the virtus! machrine V js at 2
3 higher tevel th3n the machine R, If the level 2f R is n, then %
% the tleyel of V is nti. It P is tre physical rachina then it is
3
B ievei 0. Thus, 3 VM-fault is 3 VM-levet fsult 303 cortrol passes -
¥ §
A to a fault handling machine at the next {ower leyal. S2e Fjigure §
:;'_ +-4., 7%
-« %:
= 3
4 e
: g
Runcing 3 Yirtual Machine! f o ¢ %
= In IV genarstior systems, running the virtual =aschinre §
T 3
=3 V={vl,vigecevb}) implies running some process F={nl,y,01se.p2} oOnN %
> £
e . . . . S
< the virtual machine. This defines the raorina §
= 92 P-==->V U {e} §
£ 1s before, wWith virtuzl resource names, V, substituted for resl 3
9 <
& ynes in the resource range of the map. See Figurz 4-53. “5
A 3
& The virtual resource ncmes, in turn, are miosec irto thair
it
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real equivalents by the mapy f$V--->R. See Figurz2 4-5p. Thus, a
orocess name x corresponds to & real resource f(8(x)). See
Figure 4-%¢c. In general, process names are tasnped into real
resource names under the (composed) map

fodst P -=-=>R U {t) U Le..

Section 4.6 provides examples which itlustrate mapping

srocess names under the composed map f © 4.

! vse 3

There is no a priori requirement that ¢ or % be of a
sarticular form or that there be a fixed relationshio between
ther. [However, in some sense, & corresponds to how the wuysers
dould like to program tha machine while f corresgonds to how the
system would like to utilize its resourcess]) HWe discuss this ﬁ
s0int further in Section 4.8. We have insicated that in IV ’
jenerstion systems, the merory component of the map & will likely
be segrenteds Since f maps resource spacesy its rerory component
cannot be segmented. The only requirement of ¢ and 4 is that the
range of & be inctuded in the domain of f, (Figure 4-5c¢)

He further distinguish between f and ¢ by contrasting the
notions of level and 1layer in IV generation virtual computer
systemse As previously ststed f establishes a level relaticnship

between a virtual machine and its corresponding resl machine.

L B

Thus, f exists as an interievel mar. On the other hand, & is an

Si

intra-leve! map, mapping process names into a particular level of

,
[
I
s
.
o
Phecide. wed o el W A s R V! s
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resource nares. One characteristic of the & mas in IV jeneration
systems Will be layerings Thus a IV generation VIS will be
nulti-layer per level, [See also Section Z.1.]

In the event of a IV generation VCS process name excep?icn,

n the

[N

control shouid he given to a more privileged I3yer with
same levels A virtual name fautt, howevar, should csuse a fault
fe 3 orocess in a lower tevel number machine. Sez Figure 4-6.
Another contrast between f and 6 concerns their visibtilifty
oy software procedures. Since 8 is an intralevel mao, the inner
tayzr orivileged software of that level will likely manipulcte 6.
dowevery, f is an interlevel mape There should be no mnay in which
softuware at teve! n+i1 (regardless of {ayer) can access the ¢
which maps level n+1 irto level n. Thus, the f-1ap is jnvisitle

to all software at levet n+i

Type II Virtual Machines Revisited

As discussed in "Virtual Machinest Semantics an3d Exsmptles™
[53)y, =z2nd Chaptars 2 and 3y a Type 1II (extended machine host)
viriual machine organization is one in which thea VMM runs, not on
a2 bare machine as the supervisor, but rather on an extended host
under the host supervisor. Depending uron tne uses 3f virtual
machines, whether or not there exists one preferred, tsvored
sperating system, and whether that operating system hzs certain
capabilities to opermit its construction, a Type II virtual
nachine system can be a useful and possioly essy to impiement

aptifact.
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Page 1(1

There ;s a very similar, corresgonding conzest to Type 1II
systems in 1V generation virtual machines, Ir 3 Type ITI IV
jeneration system, there is a stightly different VMmrans f* which
aaps virtuatl resource names into corresponding orocess names for
somre process running on the re2) rachine. Thusy for virtuai
names V, as vpeforey, and fo~ process names Pry, fer a process
running on the real machine, we definey, for each toment of tire,
3 new function

f*: V-==> Pr U €12

such that jf v e V and 2 e Pr then

t*(y) = {2z if 2z is the real P-name for V-name y

€
{t it v does not have a corresnanding P-nzme

The value f°*(y)=t causes a VM fault +to occur to some fault
narclirg procedure in tha process Pr (or sore otrer orocuss
cooperating with Pprl.

Sirce the process Pr is defined on the real machine vis (itfs
system base) the function ér, 3 P-name 2enerated by thz2 VMmap is
napeed into the corresponding R-name. Thus, we nave, for V=-name
vy the Re-prame ¢r(f*{y)). This magpping is i llustrated in Figure
L7,

Now for any process Pv running cn the virtual machine there
is defined (via the virtusl system base) the junction 3v, which
maps the set of P-names, Pv, into their correspsniing V-names, V.
Thus, the action of running the process Pv caus2s a P-name, x, to
be mapped into the R-name &r{t*(dvi(x))). This m3pping is

j fustrated in Figure 4-3,
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Observe that in a Type II system, there 2xists 2 YM mzp f°
for each process which creztes a virtual mechine (or rachines) at
3 higher levei numbers. 3y invoking the layering of the resl
nachine we can control the abitity of processes to create virtusl
machines and if desired can legistate “hat there be only one,
Section 4.6 [E ample 8] provides & detailea exanple ¢ a
Type II IV generation V(S. However, a simgcle exanrnle, herey, may

show the intent of this construction. Let f*({x) = 3ixs Then the

Tyre Il VdMmap®s memory component maps the virtus! machine‘’s
virtuzl memory into one scgment, say 3y of the process. This

serrits the normal operzting sycstem to run 35 the hast cn the

%
%

rezl machine and perforr resource allocation for the virtusl

nachine (on a segment bssSisS)e

Recursion

AR AN Rt

3
<

As discussed in "Virtualizesble Architactures” (51) and

Chapter 2, recursion for virtual systems is mcre than 3 matter of

conceotusl elegance or a3 consideration ot lc¢gicat clcsure,
Indeed, it is a capability of considerable n~acticat! interest.
In its simolest form, the nrotior of recursion for virtual
nachines s that, although it makes sense to t(un standard

drocesses or the virtual machine, in order to test out the VMM

£« AN St e b s ig SO

e

software on a VM it is atso necessary to be abie to run at lesst
3 leve! 2 virtual machina. The rest machine is level 0.

In the discussion which follows,y, we use a (Cewey~duecimal tree

naring convention in which 3 virtual machine at level n has n

o) . .
Eﬁm&mmmmm%Wﬁﬁ&mﬂmm&mmmmm

N L n . -
N I e o N,
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sytlables in its name [541. This 1tree-nare is used 2< a
subscript for botn tha virtual resource Space, 2,0 Vi.i, 2and
corresponding YMmMao, €sGs fi1.1. WHhere several Jitferent

srocesses are running on virtual systerms, the same tree-raming

B T T R L R AT A\ L

s

scheme is useds, iess crecisely, to reporasent tha pracess aag on

5 the corresponding virtual maching, €ege 1.1 In this §
S 4iscussi~n, all f*s are ot the same form, and a1l ¢*s are of the E
é, same form. The sutscripts are usec to indicste different §
%2 antities. 2
? In a Type I IV Generation VCS, it %
;: $13 Vi ---> R g
B f1.48 Viel==-=> Vi %
f% 81 P —-=> Vi.1 i
;, then the action of running the process P causis the P-name x to é
i%‘ be mapped into f1(f1.1(8(x))) or f1 o fi.1 o & (x). S2e Figure é
ﬁ' 4-9. %
% In this function ti o ti.i o &, we identify thre2 possitle §
Eé taults or exceptionss i
fﬁ (1) The process exceotion to an inner iayer orocedure i
é‘ of tevel 2y i.2. d(x)=e,

?; {(2) The tlevel 2 resource {virtuat machine) fault tc an

% inner layer pracedure of level 1, i.e. fl.l o 3ix)=t,

(2} The level 1 resource (virtuzl machine) fauit to an

Thaa. ‘.
.‘;r 1977

inner layer orocedure of level 2 (the rea! machine),

w.-—--,.
G

YAELS
ALY

iees f1 o f1.1 0 &(x)¥=t,

for the general case of ievel n recursion, we have P-name X

e
.'k«.'l TRy
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St R Vi vyt 8 o g

f1 0 f1e1 0 eoe 0 fls see ¢1 0 & (x)
Thusy for 3 Yypa 1 VM, regardless of the teval of racursicny
there 1is only one apoaljication of the map & foallcwec by n
Ioplications of an f mage Thic is an imoortant ra2sult that comes

2t of the formslism of distinguishing the ¢ 2n2 & =ta3ps. An

sl e A A WO L8 s

dbvious recult to be discussed iater is that in 3 system with 3
comglicated & but with 3 simple t4 n-level recursion tay be essy
and irexpensive to imglenent,
3y analogyy we define Tyoe II VM recursion. See Figure
+-10, It
¢ 2 Pr -~->R
f°1: Vi -=-> Pp

01t Pl ==-> Vi

. "
LB s 40 A AEE oo e APt SRS EL t g s Al wrter ety sh At lold i

4 f°1.18 Vi.1 ~=-=> P1

4 #1.1t Pl.l ~==> V1,1 E
H

= Ther the action of running the process Fl.l1 c3uses the P-nzme x

s

e to be msoped info &L o t*1 ¢ 81 o f*1.1 0o &1.1 (x).
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443 UNSUITABILITY CF SCFTHARE f

Refore dismissing the possioility, it will be necessary to
scrutinize IV generstion systems to cee if 3 softwzre
implementation of the V¥map t, is viablie. he will s2e if the
technicues of the III generation VCS can be anolied to the 1V
jeneration.,

As has been developed in Chapter 3, 3 TII generation VCS is
aorfrally constructeo by

(1) Using the availzble memory mapoing hardmware to
help mansge the memory of the virtusl machire, j.e.
virtual memcry.,

(2) Mapping the master and <lave modes of the virtual
machine into the <slave moode of th2 physical bost
machine and simulating the eftect of srivileged
instructions by the VMM,

(3 Trapping at!l 1I/0 instructions ani mapoinjg virtual
device names into real devices via softdare in the VMM.
(W will ignore 1/0.?

fhree of the srchitecturat characterictics thst cne micht
axpect to be useful in a software irplementation >t t on a IV
jeneration system arel

(1) Segmentec adiress spece

(2) Rings

{3) Emulatione.

One might axpect the zddress mapping ts be wusefut in

astaplishing the virtual memory while the ring osratection systen

oS AT e o




o LN TR SN £5 B TR o AR e ity Sl ler -
s *;Awﬁgﬁa.;m‘,i\g AR R ReT. R A o Ao, ‘—5%}..@:1?«:%‘?&:5!&? MRS X INF S e AR A B AL .

Page 118

night orovide the Jayared access control neegagd to isolate the

VMM from its subject VvMe As a last resort, one might 2xpect to

fall back on the extensive emulation facjilities of IV jeneration
systems {6,1:9].

Unfortunately, 3s suggested in Section 4.2, rora 0of these
features helps the imolementatjor of a VCS. Indeed, they rake
virtualization potentially more difficult since they w«il!) have 1o
2e virtuatized as well. tThis gifficulty is simitar +to the
orobiem noted by Cheatham [2%) regarding the self-dafinjition of
oarticularly rich progrzanming languages.] The osroblen resuilts
heczuse segmentation, rings, ard emulation are visibla, i.e. they
re part of the interior decor, and are representad by constructs
in the system base which may be seen 3ania manipulated by
{(“privilegad"” ring () scftware procedures. He c¢can iitustrate

this difficulty with 3 120k at ringse.
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Scrytiny of Rings
3 4
e A software implementation of the VMmap f 3n a IV 3eneration ;
ﬁ VCS reauires (1) majntenance of a virtual system bisz by the E

=3
p
o
%
N

virtual machine moniter, and (2) the control cf accass to the

o s dduit

[P

real system base by instructions of the virtual m3chine [51)., 8y

analogy with the II1 generation ‘software VMmaz™, we orevent

o
=3
Ai
44
fee

access to the resl system base by not running ¢in3 0 cf the

virtual machine 3as ring 7 ot the rezl! machine. Into «hat ring

v

can ring {0 be mapped?

Two of the oroperties of rings which must be craserved in
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3Ny mapping are

(1) monotonicity

(2) finiteness.
That isy the rings define an ordering of orivileg2?$ ring i is
nore privileged than ring § if i<} (57,1061 Furthermore, there
is 3 tinite, relatively smal! number of rings in the syster®s
universe, e.ge. Multics has eight [3%,10€]).

Therefore, two ring mapoing schemes are oresental in Fjgure

4+=-11. The first maoping scheme,

f(x) = {x if J<x=<m

{
{t if x=<

maps rings identically exceet in the most privileged ring. At
ring iy instructions are simulated on an instruction by
instruction basjis. An attempt by an outer ring t3 call 3 ring 0
osrocedure must cause 3 orgless exception vhich is undaerstood as a
fault to the VMM, This construction jis tha IV jeneration
aquivatent of the hytrid virtual machine, HVM, (See Sections .1
and 3.3.) The empirical requirements are simjlar, e.g. 3ttemoted
catlis 1to rirg 3 can te macde to fault. The pertformance of the IV
jeneration HVM jis significantly degradec because of the likely

frecuent software intercretation of alt ring -~ instructions.

The second mapping scheme,

fi{x) = (x¢1 it O=<x=«<i for some i=<m
£
{x it i<x=<m

naps ring [ into ring 1. To preserve monotonicity of rings, ring
1t must be mapped into ring 2y etc. Howevar, because of the

finiteness property, it is necessary to map a (oarticular) opair
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Virtual Ring instruction-by-instruction Real Ring

interpreter
0 —-t -9

m - > m

: , : - [r
Ring mapping scheme I: f(x)= {_t if x=0

Virtual Ring Real Ring

2 — .2
ﬂ:

—F i+l
ivl —

L ] .
® ®
®
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Ring mapping scheme 2: f (x)= {’,‘(” :; ? f : ::’n
RING MAPPING SCHEMES
FIGURE 4-1
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of adjascent distinct rings ot the virtual mscnire to 5 single
ring of the real machine. In a III generation computer sysStemy
if master mode is understood as rinj 0 and slave mod2 3s ring 1,
the processor mode component of the software Vvmzp for 11T
jeneration systems ([as in Chapter 31 is just thae second masppi‘.g
scheme, f(x), with m=1 and i=2. Anslagousiy with III 3Jeneratjion
ampirica! requirements, it is necessary to pravent the processor
from detaermining in what physical ring execution is tsking place.
This ic rather diftficult becauce of the potentist wvisibitity of

the rin3 number in the instruction counter (°ring recgister

field*! or in stacksy for calls acress a ring baundary (1061,

Another oroblem which might develop concerns the absotufe

;
2

interpretation of chysical rirg nurber for cert~in sidz effects.
For example, one proposal [(196) has *he hardware identity ring

aumbers with the segrent number of the stack segmant for that

rings or ring numbers, i.e. 0-1, 2~%5, 6-74y with different access

aroperties to gates.

SRR R AR S

One simple hzerdware oroposal that might ne mads to avoid

N

some pitftalls of the second mapping scheme is a ring relocation
register. See Figure 4-12. The ring relocation register could
ne used to lirnearly disclace ring numbers 2nd, thus, cravent rinjg
} of the virtual machine from having the same orivilege as ring 0
2% the real machine. Hodever, probliems still exist ccncerning

the tiniteress oroperty. What ring does ring 1 3et maooed jnto?

R

In f~ecursicny, what ring does ring m-1 get msopes into, etc.”?
Thus, the mapping of ring numbers via software or with

nardgware assistance Joes not necescarily help ir the
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impltementation of IV generation virtual machines, As xe shall
seey, the software mapning techniaue is unraturit and unnecess=ry
jiven a proper understanding of the modet of Section 4.2. Fourth
jeneration systems formalize the process map in firmwara2, Thus,
in introducing virtual machines into the IV generstion, it is

aatural to consider how firmware may be wused to formslize the

s s T A S A P e e N

o

2
3¢

YMmap, as well.,
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Lo THE VENICE PAPER

In *Virtualizeable Architectures" I[51]), calied the Venice

Saper or Venice Proposaly abbreviated as VP, the zuthors propose
In interir solution to the problem ot virtuatization of IV
generation computer systams. The VF observes that because of the

nigh frequercy of references to the system base, its m3intenarce

2
f
3
2
:
-5

%

3s pure Ssoftware construct is iikely Yo be 30amed t3 failure.
[See Section 4.3 above.) Thus, the solutionr prooosed by the VF is
trat hardware-firmware be provided Yo assist virtualization.
—ach virtual machine will m3intain its own system bsse, visibtle
to itselt. However, when the virtual machire 1is actually
dispatched [t will be running with a special "trans'!ated systenm
base®” maintajned for each virtual machine by the vMMe Thus, 3any

attempt Dy software running on the virtual machipe t5 read its

il S s T A D R st e,

SIS

)

R

system base will e directed to the virtual syster bace and witl

0y

30 unintercepteds However, any attempt by the virtual machine to
write its system base faults to the VUMM xhich can make the
corresponding change to the trarnslated cyster bas2 before
redispatching the virtual machine.

Thus, the Venice Proposal provides a major improvement over
orevious virtual sysvem designs in permitting reag access to the
system base to proceed without interruption. Only on attempted
arite access to the system base wilt fthe taritiar
fault-simulste-redispatch sequence be required,

Furthermore, the VP provides a virtuatlization dasigr that

L R ET RO SRNGRTON ‘o bhy ' 8 5 g
SN e s A - Lo R s bt iulae ot b e

"

oermits a limited two tevel recursion of virtu2l wrachines to
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sperate with hardware dispatching of tihe socropriate pzrent

virtual rachire on 3 write-access fault to an irferior virtual

nachine system base. The performance of the second teval virtual

nmachine could be comparaple to the one leve! case. :
We can interpret the VP in terms of the model developed in i
Section 4.,2. Let P,V,Ry &, and ¢ be 3as bhefore. Then the VP é
naintainsy for a virtual machine, a translated system b3se, g
ot = f o 0 E

and this isy in facty, the oprocess mapr that is active when a g
3

orocess of the VM is dispatched. See Figure 4-13. The VMmap f %
is strictly a software rap and never appears in firmwar2 accessed §
tables$ 4t is accessed by the tirmware. The VMV statically §
composes f with 4 to produce 8te Thusy, f 0 & is “calculated” jn 3
advance ot the oprocess being dispatched. Consequently a %
H

modification to 4 cannot be reflected in a corresponding dynamic

moditicaticn to 0t. To maintain integrityy, a modification to &

must cause an immediate YM-fault to the VMM, which <c3lcuylates a

1“ew value for 6t and redispatches the VM.

Note that this analysis (as with the discussion of Section

i SRR f e

4.3) irmplies that there must be an easy way for the hardware to

LR { FE K
VAN el AW A B 9000 1 320 Snan it 2 it S

S

i tell that an attempt is being made to modify tnhne system base., A

;_ special instruction might be reserved. [{See Section 3.4.)

E

A NDtherwise, all adodresses in 3 physically *“cverlayed®” segment

el structure might have to be checkedy, significantly dJdegrading ;

E i

2 oer formance. 3

Z

E A detailed illustration of actual instructicn executions in %

2 the VP is presented in Section 4.6, g

2

3

J.
Y2
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VENICE PROPOSAL
) FIGURE 4-13
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In the recursive case, tne VP*s VMM <statically calculates,
via software, the transtiated composed map

éti.1 = t1 o &t1 = t1 o fl.1 o0 ¢

and this map issy in fact, active when 3 pracass cf the VM is

doir oz 3 AN,

|
2

dispatched. 3ee Figure 4#~14, Again, attempted write access by a
arocess to 4 must VM fault to allow the change to be refjected,

via software, in dti1.1.

A L«.‘i)b‘\uk},‘u,wm.v., o e BN P st )

st v e

The VP proposes an implementation of 3 1V Generation VCS.
Unlike the purely software techniques discussed in Secfion 4.3,
the VP goes not require the “compression” of priviteged iayers of
the real machine to tless privileged layers of the host.
Uonseaquently the VP should cproduce efficient IV generation
virtual machines. Furthermore,; the VP should be feasibte ir many
cases in which pure software technicues are imoossible tc¢ use.
However, tha VP suffers from the following disasvzntages?

(1) Performanca degradation due to faults on systenm

base write instructions

[

{2) Storage wastedad due to transicteg system base. Thi
could be particutarly significant in the recursion
example.
(3} Complexity and software neecdedy, in the VMM, for (1)
and (2),

In the rest of thjs chapter, we shall consifer a prcecposed

decign which eliminates these weaknessesS.
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4,5 THE HARDWAPEZ VIRTUALTZER

The Hardware Virigelizer (HY) is 23 nsrdwarze-firmw?re
impiementation of the Vbnap f {(for a IV generation VCS)s In this
secticn, #e shall devetco the zrgurents in favor 27 ar HV, show

ngw an HV can be constructed, show that the construction is

tezsiple (in terms of IV generation hzardware {reztizztion)

components, and indicste that sastisfactory o2rformiance will

ocecur. As in Section 4.1i-4.4 a3bove, becaucse th2 IV jeneration

*rezatment of I/0 is so similar ¢to 17X, we do n3t inccroorate T/0

;
i
x
=
g
H
i
A
<
3
=
&
=
£
g
¥
2
£
%
E:
¥
*
&
o,
;‘i&;
z
é&
3%
b
=
é&
5
%
=%

[
P
b into the HV. Similarly, because of the inlrinsic problems with
2 time ir a3 VCS we do not discuss time. These 3jifficuities are
4 considerad in Section &4.7. 3
‘-.,‘, §
& %
»5; jé‘,
53 <
3 i
Argurent for HV g‘
5% It is our ciaim that scftware construction 2f the VMmapg t is E
- unnatural and unneéecessary given 3 proper unilerstanding of £
E: 3
b vartusiization as developed in the thesis [esnsecislily Section E
" =5
7 k4
= 2,2)e 1In numerous other areas of computer svsters research 3s g
]
k- basic and under lying principles have been developed or %
5 jiscovered, ad hoc and often cumhersome software corstructs nave &
2 ;;
& oean replaced by eiegant hardware (-firmware) mechanisms, Cne 3
A
e ]
= can turr for confirmation to managenent of multi-tavel ferory 3
E: 3
§- 1284384391 or protection rings 65741751, The firmware =
£ 3
Ey implementation ot the process mcdei in IV genziretion systems 3
=4 E:
e {51+79,871 is a tour=-de-force, including th2 two orevicus
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axarples within it as spacial subexamples.

We ctaim that the hardware virtualjzer HV nrings about a
simplitication of the virtualization mech3nist. The HV
simplifies and eliminates mosft of the VMM sof tware, reduces the
1ain storage requirements of the VMM, a3and proasuces satisfactory
aperating performance. Furthermore, it permits virtuztization to
take place where, using prevjous soffware technijues, it

ardinarity would not be oossibie.

4Y Construction

OQur design of 3 hardware virtuatlizer follows directly from
the model of Section 4.2 The maps f and & are 4distinct in a 1Iv

jeneration VCS. Therefore, we impiement ther as corpletely

lifterent constructs, caoabte of being referencad and manipulated
inagependently. Execution by the virtusi machine causes the macs,
f ang 4y to be composed dynamically to form ¢t 0 3 at execution
timee
The construction of an Hv.must address the fatlowing bointss
(1) The database to store f
{2) A mechanism to invoke t¢
(3} The action on a VM-fauylt
In the discussion which foliowss we shall devatlap tre basis for
an HV design somewxhat independentiy of the particular form ct the
VMmap f which is being impiemented, Although we shall refer ?to

-
z
kS
E
E
2
%
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3
=
%
32
2
%
2z
£
3
%
£
E
B
i
B
8
certair particular f structures, such as the -2 or daging form %
3]
3t memory mapy the actual detailed examplies are gostooned until §
=

%
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Section 4.t {The discussion which follows assy¢mes the IV

seneration process map ¢ presented in Section 4L.l. AS w2 note in

A

Section 4,8, suitable simptification anc iInteprsratation of the

d-map zcltows wus to extand this corstruction t3 second 3angd tnind

jJeneratjion architectures as well.l

X
o

QJatabase 10 Represept f

The YMM must create and maintsin a databaze which represents
the VMrap f for the next level virtual aachinels). This aatabzse
must be stored such that it is invisible to the virtuszl machire,
including iis most priviteged software. Let Jus asssuma thst for
aconomic reasons [51) the database rust be stor24 in main memorye.

Ther the VYMrap itself must be such that f is not in the (virtual)

3
-
%
£
=
&
&
Z
b
K
b’
é
Z
:3:?
=
b
4
k7
z
3
.

aemory of the virtual machine.
The VM database, logicaelly sheuld be an a3dition tc the
system base. A pointer at a fixeg locaticn fram the RCOT coinrts

to 2 Virtual Computer System Table (VCSTAR)., Esch entry in the

¢

VA BT S T R o S I s IR MR 2

VCSTAR points to 3 Vvirtua: Computer System Contril Block (VCSCB)
ar colioguialiy, YM(B. Thusy, the i-th entry gpoints to the
contro!l block ftor virtual computer csystem i.

The VCSCR provides the implemertation of tnhe V¥msp f for the
virtual machine. It contains the memory map, orocesssr(s) map,
and, at least conceptuatltiy, the I/0 map. In sdiition, there may
pe other status and/or accounting data for the virtual amaschine.

As noted in the VCS mode! (Section 4.2}, the raps & and ¢

are completely ditferents In varticular; the rerory comopgnenrts
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5f the maps serve differert purposes and so are Jikely 10 be of
1ifferent forme The 4 rm3p linely will be segmented. RDepending
Jdpon how the VM*s will t2 used, the f map might gse k-3, paaled, or
aufti~tevel paaed. it & tirited number of virtus! systers 2re
used irregulariy for ogeratine system debuagin; or sSubsyster
trans?eradility, ar R-3 map right ve reasonabile., If fictitious
AemOry resources ace raquired, scme form of oage2 m3p may be usecd.
{See pectorranca/cost discussion beion.) When w2 Ziscuss 3 nsge
map, we, usually, 00 not iltustrate fictitious resources, 2.q.
derand pagifgs
The processor component of the VC3CB inclules (per pragcessor
of the VC3) the sawved vatues of the processor rzgisters (the last
time the VM was running)., Note that this is different from the
0erC process saved register vaiues kept in the resocectiva PCE*s of
23ch process on the V¥,
These registers typically might includet

P - current process ID

IC - instruction counter

T - top ot stack

STR = status

BR < base registers

GR « genera! registers

fers {tioatirqg paoint)

14

SR ~ scientitic regi

{In this discussinny we assume that KOOV i1s zerc %for siaplicity.])
Additional orocessor relisted j[nformatior kept in the VM(LS
inctudey canakility infsramation, for the opsrticulze virtuzsl

orocescsar (not the real processor 3and nct processes cunning on
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233 %K EAML St pd AUt 4

the wvirtua1 rrocesser) irndjicst.rc rcrarticulaer feztyurec znd |
g ingtructions, oresert or atcent, These incluzte, for exzmrcle, 2
% scifertific instructier set, v instructicr cet (LV~1ID %
% inrstructionry, etc. Aydjticrsal inforratior rmrickrt jirclide a é
;' 12rersl cpcece fault m3s< or a fictiticus rescurce mesk. The ﬂ
=3

n t2 use¢ tc force certain opcozecs in the VM to

D]

ancede mack ¢

R T I P R e TR

7
X

= fault tc the y¥M, {[Trjc nrctior is cerived from Secticn 3I.4.) A

> fictiticus rasource mzsk might inaicate whetrer (touncs tyce) i
k= . i
s faults 2r2 to re directed tc tre V¥ or the VMM, §
2 ;;

R VF. (et i \‘!-‘.

¥
3}

LI

Tn order to invok2 the VMrzp f4, the HV reacirecs c¢cne

?i additioerzl wvisible reaister ard cre instruction for raripulating
% ite The recister is the VVMID and centsins the ruaker of the VCS
3 in tre VCSTAER that is czurrently executinc. Tre new instruction
‘1 is LOAT yvT[, LVMIC. Se2 flowchart in Figure 4=1%.

Fcr tre herdware virtuzlizer desiger to be successfuly the

kS8l P e Y 01 ¢ b L AN o o TR k5 s 1 e A B I R el ¢

g YMIC register (and the LYMIC irstructior) must Fzve trrze crucial

arcrerties 1%1l.

Py R T P T et

(1) The V™10 register zttolute conterts nay rejtter te

recd ror writtan by softwzre.
(<) The c¢nly rmodificztiors pessible tc the value in
tre VMID recister are accerding 2 low crder IC svyllatle

{55 @ result ¢f an LVMID instruction) or rezovirg some

nunber of low order ID syliables (as a resuvlt of a VM-fault).

‘M () The VWMID of ¢the real wmrachire ic the rull

)
iﬁefé
i o ue SRV AL R T B AN AP 2 Pty s Lo 118 st bt 6
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identitier,

Thece properties atl follow directly from the dasire to model the

retative resource contexts provided by invocaticn of f.

Neediess to say, LVMID *“loads” (appends) tne VMID with the

ID specified as the operand of the instruction. It the VM

capability does not exist for this machin2, a3 V¥ canatility

axception occursy which is a process exception t¢c 3 orivileged

procedure in the same machinee It the VvMlID is loaced

successfulliyy, the firmware chacks the appropriate VLSTAB entry

tfor wvaliditye. It it is marked as absenrnt or invalid, 3 VCSTAQB

absent or invalid exception occurs to a procedure in the samre

machine,
Otherwise the processor enters virtual mode and (assuming no

fautting because of VCSCB values) Joads the processor registers

(Py ICy BRy etc.) from the VCSCB.

Now the memo-~y component of f is active, ssy relccatior and

pounds, R-8. This causes a foading of the R-~8B inta scratchoad

registers, says Rcomp-8comp. Thus, every virtual rewory name

4itl be transtformed to 3 real name by the R-B map, i.e. vatlye

currently in Rcomp-8comp. [0f course, the scr3ifchpad registers

comp-Becomp,y, may be nejither read nor written ty any software,

Wher the resl machine (VMIP=null identifier) is runring, Pcomp=0

and Bcomp=ovhysical memory sizes.)] In 3 segmentation system, the

result ot looking up a segment P-nare and obtaining the V-nasme

must be suhjected to the R-B mage. HOwever, since the segment

tabie is not the root of the system base, the firrtware rust tirst

focate it from the true ROOY and the process’s P-namey i.€

-mm"’ R Ia T S DT e - R o e s
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arocess~id,. This endeavor reguires the firmware to raxe seversl
~eferences to main remory in the course of "walxkirg® tha <cystem
hase list structure, €ach of trese references to tn2 virtuzl
rnemory rust te mapped to the real memory equivalent by applying
R-By 1ee, adding Rcomp=-8comp.

Fventually, the location of the segment ti3cl2 is established
and it is saved in 3 scratch rad register. Thus, any subseauent
nmemcry reference may diractly utitlize the cegment tsble to obtzin
3 virtual memory location which is then mapped, via R-8, into its
real equivalent,

Fer reasons of performancey, the original m3chine r23uires zn
3sscciative memory to store fhe mcst recent *segment
aumber-memory location® pairs. Then, the hardm3re virtualijzer's
3sscciator will store ‘segment rumber-real memory location®
23irs. On setting a new VMID, the associatasr can be cleared,

Another possible choicey, which <can be mzde sn the basis of

cost/performance, is to have 3 still larger assaiciator anc keep

: . 4 . “ oA e : 2
s by Wil 0 1T g e L S )0 s SR IEA b T ARG it s Anaaiehy o sdburintarbo bt U4 R v g s L SIS k 1  SAVREESY st d Tt ALY & wiot ool

the YMID a3s a field to te used as pzart of the search key.
Recursive invocation of virtual machinasg alds littile
adc¢itional complexity to this irplementation, It the VM
capability bit in the VMCAR s set to0 one, then tha vijirtusl
nachine has the same (software visible) hardwir2 virtualizer VM
features as in a resl machire, Therefore, a V¥ rurninj or the
VM may attempt to create an inferior virtual m3chine by creating

3 VCSVAR8 entry and s VCSCA tor the level 2 VM in its system base,

R DA AT P v e LAt 2 DT o ™) e DA s g

3

It may also dispatch the (level 2) VM by exacuyting 3n LVMTD

instruction.
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As noted in the Vernice Pager 1[51) an3 3bove, recursion

reguires that the VMIC be made a “multi-syllable register”,. when

the rezl machine is executirg, the YMID value i3 rull. Wher the

VMM disoatches a VM, it loads (appends) a vatu2 into the VYMID,

say 1. If that virtual machkine is running 3 VMM which creates

and dispatches a VMy say ID0 1, then 1 gets appended to the YMID,.

Thuss, the new composite vajlue in the VMID is "1.1* which gives

mw&c,xfm»»m;.mz-,sz.-,umc.mbmmmmﬁmmmx;mmm;;,mu.7;fz,vsxry;§*\{'.‘ﬁ:“

As stated atove, thris

3
2

the I0 of the currently executing VM,

value may not be either reaa or written by anv scftware of the

virtual machine., See tha tree structure shown in Figure 4-16.

Yo thandie a srall, finite depth of recursion reauires the

VMIO register to be sufficiently “wide* for sgcecification. In

one should not expect the VM fevel to go more thar 3 or

nractice,
4 deep.

As in the non-recursive casey the execution 3f the LVMID

instruction by the level 1 VMM causes ifts VCSTAE and VCSCEB entry

It tnhe LVMID conmgcletes

3
3
poi
2
>3
>
2
22

to be checked for absence or validity.

¥

virtual mode at the next

IS
Alatfs

successfullyy, the machine is now in

i

& fevel.

ke

- Now ¢the memory component of the new f is active. I[In this
3 discussiony, @ map of the form R-B.) This causes an adiition of

-

T b e e .
AN TR s sy e e U A SR e e 2 A s im0 G

BASEAL R

5,

St

the new R-B to the scratchpad register Rcorp-8corp where the

"total” is being maintained, Hewever, in

. current R-8 value

RN

a collection of scratchpnasd registers

N

additior to the running sum,

B

TR

are set aside to hold the R-B vatlues of each level. [As Laver

it may ailso te pousible tor the firmware

PR Ny e

and Snow (7€) observe,

to store the reverse “trail" ir main mem2ry.) This permits

2y AL YT -
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restoring the previous composed map by subtracting on a YM=-fault,.

In terms of the V(S wmodeiy, the running sur of the KR-3's,

Rcomp-Bcomp, provides a catculation of the compssition of the two

f maps (in the memory dimension)y, say f1l o fi.1. Then the

composed map is comtined with the &-map.

Thus, every virtual memory name will be trinsformed to a

real name by the composite R-B map, Rcomp-Bcompe This is doney

just as in the single tevel casey, with the comcosite PR-E rwrap

taking the piace of the simple R-B mape This includes weiking

the level 2 system base, etfce.

Just as in the single level case where an sssocistive remory

= Wwas uzed to store ‘*segment number-real remory {3c3tion® pairs, Sso

‘tevel 2 segment

RS S G

in the recursive casey an associator stores

g

3
ii number-real memory location® pairs. The performrarce imofications

K

;} of the associator (map composer) design will be ziscussed belcCH. 3
5 4
g Section 4.6 provides detajled examples, includiny illustrations §
i of the s330ciater during HV operation. §
; gur discussion of the VM jnvocation has utilized zn R-B g
E memory component in the VCSCB. The mechanism described works f{or ~§
i other memory mapss as weii. [However, we are assuming that there §
E is only one tf map structure, common to the entirs system,] For §
% example, & paged memory map might be stored in the VCSCB8. After %
i% the LVMID instruction, map composition in fhe memory dimension is g
-5 dynamically verformed on a page basise. This implies that the ?
,%' associator for a paged HV is of a siightly different form from <
; the R~B HV. Ililustrations are provided in Section 4.6.

4
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SRy SR

YM=tautl

On a Vi-tault (VF-level fault), control nust p3ss to the
VMM, It the VMM s running on the real machine, cortrol rasses
to the real machine, It the VM is running at 1level n, then
control passes to the VMM at level n-1, The t3aulting rechanism
(tirmware) must inspect the VMID register and discard the |low
arder syllable. The resulting value s the I af the VMM°®s
machine. See flowchart in Figure 4-17,

The characteristics of the VM-fault can be derived fror the
empirical work with JIII generation systems {Chascter 3]s In
narticular, the VM-fauilt must be completely invisible to the VM.
The VM can have no way of testina or discovering whethar 3 fault
has occurreds

On a VM~fault, the processor®s registers must be saved in
the VCSC3 and the asscciator must be ouirgeds A f3ult code can be
stored in the VCSCB and the VMM [s started. After proca2ssing the

fault, the VMM may return to the VM by 1issuing an LVMID

LA a0, SO U AN bl P e Y P Ml P PR S e i L [ b e S B St o i b o T O N O S e e

instruction.

Lake

1

Feagibility ot Construction

The HV cescribed above is feasiblie to construst on a IV

jJeneraticn systeme. The hierarchical levels ¢f corntral and mapn
composition facitities add tittie additional «ccmciexity t¢ the

arocess model . Three characteristics of IV generation

realizations (19) will be the use of tflarge control stores,

elaborate micro-logicy, and associative memories. The hardware

5]
3
Ehmmm«cm%mm&ﬂmwma»vxsmwm;wm._.... edb T A

ok p s T A T S S N
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i

(START VM-FAULT)

Yes ERROR comomo@
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CODE IN
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e iRt E R

S, SR

T Ay

A PR
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48 25w 3,

R,
s

MEMORY MAP
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o TNSTRUCTION
3 ( COMPLET!ON)
g VM-FAULT
| FIGURE 4-17
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virtualizer wil) utilize these same building blickse.

fertorrsnce Assumptiops ang Analysis

The expectation of @&cceptablie performance by oprocesses
rdnring or the virtual system depends, to scme extent, cn the
axpectaticn of acceptablie performance in the real system. As
jiscussed above, the process map & in IV generztior systems wifl
likely invoive rather elaborate constructs which must be accessed
9y the firmware for every instruction execution. For example, in
the case of segmentation, it Wwill be necessary for the firmware
te obtain the resource lccation names (from F-names) via & for
avery instructione. This will typically require?

(1) The most recently referenced segments ¢to have
P-name, R-name pairs stored in some sqa3it tinite rumter
ot associstive registers, and

(2) The recentily referenced segments to be waintaired
in main memory by the software.

Neediess to s3ayy 3any archjitecture which incerpgorates paging
(as well as segmentation) iIn the & map will certaintly be
implenmented this way. [As we shall see below, caging crecperly
s€¢longs in the f-map instead.)

That 2 IV generstion architecture (with seqyrentation, etc.?
shouid perform acceptably depends significanttly on the orincicte
of Jjocality. From the iritial netion of *“program locatity”™ as
noted by Dennis and Denningy Madnick 1[80)] has gseneralized and

idertified two Specific aspects of !ocality that are uysed.
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(1) Temoorat locality

If the logical addresses <aly, a2, +++> 3are referenced
during the time interval t-T7 to ¢, there is a high
probability that these same logical ajdrecses will be
referenced during the time interval t to t+T,

This benhavior can be rationalized by cregrar constructs

such as |loopsy trequently used variables, snd

frequenttly used subroutines [801.

(2) Snratial focality

If the logical address a is referenced 2t time t, there
is a8 high probability that a logical address in the
range 3-A tc a+A wiil be referenced at time t¢1,
This behavior can be rationalized by crograr constructs
such ast seaquential instruction sequencing, and linear
data structures (e.g. arrays) [8C].
In IV generation svstems, bucause of the compiex & 3nd the cost
required to “start up”™ the map, it is iikely that the (software)
scheduter and (firmaware) disvatcher will entorce an sdditional
focatity?
(3) Process f{ocality
It the pruocess identitier 0f the prcoccass executing at
time Tt is P, then there is 2 high protability that it

wii! be P 3t tine t¥i,

Yirtua! machines and the hardware virvualizer azd 3 new notion.
(4} virtual machine locatity
1f the VMID of the currently executing M at time t is

tlexle cee exn~1,xny then there is

[11]

righ probatility
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that the VMID Wil! D€ X1lex2e eee oxn=-1,xn at time t+1,
Furthermore, the other vatues thst [t can take zre
X1ex2e ess  exXN=1 OF X1¢X2e ese xN~l.xXP.xntl, The
tirst wvalue accurs on 23 VM-fsult, the secord on
recursions On multi-level faults, other values are possible.

VM locality imglias thaty with proper itpierentaticr, one

< tevel or muiti~level! recursive virtuat machines need not have
2 sigrificantly difterent performance from rea! 7Tachines. Another
gt

5 way of phrasing this observaticn ist

2% . . . .
p Jemporal zng spatial localily are namg inygciant.

% Regar1tess of what & page-size block is calledy or how rany tires
E it gets renamed (via a VMmop) there is still an intrinsic
f;* orobability of refarance to it by tre executing orocess. Thrus, a

map composer a3ided Ly an associative stor2a shoui? provide

e R L EL U TRVASE R SPRUT SEPE L ONE TR OIS SNV Y TSR RSP DR SN SR 1 VR SO WA PRI S0 SR TS IO WINE T8 .e&k.flh\:&{ﬁ

SR XAT

comparatie performance in the virtual machine ts that ottained in

Fiiche

the real machine,

virtua!l machine vs. a real

[0)]

We exarine the perforrance cf

34
4
o
Y2y
S
3
e
P

]
1

TELERRPUMONIE L0 5 b s o vcmqntrn 4 2y 3o

machine for the R~B virtuzslizer and for the caged virtuatizer.

Performance of the KV can be judged by a direct corparison of

A AN SAA a o o
ASGEAZE S S P

instruction execution rates of the VM4 vs. the resi mschine. The

yse of 3 cache; lcok~-ahead, etc. mskes the comncarison 1ifficult.

0
L]

A However, we can constrast the time required to zevelos 3 physical

merory address which then gets sent tc the memories.,

In the R-B virtualizer, as ckatchecd atove, fet the fotlowing

oarameters represent access tires,

s
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3 - 3associative memory

M - main mremrory

s = scratchpad memory

Let pk(R) be the probasbility that 3 segment entry wil}l be found

%
]
g
]

in an assocjative merory of size ky in the r23l machine. Let

A

AL

RS

pk{V) be the corresponding probability for our viriual machine.

2N

P EERES

Then pk(V)=pk(R). Let wus ftix k so this probability is just pe.

LY
R

Ther the average time to develop a8 physical memory address is

e ';"?-. A0

approximately

B O S R TP Sy B e e SO VY OO S VNPT TSSO A RS AT TR DI OSNUPPIRPPERE NSO 2, DT L <

% Ar = a¥p + M*(1-p) for the resl machine

8

é Av = a%p + (Mes)*(1-p) for the virtyal machine

; Since the scratchpad maintains 3 cumufative value of R-B.
5 Rcorp-Bcomps during recursion, Av is constant regardiess of the
% feve| VM, Reasonable parameter choiccs are 3=50 nsec, M=5(D
é nsecy s=50 nsec,y, and p=.92. Then Ar=54,5, Av=55, and A&r/Av>.S59.
.g This result implies that, for an R-8B virtyualizer, ragardliess of
g the level of virtualization, Av is approximateiy equal to Ar.

5 In the pagea virtuatizer, the associater is of different

form from that of tha rest machine. Hhereas the res! machine®s

associatcer relates segments to physical memory, the associator in !

the paged virtualizer nmust relate wvage-size blocks within a
segment to the physical tocation of the ovage-size blocke.
Theretore, in order to contrast tte performance of real and

virtual machines, we (et pk be the orobability that 2 segment

vl e Mt e

page=-size block entry will be found in an associative memory of

p size ke For a particular value of pky k will be larger in the

segment-page associater than in the simple segment associator.
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The parameters a ani M are as above. We 3ssume that for
2ach  tevel VM a scratcnpsd register holicds the rase of the page
table. Furthermore, ae 3ssume thst 3tl scratchcss references are
sverlapced with main rerory fetches and so are igrored for this
analysis. Then

An = a¥%pk ¢+ (r+i)*M¥{i-pk)
nhere n is the level of VF. 1If we set n=0y we obtain the resulit
for the rezal machine,

88 = a¥*pk + M¥{i-pk)

Figure 4-18 plots the ratio 40/An 3s a function ¢t n for
3=50 nsecy M=500 nsec and representative values of pka 1In
oractice n is unlikely to bte greater than 3 or 4. Figure 4-19
olots A0/An as a function of npk for n=142,34b4.

From the graphs,y it can be ceen that perforrarce cf 3 paged
4V witl be respectatle, depending upon the environment and

3pplicetionry, for 3 range of values cf pke For =1,

kb Aj/a%
«904 «€6
«950 o Th
«998 .92
«9395 .95%
+399 «99

Through choice of &y pk can likeiy be made to be .39 {1051.
Then, the virtual machine runs at 32 percent the speed of ¢the
rezl macnine {at Jeast as tar as acdaress developmart goes). This
speed might be saticstactory for a norral productizn environrent.

With pk=.99, a3 level 2 VM runs with A(/%2=.34, Trig is

tikely %o be satisfsctory for debugging the VM,
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a =50
M =500
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g
3
3 4,6 DETAILED ILLUSTRATIONS E
2 3
k: In the previous sections, we have indicat2d the structure 4
3 g
o . . ke
3 ana operation of typical IV generation hardware virtualizers. ¢
9 The intent of the presert section is to makes this operation 3
23 oerfectly clear by illustrating with a nurber of detsiled %
4 concrete examples in which wWe shew the execution of actual %
s instructions by the Vv, Most of the examples crovide the szme §
k sequence of instructions being executed by (similar or) identical é
£
R
i . . A R :
2 orocesses on the virtuatl machires. This is done o 3as to provide é
v 4 73
2 g
R 3 basis of comparison between the different VMmaos. The exzmoles E
4 5
2 z
ks jeneralty use stylized instructionss i.e. LOAC, STCRE, Py, V, =
L Z
15 'y
= SIGNAL~-PROCESSORy and do not mworry about accumutators, base %
;Z registers, etc. Furthermore, the examples co not cover E:
3 =
s c e . . 4
e fictitious (memory) resources, 1I/0, time and other potential 5
2 : A
E 2
; special cifficultiess The claim is that CPU-memory processes 2are Z
: $
&3 S
5 sutficiently interesting and complex in IV generatizsn systers. g
H If we can run them well in 3 virtual machine we h3ve 3accomplished §
G auch. §
£ Figure 4-20 shows our stylizec typical TV generation system 5
. oase locateda in main merory. All pointers iltlustrated in the
5 tigure are absolute storage locstions. Associated with ezch

sointer is the size of the table that is being osointed to. The

firrware has available to it the base address of the system base,

- b;
o WA

ROOT. The Running Process #®ord {RPH), Process Table Pointer,
2tce. are located at fixed, known displacements from the ROO0OT.

Thus, the f{irmware may locate information about any osrocess by

¥ A AT AR a7 £,

AR AR,
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starting at the R00T anc tracing through the system b3se, The
ith entry of the Process Table pnoints to tha Process Control
3lock (PCB)Y of process i« The PCB stores accounting information,
CPU register values (for this process), etc. fhere are slso

oointers to a semaphore table a2nd a segrent table. The semzohore

3*
=
£
A
3
b
3
i
-4
-
&
!
4
b
¢
2
I
E
g
:
i
,;
i
i
H
e

table is ogiscussed, together with tThe Running Process Word,

Active Process Link Table, and (G-~Ready Process below ir the

o an R oM ot

example illustrating Ff and V ogerationrs on semzphores. [See
Exarple 6 below.l Each entry of the segrent tabte is & segrert
descriptor which is a pointer to that segment (if present in m3ain
memcry), together with status, and (rirg) acca2ss information.
While we assume a layered ring structure, none of tre examples
oresented below will use it explicitly and 50 we will rapresent a
segrent descriptor by its location and length. The handl ing of

access violstions will te very similar to the tounos violctiors

ot et hian bt S LU AL s K R AL D2 do ka2 s A i 2

dhich will be jlliustrated below,

wkosle

Rather than regroducing this complete system base in the :
examples, betow, we will usually jJust show the seszment table of

the currently running process as in Figure 4-21. This is Just

O O A DU T N,

the memory component of the process mac ¢é. Thiss ot course,

implies that <the name of the currently running processy Fiy is

ek b s

stored in the Running Process HWord, RPH.

In the examples, we will also indicate the current value of
the executing processor®s instruction counter, IC, as a segrented
address. This 1is the IC vatue that, say, has oeen loadeg from

the PCB when process Pi was cdispatched. Againe, we wili not

indicate the IC*s ring information in the examples.

s LTIl SR ARSI st ATk vt h it e
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in Figure u4=22y wWe Show the exiension to tre systen hsse

that we will use for virtuz!l machine sucport in the Tyoe I VCS

axampless All of the siructure shown in Figure 4-21 is prasent

nere. However, in addition, we now have a pointer 3t 3 fixed

jisplacement from the ROOT to the Virtual Caomgcuter System Tasble

(VCSTAE). (Notet In general, at! pointers have the size of the
table they point to stcrea as a fields Thus, sttempted accesses
may be checked.] This table has one entry per virtusl comrputer
systemy which is a pointer to its Virtual Computer System Control
3lock (VCSCR), The VCSCE hasy sayy four part=? general st3tus

informationy the virtual memory mapg, the wvirtual crocessor(s)

mapy and the virtual I/0 mape. The examplies, below, will not

discuss the status in/nrmation or I1/0 map. The Is0 discussion

follows in Section &4.7. Thus, we will normsliiy show Just two

components of the VCSCB in the drawingse. “ost exzmectltes wil!
itlustrate a one processor computer system in which case the
orocessor map reduces, targelysy to the storage ¢t register

values, [These arey of coursey, the register values cf the

arocessor when it VM=~taulted, not of any particular process being

run.] Under those conditions, the VCSCB is sometimes called,
colloquially, the Virtual Machine Contro! Block (VM(C8),
The memory map component of the VCSCB is illustrated for

several Jifferent memory maps in the examples, In the exzmoles

ot a conventional relocation ancd bounds memory wap R-By the
values are shown stored in the VCSCR. The vatlues are represented
3s the relocation vatue and the tength of the contiguous

alioccatione. See figure 4-23, In the exampies of a3 conventional
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VCSTAB
vCSC8

Root // Status

Memory Map
Processor Map
/0 Map

vCSCB
Status
Memory Map
Processor Map
170 Map

Py
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- THE VCSTAB ond VCSCB'S
= FIGURE 4-22
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VCSTAB

Root —]

‘/V

VCSCB

NOTATION FOR R-B VCSCB
FIGURE 4-23

Root -/

VCSTAB

VCSCB

Page Table

’ B e i

/

NOTATION FOR PAGED VCSCB
FIGURE 4-24
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{tixed size block) pagec memory maps the VCSCR contsirs a ocinter

to the page table., See Figure 4-24. The page tatte wmay contain

status informatior such as presences Uus3ga, atc. These

considerastions are essentizily the sawe as that discussed for JITI
jeneration virtual corputer systems {see Chapter 3], Ir our
axarples we do not jlfustrate fictitious merory resaurces snd
3)ways show atll pages ir main memory. [Thisy, ot coirse, is not a
requirement.] Thus, status information is omitted fror the
axarples.

The Virtual PMachine JIdentifier Register (VMID) < also

SRR A AT A P AT R R R Vi

£ axtk:

4

illustrsted in the exampies. Perhacsy rore accurstely it should

i
g%

be called a VCSID buy the name VMID is kept for historical
reasons. The value of the VMID jdertifies a particulsr VCSC3 (or
set of nested VCSCB®s in the recursive case) anc Jefines the rap

{or maps) that we hcve been caliing f.

T s R R R Y R R R T R R PR X R R R R R L L R R R R L R R R R R Rl

Exampte 1 - Type I VCSy Single Processor, P-B memory man

In this example, we illustrate some siTople instruction
executions on a virtual computer system implemented as 5 Type 1
JCS with single processor and relocation ana bounocs meFory mape
Figures 4-25 and 4-26 show part of the system bss2 wused by the
V'M 3nd part of the system base o¢f YM1l, the first levat virtual
aachine (number 1)}. The dashed tines in Figure 4~25 inlicate the
segrents of process P1 in the real rachine, i.e. the VMM, The

4ashed lines in Figure 4-26 indicate the segmants of process Pi

S st i AR S TR A 2 AL A {10 Vot & V8003 N33 6 LA L ONEA SIS S WL AL I O Pttt WA ¢ O DA RS T R S NS AV R 0




VMID | i

IC {11200 "}

(a) IC 1|200

(b) ¢ (1i200)=:200
(c) Execute inst. ot 12C0
(d) ¢ (21100) = 2100

{e} Loads 1 into the
VMID register which
was previously nuif.
Ail CPU registers
stored in VCSCB1
get loaded.

VM1 is now active.
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EXAMPLE 1 :
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YCSTAS VC3CE{ CICB2
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PROCESS P,
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THE LVMID INSTRUCTION

FIGURE 4-25
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f, ;

s
J;
PIPPSITRRI TP S -

ROOT-3>»

VMID | 1]

VM, Process P; < 3

1c [ 27500 ]

Execution of Instruciion  ©

(@) IC is 2| 500

(b) ¢ (2]500) = 2500

(c) f, (2500) = 5500

(d) Execute inst. at 5500 7
(e) ¢(1]20) =4020

(f) £,(4020)=7020 8

VCSTAB VCSCBI

veSsCB2

8-6

/ [ 35

A S SR s

B A o

LR Y LMTULR H PR

| ABL

5500 |LOAD 1120

5501 |STORE 1] 2000

{g) Contents of 7020 loaded
(h) ICis 2| 501

(i) ¢(2]501) = 250t

(j) f,(2501) = 5501

(k) Execute inst.at 5501 ID
(1) $(1}2000Q) = e

EXCEPTION TO PRIVILEGED
LAYER OF CURRENT
MACHINE

[Ring access violation is
treaied similarly.)

14

EXAMPLE 1. EXECUTION AND EXCEPTION

FIGURE 4-26
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in the VM, The dark lines in Fjigure 4~26 indicate the VM's
memory refocation and boundcs,

Ffigure 4-25 illustrates the initiation of s VM by the VMM,
Since process PL of the rezl machine is running, the RPW in the
system base 1is F1 [altnough this is not shown explicitly in the
figurel and the oprocessor®s IC is 11230, This secmentel acddress
means segmant 1, word 2C0.

The executjion of instructions is traced in the ccmrentsry to
the ieft of FfFijgures 4-~25 and 4-26, He will efsberaic cn the
commentary for this example. The cther examplies car pbe tollcned
4ithout as much elatoration.

The instructionr counter value Tust be macped via the process
mao 6 from a process name, 112287, inrto 3 resouirce name, 12490,
This is done 3as a result of the segment tabla |ookun. Since
YMIC=NULL, execution is on the res! machine, 3nd th2 resource
name, 1232y is a res! resource. Ccnsequently, we must fetctr and
3ttempt to execute tha instruction lccated at oshysical scdress
12C0C. This is the LVMID, A simitar address cszlculaticn s
carried out tor the instruction®’s operande. The 9perznd obtaired
is *1* anag that value s toaded intc the VMIC regijister,
Conseauently, VM1 is acrivatec and the informaticr stor20 in the
VCSCBy is.e., memory map, OroCcesSOr mapsSy €tcee g2ts losded,

Figure 4-26 picks up the action when the V¥IC js 1, Since
orocess P1 of VM1 is now running, the RFHWH of the VM®s system bzse
is P1 [3lthough Yhis is not explicitly shown in the figurel &snd
the processor®s IC is 21!53G.

The instruction counter value rust he masoad via the process
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nag ¢ from o process namre, 1509, irto 3 ressurce name, 2570,
This is done 3s a result of the segrent taote lookup. The
resource name developed is a wvirtual narme sSince the VNMIC=1.
Therefora, it must De marped via the Vdrapg ¢ into its

corresponding real eauivalent, Since the YMmag®s remory

corponert is of form R~-B, the real equivalant is obtainec by

checking the bounads 3and arding the relocaticn, Qoth are

o
et N Gt A et £ €A e TR RTINS 53T 4t 5B .y/@m\éﬁﬁ

axpressed iny, say, 1008 word units. Thusy $11{2300)=550¢C.,
Jonsequentiy, we must fetch and attempt to execute the
instryction locatec at physical aocdress 5500. This is the LCAD
instruction. A simitar address calculation is carried out for
the instruction®s oceran¢ [see <cteps (e)-(3)]1 ard the next
instruction®s address {steps (h)-(k)]}.

Wher we +try to develop the address of tne STCRE
instructicen's operandy ie.ee. 112030y we cause an excestior., On

appiication ot the proccess map by we discover that 2801 exceeds

A AT LTI LU RV E Y PPV U F STPANFYTINE & SR P o S s S

the bounds of segment 1 in orccess P11 (in VFI), Thus, an f
sxception occurs to, sayy, = privitegec lavyer 3f the current
nachine, This orivitezeo orocedure may be in crocess P1 or it

night te in some other grocess that gets dispatchad as 3 result

a2t the exceptione. [See the semaphore discucsion, below.) In any ;

.
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3
T
]
[
H
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3

casey this event occurs without the knowledge or ccncern ot  the
VYMM. The VMID is still *1° as all VM jocal excentjons that occur
are handled automaticatlliy.

In a typical IV generatjon system, similar exceatiors and
local exception handaling might occur for access viotaticns or

iynanic segment iinkinge. These are events that will lixkely occur

PP T R L e
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with nigher frequency than in earlier III generation systemss and
it is important +to have them hzndled with the minimum of

interventione.

Figure 4-27 is a continuation »f Fxampile 1. The intent of
this extract is to jillustrare possitie referencing of the systenm
sase in the virtual machine. Since IV generatizn systems will be
Jnlikely to have an zbsclute addressing mode, s2gmented addresses
nust be used to address the system tase even thsugh these entries
nay use absofute aderesses &s pointers. [We have jilustrated the
1ccess to the system base using conventjion3l L0AD anc STCPRE
instructions. This,y, ¢f course, assumes that the I{zyered ring

nechanism is being used to cortrol access to the system base. A

special instruction might be used instead.]

The VMID contains °*°2°® so VM2 s currently in execution,.
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Assume that the active processy Fiy iSs running ir z orivileged

SRk oyt
0

L e kg

layer ard thus may access the system base. Sinca P1*s segment

S b

M

tatie iias irn segment £, the segment descriotor !or segment 2 may

N
Lithedishind

o,

ne addrsssed as 0§i102. goth steps (g) ana {(n) whicnh LOAD and

AT
AL BRI XY DR iy ¥ e

H STCRE a system base value. respectively, occur directly withcut
T interruption. This is because the VYMrap f is distinct from the :
i system ©pase ©peing wmocified. In 3 II7 gereratian software g
é implemented VMmap f. coth steps {g5) and (n) would have to fault %
E and pe simylateds As we sh3l! see, below, the VP (511 oermits

(g) to execute directly but ftaulits on (n).

e

[{Belowy we will discuss potential problems zrising from the

Mk 1. ks b SRR LB b AT B b s ot s
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VCSTAB VCSCB1 VvCSsCB2
ROOT» /} 1 35 86
VMID | 2 j n .
; 3
IC | 11300 |
(a) IC 11300

(b) ¢ (1} 300) = 2300 :
(c) £, (2300)=10300 i
(d) Execute inst. at 103002
(e) $(01102)=0102 g
Process P; &
(f) £,(0102)=8102 8 8100 Seg Tobie
(g) Reads the seg. t Sle —>p|0-2 ?
value [5-1] [ 7, 1l 2-3 3
(h) IC 1] 301 2| 5-1 ‘E
(iy guizon=2zot 4 _ ;
(i) £,(2301 =10301
(k) Execute inst. at 10301 10300| LOAD Ol102 ]
(1) $(01102) =0102 10301} STORE 0l102 E
(m) f,(0102)= 8102 Z
(n) store into seg. table [OK] z
3
In I gen., (g) +(n) fault. %
In VP, only (n) fouits. p~——"————————— 1 %
14 :

EXAMPLE ! 1 EXECUTION AND SYSTEM BASE UPDATE

FIGURE 4-27
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Jse of an associative memory which remembers ths tost recent T&p
compositiors, Under certair circurstances, unoracjictaple rezults

Mmay occur in poth the real machine &nd in the virtuzs! m3chire.!l

Figure 4-28 is 3 further continuation of Exampla 1. YM2 is

currently running ard from 2, j.ee.4 VMCR2, we zec thzt only £550
Aords of memory are ailocated to it. The zctive zroc2ssy F2e has
are

3 segment tabte which irdicates that 9000 words of memory
atlocated to the oroccasse No validity check is performecd wren

the system bsse entries ire stored! they are verified 2nly when

Jsed.
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Thuss in the examples in step (e) applicetion of the process
map #(2130C0)=8000 does not cause & process excection. Honevar,
apoplication of the viMmap, $2(BC00) causes = VM~fauit to the VMM,
The VM-fault faults to the machine whose VMIC is forfrea by
drocping the tow~orcer syllable fror the current vv1D, In this

casey, the fault is to the null identifier, or the rcal physical

machine.,

In order to speed uo the oneration of the crocess map ¢, the

P 8 LA S S Gt SR 3 e I H A M sty Mk S B L

~eal machine will itikely use an associator. Sirilarly, operation

2t the virtual machjne reqguires an associator te speed wuyr the

composed map f o b {See Section 4.5.] Figure {4-22 sketches

these corresponding associators and vailues that weocuid be stored

after execution of the instructions of Ficure 4-26. {(Running on

!’/M\:Am&fﬁ\l:(’ké:’d‘wﬂﬁ‘l&‘\'ﬁ1{#}&’:!“4%{%2\‘1.\ﬂ!w'mm.‘.ﬁ.me:m-,v. .
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fl fz

0 VCSTAB VCSCB1 VCSCB2
1 3-5 8-6

¢ vmio[ 2]
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¢ VM2 Process P2 8
\-

TR

]r;?
WP

ICf 2j200 |
Execution

n
q
IS

e

Lot b U € A SRS S AT e N RIS 42 03 5T VAL et S 1o 305 2 A

5 (a) IC is 2}200 o-——————"——"—"—""—""
(b) ¢ (2]200) = 5200

(c) f2 (5200) = 13200

4 (d) Execute inst. at 13200 g

(e) ¢(2|3000) = 8000 [OK]

(f) f2 (8000)= t

R-B bounds fault ]
=> VM-level fault to VMM 13200{LOAD 2|3000 |

EREE AT

14

EXAMPLE 1: EXECUTION AND VM-FAULT
4 FIGURE 4-28
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Associator — Real Machine — Process P

{b) 2 2000

(e) 1 4000

o dsd s e LR RS

VKR St e p A A ARG BeA LD € % Fa e ¢ B PV AT S L AR s B St ek Aot st b o Dty

§
Associgtor — Virtual Machine | Process P
| i

After Fimure 4-26 Steps Seg # | Physicol Address | Validity, etc
(c) 2 | soc
(f) i 7000
EXAMPLE 1: ASSOCIATOR @
FIGURE 4-29 3
b 2
r
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the r2al machine there wdiula be no steps (¢} 3n3 (f),]

In both CcoSes we 3ssure that 3@ cnarge in tne Punriny Process
dorag, RFHW, caucses the associator 1o pe cleared 2t entries. In
the YM case, we further assurme that a crarge in V4IC does
likeWwise. In any event, a3 change by 3an active aracess to jits rap
b or certsin other rarts of the system basey €.3.9 KPW, may c3ause

unpredictable results {in the real cr virtual systew).

e Y M e D N P R e S D R S Y R R R G W R P YT AR D R YD 4D S AR AR AR YR G TS @ Wy e ev @ WD W We W W R S e

ESxarple 2 - Recursion Acded to Examcle 1
In Exanple 2, w2 illustrate the effect of recursior or our
orevious example. The two level-one virtual nschinz2s are the
same as before. However, in this exampie, a VMY rurs on VMI,
Figure 4-3. illustrates the VMmap fragment in the systen pzse of
YMi. After VM1 executes the °*LVMID 1° instruction, tne YMIL rcw
ﬁ contains *1.1°. The orackets on the right sice of the figure
indicate the amount of memory resource owned by tne raal machire,
f VM1, andg VMi.1.

When we Dick up the action, process P! of yMl,.,1 is executina

AT AR TS

3 sequence of instructions similar to that of Examnie (. [Nct=

o

T

that Pi1°s seqgment tacle e¢ntries are sliightly Jifferent in this

gises

axamplie.] After applying the orcces= map ¢(2153)) we wmust accly

: fi.1 =rd then ft wuntil we finally map into o~vysical resource
I
'; vramese The corresgcondina associator is alsc illustrated in
3
2 Figure 4-30, Once 2g3in, segmert numpers 37e Taovesd into
E: ohysical locstions. Tnis time, the entries reorasent f1 o f1.1 0
g
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fa

ROOT <>

vmMID [ 111 ]

VCSTAB VCSCBI

~7| 3-8

!

VCSCB2

8-6

19

VM1 ROOT>

Process P,

|
Ic [21500 J\Ni/, =

Execution

(@) IC is 2|500 sk

(b) ¢ (2/500)=2500
(c} £,.,(2500) = 3500
(d) f, (3500)=6500 7
(e) Execute inst. at 6500/
(f) ¢(1/20)=3020 8
(g) fi.1(3C20)=4020

(h) f,(4020)=7020

(i) Contents of 7020 loaded
{j) IC is 2{501

Associator-
[clear on level change]

Seg# | Physical Loc.|Status
(d)} 2 6000
(| 1 7000

por cve wme o . T, P GRS e G GGep RS S arese  Stwmm.

VCSTA VeSB!
1-4
4100 Neze -

0| 0-2 Slightly different
' 3-1 from Fig. 4-26
221

6500[ LOAD 1]20

6501 STORE 1120

EXAMPLE 2: EXECUTION AND ASSOCIATOR
FIGURE 4-30
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3., Note that the assoaciator need not be fiarger in the R-8
recursive case than in the real rachine or in the single level
R-B case.

while we do not iltustrate the ofther fragmants fror Example
iy they behave similarly. The »process excention has a iocal
affect and does not alert the VMM, The syster b3sa may be
referenced in LOAD or STORE instructions «ithout causirg a

UM=-fault. Finally, a VM=fault by V*1.1 is directed tc VM1,

D A D D AR TR WP D S Eh EP D G s AR WD D WD W R D LG D D D W D AR W A WP D EE D W W W W U T W W D W WS D e W

Exampte 3 - Similar to Example 1 illustrating VF

In the next example, we contrast how the VJVerice Prcpssai
{single 1level - no racursion] might work for the instruction
seauence fragment of Exampie 1. Again, we 3ssume two fixed
oartitions of the main memory for the virtual machin2s. Since
the VP does not explicitty provide the map f [as the HV does]
must in effect be oprovicded in software. What +the VF does
orovide, howaver, is the composed map &t = ¢ o & for all
orocesses of al) virtual machines. Therefore, the VCSC3's of the
VP do not provide the memory, processor maps etc. Instead each
VCSC8 points off to the ROOT of 3 complete copy of the transiated
system base. Thusy in particular, theirre exists 3 path from a
VCSCB8 to its orocesses® -CB°s and ccrresponding sagment tables.

In Ficure 4-31, we abbraviste this structyre by showing a
dotted tine pointer from the VCSCB to segrent tavle. The

contents of the segment table for process P1 of virtuzl machine 1§
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fio ¢

Process Py, |

0 VCSTAB vCseBl - /
ROOT -5 |
VMID | | /! \l 7-11 z
2] 5-2 ;
\ Process P,

Process P, ‘,/3‘ 3|oo

1c [ 21500 ) o Pz

Execution of Instruction B ———— e ————
- . 5500 [LOAD 1] 20
- (a\[C is 21500 5501 |STORE 112000

(b) 10 ¢ (2/500)=5500

i (c) Execute inst. at 5500

(d) fio ¢(1}20)=7020 Th—————————————
3 (e) Contents of 7020 loaded 7020 L 99 |

(f) ICis 2]50! 3

(g) fi0 ¢ (21501)=550!1

(h) Execute instruction at 850!

(i) f|o ¢>(||2CKX))=
(VP) VM-fault

I eTIey
LRIETAEN I 1 at

r v "
B s b PR T T 4 B

Pty

4

- EXAMPLE 3: VP EXECUTION
1 FIGURE 4-31
4
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jives the absolute pbysical location of the sezments, e.c. the
map &t = ¢ o & [for level 1 VM1,

Thus, in step (b) of the instruction execution, t1 o & is
appited to 21503 yielainy the physical location 5540 directly.

This ex: ole does not indicate reading or writing system

TN Y SRR T

pase instructionsy exceptions or faults since we hsve already

fiscussed these cases ir the earlier text.

=Y Avre
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Exarple 4 - Type I VCS, Paged Memory Map

The next exampley, Figure 4-32, jtiustrates how a paged

T Py R N N7 v L (VPR 2PN R

memory rap might be added to the VC3SCF., We assume that the page
olock size 1is 1000 words (which s also the minimum Segment
unitle We do not jillustrate fictitious resourcas or paje faults.
Althouch the mag 71 is somewhat different from Examgle 21, its
application precduces identical results. See steps (3l-(1) fcor
confirmation.

In the paged memory map, the associator plavs a significant
nerformance role. Figure 4-33 :llustrates the possiole form of
this associator., Whereas 'he R-B asscciator c¢id not differ
structurally from the °*real® associator [at though tre addresses
stored were different), the paged associater has somewhat
different <ctructure and wiltl fikely be l{argar than tha cthers
[for pertormance considerationsl,

Note, once again, thai this 2a sociator is different from

thet wused in the WM 3€0/767 [68) or the Honeywell 645 [34,86])
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fi f2
VCSTAB VCSCB1  Puge Table VCSCB2 Page Table}
= IE =o[ 8]
L. 1[ 6 0 I T
215 20101
vmio[ 1] 13 5 2107 | *
41 7 4113
— 51 12 :
3
Process Py —| —
300 F5
IC{  2]500 | af-.-....= A U ;
Execution of Instruction O ~ Zicofmm—rm—— T T T 7 i
() 1C is 2|50 G ol AEmed 3
(b) ¢ (2]500) =2500 | :
(c) f (2500)=5500 !
(d) Execute inst. at 5500 (j—— it e :
(e) ¢(1120) = 4020 7020( 99 ]
(f) £,{4020)=7020 8
(g) Contents of 7020 loaded
(h) ICis 2501 5
(i) ${2]501)=250!
(j) f,(2501)=5501
(k) Execute inst. at 5501 )
(1) ${112000)= e
EXCEPTION TO PRIVILEGED
LAYER CF CURRENT
MACHINE
i
14 j

EXAMPLE 4: EXECUTION OF PAGED VCS

FIGURE 4-32
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P B T N T T o D v Srapus T S P

3
Associator

After Figqure 4-32 Steps
Seg # —Page # | Physical Locction Status

(c) 2 -0 5000

(f) 1 —0 7000

T TTRPTTT SR I TR T T8 T SO

Hore & K21 Kok yketim

z

EXAMPLE 4: PAGED ASSOCIATOR

FIGURE 4-33 j

3
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3tc. since tne t and & map structure is different. The uce of
23gina in Ffxampte o is for mewory rr-ource msnsjemant cnly srA
ines not contain anv of the process structure nzersatly fourd in
23Qin3 mM3pSe In particulary <. - Figure 4-34 for 3r illuctration

>f the aifferance. Thus; whitse ~ntation, 3 softwzr2 visitle

pres

corstruct, is fourd ir the & mai, DEgingy a rascurc2 3llocation
nechanism, iS best adcec to a syster as onart of 13n f-map. The
Jse of this aspprosch implies that comptete op.rsting systems witl
se runnable without modifjication in 5 paged envirorment, This
result should be contrasted with 0S/3€0 anc TSS/3€C f1d). See

Section 4.8, belon,

- - - > >  E m Tm s D M S e m W e e A VD A e AR R AP GRS M W R e o S P and

cxargle 5 - Example & with Fecursicr

In Example 5, Fijure 4-35, we ad? recursion to the paged
aemory mso of Example IV. As can te seen, this exawnie is vary
simitar to the recursive P-B exampie of Fijure 4-32, The
srircioal scparent c.fference is the forrm of the associator.
4gnwever, because of lgcality crnsideraricnse 35 discusse2 atgove
{in Section 4.5] acceotanie performzence shoulc rezult. Thus, we

nave shown tnat funlike VPl recursior 1025 not introdjuce

Y

3jcitionat comclexity, even in the case »f a corTolic

W

ta2d reTory

nap such &S £aginge.
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HV with paged VM map: One page map (f) for all segments.
virtual machine's

segments

segment

¢

segment map

memory

pre s e e o

Rl L S pp—

o v e . e e f

page table
per segment

physical memory

pom e e vn e s - — 4 : f : -

page map

645, 360/67: One page map per segment

e e - ————— —

p e - —— e - o

i S S —

pe e e s ct o e ]

physical memory
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: D[ 1T ] ]

ROOT .— ng
|
2
3

31l s Pl A Dk h LR e

3 VCSTAB B hTe
] VM1 ROOT ™ 3 —*
, - . e g ;

4100 Ol Note- _
VM1-1 Process P, : Slightly different from Fig.4-32

'E ICL :2 500 1 o] IR I R LI z

_ 6b—— — e+ e e e e e e
Execution 6500 [ LOAD 1120 :

(a) I1C is 2]500
(b) ¢ (2]1500)=2500

AU LR R e

(c) f||(2500) = 1500 7020 29
(d) £ 1500) = 6500 8

b (e) Execute inst. at 6500

(f) ¢ (1]20)=3020 d

(g) fi1(3020) =402C

(h) f,(4020)=7020

(i) Contents of 7020 loaded

Associator

Step S?,%geu'f Phys. loc.| Status

3 d)yt 2-0 { 60M

: (r) [ 1-0 [ 7000
] 4
* EXAMPLE 5: EXECUT.ON AND ASSCCIATOR

3 FIGURE 4- 35 !
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Zxarple £ - Seranphores in & Virtual Macrire

The intent of this exarple js tc further zemonstrate that
the virtual cystem L3ise may be used directiy 1r w25t iastruction
axecutions without tha intervention of ths ymMm, We wiltl
itiustrate now firmwc e discatchiry and operatisns on samaghores

night work in 3 virtust mnschine. {We will 2szute tre rescer |s

TS M Aot T VR B £ VLI IS R ST B H S U s hre 2 a s R AR RN

fariliar with semaphores and Djjkstra® F ard V o2eratlorc [41].

This is crucial to th. ogeration of a IV generstion V¥ since JV

e NANLTEY
YFPRRNE

jererdstion *Jors® cen be assumed to be rade up of a number of

4
VA NI A s el biny

zoorerating seauentjiatl crocesses 1871.

b :
5
: The previous examples of this sectior hav2 illustratecd trat 1
& :
t4 3
# daged or cther memory m:zos in the VYMC2? introouce no s32ditieral i
: p
% ;!
comglicztior tnat cannct be solved 3s in the R-% casze. ThuS, we g
4 Aill illustrate sa2maohor2s with an -3 mao. :
b :
5 First, we jllustratse semacnc:es anc process discatchirg on :
s the real wmzcrine, In Figure 4=3f, frame (3) 3shows the gueus of :
B reacdy crocess2s pointed to ny the <cystem Dbase, £ach (circle) -
pas H
i ntry in the queue ranresants & process link for <Ime zctive ;
4 arocess in tr2 cystem. Tnese |inks contair the 2~ocezs rame ard, :
73 :
E: so, effectively a nointer tn tre corresponcing S2%. Tha gueue iS
3 arganized, cresumably, in prioritv order, aitnouit w2 3¢ rot
£
f tllystrate cr concern ourselves with the oriority fiels. ;
&
Q Ir ftrzre (p), tre first crocess is reroves from tae 2-Pezgy -
5 arocesses by tre firmware gisoaterer, 1Its (onracass! icentitieor -
18 :
3 is set in the Runrirj Process word, PP, _at uS 335ume tnat .
% §
£ arocess Pl fxacutes a 2[3er) ard the serarrore chunt 2f Sem is 7. §
3
g 3
H Ther 91 i3 riocked ans rat on the aveue of seTinrcre s2r, Tne :
3
e ;
é
-e. >
3 A2 A TR RO s 3 e g ST i . o =
S : = - L Ay AR e e L f e |
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Running Process Word
;

RPW L 1 :

b) | Q—Ready Processes

SRS,

RPW P, 1

P [sem]

¢) | Q- Ready Processes

~.

Py

RPWi Po _J
V[Sem]

d) | Q- Ready Processes

& <

SFMAPHORES AND

RPW [ P2 | ;

£ b R A b e e am

PROCESS QUEULES

4-38

.
.
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g
4 Page 10?
(* . . .
. 1ext orocessy, P2 in tne figure, is mfde 3ctive [(Frata (cid.
:
E> Procecs P2 executes 3 Vi3am) which removes PL fran the semaphore
&
< 1uave sn? returns it to tne N-Ready orocesses [(“rare {(4)].
¥
T . .
- All of these manioulaticns of the system nzse 3r2 normally
ii carrieo ¢n entirely by tne firmware [79). We will chew thzt this
b can te the case in the virtusl system as wel!,
3
E Figure 4-37 orovides a more detailed pictu~2 of the system
5 sase illustrating the semaphore tsbles and pracass links. Each
7 °CB points to & semephore table which defines tne semaonores for
t
E that oprocess. 1If the ss2machore exists, then ta2 semsnhore taclz
‘é 2ntry is @ nointer to th2 cemachore heacer for thar samrschore.
3 In Fficure 4-37, the seraoboi'e *sem® s calflec s2trachar2 nunber 2
&
il
¢k 2y process Pi and semanhore nunmber 4 hy orocess 22,
o The semachore hesder ccnteins the count anz, if nej3tive, a
3
& sointer 1o the top of tne semsphore 'jueue. Thz2 cointer is given
pe 3s 3 relative cisplscement to the origin of the iActive Process f
2 .
A Link Tsble, Subseguent aueue entriec are 1irke together b
3 ., ¥
= similarly. ({Nofe that tnis is one rossible v-~y sjimpl . g
A Z
E . N &
e for semaohores that may de usec in tnjis illustrst, ., "~ ,.,;rt. . £
f .' Y N -
’ - . . \ .
# nachines., e do not ctaim it to ce the Tos* | "~ . \ N
'3 " 5 . Y - M H
.8 . . N o, .
K arganization,} . A
=3 4 . .
3 Figure =37 ropgreserts the system bzse o=t - ceLm o o :
- ' (] * E
; axecutes ire Plecen) ‘nstructior. The execut.> Lt Flser, . E
5 g
1 the firmware t¢  accly the b & f mAaps 33 1ndicate in th %
g comrentarys “inaillyy Fijure 4-38 srows ne€ systam - stter the i
§
F
4 Plcem] instruction, fxecLtion cf the aLdZecusnt Vicem)

I ERYeS
goEs

~

instruction Ly orocess 2 ray Le treced ir 2 siTilar t3y~ner,
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\V'MID 0

RPW

IC I
21504

Execution of Instruction

(a) ICis 2|504 2
(b) ¢(2|5604)=2504
{c) f (2504)=5504
(d) Feich Inst. at 5504
(e) ¢ (sem.0) = 1616

(f) f(i1616) =4616

(g) Decrement contents 3

ROOT

VCSTAB

/-ﬁ

v

VCSCBi
13-5

VCSCB2

8-6

4 e mtemt aete e meas A

. ———

of 4616 by 1

(h) Since contents of
4616<0 place
process ! in sema-
phore sem queue

(i) Disgatch next Q-ready
process (process 2)
by placing 2 in q
the RPW

P3

4616

DUWNH~O

Sem. deader

Count=-1

Q

Pointer

i

!

i

VM; Root, See Value Above §
Process Table /~ PCB, ;

Segment Thi.\ PCB; '

- o[ 0-2 '

RPW S i
Active 2] 2-2 !

g

) aphore Tbl.  (Sem- ;

o o ;
Pl i ;

2 1

EXAMPLE ©: SYSTEM BASE DETAIL FOR SEMAPHORES
FIGURE 4-37
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O
A
Q
C
—

VMID VCSTAB  VCSCBI  VCSCB2
] ) P S /_BT

RPW \//

¢l

(A%
-

VM, RGO |, Sew value above

(‘ Process Table /FPCBy
v Segment Table\, PCB»

- O} 0-2
REW e

Active -
o) el e-2

\ N
Semaghere Table  ( Semaphore Tbl.

Ol 1616
]
2

b e e

Do - O

b
E
g
#
§
el
;:g
-
&
£
3
g
K
=
S
§
]
g
7
K|
e
4
b
%
E
X3
%.‘
H)
z
E
z
3
E:
F
2
z
s
z
Z
B
£
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§
#
g
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A . 5504
) oo l ' P [sem] |
PR o S |
TEY 4 l :
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SYSTEM BASE CETAIL AFTER P {sem]
FIGURE 4-38
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3 Example 7 - Type I YZS, Multiple Prccessors 3
3 5
o 3
9 This examolie illustrates the extensisn introduced by i
2 5
% nultiple rest and virtuzsl processors in a computer system. Fer g
=S the purposes of the examole we assume that ail prccessors zre %
e identical CFU's. (Clcarly this work can be extancec directly to i
= - {
3 ton=timing=-cependent I/C processors as well [15,17,96).] 4
i Figure 4-39 shows the modificatior +to the VCSCBR, The j
e orocessor map now points otf to a3 virtual processer tacley, each i
3 {
3 antry of which gives tre (instantaneous) map batween virtuzsl ani 3
< . . E]
3 real prccessorss Also the LVMIO instruction must be exazanded to £
g 4
g 2
i include & second operand providing the processor number as well E
14 3
S as the VCS number. :
1 24 &
i Thus, when a physic:l processor, sSay, processor 3 executes h
i 1
box *LVMID 1,1°*, the VYMID for the orocessor ;s set snd real nrocessor i

3 is set in the processor map 3s corresgsonding to virtual

Casdr

swrcr

processor 1. Later, when virtual orocessor 1 executes °*SIGNAL 2°
the instruction executes directiy by lookirg up tne corresconding

rea! orocessor value, When *SIGNAL 3°* is attetnoted, since the

PPUTRC T IR ST AP g

map velue Is invalia, & nending bit is set. [A VM~-fayult may also

dcrur to atlow the VMM to schedule virtual nrocessor 3 ool

Note that this ex3ample iilustr3ates Just Sna way that the f
map m3y be introduced for mi'tiple processorse. The wvirtual-resl
arocessor index is a kind of page map and the cisnatching cf the

VCS without aill orocessors assigne’ is an examola of ¢ fictiticus

y
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PPN T STy Spr SN Py VIV RSN

e th

e A BN

VCSTAB VCSCB

d ]
' memory map

YY) o

—> as before

processor map

i/g mop |—>unspecified

~ b .

id e |4 o,,& Sx Processor Reaisters
7

% | (as before)

o d MG Se L 328X S el b R b SR PRPR U I R

i

%) :
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3 no | o, :
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EXAMPLE 7: MULTIPLE PROCESSOR'S PROGESSOR MAP

FIGURE 4-39

B O T T i

L ALY TR AR SN SR S N chirn s S

s,
L

A B o N e o S L e

e Tot s ey | P B

ke

Sam i ksl fartyalioniiive de



Best Available Copy

Page 172

resource. We can lragine other kinds of processor f maps. For
axample, with a relocation-bounds processor VMmap, 3an induced
real processor numter is obtained by addino the refocstion to the
virtual processor number after checking that the bound its rot
exceeded, One can iragine a system organized around this rap
requiring all virtual processors to be assigned by start-up, i.e.

n0 fictitious (dynamic) resources.
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Example 8 - Type II VCS, Single Processor

In this example, we give one possitle internretatian of a v
generation Type II VCS. To shca the operation, we return tc the
instrucf!on seauence from Example 1. Our system base naw has the
vescs hanging oftf the PCB (of some particular orivileged
orocess}. ke have the same memory, orocessor, etc. caomoonents of
the mape. However, non virtual resource names are mapped into
orocess names. Thus, the memory map iljustrated tak2i virtual
memory addresses into sejments. In our examptle, we mzp 3ddresses
into displacements within segment 1 of procers #1. Steocs (t)-(d)
successively apply the proce:™ muw ol i “a:b machine, dv,
the virtual machine wap, 1°y anc - peacec s c3p of the real
machine, ér. See Fiqure 4~4", The 3 o | . be of the

same form as that used in Example 1.

As seen before, in Chapter N S ‘@ A number of
advantages to runnlng a Type II VMM, ry . ¢ rgtion system,
a Type II VMM  permits the predor it s ating system to run
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0 - z
~ PCB Segmernt table
3 / 1/" >4 - g
- Process Py __—| < ? g:_?) ¢r ;
3 vMID[— 1 ] % 8-6 ]
3 VCSCB ;
; Segment 1] f' 4

v o o ﬁ;
3 ~§§

A

1 Process Py \_}_/"\,
ic[ 21500

74
ol
N~-O
W14
-
<
el AT ERAY

Execution of Instruction S — ;50-0—’ — -1 e ;

(a) IC is 21500

(b) ¢,(2]1500)=2500
3 (¢) ' (2500)=112500
b (d) ¢, (112500)=5500 7| ———— e — — — — —
(e) Execute inst. ot 5500 70200 ___.99 |

E (f) ¢,(1120) = 4020 8
- (g) £'(4020) = 114020

(h) ¢.(114020) =7020

g (i) Contents of 7020 loaded
e (j) ICis 21501

. (k) ¢,(21501) = 2501

2 (1) £'(2501) = 1]2501

3 (m) ¢,(112501) = 5501

3 (n) Execute inst. at 5501 »)

(o) $(112000) = ¢

= EXCEPTION TO PRIVILEGED
E LAYER OF CURRENT
MACHINE

E step| seg #{ oddress jvelidity
3 (d)t 2 |5000 14
(h)]_1 170001 :
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EXAMPLE 8: TYPE I VCS
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Aithout degradation due Yo the YMmap. Furthermoire, it simnlifies
the construction of the VMM since the host operzting system takes
over the allocation of real resources. In this exarpley virtual
nemory is being maroed into segments of 3 procass running on the
reat mschine. Theretore, the allocation ot 7Terory for Tthese
segrents and the response 1o segment~absent 2xcepctidns may te
nancted by *he standard oper2ting system retory silocaticn

arocedure,
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4.7 SOME PRACTICAL PROBLEMS OF IV GENERATICN HV

There are a number of practical prcblems that prevent the
hardviare virtualizer, as described, fror providing the corplete
implementation of a Iv eneration VCS. Some o¢?! these
ditticultiess e.g9sy tire, are intrinsic to virtual corputer
systems. Other difficulties, such as the ag hoc unformalized
tire-dependent 1I/0 process, are tectnological and may pass as we
3ain greater understanding of ccmputer systers architecture.
Until such time as these problems are overcome, w2 car still rely
on 11! generation, software VMmap techniques. He will jliustrate

how an interim solution can be developed for I/C.

The ditficulty with I/0 lies chiefly with its control, nct
with memory or device mapping which may be accorplished via the
VESCB. The intarim solution we opt-for directs 1I/0 completien
interrupts to the resl machine. Ke make the Connect ({Start) 1/0
instruction (and sl other I/C instructions) absotlutely
or vifeged such that it may only be issued by the physical
nachine and attemoted execution by 2 VM causes 3 vM=-fault to the
VMM, As with II1 .generation systems, the VMM trznslates the
~equest and jissues *he 1I/0 recquest itself, Oon the 1/0
terrination, an intarrupt occurs to the VMY prunning on the
apscliute machine. Kegariless of the VM being run st the tirme of

the interrupty, its ststus may be savecy 3and control is returred

*

to the virtual machine (by the physicat machine) after interrupt
arocessinge The VCSCGRB is expanded to include 2n I/0 interrupt

osending bit whi v s set bty the YMy, Executicn of the LVvID
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instruction to start up a3 VM while the pendinj bit is set for %
that VM, causes 3n I/0 interrupt to occur to thst VM, %

While the asynchronous I/C interrupot goes to tre absolute %ﬁ
ohysical machine, the connect instruction (CIO0) vM=fault is stiil :g
3 conventional HV fault uc one level to th2 YMM, This is an %
improvement over the II1 generation handling of I/0 in 4hich the ;
conrect (start) instruction (via the software f) trips to the 5
ohysical machine. The real trap handier must raflect the trapo 3
sack down to the agpropriate ltevel VMy runniny the VMM, Thus, f?
aver for software I/0 man, in the IV generation HvV, racursion is ?
nuch easier and more natura!l than ir III generation systems. See i_
Figure 4-41. E
Another suggesticn for I/0 control can be cserived from Lauer g

i

and Snow ({76]). Easically, they suggest allowing thwe virtual ?
aachine to issue I/0 instructions sublect to the device m3p in ;;
the VCSCE. I/0 cowpletion inverruots then ccre in fo the resl ' ‘;
machine which passes the information down the VMM chair via .3
so~called “spurious interruots.” %
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i 4,3 II AND TIT GENERATICNS FEVISITED
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The work of Chapter 4 has been directed toward introducing
the HV into IV generation systems., We have assumed that IV

jereration systems cefine an archjitecture witn a process mac %

= implemented in firmware. Ke have then expancdec¢ the desicn to
; : form a new system which incorporates a level invisibl2 firmware
VMmaps as welt.

We have assumeqg that & is a rather compiex mape. However,

E | the oprinciples we hava developed are completely indeosendent of

i
4
I\

L R ek

. the complexity of 6. Thus, it becomes possible t¢ examinre other
- compguter architectures in which the maps f or & may be of

A jifferent form from those considerec. The important oroperties

sefipitla el

which must be oreservedl, however, are that ¢ correscondis to the

¢
el

software visible structure within a level ot a virtual machine

'l

B T e W b

'

whereas { corresponcds to the map betweer two levels of virtual

D

machines. We will consider two representative 2xsmcles,

!‘-8-1 f:E’-B,b=ide!‘.Tify

el i

If we let d=identity mspy then we have a computer design

i . . . . 3
! Wwithout Intra-tevel structure. There s orly one mocde, i.e. &
d E>

; . . “ . 3
f “Supervisor state is not necessary” (761, There is 10 rmemory £

' napoinag within a level. The level structure {g0oks very auch like

SRR iR R R R

T UYL

3 3 first or seconc gererstion design of the sort foun? in a CEC

o 2pP-8 cliass minicomputer. =
3 The introduction of an P-f f-map allows wus 132 develop

3 virtual machines for thic system. I[As in Section 4.5.) RBecause

o

b

BN

Sy P Rt ATt el s ’MMMM:M&&vW» e e e e e mm eaee
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& ot the lack of striucture in each machine laval, it may be

iesirable to atlow programs to communjcate batween levels by

causing a3 VM-level fault with a conventiona{ bounds violation

now defires 3 projramming environmant in which the

-
1)

co0d2. Th

- YM-level fault is used to call on supervisory services: much as

%
5 f}ﬁ
B the *diagnose*™ instruction in CP-€7 [2,23465), 1In Figure 4-42, %
- 3z
S the VMM running at level! n-1 produces a VM at jzvel n. At tfevel 4
} Ny, wWe run . “two-level operating system® 0SS [in the figurel, g
X

3 Ahich produces this enhanced environment at jevel ntil. The

7 system willt work as long as level J to ievel n-1 each run the

TR
s = Rg» ﬁ%ﬁi »! " !‘j \E ‘ﬁiﬂ' » »?

VMM, This is true because of YM=recursion and fevel invisititity

o B et

nachine may still vpe 3 useful system to construct, oparticulariy

2 2t the f-maps.

§ ) The "t=R-B,d=iventity” machine is essentiaily thst proposed
. oy Lauer and Snow [76). They observe!

3 It is more general than most existing hardwsre in the
. sense that it naturally encourages a Hhisrarchical
B structure without imposinrg artificial toundaries or an
2 omnipotent suoervisor. But it lacks some of the
5 important features of modern systems, particularily
'g segmented virtual memories and a suitable narsmeter
e passing mechanism «.. [76]

2

¢

2 The introduction of intratevel structure, e.g. process model cnd
- segmentationy, can best be accomplished wusinig the techniques
b

i3 jeveloped eartier jin Chapter 4. However, the *O=idertity"

Gopdemanny

in conjunction wWwith a3 tine of minicomputers. In this cortext,

ooth t=R-8 and f=paging could lead Yo interesting resutfts.,
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4.8.2 ft=pagingyd=supervisor/problem~state (o rariry ra00ing)

The werk of Chapter 4 indicates how 22ging could have been
introdu.ed (nto an IEM System/3€2 Virtual Ccmputer System,
Instes: Ot naging beiny 2 gart of +the visible intra-level
structure; [t should have been iniroduced as zart ot a forrsl
t-map. Under these circumstancas; there would 52 no need tc rely
an the techniques discusseo in Chspter 2, 1i.2.y 2 *“softwzre
Y-imap*. Privileged instructions would be 2tle to execufte
dir ¢ty I[without the trapo sirulate dissatch seauencel,
i -“racrevei exceotions would be directed tz the srivileged
scivnware at the current level, recursion aould be vastiy
simplified, and tne VMM, i.€e CP-E7y, wdyid be grestiy
streamtined. Once sgain, a key point is that psging, a mechanism
tor resource ailocation, shouicd nrogcerly te part of th2 f-map:s

not the dé-map.
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CHAPTER S,

CONCLUSICN

5.0 SUMMARY

The *esis hss developed appropriste terminology, an
ampirical bhasisy, and a model which represents the execution of
orocesses on a VCSs The model features two mapst (1) 3 process
map called & which maps process names, e.g. segnents, semaphores,
orocess~jid®s, into resource names, e€e.9s Terory locations,
processor numbers, and (2) s v.~tual machine mas (VMmap) f which
maps virtual resource nsmes into real resource names., The
arocess map is strictly an intra-level! map expgrassing a
relstionship Within a virtual machines the VMmap is an
inter-jevel map expressing a refaticnship between (the resources
of) two adjacent levels of (virtuat) machines. Thus, the sction
of running a process on 3 VLS consists of running it wunder the
composed map f o &. Apolication of the model has ted to a clear
interpretation of virtual machine recursion, Type 1II virtual
a3chiness and other important properties of virtual machines.

The model 3iso allows us to understand the jmplementation of
ITII gereration VCS's as the software constructicn of the VMmap f,
utitizing parts of the hardware process map 8. However, the most
important result of stuiying the model is that it tezds directly
to the design of 3 hardware virtualizer for oracposed

implementations of IV generation VCS's. The design his the

4
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<

characteristic that all orocess exceptions are hsndiad directly

i

SingRidhee. i 3048)

)

Aithin the executing VCS without software intervention. A1l

o

R

)

S masaraiiustEon

rescurce faults (VM-fzsults) by a VCS are directad to its VMM on

the real machine without knowledge of oprocesses on the VCS.

Tault handlingy invocation and execution of ¥YCS*s werks directly

~egsrdless of recursion. Furthermore, preliminary oarformance 3
)
studies indicate thst this design will provide perforrance cf fthe _%

Yot

virtuat rachine comparatlie to the real machine for the tlikely

choices of the maps f ani 4.
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5«1 SUGGESTIONS FOR FURTHER RESEARCH

T R N PO T PR

e mm e

The development of +the princinles reportea in this thesis
has also nointed out a number of areas for future research. The
node! and suggested implementations of Chacter 4 have been
directed largely toward virtualization of a single oprocessor
(without I/0) computer systems Examole 7 of Section 4.5 sketches

an approach to multiple processor configurations and Section 4.7

Vicabierelis el S m AR i B RS B

D I R BT C U

suggests an interim soluticn to I/0. However, there is still

AN Ry At e s o

auch wxork to be done in incorporsting either of these feztures

)

[

into the model and the hardware virtuatizer. As Section 4.7

o0ints outy progress in the treatment of virtua} I/0 is sorewhat

tied to progress in the treatment bf real I/0. As long 3s timing g
dependencies and asynchronous interrupts exist in I/0 systems, it §
#ill be difficult to treat the virtualization of I/0 in a é

&

2+

horogeneous manner with the rest of the system.

.

NP AL

Another area for further development of architectursl -

-3
;g principles concerns machines with relcadabla control store 3
ir [97.981]., The Work of the thesis has been directed to i
%‘ . virtualization of interior decor, and, as rart of the defintion
E § of a VCSy we have assumed the existence of some "n3tive mode."

g However, the whola concept of interior cecor in futur2 systems is

likely to be extended by retoadable controa! store, The

: incorporation of such machines into the theory will have an

important impact upon praparaticn and extension of code for the

. . 1 ' o a st
SR S I bttt Tt vt bt ettt S A

Aicroprocessor,

s,
2.}

The study of VCS’s seems tc provide an excellent mea2ting
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3round for s number of ¢traditionally sepsrate disciotines of
computer science, Cne area, in particulsr, csncerns the
Jeveloprent of models which corovice an intericr <decor level
Jescription of the executjon of processes on 3 computar system.
The empiricat work of Chapter 3 has provicesr an essential
foundation wupon which to create 2 uyseful abstraction s5f orozram
axecution in a III generation VCS.

The +thesis has been concerned with techanisns for
implementing VCS*s,y rathar than specific policizs for aonolyiny tfo
ther. Thus, we have not discusses issues cf resource aliocation,
oerformance, or througnput as acplied to tne real or virtuai
systems. This inciudes the introcguction of fictitious resources,
iese. demand paging, or particular nrultiplexing stgorithas to be
Juysed in a VMTSS., It is ocuite important fo develop models thst
will make possible reasonable resource allocatian decisions. OCne
ispect worthy of study concerns trestment cof th2 proc2ss interval
tirers 3nd the firrw3ar2 process dispatcher. Should th2 virtual
machine dispatcher pe implemented as a firmware ajjunct or witl
software be sufficient? How does this chsice dzoa2nd on the

intended use of the systemy, i.€e many or feWw virtual! wachines,

Another auestion conrcerns possible corflicts and
counterproductive algorithms between different fevels of
virtualization. For exampley, if the bé-rap is segmentztion and

o

the {-map is pagingy, then memeéry compaction by the virtuat

machine may be a sub-optimar pelicy. Anothar exarole sight

involve "double spooling*~~- once by the virtuas! machine 3n once

by the VMM, Performrance models and studies will ke 3 necessary
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APPENDIX A

TUTORIAL ON CP-£7

A.0 TIntroduction

In this appendix, we shall itlustrate the typical sottware
implementation of virtus! machines on third generztion systems by
reviewing the mechanisms used by CP-87 [9,22,54,4,85]).,

In order to fasithfultly oprocuce a virtus! 3€¢0, CP-67 rust
srovide 3 virtual processor, virtus! memory, and virtuatl 1/0
chernels and 1/0 devices. The bssic approach that CP-57 zdopts
is to handle high frequency events in an automstic manner with
fittte, or no, overhead, while hendling infr2auent events in a
less efficient manner. This rotion Ilecads CP=67 t¢ a rather
2fficiert handling ¢t virtual processor &anz virtual memorvy.
Virtual I/7C events which occur a8t a much lower fraquency may be
orocessed with greater overhead.

CP-67 is able to simulate a 3I€N/E7 in both of its moces of
speration. In one mode, the 3I608/€7 Ltenhaves 3s a 33C/€5, a
standard 36 without memory rappings In the cther moda, called
sy IBM “extended mode®, the 360/67 uses a numbar of 2additioral
registers and instructions, In extended mode, th2 361/€7 hss the
3biltity to enter relocate mode. The 360/8?*'s opnaration in
axtended mode, but not relocate mode, is very <csimitar tc the

operation of a 360/65;
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Ayl CP~g67°s Virtuatl Merory

seshdntasasitei R

The simutatior of virtua! memory for virtust mschires is
oerhaps the easiest of (P-67's chores: The 3A1/67 has a3 rmemory
relocation mechanjsm, called DAT (Dynamic Adiress Translation),
2 Ahich features a segmentad-paged address scace {112}, The 24 tit
virtual sddress orocuced by the 32B2/e7 in relocate wmoce is
interpreted 3s a four bit seament number,s =n eight bit page
aurber, and & twelve bit dispiscement witnin the page, Segrent
snd page tables arn~ {ocated in core.

CP-67 slways runs viriual machines ir refocate roila. Thus,

the paging mechanism theoreticslly rermjits virtual machines to

R AR LN e

3ddress a3 memory of wup to 2%¥24 or 16 millior tytes. This
virvual memory may far exceed the amount of ohysic3sl wemory
acteaily svailable. In opracticey however, for reasors of
afficiency virtual computer systems are normally configured to

nave & significontiy sralter virtual memory, ususiily {255 than 1

mittion bvytes,
The paging mechanism may be used directly as (on3 3as the
virtual machine, itseif, Joes not attenpt to execute in (virtust)

relocate mode, It the virtual mechine, e.g. 3%20/67, goes irio
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3
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relocate mode, it is necassary to map the relocztad aZdresses of

the virtuai machine into their corresconding real zddresses.
5 This facitity can be provided with reasonable efficiency via 3
sottware algorithm as described in Goldberg (541 and illustrated
in Figure A-1.

e In Figure A-1, the oage map (C) provides trhe corrasporderce

netween 3ddresses in the relocated virtua! memory (1) 3ard the
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Real
Memory

Composed mapping

MAPPING RELOCATED VIRTUAL MEMORY TO REAL MEMORY

FIGURE A-1
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(nor-relocated) virtual mermory (C). Thusy, relocatel virtusl
femory page 2 is mapoed into virtual memory p3ge 7. Similartly,
the page map (F} provides the mén irom virtual rerory () tc real
memory (F)., Thus, virtual page 7 is maoped to re3! page 3.
Since all acdresses must ultimetely be rapped into rezl addresses
and the 36L/67 hardwzsre oprovides only a single lavel of pzge
napoing [(this example ignores the “segmentation™ of the 3€0/€71],
it is necessary to use scftware to derive the composed page map
{A) which raps directly from (R) to (F}. Therafore, when the
virtual machine +thst is iltustratea executes in (virtuai)

relocate mode, relocated virtual page 2 is mappad ints rezl pzge

3.

A.2 CGP-&7°= Virtual 1/C

The simutation of virtual 1I/0 channeis and Jevices is
performed in a number of differert ways by CP-67. Virtual
machines may be configured with I/C devices thzt are reszlized as
dedicatedy spooled, or shared devices. A cedjicated device is 3
Jevice such as a tapge Irive or an entire disk pack which may be
J4sed by only ore virtual machire ax a time. Consecuentiy, tape
drives ar: attached to some virtual machine for a given durzticn.
The virtual device adcress need not be the sarte as its physical
address. A corresponcence between the twe iS established at the
tire thst the device is attached.

A shared 1/0 c¢evice is a ophysical device which ray be
sirulitaneously part of the contigurstion of a numper of different

virtual machines., & shared 1/0 device is divideaq among each of
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the uif‘ferent ownurs in such & way thet each virtual machine
oeljieves that it alone ocwns the aevice, tut th3t th2 virtual
jevice is swmalier than the actual physical device. An exampie of
3 shared oevice s & disk pack that has been dividec amoeng
several virtual machinese. These so-called gipi-disks behave
2x5ctly (ike the ordinary IBM 2311 disks exceot thst tney heve
fewer cylirders. Apnother example of a3 shared I/C device 1is a
transmission control unity, such zs the IBM 2792, in which each
virtual machine may have onfly & small number of the transmission
| ines into the devicae. Such sharing artifsctsy, like the
wini=dlsi, are intrcduced for cost or “efticiency”

consideratiorss They improve the sharing of large resources that

st s o oxbind A TR R BN e S i et AR ol A RS

might otherwise be ineffectivetly utilized.

it

Scooling is the third methoc which CP-67 uses to simutste

{342

]

1/C davices. Each virtuisl machine nhas attached to it, 3 virtual 3
i card reader, virtual card opunch, 3and virtual [line orinter, é
- #
5 4
i Rather than provide a separate resl device for esch virtual Z
e e
e nachiney, CP-E7 wutilizes buffered disk files to simulate threse §
= i
e fevices. Or output, gata cirected to the virtual printer or £
b sunch are written on 3 soeciail disk fites. HWhen the real physical %
£ 2
% jJevice becores availabie, the tempcrary file is crocessed zlt in %
e Jne piece, Similarly, card input is first read in by CP-67 an3 Y
S written on a disk file. Card imsges are then crovided or each g
s z
23 : . -
S virtual 1/0 read request. %
e ;.‘
ji Dedicated 1I/0 device simulation is the most genera! aoproach 2
= 4 J4sed by CP-67 and may be used for devices which are unsuppcrted,
S
A
e % or supported in other ways. Thus, 3lien devices, such 3s tre IBM
-
3
P

53
4
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225 graphics console ([83) may be connected oraviding that tha

-

T
W

virtual machine contains the approorjate I1/0 nandling sucgport,

L [ T

CP-€? need ontly provide very simole interrupt hzin-ling. Oevices,

fad
AP

AR

3uch as the ~2avier, ounchys or printer, which are normatly scooled
tevices, may be attached to a single virtual mschine if desired.
Devices,y, such as disk pscks or telecommunications contras! units,

Wwhich are normalily supoortecd by CP-€7 throuch sharing, ray be

T Sw s A T BT oS Th M TRAg R Bt 1 e v P TGS,

jec."cated to a single virtust machire on a whole devic2 basise.

ALt

Thusy, CP-B67's hancling ot I/0 devices is suite flexible and

allicns for contigurastions which are somewhst different from the

SR AV £ S 0 et o Y b

actual resources avsilable.

Since 3 virtual device acdress may differ from its

?— corresponding pnysical Jevice addrecs (that is uzecd to realize f
% it) it is necessary to rerform some kind of device macping teferea g
} :
i an 170 transfer may take oplace. The davice m3pping is §
= o
f ittustrated in Figure A-2, A virtuzl device is lacated on scre %
; - oarticular virtual channel and virtual contral unite Once tte %
i =
%7 ievice correspondence is made with the real 1I/0 dJevice, its %
b X
é; sgarticular real control unit and channel may ba identifiea. 170 é
fv transmission requestsy, CCH {Channel Command Worg) chains, must be %
23 =
,? transiated to reflect the corresoonding real I/C cevice invoived %
: S
= (3as well as the physical location in core memory). The CCH %
E 5
§A transliation is done and the I/C request is plac2¢ on the queue %
=3 4
5 for the real channel. When a completion interrupt ccmes in on

2 the real channel, this jnformation is posted back to the

S? corresgondina virtual channel,

z Beceuse of the recessity of translicting CCH chains before
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170 initiationy, CP=-€7 introcuces the adaitional restriction that
no charnel orogram is changed by the CPU or the chsnnel during
the interval between execution of the STARY I/9 instructior and
the charnel end interruci except thet oerformed by the 0% indexed

ses becsuse

-

sequential access methei (ISAM). The restriction ar
CP-€7, naving translztec the channel programy will have no way of
kxnowing that it has been changed and should be transiated agzin
£[81.

The actual mechanism that zllows CP-6?7 to gain ccntrol
before a virtual machine can start up I/70 will be explained below

in the section on the virtual pgrocessor.

A.3 C(CP-67°'s Virtual Processor

CC-67 simulates 3 virtual orocessors, €9+ 353y by using the
virtyal machine mechanisr that was suggestea in Chaoter 1 ard
Chapter 2. Since the virtual processor and real host are similar
{or identical), the virtual processor®s opcodes rmay be executed
directiy on the host machine, Thus, an  instruction-
oy=instruction interpretation is not reaquired. Hoiwever, it |is
necessary to prevent certain instructions from executing directly
an the host machine. These instructions if executed directly by
3 virtual machine can cause serjious difficulties in
interpretation or control, Any instruction that wjill rot be
oerritted to execute directly on the host machine is termed 3
sensitive instruction,

The approach that CP-67 adopts to orchibit the direct

axec:t .on of sensitive instructions is to run the virtual machine
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5 2
E atways in (chysical) proolem state cn the host machine. keczalt _§
% that a real 36) n3s two modes cof operationt (1) supervisor %

state, in which of! instructions are permitteac to execute, and

T

IR
s

ot
W
A

% (2) probiem state, in which only s subset of the instructions are %
% 3llowed direct execution. The attempt to execute s orivileged %
B 5
? instruction (one which ray only b2 executeo in sugservisor state) %
: 3
é dshile in protlem state causes a program interruct. i.e. trap. By %
% running a virtual machine onily in probler state, CP-6&7 %

4

effectively prevents tha direct execution of al! orivileged

1g instructions. If the sensitive instructions are privileged then
> CP-&7 has succeeded in creventing their direct execution.

33

i CP-67 maintains a number of tables in its suoervisary area.

Amcry them are cogpices of all working registers thst the virtual

e RO e LA A o

4

v

AR Dol RSN

4 nachine believes that it has. The registers include 3 virtual
orogram status worc FShe This register indicatec the state that

the virtual machine believes that it is ine. It the virtuatl

- nachine is in (virtual) oroblem state 3nc a oprivileged

22

é instruction is attemptedy CP=67 reflects this fsct back to the

g virtual machine.' The virtual maschine jis cut into (virtual) %
v N
% supervisor state so that it may process the czrograr interrupt %
k< b
!E itselt. The real host machine still remains in problem state %
% dhile the virtual machire is running. If the virtual machine |js §
= o
? in (virtual) supervisor state and a privilezeda instruction is :
3 attemptedy CP-67 recognizes that this woulc be a wvald

instruction on the resl rachine ard simulates the effect ct the

instruction,

VEL L Ve IR S YO

Sore ot the privileged jinstructions of the 360 which CF-67
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.

nandies in this manner are the state charging instructions Load

Program Stetus Word (LPSW) and Set System Mask (SSM)y the storsge
e srotfectionrn instructions Insert Storage Key (ISK) 3nd Set Storage

Key (SSK)y the I/0 instructijons Start 1/0 (SIO), Hatt [/D (HIC),

TR

Test I/0 (TI0)y and Test Channel (TCH), some spacial instructicns

v
ey

3

Jiagnose (DIAG), Read Direct (PDD), and Hrite Direct (WD), anrd

TR
Pag

the special 360/67 instructions (for relocation) Laoad Multinle

R

Controt (LMC), Store Myltiple Contro! (STMC), and Load Real

BMty

Address {LRPA) . Since the Start I/0 (SI0) instructicn is

SR

AT I

arivilegedy, the 3ttemgt, by a virtus! machine, to perform I/C is

e

-é immedicstety recognjized, It is at this point that CP-€7 may

Rk

serform the mapping betweer virtual and real I/0 dJdevices (as

fescribed above) and then initiate the corresconding 1I/0

il

T~
A

operation itself. The storage rcrotection instructions are

“% oriviteged and this allows CP~-67 +to0 keep 3 ccpy ¢f a virtual
;: nachine®s protection keys and use them when the virtual machine
§ is dispatched, Likewisey, the instructions which start up the
z relocation system are privileged ancd so virtual!l relocztion ray be
{i napped like virtual 1/C (541,

i Thusy CP-67 simulatas a virtuat 360 processor through a
% comtination ot Hhardware and software. IT insulates the (eal)
3

? host machine trom &cctions of <the virtusl m3chine by &zlways
§5 running the virtual machine in probiem state and in reloczte
.é mnode. Because the host is in problem state, it is immune *to

(e

AIMID A A

tamperin; by sensitive instructicns. Because the bhost is in

relocate mode, certain reserved registers in (ow physical core

Az

are isolated from the virtual machine. The actians 3f the clock
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APPENDIX B

CASE STUDIES OF SCOME IIJ GENERATICN MASHINES

3.0 Introduction

In thic< appendixy wa provide a number of ex<savles »2f tnird
jenerati1an rmacnines wnich 3re und which sre 10t virtaatizaole.
For the machines which are not, we jindicate which of the
appiricat rules ot Section 3.2 wre violated, Tawse r23ults ire
summariz23 in Figure 3~Z2, Thic sel of examrples is not 1neant 1o
ve an  2xh=ustive Ssurvaye. Rzther, it is int2hyaed to 3ive The
reader reprcsentative examples of problems that one 2ncountears
With conterporsry machiness Inacedy it 3p0pea=s that dhether or
40t a particular nost sJpports virtual machia2s i3 merely 3
tatter of chince. This is due to the f.uct rnit noaml of ftne
naci.ines cested in this section wer2 ever J2s:1neid with the

thougnt of supporting virtuwl machinese.

3e¢1 IBM 306 /o7

CP=-57 has been in existeznce for several y2a~Ss nNiWe SO thare
can be little gount concarning the J6i/67°c apitity t> supoort
virtua! macnines. The initial CP-67 ran on a 351/67 out produced
nly virtual stan3lard 350°s, €eJe 36,735, Under thase
conditionsy CP-67 wzs not self-virtualizing and 33 nat strictly
inder consijideration here. The extensior of CP-f£7 to suonort a
virtusl 360/L7 makes it self-virtuslizing 3ani aprropriate for

3tudy here.
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CP=-27 s a 1Type [ VYCS which is 2 timashiring 3ystem, 1.e.

VMTSS. It proauces virtual machines using tn2 onasic wmechanism

fescribad in  A-pendix A. The 360 has two nircwir? modes of
peration uyrc so it is aosorcopriate to apply th2 rules developed
in section 3.2, Ruie 1 is s3tystied sinze tne instriction
3xecution is iugentical for non-privileged instrucTi0ns in hotn
supervisor and problem states This is & cnar~icteristic of at!
36.°s, not Just the Jou/37. Rule 2 is satisfied since tne 36./¢7
JAT relocation system may be used to isolate th2 yirtyal mach.ne
trom the VMM. Rule 3 is satisfied since sensitive instructinans
z3use recoverapble traose In perticular, ir the 3I506/+7, 31 of
the instructions which can cause problems are arivilagaid. Thus,
Qule 35 is satisfiec by LPSWy SSM, SVC, BIAG, LM3T, STMCy LRA T[as
2xplained in Appendix Al. Rule 3b 1is satisfied p2cause the
refocation system makes the hardwzre’s reservel cor2 (ocotrions
inaccessible to the virtual @achines Againy the instructions
Anjich refer=nce tne resarved registers, such 113 th2 PSWH or
sontrat Reuvisters are privilegeds Rule 3¢ is s3tisti2i oecause
the inprooricte sensitive instructiors r 2 orivilej=d,
Furthermore, the use of the nmemory relocation system in
*managin3® the virtual =wactine does not introiuce 1iditional
Jnsclvable compticationss Thusy retocation of vi~tual namory may
Jccur without errore. Any traps that occur in ra2caincitling vartrual

iddresses wath real agirasses or even relocated virtuatl sddresses

Aith real addresses do not cause unrecoverzble arrors,

Two points are of concideravnte interest ia TtThis 9iscusSidne

Firsty the 360767 prechecks instructions whicn tay crJass poage
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71
E noundiries, Thus, instructions which may causa diftic4alty, such

3s the Aad Cecimal instruction, are suppresseg »n2for2 2xa2cution
rather than terminated auring it [54)s The secint geint is that,

in rz2conciling relocatad virtual addresses with real 3ddressas,

Fah oA AL

TR RO D)

the DAT mechanism may oe set to trap until this m2nory napoing is

A5

correctly establisheds Rule 3a is satisficd beciise tn2 various

instructions which reterance I/C ure privileged.

Thusy not surorisingly, the 360/27 saristies il of the

ampirical har dware requirz2nents stated in Sectiin 342

ot

i

sissiniteaiih

3.2 IBM 36UL/0S

.
R

In this section w2 Jiscuss the problem »f japlenenting a

Atk

3
'

SP={5 syster. CP-53 is s VCS which runs on a3 331/65 to produce
virtual 3b6L/65%s.

As was mentjoned 3bovey a standard 33Uy e3¢ 3JEC/85y
satisties VCS haraware r2auirements one and twds HWith resard to

QWle 29 the 35U/65 has no relocatior system so thist it aust r210y

TR R an C | Y( R T Lyt T

¥,

Jn  its storaa2 protectionn system to protect *thue VMM, It aiso

B

A¢

nust use the- protection system t0 prevent instructions from
raferzncing the soecial system-wide registers (Jule 39) storea in

low core sinc2y, 1n gg2neral, they méy be ccessal witnhout

Irivile3=d inrstructionse. Ruies 3ay Cy 4 are s3tisfied because

I RS e SPACH ko MM AR S SN S e e

iﬁ the relevant instructions wre oriviiegede Thus it is sufficient
ff to see if the storage pratection system is osaejuite t> satisty
%%i conaitions ¢ and 3be.

, Since we are usiny the protection sysfem ro crotect Jueries
:# is well 3s clterationsy we a;e led to the conctlisior tnit We nzed
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the 3¢&.°s five bit key store-and-fetch protect systeme HWith th;s
felture each 2¢ byt- hailf-page is assignes o stirige <8y via the
orivilesza SSK instruction. Four of 1tne a1tz form a store
arotect xey ond the tiftn bpit ma2y be set t3 indicste feteh
osrotect as wellese If tne four bit key in the 3SA corra23ponds to
the four bil ey ascigned to & 2K blocks ta2n tne task s

vermittes to fatcn or store into the olock. If the k2ys co not 3

natch then the t3ask nas anly fetch access t0 th2 21o0Cc«k Unless the

&
fetch protect pit is alsa sets, If the key in tnh2 P3SW 43 2z-ro %
then the task nas ta2tch ana store access to any stock 3¢ storsge V%
regaraless of the Key storec with it, '§

Thus, for CP-65, 3 z2ro0 storsge protection w2y in tne PSH :s %

nalojous to being in sunervisor state. It givas the hidar more
Jower than he may be able to use wiseiy. It s t>0 mucnh power 1o
jJive to 3 virtual maschine and so th2 virtuat macnine®s <2y jin tha
PSH nust be some othar vialuce Only the supervisar m3y actuaily
~un wWith storage key zerd>. The virtual machine ryns 4ith storage
xey “virtual 2zero" in which the superviso~ oerforas a rey
transiation for the virtual machine.

s WHhile this scheme adequately fimits virtiysl m2nory and

A 0 B S R A el

3T A PR Nl e

L

Lo

wrotects tho supervisory, the Jedicated ltocztions in 1ow core (the

¥,

first 2«€ bDlocwnd casuse it trauble. S}nce ther2 (s no r2location
scheme on A& standard 36. anc the machine cin genarate and store
ibsolute addressesy the virtusl machine runs unratfocatald. Thus,
the virtual macnine®s aijdresses .-2K corresping ¢35 th: raal

addresses -2¥X. In order to prevent the vi~tusl racnine from

accessing the interval timer, new PSH'S etc.y tare first 2K block
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nust oe fetch and store protected from ali virtui!l miachines. In
sirder 1o pirsserve the notiorn of & viurtual richin2. th2r2 must be
3 set of corresponding virtuval special rejisters stor2d somewnare
2)se. These may be <20t in usoer core. Atterpts to acc=ss
~egarsters will be traoped by the storage protactiin ma2cnanism and
the superviser may simulate the effect. This ma2tnou 9f using the
srotectiosn Keye to prevent the virtual macnin2 frow executing
sensitive instructions aAorks. Unfortunately siiyc2 th:2 orotection
system on the 36. involves 2K blocks of storoj2, th2 <Ore apove
byte location 128 (decimatl) in block Zerd is arotected
Jannec=2s3arily. A3 & resyilt any instructionr in cCore tacatjion t233
thar ¢K or any instruction accessing dats ir cor= {acitjion fa3s
than 2Ky Wwill be ftrapoed autometicatlive This will occur tor 3t
instructions, not jJjust for the sensitive oneése. Consejuentiy in
rder to presarve the virtusl machine notiony tne supervisor mnust
simutste eacn such instructions This can c23us2 & sijinificint
loss ir 2fficiency. .

Actugilyy tnere is at lecst one somewhat uniikely condition
inder which such 3an instruction mcéy not be correctiy simulatec.
If 5 stor.ge~-storege type jinstruction, tik2 ALD JECIMAL is

intercurteda dyring executiovny due to a protectian exc2ptiony the

instruction is terminated and cartial rasults miay ve (ost.

3.3 HITAG by
The HITAG B84ue is the Japsnese ejuivaient 3f the #4}) Spectra
Tu/bb, 4s suchy, it is very similar to 3 s3t3Indard 36 4+ 2.Ge

36./06%¢ N3 SOy the preceding jiscussicn is comoiletely

e htf&»v;_ﬁ'és‘:e,

i IR vk el R et A temntiesns Nttt i

Srilviesd e

M08 RS A AR e e W s sy,

T O >+t ey el A s s, x s . _ =
B o S SR N L R e I T S e Fr g Y W Yo et et e g



R TR AT T TS

e e N A D AT R A T I R Py N R e A S IR R TS o S R R e T MR

o

Page 2.3
mplicebiee. It satistias th2 empirical n&rdua™2 readiremarts in

the same way that the 361/65 d4ide anove.

Jau  IB¥ 3b./85

The IRM 36./8Y is 2 stanidsrd nemder of the 35 familye. Its

sra - e P - [P INrS3) ]
AL PO S RO AN P R bl

&

interior dzcor 1is sirilar to the other stan1ird n0ials,y 2.Ge

N

365769, Its princigal structural cnange from tae othar noildels is

FRIER

the introduction of A saalt bufter memory cialleo tha2 cachee.

3

AR S

Since tne cache s invisitle at the machine arcnitectire levaeld,
ie2e not oart of the intarior gecory it Nneed not 22 virtualized,

and neel not even enter into virtual machin2 considarations.

Since ony stanoard 363 may be virtualizedy tne 333/85 may De.

Y& L&t Gereral NCVA

Trne Dat3 General NOVA anag SUPERNOVA ir: sixteen oit

g sinicomputers. Recent A4ork by the author and L. Jicxman has i1ed

AN e DN D R S R 2

to the 3=35i.r ot 3 VCS for the HNOVA, The wvirtuil ANOVA s

U AR

facilitated oy the mewdry atlocation and protaction ostiorn tnut
1s aviili=ztle, This optian introduces n3yirg 311 tWO oOrocessor

nodes== SUICIrVISOr and usere. Since all instructiidns which

nanipulste state antormatiory ee9. the page tsble registers, asre

*3I/C instructions” ond all 1/0 instructions are nrivilejedy Rules

33+Bsc 3N 43 are satistfied. RQules 1 anrd 2 are siailarly

:otistieds Thnerefore tha NCVA is virtuslizsdle.

36 Honcywdid 00P 516

dFL T R T g T AT L RN SIS o) S P ST N E R Iy

The Honeywell 0DP-51% 15 3 16 DbDit mini-cimdute~ with two
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“ardware moces of operation, < store (but not f2tch}) Jrotection
systemy and ro relocation <cystem, The magnine cainnot ba
virtualized for a nunber of different reascns.'

Rule T is gen2rally violated. Scme  2f th2 sensitive
instructions are trarped, <¢ither as a result 3f tha orjivilegs
aechanisn aor th2 protaction mechanism. Hod2ver,y, for those
instructionsy, tha ftrap is ceferred one fult iystruction
axecutione Thus, the state of the machine will o2 chinj2d beforsa
the supz2rvisor 3ains controt. In fact, it is 2ven oossiole for
the instruction following tne sensitive instruction t2 store into

that instruction pefore the trap has occurreil. 13wy th2 VNN nas

ot |
i

z no hope of simulating tha instruction,
% Rule 3+ 13 violated in 3 minnar similar to taw PIP-1ie :See
velon.] The dnstruction used to return from sudn2rvisor state to

yroblem state is ERM  (Enater Pestricted Mode). Unfortunately,

AT B D SRR A

this insfruction is n3t privilegedy, Thusy its 2x2cution in
virtual supe¢rvisor stata wiltl rot c3use a trape. 11 virtual state

change may occur wWwithout the knowledye of the VMM,

SR LS N St

Rul2 3b 1s vaiolatag tecsuse 9f the lack 3f a relircation or

2o
ke

Feil

AR RTR NG T,

fetch oratect systens Tnis dJifficulty by its21f neail not be

AT B AN it

tatal since the introduction of & uuitable restriction can still
aroduce 3 useful virtusl machine (as in Fuchi [(49)). However,
Jule 3b is violatea in arother more severe manier «ith the IMA
{Interchange Memory and Accumutator) instructiore. If IMA is

ittemoted into an ares ftnat is protectedy, the azcumulator will be

- | oaded t=tore the orotaction violation is signal i2d.
e Consequently, it iSs impossible to recover the Jrizinat contants
3
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2f the accumulator dand simultation is not possible.

3¢7 GE 535, 055 (Honeywell 6...)

The Gc 635 cannot oe virtualized becausz2 > violations of

QUles Sa ano 3ce The LOT (Load Timer) anag L3AR (1233 A3se

i

i
Address Register) instructiors are sensitive instructions that é
aufl axecute rathz2r than trsp when issued in praiovlem state (siave %
nodels The GE 855, a successor to tne 635 attamsts t)> correct g
this error cy providiny a trap on LDT or L3AR i1 problem state, %
4towever, there are still difficulties with the nachin2 oecause of §

2
visibility to the pnysical master/slave 1noce vis the &

o

Jon-priviteged store indicators instruction.

368 Muttioota Model A (SEL)

Skt B

L.

The Multisata Modal A jis 3 1o bit mini-comoutar witn 3

B

. =
e Nardware implemented naging systeme A vi-tual 3achine system iS §
> =
z =
X impossibie since Rule 3 is completely violatel. ALl arivileied 3
3
2 instructions execute 133 NOP when in problam stata, These %
s ;g
o N . . . . N . £
4 instructions includ2a tne stztus sWwitching instructions snd 170 %
b E
= instructions. 4
: 2
=i - ‘-:6:
g . ¥
b . 1.9 XDS 94°C

é Tne XDS 94, cannot de virtualized becsuse 2t o ftuncamental

o ]

% Jiolstion of Rule 1. Bit 0 ot easch instruction wmord indicates

£3

"

vl

#hether or not the memory ®mapping is to 2 on for tnat

] instruction. The bit has effect only in csupervisor state out is

ignered in grobtem state where {t is assumed that 511 addresses

B
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o
w

ire mapped. Thuss running the virtuel suslervisor state
shysical proolem <tate does not provide 3 mechanism to

Jistinquish between mappa2d and urnmapped address2s.

E
3

3.1. DEC POP-1y %

: The OLC PDP-13 may not be virtualized o2ciuse it viclates §
i dule Jae The JRSTF (Jumo and Restore Flags) or “JRST  L1,* (Jump g
3 K]
% To User Prooram) instructions are used to rerurn from supervisor %
& =
f: state to problem state. When executed in (3nysical) orobtlem §
g state, the instructions dc not trap. Thusy, it is inpirssible to ;
; fetect o virtual state cnanye. ;
,f Anotner violation of Rule 33 concerns tha: accessid»ility of ?
% the *“flags" wnich indicate what physical mode th2 machine (s in. %
[ 3
é‘ Thuss & arosrar in virtuil supervisor state mignt aisc2aver from %
: #

g the fiaas that it is irn (physical) orobies 3t53t2 and become g
3 5

gA “confused®™. %
i As with severail othar mnachines wnich violita Rules 1 or 3Iay E
X ~

g 1t 13 possiole to construct & hybrid virtuydil macnine on the %
5 =
e ?DP-1 « (See Section 3.3.] Th2 HYM is possibla since 37 attenpt %
2 k]
i 3y a virtus! machine to anter supervisor state truaps ty the VMM, %
%7 The means of entering suoervisor state are viia 3 (privilegzad) %
tg JUDe Thus,y in HVHA, Type I or Tvoe TI, is possinl2 on tn2 POP-10. %

gﬁ fhe organization of a Tyoe II HVM is discussed in Appaniix C. ‘g
E b
3 3,41 BBN TLNEX E

TENEL (2.1 is a PDP-1l. that has been mi3ified to incluae

B ireek
L

P

nardware paginge. This modification has not chs132d tnhe situation

e
Lkt

g
3
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AT"PENDIX C

CASE STUDIES OF THIRD GFNERATION TYPE T SYSTEMS

Cel Introduction

In this apopendix, we consider examples of several different
operating systems whicn co and do not support Type TI (extended
nachine host: VMM°s, For the rachines whicn are Tyge II
virvualizabley, we indicate the modifications that had to be made
to support the emoirical software recuirements, Ffor the systems
which are noty, we indicate the empirical rufes 4hich are
violated. These results are summarized in Figure 3-8. The
PPF-12 did not satisfy the harcware reaquirements but the ITS
operating system satisfies the software rules. Ccnsecuentty, we
3re able to exhibit a Type II hybric virtual rachine for this
systems As with the nardware examples of Aopendix B, the
operating systems investigated in this section were not aesigned

aith the thought of supporting virtual machines.,

Sel HITAC 8406

The HITAC 8490 {49) has a Type II virtual machine whict runs
under the TCS/TQR0S opersting system. The HITAC 8400 is (more or
less) Type I virtusliizaotie [see Aprendix P). TOS/TDCS satisfies

software rule S1 but does not catisfy S2 or S3, Consequently,

A O N NS IS AL NS AT By B o 00 et S A A e A P AR A S M R S

nodifications were ragce to provide protection on an ad hoc tacsise.
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dther 3¢ hoc s30lutions were intrccuced to eliminate scme cf the

viotations of Rule S3. For examplie?
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A supervisor call instruction (SVC!) is not s orivileged
instruction but it csuses interrusts changing the
current cprogram state to P3, As TOS/TOCS had no
set~exit function for this instruction, we wused an
illegal <code instruction instead of 3 SVC instruction
to permit simulation through a (sic) itlegal zode trapo

(491, E

2

The authors indicate sore of the Type 1I requirerants, §
=

The supporting operating system must provide z “set Z

exit* or “ON* function for these types of trass caused E]

AG)

by hardware. Aside from porivileged instructions, the
so-called SVC (supervisor call} instpruction must also
be *"set exited™ and simulated, Tha SVYC normally
communicates with the current supervisor but now it
must be forced to direct to the suservisor simulated

fual.

e Ty \ o

. 5 il
iy

Recognizing the inefegance of their systemy the =zuthors oropose

ki

sore improvements?

As for the TO0D/TD0S, the jinterval timer shoulc have
tiner precision and set-exit functions for address
errors and SVC shoutd be provided as standard features.
In additiony, *set storage key,* *set time,* anc “set
CAR* functions should be prepared [4LI9].
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Ce2 36C/67 UMMPS

A Type II virtual rachine has been constructad on the UNMPS
system for the IBM 363/67 [Ly6L)e Since UMMPS did not satisty
Rulies S2 and S3, it was modified to incluge several new
srimitivess The most imoortant of these is callea SVC SHWPTRA., A

very brief description of the virtual machine monitor (called

R

"the monjitor”, below) and the action of SVC SWPTRA jis given in an

informal user®s 3uide.

Hhen you run the monitor, you tell it (by way of
the VARY cormand) which virtual devicas are attached to
which real devices, You then issue tnhe IPL command and
the monitor fakes the IPL sequence. After this, you

RS
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communicate with the virtual system by way of commands
which make avaitable the 360 consocle functions (display

and alter memoryy PSh restart, eoexterral interrupt,
console requesty etc.)

The monitor acouires space for and {9oads the
virtual system into segment 3. The rezson for using a
new segment is this? when the virtual machine (s
runningy, it must have zddresses 0-255K {or 0-512K or
whatever). This is accomplished by SuC SWPTA, which

swaps the sejment table entries for segment 0 3nd
segment 3, detaches segments 0 anc 1, and 4+, and
transfers into the virtual system. fhis takes csre of

tre addressing probilem.

Now the virtua! machine {is running in orotiem
statee. Thereforey, whenever it attempts & oriviieged
operation (S10, LPSH, SSKy etc.)y a3 crograr interrunt
oCCcuUrse. At this point, the supervisar (UMMFS) swaps
segments € and 3 tack again and reconnacts the other
segments ana transfers into the monjitor. At this point
the monitor can fake the privileged oceraticn or not as
it sees ftit,.

The seaquence is therefore like thist The monitor

transfers control to the virtual machine by wasy ¢f an

SVC SHPTRA. Any fask interrupt in tne virtusl machine

{(crogram interrupt, time overfiow, asynchronous cevice

exity etce) wWill cause the supervissr to re-establish

standard addressirg and transfer into the mcnitor. [€0]

Thusy SVC SHPTRA comes fairly close to being & opriritive

that starts up a subprocess. In its case, the oparticular choice

of which interrupts trag back to the virtusl mschine supervisor

nave been (ecided in sdvance. There is no general flexibility in

4deciding more precisely what (s permjittea in the sSubprocess.

Howevery, since the subprocess is a particular kinc of wvirtual

nachiney, €.g. System/350 (360/65)y, there is no re3l need to
orovide the additional flexibility.

Note that the UMMPS virtual machine is not

self-virtuatizing. That is: the VMM runs on a 360767 to oroduce

a virtual 360765, The work is currently being extended to
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include a virtual 3€0/67,

Ce3 0S/360
0S/7360 1[66484]1 is the principal cperating system peing run
Aith the I8V System/3€0. As such it is extremely dif7icult (and

possibly ¢toolish) to irplement ad hoc chanrges in it. Cne of the

arincips! reasons that CS/3€0 is run is so that 3n jinstallation

Will be somewhat compatible with the rest of the I8M worid,

3
g
¢
g

Making ad hoc changes to 0S/360 sabotages that objective.
Thus, in contrast to UMMPS, say, where the ocerating system

Aas modified to support virtual machines, one would n2t expect to

find changes to 05/360. This, in part accounts for the lack of

4 Type II virtual machines under 0S/3€0 sincr 2a standard 3€0 is

= Type I virtualizable. [(See Appendix B.)

é, In this sectiony, we will examine some aspects of CS/360 and
E% show how the public version of 0S (pre-1970) violates Rules S2
Z . and S3. We use as a guide, “Notes on Construction of Subsystems
% Within Operating System/3€0" by | 3 Satterthwaite 11001},
; Satterthwaite®s objective is slightly different from imnliementing
g virtual machines, but the diffjculties he uncovers are ecually
i apalicable. Since 0S/360 is continually evolvingy remarks msde
i, 3bout it often tend to be time-dependent.

%f ; 0S/7360 violates rute S2 because all memory aviilable to a
% % Job is assigned a singie key, and that key appezrs in the PSW of
; 2 every task associated with that Job. This implies that the
% ; virtual machine is able to destroy the VMV, Ssttertruwaite

!

ey

suggests that 0S/360 provide a pair of SVC instructionsy whichy

Rdu ek
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after approoriate validity checking, switch the protecvion key of
a2 part of a partiticn (region) between zern and the key
associated with the corresgonding tob.

0S/360 viotates rule S3 in many dif ferent wsyse Cf the
interrupts and exceptions, only programrm interrupts may be
signallied to the virtual machire monitor in such a way as to be
recoverable. For program interrupts in the virtusf m3schine, €.3.
attempts to execute p-ivileged instructions, the VMM is 3able to
issue an SVC SPIE to give the addr<ss of the zooropriate *error
hanaling® rcutine.

Other interrupts such as 1/0, timing or SVC Interruptions
are not handled 3as well. For example, althsugh the virtual
machine supervisor can sSpecify a3 time jinterval and an exit
routine to be given control upon the expiration of thst intervsi,
therg does not anpear to be a method by which the exit routine
may examine or alter the PSH or general reijister contents
existing at the point of interruption, Thus, it is irpossitle to
simulate the effect of this instruction. Th:z worst faiting of
0S/7360 concerns the tack of an hierarchical viewpsint concerning
SVC*s. There does not sppear t0 be a way in 0S5 fcr a virtual
machiqe supervisor to mask out the SVC*®s of its virtual machire,
Such a mask shoule enable a specified exit raoutine to
conditionally inhibit the execution of selacted sypervisor
services, Without this trap. there does not 3pgesr ta be a way
tor the virtual machine®s SVC®s to be signalledy, 2 violation of
Rufe S3a. Thusy in Figure C-i, execution of an SVC by the

virtual machine (in protliem state) causes a harcware trsp tc the
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0S/360 DOES NOT MASK SVC's
FIGURE C-1
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system 3and controf passes to 0S/360. CS/360 ther interprets the
SVC as & reaquest for {fts. service, performs the <cervice 3and
returns to the catltling virtuat machine (in oroclem state)le Thus
the VMM never gets contral and it cannot put tha virtual machine
into wvirtuat superviscer state fcr the intendz2d SVYC nancling,
Vote the similarity betwaen the neec to mask out SVC*s of the
extended machina and fthe need to csuse +tracs c¢cn sensifijve

instructions in the hardw2re machine, A nasking SVC isy thus,

SRR A A

4
£

very similar to the TCO instruction of Section 3.4.

M

N

A

o

Cab ™MIY POP~LC ITS

iivaly

2,

While the POP-10 is not virtuslizables it iss hownever,

i

oossible to construct an HVYM on jt. {See Secticn 3.3 2and

f Appendix B8e1 Furthermore, wher running uwnder MIT*s ITS,
g} Incompatible Timesharing System {42,431, it pecame2s feasible to
gl construct a Type IT Hybrid Virtuatl dachine {(HYM) (S5€3.

éj ITS is an hierarchicai operating system in which one process
’% can contro! a3 sub-trea of other crocesses. In particular, ITS

provides primitives {UUC®s) which enablie a orocess ta create a

subprocecsy read the core jimage of the subrrocessy 3nd get

-t

S

2]

aierted when the sutprocess attempts to0 reference cutside

e N TR e A A S e el

ARIGRY

core irmage or atterpts to execute a privileszed instruction or

IR

on or off is avajitlabie to the parent process:

e YUC. The entira signaitting mechanism (user tras mode) is §
e =3 ,_;Q
k- controlied by one btits called the UTRP bit, in the process’s E
a control block (“system varisbles”). A UUD to turn the UTRF oit :

T

Thusy {t becomes a Simple matter to design 2 Tyse II HuM.
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The UMM is tne superior, the virtual machire the inferior ir a
orocess tree. The UMM sets the UTRP bit to airect st inferijor
traps to the VMM, The VMM perrits the HVM to execute directiy in
sser mode. Hnen the HVM attempts to enter virtual executive

nodey, the VUMM is alerted. The VMM irterprets 2ach instruction

inti! the virtual machine returns to user rode. See Figure C-Z.

Ce5 CHMS, The Cambridge “Monitor System

C#S (851 is a rather bare single-user convarsational
aperatirg system which runs or 2 standard 360, It is wsst often
found in conjunction witn CF-67. 1In this usagey CMS runs on 3
virtual machine under CP-67. CMS provides a number of operatinjg
system primitives that may be wused by 3 orospective VMM,
Yowever, sirce CMS is 3 single user conversationai syster (most
stten run on a virtual rachine)y it does not grcevide 3any features
that may be used +to protect or signsl the VMM 2as reguired by
rutes S2 and S3. At the same time, CMS does not make the

nardware features (instructions) to accomplisn tnese tasks

inaccessible. Thus with rather simole alterations, the
necessary mechanisns may be addea to CHMSe. white no virtual

nachine uncer CMS h3as pbeen discussed in the tjiteratura, varicus
instatlations, such as MIT tincoln Laboratory, have mid2 most of

the modifications that make this possible.
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time

PDP-10

Disjpatich

ITS

Complete interpreter
9 Trap for executive mode

L

VMM

2
294
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%;f HVM

e

—_— ) S
Direct Direct

execution execution

AN E i

TYPE I HVM UNDER PDP-10 ITS
FIGURE C-2
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GLCSSARY

The jntent of the clossary is to provide, in one piaces very
arieY surrary definitiors for come of tre terrs ar  abbravictiors
dsec  ir the thesiss Fer this ressch there j< rd afttemst eade to
jive very corplete or oarticularly formzi dafinitions. Tris
jtogsary 15 merety j(ntended A3 a3 convenience for tne reader,
~erindirsg nir 0! cortsin Tverms or  zhbreviatiins. For wore
infornstiony the resder (i3 directed to “n: sectidn nuabers

ingic2ted with most aptries.,

archilegture: attritutes of 5 svstem as scen by the oragramyar,
je€o the concentuzl structure a2nd functional behiavior, as
fistirect fror the or3cnizstion of the detz flow 3rd cecntrolsy, ihe
togicat Yesign, 3nd tre oshysicel irplarentstion

i3sgecistort nariware device fer cerformring r3oi2 oarslial searcn

control program?: virtuzl sachine mcenitor

SMMme a2xterdec machine wcnitor wanping proszrim btelveer two
YJifterent operating systems [2.1]

amulation? technjaue for simuletino 3n interior Zfa2cor on a
nachire with some differant one

2xceptjont trap caused by orocess violation (different from
faultl): cortrol shcoutld rem3in withie executing virtu3il mzchine

{be1)

fagilyt compativble serjes of computers witn gpossibly ninor
interior decor Zif{ferenc2s, e€.3s 3EL/40 anc 3+&7/27,

farily-virtuslizingt tr2 virtual mzchine is net identic3t 1o the
nost bu? is 2 membar 0f the same computer famity (2.1}
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ficawaret ricroproaram which cetines interior z2cor
TVt frejly-vartualizing i2.1)

f: virtuzl macnine nmao [4.2)

8¢ crocrss manr [4.1]

dzreratjcens architecturst characteristics ¢f the oprircipal
13ckincg of tnat neneration [In the thesjs, zaneratisn zsliwsys
creters to 2rchjitecturs, aever to physical implerantztion, etc.l
VS horzezre virtusiizer [4.5]

4¥¥: hyoris virtuasl machine [{7.3)

Qarewares  yartuslizer: collective titlie for nirgwir2-firmn3sre
1esign wnhich directly suoosertes the (IV cenerztion) JyLS medel
[&0F]

19st mgenine?! oare mschine on which virtusl mschine moaitor run,
2.1}

103t gpersting 3yLtem? conersting systen uaier which Tyoe IT
sirtucl vschine monitor rurs [2.1)

NYRria wvirtual machipe! virtual rachine in which RN

incstructiors issued within the most privilegeag taver zr2 softwnare
interor2ted an~ ALl stner instructions execute Jirectliy (3.2}

il ceneration: seconc generzticr 3rchitec tures tyoical cf IpM
7960 (L,.2}]

III garerationt thirs generation architectures tvoical of IBM
3en £3.12

I¥ gener3aticn? tecurth generztion architectur:as with atlapcrate,
~ich nerccess structure imolemerted in ftirmware {4.1)

ipntserjor decort softwsre-visitle definition of 3 system, ie.ee
ircritecture

2-leyel map? m3o within & wvirtual ma3chine level which
rltisnes the (layer) structure within that lzv21¢ th2 msc may
isitle tc rrivitecer softuzre of that level [4.144.23

< "

inter-leyel mapt (vMman) map Dvpetween two lavels 2f virtusi
aachines, e.c. level n t9 level n+l, which is invisizl2a t¢ the
aigrer levely €¢ge¢ level n+l (421

inyjsibles wunable ta be detected ir softwsre
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layer? restricted acc2ss siructure (uwithin 3 fevel) such as
1aster/siave modes or rings [2e144.7]

leyelt rumrber of VMmraos which must be <successivaly aoclied to
23p & virtust recsource name §nto 2 reFl resdurce nsmnel! also
corresponds to the numrber of syllables in the IyMIoe thuz, the

<

~e. !l zmzchines (s level

qatiye modet! operation 2f system, e.ge. CPU, with nreferred order
cocey rot erulation

arger gczet  instructior set

ogee grocess contrc! olock, orocess status k2ot in systa2r bsse

2-name?! nzame used cv process to refer to <ome zntity

2roCcess mags abstracticn ¢of the rap from process 13m2Sy  €4Ge
seqrent nurters, t6 resource rames, @.g. remory locatianag (4.1}

arivilesed insiructjcn? instruction which e€xacutes f(correctly)
nly in corivilejed rode, .. SUpervisor state, ring zero {2.1])

R=nzme?! rezl resource raIme (4.2)

$ relocetion-bounsd form of address relocztian, 3s ir CEC
-17

nis

)
relcasacie control staret mocifiaole micrcrrocassor starage
rescyrce mspt virtual machine map

~inat tayered orotactisn system, ceneralizati:n of rastar/slave
noae, supervisor/orooler state [4.1]

~ing -t most orivileged ring [4.1)

20012 origin oointer of system base of typicsil IV 3jeneration
nachire [4,.1)

H runnNing process «ordy in system base, c3nt3ins identifier
active process [L.2]

3y self-virtualizing (2.1

gelt-virtyalizing: the osrocessor of the virtual conrrcetar system
is igentics! to the nost [2.11]

3emgghore? reans for interprocess comrunication in tyoica! TV
jereration computer system [L.144.6]

)
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jersitive instructicnt irstructicn whichy secauss of 171
jererstionr virtual mnschire software ccenstruction aill jive
incerrect result (f perritted to execute <¢irectly on the hgat

nackine [3%.¢)

e 3uzervisor ¢ali: (>vC) irctructior which is u:z®71 to corruricste
3 ditr tre apcroting cyaster [Fa1)
3 system base: databzse girectly =ccesse2 by firTta3re (3n1 urdited :
= av privilezea coftwara2) of 1tysicsl IV ganerztion :svster to §
) suorcrt imclenentatiarn of the rrocess woce!l (4411 P
K3
_%
I0Cs tran cr. ¢cecode instructiony at hoc suggesticn for 1esijninag F
3 (ITT c2rerction) a3cnire in whjch orivilaces inztructions sre é
chocen &t axecution *ime, zrd thus can guzrantaz IIT j2nerztion A
50ftwar? virtual macning construction {(2.4) 2z
E
Iyge I V¥M: the VYMM rurz ¢n A pare machine hast [7,1) %
2
Tyrse T1 y¥F: the V¥M ryns on &n extencecd nachire noust, under the %
“0stT pecergtirg system &
&
Hugs suzerviscr call irstruction on DEC PCP-11) %
VES? virtuddl conasuter svsten %
Z
JCSCE: VCS centrot nlcch in systerm bese of hardwzre virtustizer 2
5 Irovi~is VMmoo for virtesl aachine [4,%) E
L. 2
v *
> JCSTIAAS VCS tasle ir svstem bace of harsazre virtuzlizer Z
4 contairs coirters to VNSZ3i%c for virtur ! meeninzs (&3 %
% %
i dM: virttual michine (nevor virtuil memery) %
3 YMCH: s:ime s VOSCR [4.5) g
¥ . . . . . . =
s yMICS virtuasl ascniae icentifjer rejistar in nardware 2
B viriu liver incicates zctive virtual machire {4.3) =

LYMID* loao VMIN irstruction in nirdware virtuzlizer, apoencs
1ext sylfistle to tre VMID reqgister and dispstches tn2 virtual
nachine [4,.5])

e
PN

PO,
H

dMMe  virtusl m.chire wonitor, scftware which ~2djiates onetween
the virtual machine and nhost [2.1)

IMISS: virtu2! m3achine timeshzrina machine [ 2.%)

H Verice paoer cr orcoossly oroposal for firrwsr2 assisted
virtualizer rade in [51] (4.4} ‘

V=name: virtual recourca nzcme [4.2)
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YrS modglé composition of #pstract orocess mao Ird resaurce T30
to exNress runniny) & orocess on & virtual comoutar syster [4.7)

virtusljizatgont act ¢t crectirg/rurnirg virtual racnina(s)

yirtyslizsb et able te create (self-virtualizin)) virtuzl :
rachinu{(s) %
:\_éi

{M=fsultt resource fault by virtual machine to Vv¥“ {4.2]

YM=tevel f3ylt: vM-fsult

YMpsp? @bst-3ction of 730 between two levels of virtial resource
3tlccation [(corplately cistinct from process mas) [(4.2]

AN R

YM=-recursjcr proveriy:? irn self-virtuzlizina wvartusl machire,
ability to run a UMM on the UM [2.144.2) %
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