AD-768 990
PRODUCTION SYSTEMS: MODELS OF CONTROL
STRUCTURES
Allen Newell

Carnegie-Mellon University

\.

( Prepared for: l

Advanced Research Projects Agency
Public Health Service
Air Force QOffice of Scientific Research

May 1973

DISTRIBUTED BY:

National Technical Information Service
U. S. DEPARTMENT OF COMMERCE
5285 Port Royal Road, Springfield Va. 22151




"NCLA s&inu‘.v) -
SECUMTY CLASSIFICAYION OF THIS PAGE (Warn Duts Frirced) / A L 76 g W@

REPORT CACUMENTAION PAGE B TS e

1. "Z‘Qﬂ(? HUMS 2 GOVT ACCESSIOR NO RECIFIENT'S CATALOG RUMBER

» .r()s{-qR"zs 1904 ]

4. TITLE (and Subtitie} TYPE OF REPORT & PERIOD COVLR

PRODUCTIONS SYSTEMS: [MODELS OF CONTROL intezim

STRUCTURES PERFORMING ONG, REPORT NUVIER

7. AUTHOR(2} CORTRACT OR GRANT NUMBER 3,

Allen Mewell F44620-70-C~0107

9. PERFCRMING CRGANIZATION NAME AND ADDRESS 10 C'ROGRAH FLEMENT, PROJECT, YALC
. A . REA & WORK UNIT NUMOLRS
Carnegie-Mellon University
Departrent of Copmuter Science A1Y01D
Pi t&sburgh, Pennsylvani~ 15213 A0 827

T!- CONYEOLLING OFFICE HAME AND ADDR®SS 12 REPQRT DATE
Advanced Research Projects Agency May 1373 .

1400 Wilson Blvd 13 NUNBZR OF PAGES

Arlington, Virginia 2229 86 o't

T VORI TORING ACETCT NAME 8 AL AESS(IT Cilferant from Con'ro.img Office) | 15. SECURITY GLASS (ef iAi# repor,
Air Force Office of Scientific Research/NM
1400 Wilson Blvd {NCLASSIFIED

arlington, Virginia LT DECLASSI TEATION/ GOWNGRAT 3

T8, DISTRIBUTION STATERENT (of this Repart)

Approved for public release; distribution unlimited.

17. DISTRIBUTION STATIMENT (of the ebsteact entered in Block 20, If difterent trom Repoast)

18. SUPPLEMENTARY NOTES

18 KEY WORDS (Cantinus s reyerse side il necoasecy and identsf, Ly dock Auwnter)

Resreduced by
NATIONAL TECHNICAL
INFORMATION SERVICE

. 'S Dyportent of Commarce
Springtisid VA 7215

20 ARSTRACT /Conlinue on reverse side If necessery oné idearity by tiock auntet)
An expesition of the potentiality of production systems as @ model of the
detailed control structure of humans, Contains a dotailed treatment,of the
elementary Sternberg reactien time experiments in binary classification as &
means of exnibiting the uses of production systers. Lcads to a hypothesis for
these cxperimeats differont from the usval one of exhaustive search, called
the hc;odmg iypotassis, . e

[3)5] ,32;",, 1473 LDT0N OF 1hOV 6515 DUSLETT

URCLASSIFIED

QFCURITV f|.A\‘("CA‘ION [: TR 1 ll.( PAu) (lwew .uu

L N G

O —

PRI

O L L




n e

L AD-748 T70

PRODUCT IONS SYSTEMS:
MODELS OF CONTROL STRUCTURES

Allen Neweil
Moy, 1973

This paper is to appesr in W. Go Chase {(ed.Y Vigual Information
Processing, New York: Academic Press. (in press) This research
was supported in part by Research Urxoat MH-07732 from the National
Institutes of Bealth and in part by the Advanced Research Projects
Agency of the Otfice of the Secretary of Defense (Fa4620-70-C-0107)
which is monitored by the Air Force Office of Scientific Research.

Carnegico-Mellon Universiry
Pittsburgh, Pennsylvamia

:~5Ei Ap,navodxa;—;;zlér;;;.sq
oo Dhotribwaon Ushasted |

Dl e TfUOR #TA MR _A“_}




ABSTRACT

An exposition of the poterntiality of production
systems /s & mode! of the detailed control structure
of humans, Contains a detailed treatment of the ele-
mentary Sternberg roaction time experiments in binary

ciigaification as a means of exhibiting the uses of

production gystems. Leaus to a hypothesis fer these

2xperiments different rom the usual one of exhaustive

search, called the Decoding Hypothesis.




VISiIAL INFORMATION PROCESSING

PRODUCTTON SYSTEMS: MODELS OF CONTROL STRUCTURES

Allen Newell
C .rnepie-Melion University

A productivn system {s a scheme for specifying an
information processing system. It consists of a set
of productions, each production consiating of a con-
ditfon and an action. Tt has also a collection of
data structures: expressions that euncode the fnfor-
matfor _pon which the production sv«tem works—~on which
«he actions operate and on which the conditions can be
determined 1o be true or false,

A production gystem, starting with an Inftfally
riven set of data structures, operates as follows.

That production whose condition is true of the current
data (assume there is only one) ls executed, that is,
the action is takrn. The resclt fs to modify the cur-
rent data structures. This leads in the next instant
to anothar (posiibly the same) production beinp executed,
leading to etill further modification. So 1t goes,
action after ctiom being taken to carry out an entire
proiram of processing, each evoked by its condition
bheccming true of the aomentarily current collectinn of
data structures. Tae entire process halts efther when
no condition is true ’hence nothing is evoked) or when
an action containing a stop operation occurs.

Much remains to be specified in the above scheme
to yield a definite information processing system. What
happens {« likely cccurrence) if mora then one produc-
tion is satisfied at once? What is the actual scheme
for encoding inforpation? What sort of collection of
data structures constitutes the current state of knowl-
edge o» which the system works? What sort o tests
are expressible in the conditions of preoductions? What
sort of primitive operations are performable ¢n the data
and vwhat collections of these are expresgible in the
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actions of productions? What sorts of additional
Nemories are available und how are they accessed and
written into? How ir the production system itself
modified from within, or Is this possible? How much
time (or effort) is taken by the various components of
the system and how do they combine to yleld a total
time fot un entire processing?
There are many questions which can be answered in
many different ways. Each assemblage of answers ylelds
-~ 2 different productfon system with different properties
from its siblings. Taken in ali, they constitute a
family of schemes for specifying information processing
systems. Within this famfly can be found almost any
proceas specification scheme one could like-~-though not
in fact all possible gchemes. There are other ways of
specifying the information prucessing to be done. There
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ke are languages, such as Algosl and Fortran, that take as
§? their basis a specified sequence of operating-processes
i to be performed, punctuataed by test-procesres that

- explicitly direct procesaing to switeh *~ another
B sequence. There are languages, such as SNOBOL, that
use productions (conditions asavciating to actions),
but each prodection explicitly switches the processing
- this way or that to other sequences of production.
~ook at the situation a different way., Suppose

you know about an information processing system: {its
memorias, its encodings and its primitive operations
{both tests and manipulations). Whe* more would you
require to cbtain a complete picture? You need to know
how the system organizes these primitives into an effec~

? tive processing of its knowledge, This additional

K organization is called the control structure. Produc~
§1§ tion systems are & type of control structure.

v The purpose of this paper is to 1llustrate the

& possibility of having a theory of the control structure

e g

of human information processing. Gains seem possible
in many forms: completeness of the microtheories of how
various miniscule experimental tasks are performed; the
R abilitv to pose meaningfully the problem of what method
- T e waibJuch 18 uBanp,- e R4ty 0. guggest new mecnax
nisms for accomplishing a task: the facilitation of
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VISUIAL SNFORMATION PROCESSING

codparing behavior on diverse tasks.

- We illustrate by actuslly proposing a theory of
the control atructure. We are in esrnest about the
theory; in thias respect we are being morc than 1llus-
trative. However, to be taken sericusly, a theoxy of
control should encompass a substantielly greater scope
of experiments than we are able tu deal with here. This
also appears to be the first explicit model of the
cunirol structure at this level of detail, It would
hardiv seem that details of the structure are right~-
even 1° (as T currently believe) a production system
of some gort appears to be a suitable model of the
human conirol, -

Our plan is to present a particular production
system, aoting its psychological properties, but with
no attempt to defend it apainst variant schemes, Using
this system we will conduct an snalysis of the basic
Sternbery paradigm, which underlieg several of the
experiments discussed in the present symposium., With
this basic analysis in hand, we will then diacuss in
varying levels of detail the potentislites of produc-~
tion systems as models for human control and the issues
raiged therehy,

PSG: A Particular Production Svstem

The particuiar production system prescnted here,
PSG (for productinn system version G), was developed
as a continuation of work with prohlem solving in
erypt-arithmetic {Newell & Sinon, 1972, Chapters 5-7),
The original data that PSG was designed to deal with
were about an order of magnitude grosser than the
rea~tion time data that currently seem most appropriate
to defining the behavior of the {mmediate processor--
ise., it worked with freely nroduenrd _,rases 0f a few
geconde dyratio.. A recent paper (Newell, 1972)
describes PSS and beging the task of applying it to
the more detaiied sftuation, focussing on the problem
ol 6iinulus eom i, —— .
e overall avcRifacture of the éyatem 1s shown
in Figure 1. All of the action in the system takes
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VISUAL INFORMATION PROCESSING

TOTAL SYSTEM )

LTM

PD1. (AA ond BB —=(OLD %M}
pD2Z (CC ond BEB-—= (SAY HI))
PD3'(DD «nd{EE)-» BB}

FD4'(AA ~CC DD}

ST™

Q) (EEFFIRR SS TT

v

AA

Fig. 1. Overall architecture of PSG.

place in the Short Term Nemory (5TM), which centains

a set of symbolic expressions. STM fs to be identified
with the memory of Miller (1956) and !augh and Norman
\1965),} its size is some small number of chunke
{proverbially 7 + 2).

L

Iy prefer not to uge the terms primary and second-
ary memory introduced by Jaugh and Norman, since the
terms conflict divectly with thelr use in computer
gelence. There, prisary memory is the memory that a
processor can access for its program, secondary memory
being more remote (e.g., & disk or magnetic tape, see
Bell & Newell, 1971), What Waugh and Norman call pri~
®ary memory wouta be called. 7 ncrxatchsad memnry or 3
working memory. STM seems sultable as a name,,
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There is no direct representation in PSG of the
various buffer memories that appear to be part of the
{mmediate precessor of the human: the visual f{con of
Sperling (1960), (possibly) the precategorical auditory
store of Crowder and Morton (1969), and others. The
interface to the aenses is not represented as well, nor
1s the decoding on the motor side. Such deticlencies
in the architectural model undoubtedly limit the scope
and adequacy of the system, but will not be of first
importance in this paper.

The STM holds an ordered set of symbolic expres-
sions (i.e., chunks). The ordering shows up, as will
be seen later, in that new expressions always enter STM
at the front and that the conditions examine the expreg-
sions in order gtarving et the front (hence the frontal
expressions may preempt iater ones). As can be scen in
Figure 1, a symbolic expression may be simply 3 symbol
(e.2., TC) oy 4t may consist of an ordeced collection
of symbolic expressions (e.g., (EL (AA DD)) ). Thus,
symbolic expressions ma, be built up in a nested
fashion, and we can represent them in the manner of
algebraic expressions. STM may be taken as holding
symbol tokens (i.e., pointers) to the expressions, or
it may be taken as holding the expressions themselves.
Operationally, there i no way »f telling the differ-
ence, The degree to which an element {n STM is opaque
{(Johnson, 1970) is deterninea by the conditions of the
productions, which in essence are a description of what
agpects of an expression can be responded to,

The Long Term Memory (LTM) consists entirely of an
ordered set of producticna. Each production is writteu
with the condition on the left separated from thie action
on the right by an arrow. 1In Figure 1 only four produc-
tions arve shown, PDl, PD2, PD3 and PN4. Some of the
conditions (e.g., that of PD4) conaist of only a single
symbolic expression (e.g., PD4 hag AA); others have a
conjunction of twe {(e.g., PDI has AA and BB). Some
actions consist of a single gymbolic expression (e.g.,
PD3 with BB), some have a sequence of expressions
(e.g., PD4 with CC followed by DD), some have expres-
pions that indicate operations to be performed (e.g.,
rhe SAY in PD2).

oo = _ _

R —
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VISUAL INFORMATION PROCT SSING

We will not, for the purposcs of this paper, be
considering either the question vi other typer of LTM
or of storing new information (new productions) in LIM,
This imposes a substantial restriction on the c¢lasses
of experiments we can consider, bu. this class sefll
includes may of those in the present symposium, Our
assumption about LTM implies a form of homogeniety, but
not one that precludes having esseatially distinct mem-
crics for (cay) distinet modalitics--the distinctive-
ness arises from rhe content of the conditions, not
from the structure of the memory itself, The creation
of new expressions in STM is not to be taken as creating
them in LTH as well. Thus chunking is separated from
atoring the chunks in LTM so they can be retrieved
later.

As the system stands {nftfally, none of the pro-
c¢actious .s satisfied by the contents of STH and nothing
happens. However, we have shown an AA about to enter
into STM from the external world. When it does so we
get the eituation of Figure 2. Here we have shifted
to the representation of the system we will use from
now on,; All tne essential elements in Figure 1 are
represented; only the various enclosing boxes and
input/output arrows are missing. STM now holds the AA
and has lost ihe TT from the far right. (The STM® in
the figure is the fnitial contents cf STM,)

In Figure 3 we <how the trace of the run, as it is
produced by the system.’? At each cycle the production
that is true (i.,e., the first whose condition is true)
is noted, follcced by each action wien it is taken.
Then the new state of STM is printed and the cycle
repeats. The numbers to the left are a count of the
number of actions that have occurred so far in the run.

00100 P35 ONE: (PTsI PD2 POJ FDA)
0020C

OC300 PEL {AA AND BB --5 (0.0 »e0
00200 PO2 (CC AND BB -» (SAY W)
00500 P03 (DD ANDEE) > B
00600 F04 (AA > CC DD}

00700

DOBOO  SYMS (AA QO (EE I F1 RA §8)
00500

Fig., 2. Fxample produccion -ystem PS.ONR
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00100 O STA (AA QQ(EE FF) AR §5)
06200 PD3 TALE

00300 6 ALTKN (C

00400 1 ACTION DO

QO™ Sem (L TN A RUIDCT,
00000 PN TRUE N
00/00 2 ALINN 89

00800 3 STM (PO DO (EE PFIEC AA)
00900 POI TR

G000 3 ACTION- (LD ve)

01300 4 SIaM {010 AA) 88 DO itE FF) CC)
0.200 PO2 TRUF

01300 4 ACYION- (SAY M)

01400

O1H00 sesveserse

01600

01700 5 STM (CC BA (LD AA) DD (EE F)
01800 PD2 TRUE

01800 5 ACTION (SAY )

02000

200G sresvosrss o

02200

02300 & STM (T 8B (01D AA) OO (FE FF)
02000 PDZ TRUX

02500

Fig. 3. Run of PS.ONE

Let us work through the trace, explaining how the
conditions and actions operate. The only condition of
the four productions satinfied 15 that of PD&_ the AA
on the left aside of PD& matching the AA in STM. This
Jeads to the action of PD4 being evoked, first ths CC
then the DD. notice that AA is still in STM but RR ana
S8 have disappeared off the end. This can he seen in
Figure 3 at Line 500 where the contents of STM are
printed after all actions for production PD4 have been
taken,

A production (’D4) having been successfully evoked,
the system starts the cyecle over, PD4 is of course
still satisfied since AA {8 still in STM. But °D3 is
alse satiafied since the DD matches the DD in STM and
the (EE) also matches the (EE (Y2 FF}) in °TM. This

2pSC 15 a programming svstem coded 1n « system
building language calced L*{G) (see Newel!, McCracken,
Robe rtson and Freeman (1971) for an overview of L*(F),
the imnediate predecessor of L*{G)), PSG operates on
a PDP10 and the rvns in this paper were made on the
PDP10 system of the M Computer Science Department,
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latter followe frow one of sezveral matching rules in
PSG. This one says that a match occurs if the coadi~
tion matches cempleteiy, starting with the first symbol
in the STM expcession brt optionally skipping some,
1aus (EE) would alsc match (ER (FF 6G)). but would >ot
watch an exprescjor without EL -t the front, e.g.,

(FF EE).

When two productions are simultaneously satisfied,
the rule for recclving scch conflicts 18 to take the
first one in order--here Pb3. The result of PDI's
action Js to put 3B iuro STM as shown at Step 2,

Notice that when PD3 was evoked the two itews in
{ts condition moved up to the front of STM ia the same
oxvder as in the conéition. Thus, attended i%-ems stay
current in STM, vhiile the others dritt down toward the
end, ultimately to te lost, YThis mechanism provides a
form of autumatic rehearzsai, thoupgh it does not pre-
clude deliherate rehearsal. It also implies that the
order of the items in STM dces aot remain fixed, but
flops around with tue de%ails of processing.

At the next uvvcle PDI is evoked, being the first
of the produccions catisfied, which includes PN2, PD3
and PD4, The actacut of PD1 introduces a basic encoding
(i.e., construction) operatioa. (OLD**) {s a new
expression, which will go w..u 57N Yike any other. But
#* 13 a variable whose value 1s the front elerint ..
sTM.? 1In the case 1in point the frount element is AA,
which was mcved up by the wutomatic rehearsal when the
conditfon of PD1 was satisfied. Hence the new element
is (OLD AA). This clement ronlacea the front element,
rather than simply pushing onto the front. ™he net
effect is to take the front elemeat anl embed it in a
larger expression. Any expression may be written Jith
**%,  For examocle, 1f the action o” PD1 had been (XX **
(YY *#)), then the new element replacing AA 1. 5T

3The constructive operation using ** is au additiun
to PSG beyond Newell (1972), There we used a replace-
ment operaticn to modify STH elements; her’ no modifi-
cation is possible.
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wouLid have beea (XX AA(YY AA)), creating a rather

comp ex encuding. It js important rhat the AA no
“onger exist in STH (i.e., as the second clement, after
pushing in the code), since it is necessary to modify
STH 806 AA canrot re-evoke - production,

The f{mport of PNDi's action is that {t deactivates
the STM item able to esoke PR (and itself, as we'l).
Op the next cevcle only PD2 is satisfied. Tts action
involves SAY, which {s a primitive operation of the
system that priats out the expression follewing it in
the ~lement, i.e., it prints HI (as shown in the
figure).

We see fron Figure 3 that the system continues to
evoke PD2 and say HT. Mothing happens tec modify STM so
the condition of PD2 remsins sstisfied. 1f we had
written:

PD2: (CC AMD BR ~-3> (SAY HI) (OLD #*))

then the production system would have turned off by

marking CC as cld,

We have indicated by fllustration a number of
details of PSG, enocugh to permit us to turn to the
anclysis 3f a substantive example. The details given
». far are aot sufficient. There is a scmewhat wider
ecr:y of primitive cperatic.s and many more details of
the maiching operation for ronditions (Newell, 1972).
We will iniroduce the additional aspects of this
specifi fon as required throughout the papwer.

We  a see, even at this stape, that many assump~
ticons are required to specify a complete control struc~
ture. Some of the , such as the STH ftself, its
encoding, and the automatic rehearsal, conctitute
rethes cliear psychological postulates. Cthera, such
as the detatls of satching have psycholegical impli-
cauions (presumably every aspect of the system does),
but it is havd to know how to state them directly as
{i.jependent postulates.
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The Sternberg Paradigm

Let us consider the vimplest of all binary clas-
sification tacks studied by Sternberg (1970), The
aubject memorizes a small set of symhols, sey digita.
This is called the poritive srt. In a trial of the
experiment proper the gubject is given a ready signal,
followed by a digit after a short fixed delay. The
subject responds "yes" if this so-called probe digit
is a member of the positive set, "no" 1f it is not.
The "yes" and "no" responses are usually encoded into
button pressings. Many trials are given, so that the
task becom«r well practiced, the goal being to respond
as quickly .- possible while keeping a very tow crror
rate. The positive <et is varied in blocks, both as to
size and compouition. The reasure taken is t'e re-
sponse time {RT) f-cw presentation of the signal to
response, measured {n milliseconds (ms),

Yhe results of this experin.at are well known and
ferm a basis for a number of the experiments which are
discuss-d oy rosner (Chapter 2) and Hayes {Chapter 4)
in the present symposium. Let us just summarize the
basic {indings:

(1) Respons¢ time is linear with the size
of the positiv set, the slope being in
the range of 35-40 ms. The natursl
interpretation is that a search 1c made
through th positive set.

The intercegt 1s of the order of 350
ms, but Irs ghsolute magnitude is never
analysed in detail since i. contains
several unknown components (e.m.,

motor response time).

The size of the positive set can be
be up to the size normally associated
with STN, i.e., around seven elements,
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The slope for negative responses {when
the probe digit 18 not fr the set) is
the seme ay for positive responses
(when the probe is in the set), This
vinlates the results cxpected 1 the
search is termins ted whenever it found
the probe in the set (which would make
the poritive set appear to be oun the
average only half as large in the case
of positive responses), This gives
rige to an interpretation of so-called
exhaustive zearch {(as opposed to so-
called self-terminating search).

There 15 esseutfally no serial position
effect (the time 1t takes to respond

to & positive prcbe as a function of
where in the positive set the probe
digit occurs). This agrees with the
exhaustive search notien.

The negative response can differ from
the poaitive response by a constant
amount (independent of get size, so the
two linear curves lie paraliel). The
amount fs usually about 50 ms, depending
on experimental conditions.

¥ich more is known about this simple task, a full
list including all the qualificarions te the above
would probably run to a hundred gtatements, racher than
the aix abcve. The bagic recults are highly reproduc~
fole and rcbust, The total set of results, however,
ia by no means easily seen to be consistent with any
siwple mod<”

We can use thia paradigm to illustrate concretely
whet a model of the control system .«uvolves and how it
ma. 8 contact with experimental data. Since we want to
raveal the gtrengths and {ssues with respoct to preoduc~
tion ~ystemd we will not simply present a final system,
but will proceed by a process of atep-wise refinement,
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We will work our wav through a searies of productiovn
aystems unt!l we arrive at one that seems appropciate
to the task and the A~+-,

PS.8T1: Tmmediate Recognition

The obvious scheme, shown in Figure /, is for STM
to contain the positive set, whence the p obe 15 intro-
duced, lcading to the attempt at id 'ntification. We
cannot just have digits as the elements in STM, since
we need to distinguish the probe digit from the posi-
tive set digits., Thus, we encode the digits of the set
as (ELM <DIG(T>), where <DIGIT> means that any digit
can go in that place, :.g., (ELM 5); likewise we encode
the probe as (PKOBE <DIGIT>). The class <DIGIT> {s
defined explicitly at the top of the figure, SIM is
i{nitialized with a set of three elements and a ready
signal (Line 1500). This latter simply controls the
response to attend to the stimulus.

The labeling of items 18 responsive to a general
i{sgue. STM may contain various odd expressions from
a diversity of sources., The subject must (nommally)
ka able to distinguish the relevant items from the
irrelevant. For instance, the positive set might con~
sist of 2, 3, 4 and the subject (say) become aware of
the digit S5 upon a final rehearsal, so that 5 is in STM
upon presentation of the probe. We would not expect
the subject gimply to take 5 as a member of the positive

Q00 <DICIT> (CLASS 0123456 89
00200  ANY {VAR)

00300
©0400  RESPOND: (ACTION 543¢ (RT SPONSE ANYI] (SAY ANY) (OLD «4))
ATTEND (OPR CALL TOUSER)

i
PSSTL (') P2 PO3 PNGY

T

PO {/PRCUE ¥ AND (040 (RFSPONSEYN - » COLD eo)}

P02, ({PRODE « a7 +) APD (ELM <XGIT>) ~-» (RESPONSE YES)
AESPOT)

FO3 (MR &) AND (FLM) =-> MESPNHSE NOI RESPORD)

PO4 (HATY > ATITMO}

1)
STMI(PE DY 5100 3) (EEME ) EFLM §) B ML)
i

7ig. 4, PC.STL: Tmmediate recognition.
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set, though whether sowme additional processing would be
called for is not clear. 1Ir any event, the general use
of codes that declure the nature of the item seems to
be appropriate aud we will do it throughout, without
making epacial arguments each time.

The production gystem, PS,ST1, consists of four
productions. The performance of the task is accom-
plished by PDZ and PD3. PD2 {s satisfied 1f there 1s
an ELM and a PROBE both of which have the game digit.
Thus the occurrence of the claes name <DIGIT> in an
expression operates as a variahle to match against the
actual {tems in STM. The action of PD2 is to put into
STM 2 rveponse expression (in this case to respond YES)
and then to fire &n operator, RESPOND. This operator,
shown at the top of the figure at Line 400, consists
of a sequence of acttons, i.e., essentially the right
side of a productiocn. There are three actions in
RESPCND, The first action 1s to notice anywhere in STV
an element of the form (RESPONSE ANY), where ANY is a
variable that can take any symbolic expression as value
(it is declared at the top of the figure at Line 200).
NIC is a primitive operation, that performs a recog-
nitfon of the same sort as is performed in the wmatching
on the condition side, The second action is to say the
value of ANY, which is accomplished by the SAY operation
used in PS,ONE, Finally, RESPOND marks the RESPONSE
elemert old, so that the system now knows (in some
sense) that it has said the response.

Production PD3 is sensitive to the occurrence of
any ELM and any PROBE, and will respond with NO.

“It thus behaves like a subroutine from a control
point of view. However, it works with the same STM as
40 all other actions, '.hat 1s, there is no igolatior
of its data, as there is for fnstance with a subro cine
for computing the aine, SIN{X), which operates ir an
igolated environment where it knows only about “he
value of the passed operand, X, Whether or not sub-
routine control cccura and whether or act subroitine
data f{solation occurs are puychological questfons

zbout the human control aystem,
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However, it sits behind PD2 and thus will only be evoked
it PD2 18 not, 1.e,, only if the probe is not a uember
of the positive set. Thus, PS,ST1 comp its redp

to the task out of & recognition of membership and a
vecognition thet 1t {s appropriate to respond.

The other two productions in PS.ST1 provide some
of the additional control te make the system hehave,
PD4 responds to READY as does the operator ATTEND.
Since we have no model of the external environment, we
finesse the matter by having ATIEND call to the console
of the user to obtain the input® (which will be de-
ooribed in Figure 5, coming up). PD1 is an analeg to
PD1 in P5S.UNE, Whieh serves to recognize that the task
ia done and to encode this by wmazrking the PROBE element.
The effe~t of this s to keep the system from saylag
YES YES YES ..., as PS.ONE keeps saying HI HI HI ...

Figure 5 shows a run of PS.S5T1, from which it cun
be scen that the system performs correctly in both the
positive and negative cases. The system was reinitial~
ized for the second trial (Line 2600).% When ATTEND
fires it prints a wegsage to the user. The user puts
in tie expression after the grcmpt and then executes a
+Z to return contrel to PSG.

Variables occur in two places in P3.STl: ANY fn
RESPOND and <DIGIT> in the condition of PD2. Tn both
caces they are ass gned a value during the course of a
match, in order to satiafy che match. But they perform
digtinct functions.

5Thus PSG operates in an essentlally interactive
mode. The main gain, besides the usual one of flex~
ibi . 1ty, is that there is no naed to program an outer
en {ronment.

SWe might have simply put in another probe st the
erd of the first session, without reinitializing.
However, it would not have behaved properly (why?).

?This tZ is necessary, since the system allows the
user to do whatever he pleases after ATTEND sends its
wessage, hence cannot know until told when the user {s
finished and wishes to returs control to it,
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00100 PS.SYE STARI!
00200 0 $YW (READY (FLM 1) (ELM 8) {ELM 9) ML NL)
00300 PO4 TRUE
00400 O ACTICN- ATTEND
[+ e} ATTENING - IWPUT NEXT STRALLUS « (PROBE 4)
COY00 1 ASTION- (PRUSE #)
00800 2 STM ((PROBE 4) READY (ELM 1) ZELM &) (ELM 9 ML}
00500 P2 TRUE
DIO00 2. A" “ION- (RESFONSE YES)
Q1100 3. ACTION- RESPOND
LI200 4 ACTION- (NTC (RT SPONSE ANYY)
D100 8. ACTION (SAY ANY)
61400 - -
QIB0C  sessssvene YES -
$00

Bl
OI70C & ACTION- (LD )
Q3800 7 STM: {(OLL RESPONSE YESY (PROE &} (ELM #) READY {ELM 1) (ELM 81
01900 PDI TRUL
02G00 7 ACTION- tRO o)
02100 8. STk {(OUD (W 411 (OLD (RESPONSE YES)) (ELM &) READY (LM 1} mﬂ
02200 PDA TRUE
02300 & ACTION- ATTFND
02400 ATTENOING - IWPUT NEXT STMAUS <
02500
02600 P5.STi START!
02700 0 ST (RADV {ELM 1) (ELM &) (ELM 9) ML ML}
02800 FDQ T -
02800 © ACTnM ATTEND -
g.;ogg ATTENDING ~ INPUT HEXT STMLAUS « (PROBE B) z
i1 -~
03200 | ACTION- (PRORE 8}
03300 2 STM ((PRAVC &) READY (ELM 1) (ELM 4} (ELM %) NL)
03700 PD3 TRUE
03500 2 ACTION (RESPONSE NO)
Q3600 3 ACTION RESPOND
$IT00 & ACTION- (NTC (RESPONSE ANVY)
03800 8 ACTION- (SAY ANY)
©3900

OM000  sevesssses NO
04100
04200

Fig. 3. Run of PS.5T1 on positive and negative cases.

The ANY in RESPONR {s used to communicate betweeu
one action, which sets the value of ‘NY, and anctn-r,
vhich needs to use it. This communication of values
from one action to another occurring later, or from &
condition to its action, implies the existence of mem-
ory. By the natre of thiigs, this memory canunt ‘be
STM (which would lead to an infinfte regress). On the
other hand, thiz wemory occurs only over the sccre of a
single production. This is a short time, providing we
vestrict the time taken by a¢ ~rion, For instanck, ue
should not permit an entire pr 1ction system to be
evoked by one action before going on to the next action®
Thus, cur control system must posit a very short term




g
4
%5 -
:
il

VISUAL INFORMATION PROCESSING

buffer memory in addition to the STM wurking memory.
The ~DIGIT> in PD2 «erves to restrict the match to
work on digits (so that e.g., (LM BOAT) would not be
recognized). No such restyiction occurs with ANY,
More lmportan*, it serves to enforce the equality
betwren two occurrences ol digits, since the value
assigned at the first place will be used at the second
and give a match only if the same digit recurs. Thus,
the multiple occurrence is performing a major function
of the tesk--the equality test of probe digit and member
digit. Whether there can be multiple oceurrences of
variables in a condition is an independent psychological
question. 7To replace it with the provision that a
variable can occur but once on the condition side is
tantamount to making only identification possible
(including class membership). This would imply that a
primitive operattion of equality testing would be re-
quired, to be used in the action part. The processing
implications of one assumption or the other is unclear,
since what additional memory and contrsl is required
within the match to accomplish multiple occurrences
depends on the mechanism used to implement the match
{in particular the amount and kind of parallelisw),?
How do we know this production system is the right
scrt of wechanism, given the results of experiments?
We nead to adopt an explicit timing model, so that we
can compute the total time tuken in performing the task.
The central assumption we will make has three parts:

8Such facility represents good prograsming language
design, in which one wants indefinite capabilities for
recurgion. However, we are trying to model the human
control system, not construct a neat systeam.

e gtate all these issues to show that the con~
venticns, of che production system, which may appear to
be linguistic in nature, contain substantive psycholog-
fcal assumptions.
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The time to evoke the next production is
independent of;

(1) the number of productions in the system;

(2) he contents of SIM;

(3) the condition of the evoked productions.
Sho-sseumptions are meant only as a first aspproximation.

However, they do rule out time being p:gportional to the
number of productions (the agsumption that comes: nat~

“urally from the definition of a-production system and

its implementation on & digital computer). -
In favor of Pat (1).is the circupstsnce that in
writing a production system (P5.ST1 or sny othsr) we =
only put down-a few of the .onditions to which-the
subject ig presumably sensitive aud could reapond to -

if the situation (i.e., the contents of STH) watrautad:

@ wasp lighting on the apparatus, the smell of smoke,
an irrelevant remark in the background, turniang off the
1ights and se on, any of whick would surely evoke &
noticing operation and subsequent alteration of the
contents of STM. While reaction to such conditions
might be somewhat longer, in mo way could the subject
be imagined to iterate through all such possible con-
ditions teking an increment of time per possibility.
Thus, the set of productions we work with bears no
relatfon to the set of productioas that we emvision
constituting the LTM, More gensrally, the basic control
structure ia to be viewed as one of a recognition fol-
lowed by an action followed by a recognition &gaine-
the act of evoking the next action (or mini—segucnce of
actions) being the basic pulse of the system,

Parts (2) and (3) of the zssumption sre not quite
ego compelling and slternatives can be imagined.!! That

107y recognition-act cycle is to be concrasted
with the baefc fetch~decode-execute cycie which is the
prinitive contrel structure of the digital computar,

i
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all the conditions are tested simultaneously implies
that the time to determine the next production depends
on all the unsatisfied conditions as well as the one
that is chosen. Thus, no strong dependence could exist
on the particular ftems, and in any event all the fitems
in STM must be ‘nvolved irn the processing, not just
thogs that enter into the selected production.

These three assumptions imply that it takes a
constant amount of time, call it T,evoke, to determine
the next production to be executed, Each production,
of course, evokes a sequence of actiuvna, The total time
to plish the seq may be variable, depending on
the exact actions that occur, The simplest assumption
is one of geriality: thu. each action takes a fixed
amount Sf time and that the time for the sequence is
the sum of the times for each actiom. Even simpler is
the assumption that each action takes the same time,
call it T.action. Under this assumption the time for
a production with N actions can be written: )

T.production = T,evoke + N * T,action

‘The special case of T.evoke = 0 i3 worth a moment's
attention. The obvious interpretatfon ig that it takes
no time to evoke the production (i.e., to recognize
what action sequence to perform) and all the time {s
taken by the performance of actions. An alternative
interpretstion is that only s single action can be
evoked at a time. That ie, writing of a sequence of N
actions is simply a shorthand for writing N productions,
each of which has a condition and a single action., We
assert thereby that the couditions are so unique that
only the production associated with the next action
would fire. Under this assumption the total time of a
production~as-written with N actions is:

llpoy instance, considering clements in ovder from

- the front :of-STM and evoking the first satisfied produc-

tion would-make the time dependent on the contents of
STM.
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T.production = N * (time-to-eveke + time-for-action)

The two times coalesce to form the T.action §n the top
formula.

The simplizity of these assumptions should not be
digturbing. Their complication can be left to the
impact of specific data. Even in this simple form they
offer guidance in tne analysis of a production system.
Notice, by the way, that the prodiction system has a
built in seriality in the sequence of production evoce~
tiona, independent of whether we make the serifal assump~
tion for performing a sequence of actions for a givenm
production. Roughly speaking, the time to do a task is
proportional to the number of productions evoked to do
the tesk,

Given this much of a ciming model, it can be seen
from Figure 5 that PS.ST1 produces an answer Iin a time
that is independent of the size of the positive set
{essentially, T.evoke + 5#I.action)., Thus PS.ST1 dis-
agrees fundamentally with the empirical results., Con-
sequently, let us explore other methods for the task
{putting to one side for the moment what {s implied by
not using a scheme of action that seems possible
a priori).

P8.5T2: Terminating Search

Figure 6 chows a production gsystem, PS.ST2, that
performs the task by explicitly searching through each
of the members of the positive set, PD2 in Figure 6
looks very similar to PD2 in Figure 4. However, there
is a eritical diffevence. 1In Figure & the digit selec-
ted by <DIGIT~ {s defined by the probe; thus this seeks
out an element in STM that ha< the same digic, In

00100 F3.5T2 (PDI FO2 FO3 POA TOSY 7
00200
00300 PRI (PROHE) 280 (XD (RESPORSE)) <> 4L 20))

- 00400  PGZ {ELM <DaT ) AND (PHODF <OIIT) ~> (RESPONSE YES)
]

00500 RESPOND)

G000  POD (ELMY AND (FROREY »-» (01D o2))

00700  PD4: {PHOUE) AND ({L44) ABS  -> (RESPONST 200 SESPONDE
00R00  POS: (READY --» ATT/RD)

00300 ¢

Fig. 6. PS.ST2: Linear terminating &earch.
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Figure 6, the digit {s selected by the first (FIM...)

in STM; only 1€ this has the sawe d<pit as the probe,
will there be a matrh. If this docsn't occur, the next
production (PD3) then modifies the first element so that
it will not be sensed apain by PD2. Thus, these two
productions work through the positive set and will find
a match if it exists. Only if no more elements exist,
will PD4 be evoked and say NO. (D1 and PD5 are iden-
tical to PD1 and PD4 respectfively of PS.ST1.)

The condition of PD4 involves detecting the absence
of an element in STM, 1ndicated by the ABS following
the elemert, Thus D4 will not be cvoked if there is
an item in STM of form (ELM...). This happens not to
be strictly necessary for PS.ST2 to work, but somehow
providing a production that could be triggered to say
NO on the occurrence of the probe alone seems risky.
Suppose, for instance, the probe srrived simultaneously
with the ready signal. PS.5T2 would behave right; a
system with only (PROBE) in the condition ¢f PD4 would
not, producing NO immediately.

We have now {ntroduced all but one of the ingre-
dients of matching: (1) the matching of items in STM;
{2) the conjuaction of condition elements, sither for
presence or absence; (3) the use of variables and clas-
ses (which operate as varfables with restricted domains);
and (&) the rules for matching an element (or subelement)
of the condition with an clement (or subelement) of the
$STM, namelv subelement by subelement, working from the
front, but allowing the tafl of the STM element to not
be matched (e.g., (EE) matches (FE FF)). The one addi-
tion (to occur in the next example) is (5) permitting
a variable ro have an assoclated domain locally. an
example of this is:

(AXl == (BCO)D) where X1: (VAR)

This says that X] must watch (B C). Thus the entire
condition element matches (A (B C) D), but not (A B C D),
((B €) D) or (A (CB) D).

Examination of the logic of PS.ST2 shows that the
time {r fndeed propocrtional to the size of the set
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_00100 G STM (READY (ELM 1) (ELM &) (ELM 9* ML NL)
00200 POT TRUE

Q0300 O ACTION- ATTEND

03200 ATIEROING - INPUT NEXT STIMULLIS = (PRODE 4)

-

00600 1 ACYION- (PROBE 4)

CATO0 2 STM (PROBE Q) READY (ELM 1) (ELM 4) {ELM 9) NL)
00800  PDI TRUE

00900 2 ACHON (OLD os}

01000 3 51m wCLD (ELM 1)) (PROBE 4) READY (ELM Q) (ELM 9) ML}
01100 PD2 TRUE

01200 3 AuTON- (RESPONSE YES)

0100 4 ACTON RESPOMD

Q400 5 ACTION- {NTC (RESPONSE ANYY

01800 6 ACTION- (SAY ANY)

01600

OL70Q  sesseesere YES

1 800

01300
Fig. 7. Run of PS.5TZ on positive case.

00100 O STH (READY (ELM 1) {FLM 8) (ELM 8) ML N1}
00200 POS TRUE

CO3Q0 O A"VION- AYTEND

00400 AT FNOING - INPUT NEXT STRALUS = (PROGE 8)
00300

-~
00600 1 ACTION- (PROBE 8)

00700 2 S$TM ((PROBE 8) READY (FLM 1) (ELM 4) (ELM 9) 1)

0080CG  PD3 TRUE

20300 2 ACTION- (OLD #e)

01000 3 STM OLL (EIM 1)) (PROBE 8) READY (FLM 4) (ELM 9) Nu}

01100 PDI TRUE

01200 4. ACTION- (OLD o)

03300 A STM {OLD(ELM M IBE B} {OLD (FLn 1)) READY (ELM %) AL)
01400 P03 TRUE

0J500 A ACTION. (XD e

Q1800 5 STM (ICLD {ELK 90 IPROAE B (OLD (FLM 4)) 0D {ELM 1)) READY MR}
01700 PO TRIK

Q1800 3. ACTION- {RESPIONST NO)

01900 & ACTION- RFSPCHAY

Q2000 7 ACTKN {NIC (RESPONSE ANY)

02100 B ACTON (SAY ANY}

02300 evseserses NO

Fig. 8. Run of PS,5T2 on negative case.

gearched requiring one evocation and one action for each
element examined that {s not the prrosz and then one more
(PD2 if positive, PD4 1if negative) to generate the re-
sponse. However, as demonstrated in Figures 7 and 8,
PS.5T2 does a self-terminating search, It looks at all
the elements in the set in the negative case (Figure 8),
but only half the elements (on the average) in the pos-
itive case (Figure 7), thus making the aicpe of the pos-
{tive case appear only half of what it is in the nega~
tive case, But, as noted earlier, the evidence is
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unequiveeal that the slopes are the same for the pos~
itive and negative casecs. Furtlhermore, there ig no
serial posaition effect (as there would se in PS,ST2).
Thus, we have not yet found a method for doing the
tank that hag the right characteristics,

P5,573 and PS.ST4: Encoded Repreesntations

The system of Figure 9, PS.5T3, introduzes the
notion that the set is actually held in an encodad
representation (i.e., as a chunk). Thus, we have
changed the STM to hold some jerelevant ~tems prior to
the start of the trial., At the READY signal the enceded
positive set ig brought into STM (PDS5).

The positive set fg encoded as a nested get, ss can
be seen in the action side of PD5 for a set of three
elements. A set of five would have the form: .
(X (X (X (X X)))}. This means that a single production,
PD2, can perform the decoding by vepeated application.
The puiae of dntroducing the decoding is that the entfre
st must be decoded before any farther processing is
dene on it. Thus, the time tc decode wili be indepern-
dent of viether the result is to be positive or neg-
ative. Thus, PS.ST3 satisfies the experimental results
that lead to the inference of the exhaustive search,

It does sc, however oy attributing the time, not to
gearch (which i< uune in constant time by PD3 sud PD4),
but to a linear time to decode the expression., Figures
10 and 13 chow runs on PS.5T3 in the positive and neg-
ative case that illustrate this. It con be sean that
the time to do the task Je:

T.totel = 2%T,action + N*{T,evoke 4 IAT.action)

Examination of PS.ST3 shows that what enforces th
compulsive decoding betore testing is that PD2, the
decoding productfon, occurs before PD3 and PD4, tne
comparison and response productions, Why don't we
3i™ely reverse .he order? Then we rhould cateh the
elements as they are being decoded, and reinstitote a
termination search. Fipurc 12 shows the result, using
PS.ST3N which is siwply a reordered version of PS.ST3,

JETTIPR o0 R -

P TP AP XY SRR

e
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01100
01200
01700
;400
01500
D3RO5
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00100

20790

Fig. 10,
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X1 (VAR
YI(VARY

t
P$ 513 (FDY P2 3 PLA POS PDEY

i

POE (PROUEY SHT (OLD (RFSPONSED -+ (LD oo}

PO? {SE 65 \D) AR (PRUIET > 101D »e) X2 KY)

P3P L 1) AND tEM DT ) - (RESPOISE YES)
A R )

P4 (IR HEY 30N (ELMAY - 3 (RESPONSE hed RESTONG)

POS 4 FAIY AND (ST ARS -2
ASEY (ELM 1) %8 Y {FaMd <) (R 903 )

POS (ANY - ~ ATITTY

% .
STIA (X €N 2 NG *a I LY
3

P5.5T3s: Nested representation,

O ST (AR ML ML NL 238 NG N
L6 TRUE

O ACTION- ATTENT _
AFTENDING - BPUT NOXT $TMUALS « READY

-
U ACTION #F20v
2 STMREAD, XK ER ML NL WK 5
805 R
2 ACHOR- (SET (E1M ¢} (SET (LM ) (ELM P
:n:hé G3ET (LM T (SET (ELM‘HELM!MP“OY JUNC NL N NK, R
3 ACTON ATTEND
ATTENENG - IHPUT NEXT SIACR LS o (PROSK 4)
& ATTION- (PROGT &)
B SIM ((PRORE &) (SET (FLM 1) 1SET /P &) (ELM $19) READY JUNK NIL NK. ML)
F02 TRE
& ACTIXE 43 1 o)
6 ACTENE- X2
¥.OACHRRE ¥
8 ST HEMLHISET TLM &) (EAM 99 50U (ST T CELM §7 (SET (EL.¢ 8} (ELV 1))
SPROGT 4) READY AR MR
PD2 THUL
€ ACTON (D e}
§ ATTNNL X2
10 ACUON Xi
11 STV UG Y i 9) 108 03 (SEYF TELM A) (1002 9} (PPODE 4) (ELM 13
AL ASF 1 1M 13 (SET (REM 4) (EL ) PLADY)
[cox1sE 3
13 ACEON (a SIMYKE YTS)
12 ACIX- T SHin®
¥ AGTION- (NI (RS SFOISE AnT))
HEOACTION (SAY AUY)

sesraivear YEG

Run of PS.ST3 on positive case,
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COI0D O §lar LIUNK NU ML WK ML ML)
PO TRUE

€000 O ALTON- ATTENO

il ATTENDNG - INFUT REXT STIMAUS » READY
00500 ~ -
0400 | ASTION- READY

00700 2 SN (READY JUNK B feL ML W )
QOSY PO TRUE

00900 2 ACTION- (SEY (ELM 1) (SET (TXM &) (LM 2

OIS0 3 SINE HSEY LEOM 1INSET (ELM 4) (ELM )1} READTY JUNK N NIL N NL)
01100 FOG TRLE

01200 3. ACTION- ATIEND

01300 LTTENDING - NPUT NEXT STIMAUS » {PROBE )

01800 ﬂ. ACTION- (PRORE ¢
01600 g)zsm UPROZE &) (9!7 TELM 1) (SET (ELM 4) (ELM $0)) READY JUNX ML 4, TaL)
TRUE

01800 B, ACIKW- (OLD e#)

01900 & ACTION- %2

02000 7. ACTION- X1

02100 & STM GILM 1) (SET (ELm &) (EW 93) (OLD (SET {ELLA 1) 45" {ELM &} (LM 330}
02150 SPROGE 8) READY JUtK

0220¢ PD2 TRE

Q2300 8 ACTION- (OLD es!

02400 9. ACTION- X2

0500 10 ACTION- X}

G200 1] ST (ELM A) (ELM 9) (OLD (SET (FLM &) LELM 1)) (PROBE 8) (ELM 1)
02678 {OLD (SET (ELM DHISET (F1M 2) (BRM ) READY)

02100 PP TRUE

Q26800 1] ACTON- (RESPONSE NO)

0290C 17 ACT.ON- RESPOND

03000 {3 ACTION- INTC (FSPONSF ANYY

03500 14 ACTION- (SAY ANY)

OAJ00  ssvec.aest NO

Fig. 11. Run of PS.ST3 on negative case.

Troudle results, as we see, since P4 regponds to the
non-satisfaction of PD3 by declaring NC {mmediately,
thus causing an error.

What ways exist of patching up the system so it
‘avoids the difficulty of Figure 12, while preserving
the self-terminating features? PD4 must be inhibited
while decoding gces on, whereas PD3 must not be. The
simplest solution is to split the two productions,
putting PD3 shead of PN2 and PD4 afterward. This works

. Just fine. Other alternativas involve making PD4
I ewoditional-upon the get being completely decoded. This
can-be dove, for iastance, by changing PD4 to:

- ?§5:> ((PROBE} AND (SET) ABS ~-~ {FESPONSE NO) RESPOND)
Thue, although antroducing the idea of decoding per-

mitted us to produce a version with the correct timing
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00100 PSSTIN (P P02 FCO FO4 POS FOS)

00200 POL (PR ARD (XD (RESPONSER - -» (XD aa)}

00200 PO UPANIC  (¥("1 41 AND (ELM tDK4T Y] --> (9 SRONSE YES) RESPOND)
VOAD)  POA (PRUARD AN (] M ~-> (RESPONCE NOY RESPOND

00500 POZ (SET X1 22} AND (PRBE) «=» (A1} 00) X2 NY)

QUSOT  POS: (READIY AND (SETI ABS -> (STT (ELM 13 (SET (ELM 4) (ELM 903}
00700 PO6 (ANY > ATTEAD)

00800

00900 P STIX START
01000 0O STAL (KA N Wi ML L NS L)
01100 PDo 1RLE
01200 O ACTION ATTEND
01200 ATTENDING - 0PUT HEXT STSRAUS = READY
01400 ~
01500 1 ACHON READY
01600 2, STAA (READY JUNK NIL AL ML 10 M)
OL700 PDS TRUE
- ILEO0 2 ACTION (SET (ELA 17 {SEY {ELM 8) (ELM %3
01900 3. STM: ((SET (ELM 33 (SET 1ELM &3 {ELM S0} READY JUNK NIL ML ML ML)
02000 TR
07100 3. ACTION- ATTEND
02260 AYTENOING - INFLST REXT STIRRUS = (PROGE 4)
0230 -
02400 A& ACTION- (PR09E 4}
02500 5. STM: UPROBE 4) (SET (FLM 13 (SET (FLM &) {ELM $))) KEADY JUNK MR NIL ML)
02600 PO TRLE
02700 2. ACHON- {0LD ve) F3
OZBOD & ACTION X2
2900 7 ACHON x§
03000 & STV HELM 1) ISFT ELM 4) (ELM 90 {OLD FSET (ELM 1) (SET (ELM &) (BLM 3ND)
QS0 RO A) READY JUNK N}
03100 PD4 TRUE
00200 8 ACTION- (RISPOUSE 0}
03360 9 ACTON- RESPOLD
03420 10 ACTION- (NIC (RFSPONSF ANYY)
03500 11 ACTIN (SAY ANY)
03600

03700 sseseveses WO
03800
03%0
Fig. 12. Run of P5.ST3X chowing error,

00100 X1 IVARY
00200 X7 (VAR}
00300 X3 (VA% ©
00300 A3 (YA

00500 .

gcoggg PRSTR (POL PD2 P00 704 15 POS POY POS PDY)
i

GOBOO  POL LIRS AW (047 QESPORSEN ++3 (LD 1 -

VORI P2 (507 X1 X2 ¥ 1 X8 380 (PPOBEY —~» {Go D) ve) 2K X2 X3)

GIDOR PG ¢SET X X7 ¥ ARD MR «ox (KD a0} 23 23 %25 -

BIIO™ POE G5ET X1 X 2 L o GRS e XD A =

01200 POFR NPT 213 AN PROAES  » XD B X0 T
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Fig. 13. PS.ST4: Linear vepresentation.




. 26 -

VISUAL INFORMATION PROCESSING

properties, we have found minor variations of the uame
gcheme that re-instate the terminating condition, and
appeax to be hat more efficient than the exhaus-
tive scheme,

Figure 13 shows an alternative form of encoded
representation that appears to overcome these difficui~
ties. A set is now represented by a linear expression,
e.g., {SET A B C D). Such sets cannot be decoded re-
cursively, but require a set of productions, one member
for each zet size, Thus, PD2 to PD5 in PS.ST4 accom-
plish jointly the decoding of a set in STM intc its

-@lements. The rccognitien of the largsr sets occur

bafore smaller ones, since by the matching rules of PSG
the productions for smaller sets would alsc be satis-
fied by larger sets. The maxiwum size set admitted in
PS.ST4 is four elements; it could be extended to any
specific upper limic 12

The decoding now occurs within the action sequence
of a1 single production, Thus, it takes minimal time
(N*T.gction) and there {s no opportunity to slip in the
evocation of a production (i.e., PD6) that would termin-
ate the search, The rest of P5,ST4 i3 the same as in
PS.ST3. Figure 14 shows a run on a positive case that
illustrates how the decoding goes.

Throughout the discussion we have ignorved where
the positive set came from. Tn the first examples
{PS.ST! and PS.ST2) we simply posited the clements in
STM inftjally. In the later examples (PS.ST) and
PS.ST4) we posited a set in LTM alroady assimilated into
a production and in the encoded form we wished to work
with, We have set to nne side the way new productions
are created in LTN (i.e., the question of LTM acquisi~
tion as it <hows up in our system), but the mechanics
of encoding are within our purview,

Figure 15 shows PS.STS, which 18 an sugmentation
of PS.ST4 to encode a sequence of incoming elements

1?The capacity of STM would appesr to limit the size
of the sets that could be successfully decoded; s alag
could he érpacity of the variable buffer store.
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00100 0, STHE (AN NIL 1L NK NI NL ML)
00200 P9 TRUE

D030E C. ACTION- ATTEND
ATTENDING - SNPUT NEXT STOKAUS » READY

-
1. ACYION- READY

00700 2, STh: (READY JUNK NI N NL NI ML)

POR TRE

00900 2. ACTION- (SET (ELM 1} (ELM 4) (ELM 98

01000 3. ST:é(SEV CELM 13 6ELM 3) (ELM 813 READY JUNIK ML 0% NI NL)

08 1
01200 3. ACTION- ATTEND
01300 ATTENOING - INPUT NEXT STIIAUS = (PRUDE &)

01500 :. :CYDN- (PAOEE 4)

01600 u«mosuuwccwmuul)mummmmum
01700 POS TRUE

01800 8. ACTION- (0L oe)

0900 & ACTION- X3

9 7. ACTION- X2

02100 A ACYW xi

02200 9, ul)mamnwwmumnmm
02250 A0V AN)

02300

e
02400 9 ACTION- (RESPONSE YES)
92600

92600
02700 12. ACTION- (SAY ANY}
02900 everreneee YES
63100
Fig. 14, Run of PS.STL on positive case.

into a set with the linesr encoding. Figure 16 shows
a run where this eacoding occurs, stopping at the point
where one would go into the rest of the Sternberg task
with a READY and a (FROBE). Again, there has to bs a
separate production for ecach set size, since each item
of the set has 1o be acquired (with & variable) and
then the new set created. A similar program can be
written to comstruct sets in the nested representation.
In thig case, only & pair of productions {s needed {as
shown in Figure 17, which gives only the encoding part
of the complete system). This pair has tha preperty
that it can construct indefinitely large sets, though
of course the sets must still be decoded step by step.
We have attended primarily to the equality between
the slope of the response timse for positive responses
and negative resp 8, vhen resp time i3 plotted
against the size of the positive set. However the
negative responge can differ from the pogitive responss
(Point & in our list of cmpirical properties). This
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00100 PS.S15: (PO} P02 PD3 POX. 0B PO PD7 POS PD2 PDIO PO POINY

)
00300  PD3s HFROGEY AND HOLD (RCSPONSEY --> (LD +8))
00400  PD2: (37T XE X2 X3 X4Y AND (PROBE; > (ORLD o 48 X3 K2 i)
00600 POk 1(5t T X1 X2 K3} AND (PHOBE) --> (0LO +2) X3 X2 K1)
00600 PD4: HALT X1 X2} AHD (PICRE) --> (LD e} X2 KDY
Q0700 PO (USLY X1} AND (PHOGE) => (A0 +4) X1)
00800 PDE «m <DIGIT>) AND ELM <OKT2) o> (RESPONSE YES)

00800 R

01000 PD7: UPHOLE} AND (ELM) ~<> (RESPONSE 1NO) RESRONDY

0100 PO8: (X1 wx (ELMD AND X2 wa (ELM) AND READY -->

01206 €8 D 00} LG (ELM) EOLD #) {SEY X2 X )1}

0L000 PO%: (XL ww (ELM) AP (5ET X273 X&) AND PEADY b

GLA00. - COLD 90 GIFC LSETH EOLD) 03} {SET X2 k3 X4 X1))
L0100 PBIO (X1 ww iUt ANDSSETHZ X3) AND READY >
:‘glm, 1000 0 CNYC (SF 1} (AT s ISET X2 X3 NI

1200 IPDEL (XX we ELMG ATD (SFT 220 AND READY -->
01800~ 0L 903 CHIC (L1 (LD #¢) (STT X2 Xi¥
Q1900 FOLZ. (ANY ~> ATTEMO
]

Figi- 1% PS.ST5: Linesr representstion, encoding
and decoding.

o

effect can be attributed to a response blas--that is,
the subject sets himself to respond one way, e.g., YES
so that the expected response occurs wore rapidly than
the unexpected one. Such a biss could presumably be
adopted in either direction, which is in accord with
the empirical findings. (For instance, if there 1s an .
appreciable frequency difference batween the occurrences
of pogitive and negative instasces, then the response
19 quicker to the wore frequent.)

Given & system such as we have been conslderiug,
we can ask how, or whether, a response bilas can be
programmed to perwit a more rapid respense in one or
the other case, Figure 18 shows & solution, PS.ST7,
that puts the (RESPONSE YES) alement in STM in sdvance,
80 it ’~es not have to be done by the positive response
production (PD6). We do not show what determines which
way the bias goes; from the structure of the production
system it could be either way. The actual size of the
biag depends on the difference betwaen PD6, which now
simply exqcutes RESPOND, and PD7, which has the burdem
of changing the response to NO. We have shown three
different productions, PD7A, FD7B and PD7C. The first
does not bother to neytraiize (RESPOND YES), but simply
puts a (RESPOND NO) ahead of 1t in STM. Presumably
this raiseés some problems about a freely wandering
(RESPOMSE YES), but perhaps this could ba neutralized
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¥ig. 16. Run of PS,ST5 on encoding part only.

00100 POBe (K1 o (ELM) AHD X2 e {EL10 AND READY 8
00200 {OLD #9) (NTC (ELMG (OLD s) (SET X2 X11)
00200  POS: X1 ~= (ELMG AND X2 w9 (SET) ANG AEADY ~>
00400 OLD 20} INTC (ST (LD w3} {SET X2 K13}

3

Fig. 17, Encoding productions for nested
vepresentation. g

after the resyonse was actually made, PD7B and PD7C
both mark the YES respond OLD. PD7B does so by locating
the rasponse element-in i¢s condition part; PDIC cakes
an extya-NIC action to locate it. Thue, we have a range
of time differences depending on which mechaniem we -
opt for.
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00500 mmp(glb;’mmmmmmvgmmomumz -

]
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00700 FDA (SET X§ X2) ARD {PROGE) -=> {OLD 94) X2 X12

00800  POSLUSET X1) AN (TRONCY «=» (OLD w23 K1)

: {PROBEY
“mmnmmmm o> oy
01300 mmu’:’omm-—mc mmmm - *

" QIS0 POR: L1 w< (ELM) ANDHZ o= (ELLR SND wag'o-a . -
- OIS0 | {OLD x4 %W) S(g.n nussrxz A0 - -

02000 -
02100 POLLIDKt -~(awkmsttu Y ANGREADY 5
Q2200 | (ORD) <o) INTC (SETIHIOLD o9} {SET X2K1))

02300 ‘POIR: mw ) ABS --» (RESPONGE YES)

02400 FOLS Y > ATIE) - . .
+ ) N
¥ig., 18, PS.ST7: P8.STS with response bias.

The final production system, P5.ST7, comes close
to satisfying the several empirical propositions listed
earlier: the linear dependence on set "size, the
equality of slope for positive and negacive cases, the
constant difference between positive and negative cases,
and the lack of a serial position effect,

Howaver, the situstion is not perfect.
write the total response time ass

We can

T = T.external + I*T,evoke
+ (6 + X)*T,action + N*T.action

where X = O for the positive case
X =1, 2, 3 for the negative case
for PD7A, B; C respectively.

-- Actually, this equation contains a small addition to

the constant part. If the system is actually run
through both the encoding and decoding stages then
{RESPONSEY gets lost from STM before it is called by
(PROBE) after decoding. This can be avoided by the
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sddition of another produntion that brings (RESPONSE) ~
§o the front when (PROBE) is first detected:

¥DX: (READY AND (PROBE) AND (RESPONSE) —-> (OLD #®))

This production goes right after YD1. It marks READY
88 old to-avoid repetition of PDX itself; READY.has ia
fact done 1ts Job off controlling the encoding snd ‘ini~
tfating the response when (PROBE) occurs, PDX-adds one-
T.avoke .and one T.action to the constant pert of T -
abm. “bince It is evoked on-every sccssions’

“The experimental value-of .¢ slope of time
agiinst set size 1s-around-35 ma. Hence from the®
aquation above, T.action must be around 35 ms. The
différence between positive and negative cases 4s
either 1, 2, or '3 times T.action, which is to say,
either about 35, 70, or 105 ws. Ewpirically this
difference is often found to be around 50 ms, which
lies halfway betwees the two values for A and B.

Notice that both the slope and the positive-negative
dtifdronce are.determined solely by T.actfon. T.evoke
enters the equation only as part of the total ordinate.
since this also contains various perfpheral perception
and motor response times (here symbolized by T.external),
thers 13 no way to Jerive any independent information
about T.evoke. The best we can do 18 make a check of
reagonableness. _Since the total ordinate is around

350 us, there is about 140 ms available for T.external +
3%1.evoke, swhich does not seem out of bounds 1f T.evoke
18 wot too large.

There is 1ittle point in sttempting to assay the
seriousness of the discrepancy betwean the theoretical
and empirical values for thé positive-negative difference
or to explore various potential explanationg. The nmodel
is still enough within the ball park to remain worth
considering., Other more pressing issues necd exposing.

- Let us note what the control structure has accom=
plished for us so far. First, we have been able to
approach the task of binary elasetfication in the
Sternberg paradigm as a programming task, We could
tell when an arrangement accomplished the task and when
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it did not.!? Once a viable production system was

digcovered, all of its properties were fixed, to the

extent that we had settled on an explicit timing model,

Thus, explicit predictions follow for the entire range
of inputs.

) In this view PSG represents the basic structure
of the human information processing system., It follows
that _any program written in PSG should be a viable

. program for the subject. Only such an assumption per-
nits us simply to program the task in PSG. However,
nothing has been provided to determine which of all the
feasible production gystems will come to govern the
subject’s behavior. Gur example makes clear that the
multiple production systems are possible. Without a
theory of which system is selected the total view
remains egsentially incomplete.

Ceneral considerations of the adaptiveness of

husan behavior lead one to adopt the fellowing:

Pringiple of adaptation: Other things
equal, the subject will adopt that
production system that more closely
obtains his goals,

It ia, after all, s principle of this sort that leads
ug to believe that the subject will come to perform the
task at all, once instructed. For we do not believe
that the subject comes equipped with a preformed oxgan-
{zation for doiug the Sternberg task (before encounter-
ing it for the first time). This organization is com~
posed in response to the demanis of the task, 1 e., the
subject himself selects this organization, presumably
from among others that he could adopt that would not
solve the task. That he should also be able, say, to
uge one oxganization that takes less time than another
is simply another application of the same principle.
Why then does not a subject use the more efficient

13e do face verifying that the program does in fact
work, i.e., debupging the progran., While simple for
the task at hand, it can becowe a serious problem.
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schemes, such as PS5.ST1 which recognizes the action in
4 time independeat of set size und (importantly) leea
than for. the other systems? Resclution can be sought
in several directiona. Possibly the ¢iming model is
wrong, or the particulnr structure of PSG, or the
genoral structure of production gystems. A different
gort of possibility is that additiomal constraints
exist that limit the production systess that are pos-
sible or selected. FPor example, if the subjcot.can't
learn a given type of production system or assembls it
on-demand, then it can be excluded from the feasible
set, Something of this sort, pernaps, makes ug hesi~
tate nt splitting the response productions on both
sides of the decoding productfons in PS5.ST3 (Figure 13).
We have reason to be leery of the linear ordering of
productions, since we do not interpret a production
system as considering productions serially, but rather
in parallel, If productions are not completely inde-
pendent, but are developed in rubsystems, arbitrary
ordering may not be possible.

Notice that. the set of all production systems
plays a somewhat different role here than does, say,
the get of all Markov procasses in mathematical learn-
ing theory. In both cages the set in question is
indeed the set of all theories under consideration.

. But with the Markev procees the problem of selection

is one of dascriptive adequacy (i.e., of the fit to the
data). In the present case, gince the as¢’:ction is
asceribed to the subject (by a nor yer formulated pro-
cess, unfortunately) we wugt confront the i{ssun.of why
psychologically one rather than anothe: productivn
system occurs--in addition to the quascion of whéther
it fits the data.

Leaving to one side for the moment the wmajor yssue

jJust raised, working with the preduction aystems has in.

fact led us down a somewhat new path ir theorizing
about the basic phenomena in the Sternberg paradigm.
The basic linear effect is ascribed not to a search
process but to a decoding process. This solution was
Jdiacovered in the attempt to find a production systes
that fit the vasic phenomena., One can find in the
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literature some suggeations that encoding may be
involved {e.g., Sternberg, 1970), but ac genuine

. presentatio f such a theory is known to me. This

at least-41lu .rates that the additional level of
detail of a control system theory serves to generate
new hypotheses about the mechanisms involved.

This assumption about decoding ie sufficiently
novel and sufficiently central to the model, that it
rateg addicional investigation. This will let us ex-
plore additional aspects of what a detailed theory of
control can providae.

The Decoding Hypothesis

Wa wish to explore the decoding hypothesis and
attempt to digcover whether it is reasonable or
whether (as introduced) it is te be viewed as o Tous
ex machina to permit the construction of a prc mction
system that happens to fit the empirical data, There
are two directions (at least) in which to look. virst,
we can search for basic theoretical reasons why the
decoding should cxist. Second, we can look at other
tasks to see whather they too seem to vequire the
Jecoding hypothesis.

Why Dreode?
i

The argument starce from the generaliy accepted
view (within an information grocessing theory of human
behavior) that subjects encode stimuli ubiquitously.
Hence¢, the argument goes, the system is simply unable
to pick a production system that does not do the encod-
ing, heace the decwding.,

The argument has perhaps some force, though it is
better when kept ruher general. In detail, it would
not seem to rule out the decoding of the set upon re-
ceipt of the ready signal, rather than the probe, so
that by the tiwm~ the probe came along only the instan~
taneous matching productions would need to be evoked.
This would not be possible in the dynamic versions of
the task where the set is given sequentially right up
to the problem. But we know that the behavior in the




- 35 -

VISUAL INFORMATION PROCESSING

static task (the pesitive set in LTM) and the dynemic
task (the positive set given each time) are essentially
the same, Thus we must still face the issve: Why not
decode the positive set into STM at the ready signal?l

Let us return to the question of adaptive behavior
raised in the prior section in a more pointed way: Why
ghould the subject encode and decode a set rather than
leave it in STM where the task can be performed in a
single recognition {(as in PS,.ST1)? Consider the follow-
ing assumptiont

Aseunption of lnreliable STM: The
contents of STM are sufficiently
variable, noisy and unreliable that
the subject will adopt production
systems with lower risk from STM
unreliability.

Unreliability of STM could be the case because it fades
rapidly or because it 1s the confluence of uncontrolled
input from many sources, both from LTM and from percep-
tion. The production system itself is consonant with
such a view, Imagine, as argued earlier, that the
small production system that we use to describe the
program of the subject is really embedded 1n a very
large system. From time to tiwe other productions may
be evoked instead of the ones in our sat. The only
effect of these, mostly, may be to add junk to the
memory and to add some time to performance (a few
T.evokes and T.actions). From a control point of view
the process looks like cycle-stealing (as it goes on

in most computers today for input/output). From a data
point of view it makes vhe STM unreliable.

Given such a situation the rational way to obtain
reliable behavior is to work witb programs that are as
safe as possible~~in which the parts of the program are
prsitively coupled. 1In the case at hand, if the gotal
organization {our PS.ST7) both dumps the elements into
STM and then tests for a match, then the test production
can operate with the knowledge that the elements sf the
get are all there. 1t is a reliable method for solving
the problem. If the system (PS.ST1) simply scans

AR TRr WS St 1 W Fi14
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whatever is in STM at the probe signal when the set
was dumped earlier at the ready signal, then it is not
gafe. The chance of a spurious NO is appreciable and
even the chance of a spurious YES increases. What 1if
the subject thinks about some possible element during
the interval between READY and PROBE-~-he has no way of
guaranteeing that he will be able to distinguish it
from a true element. Note that he cannot process such
a stray thought, since processing conflicts with being
prepared to react to the PROBE when it comes.

This argument -'ssentially introduces a second
criterion, religbi.ity, in addition to speed as a
governor of the production system that the subject will
construct, We have thereby preserved the principle of
adaptation. Against this we have only o fualitative
notion so far of how to assess the reliability (aas seen
by the subject) of a proposed production system. In
the case at hand, an ad hoe argument goes some ways
toward egtablishing that the gpeedier production system
is less reliable than the slower one {(which is also zhe
empirically correct one). We should at least package
this essumption in a principle:

Principle of Coupled Systema: When
attempting tc behave reliably the
subject uses production systems
where early evoked productions
produce guarantees on the contents
of STM that can be utilized by
later productions (thereby coupiiig
the productions together).

The argument above leads directiy to two qualf-
tative hypotheses, one rather easy to verify, another
much harder. First, if the selection of PS.ST7 over
PS.ST1 is due to a requirement for reliability, then
releasing that requircment st..l. move subjects to
adopt PS,STl. As mentioted aL the beginning of the
paper, the conditions for the Sternberg parsdigm are a
low error rate (of the order of a few percent). If one
permitted much higher error races and paid off for speed
cnly, one should see the slope disappear. It is unknown
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~of course, how much the error rate would go up, since
selection of the rellable system is based or a cheice
of the aubject in the face of a task demand, not on
R demonstrated failure of cha faster algorithm. This
- . experiment should be rather easy to carry out and indeed
- - the essential facts may already be kaowm (though I don t
- - R kmuthmhg__744~—ﬁff/Anfgaﬂ_
- B 1. The second hypothesis comes from noting that we
. hqga_an instance of the speed-accuracy trade~off, which
- ) {8 a-general phenomenon much studied in the literature.
- Oné of the features of that literature (which we cannct
©*  yaview hers)} is that no machanisms are proposed as to
"~ how. & speéd-aceuracy trsde-off 1s possible. One oftem
propases’co reprvesent such a trade-off by a criterion
paramcter which can be changed. But (to my knowledge)
this never is embedded within a model for how such &
paramcter effects a shift to greater speed at the
- - e¥paiwe of accuracy or vice versa. The hypothesis theu
is thacv the space of feasible prograxs is indsed rele-~
tively -large and that selectién (coustruction) of dif-
forent production systems witf slighcly different speeds
and veliabilities provides the underlying ability of the
subject to trade off gpeed for accurascy, Within this
hypothesis, the freedom of prugramsability of production
systems far from being a digturbing cheoretical feature
R (refiecting a preference that a unique prouuction systom
exint for a task). ia an essential aspect >f the human
information procesging system.

Ve atats these two liypotheses to point out how
having a cpecific theory of the control system is able
to generate hypotheses of the rather global nature long
favored by experimental peychology.

Memory Span

A major advantage of a theory of the control system
© ig the applicahility of tha theory to a wide ranga of
tasks., One should be abie to test an hypothesis, such
as the deccding hypothesis, egainst its indicated use
in other tasks. A-particularly transparent task from
this viewpoint is the scsndard auditory memory spsn
test.,
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We can take tne task as receiving a scquence of
elementg, each of which can be perceived as a chunk.
When the signal to vepeat occuxs, the subject is to
[ t the q exactly.,

Figure 19 gives a production aystem PS.MS1, for
performing the memory span test in the most obvious
way. The subject lets the elements accumuylate in STH
and then, upon REPEAT, proceeds to respond with each
one. It keeps from repeating an element by wmarking
#ach element used. Thus, we get a production system
of only three productions: PPl to emit the response
and mark old; PD2 to terminate the trial by deactivat-
ing REPEAT when nc more elements are left; and PD3 to
attend to the environment., Ve do mot include an ini-
sial ready signal in this simple versionm,

Figure 20 gives a run of PS.MS51 on a sequence of
three elements, We have modified the executive struc-
ture go that the ATTEND operator goes to a list,
STIMULUS (given ot the tep of the figure), and attends
to each symbol successively. Although all meabers of
the sequence are ¢mitted, the systew does not obtain
them in the corre:t order. A mowment's consideration
ghows that this iz not a8 fluke., The STM is indeed a
stack-like memory which performs generally in a last-
in first-cut manuar.

How can this order be reversed! There are two
directions to explore: reversing at tesponse time; and
revereing at input time so that the response process
works off -omething i{n the right ord r, Let's consider
cach in turn.

Simply tring to pick ur the last element of 8
given type in STM appears difficuiz. The subjoct
{i.e., the production system) knows about the elements
only that they belong to the same type (e.g., are marked
ELM). The narure of the match is guch that the more

14

00100 PS.MS1; (D1 PO POI)
00200

*
0300 POI: ({ELM X1) AND REPEAY > (0L ¥¢) (RESPONSE K1)} RESPOND)
00400 PDZ {PYPEAT AND (EL V5 ABS --» {LD o))
Q0500  POI: (ANY --» ATTHND!
C0R00 3

Fig. 19, PSMS1l: Sigple PS for memory span.
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N ’ . recont leﬂ‘tﬂts wiil be sulocted fivat. Tbus, the only
- - wa» to_get the iast clement s by brura forge--by pro-

. - 'S\LCLS.V“S that isticn onte ail pteceding elsments. Oae

Lo - - ageds a aet of ‘productione of the form: :

TS AT v ORI AR XP OANS ORI BB RE > L.
NS E e T XL AKD RE AND X3 =w> .o .
- s KL AP KEeme o )

i - - - AL ==~> .,

R “Wnile this beavs 3mms vesemblance to the encoding pro-
et T guctions; 3t stiili seems itke sr uncomrfortzble way te
do buyieess., ™
el T AN sltexmariyve gtvategy 48 to mark each alemont
. “L as f¢ esterz fn a wiigue wdy fa that thet productien
. n;stuz “Saw koow sheut thbe £isst vne, This essentizliy
.o - pra&u i 314 pdtnd«aseocisw szruc:ui::a; £.8ey .

TR sy - C... iwssa e PTG Y \n\w"ﬂi\) s}

- T wae t}“is srea saavnt :‘1: Tasponse . prodecsioRn. havs 0
< © %o an eapiicit - 6, knowing first~t Tegoond with <

- - possible, but awk ard strategy. Bowever, an &a‘wt
on the part of a suhject o uvse the 1-BUN, Mgf{(: e
- maemonic on the mewo.y span test would be sa spglfé’adnn
T of this, {Ceneral ex, erienc: is that presexsiation Tates
of 1 aymbol/sec are to. fast for this.)
As a final example >f the reverse-—while-respondinz
strategy, the system could respond internally as in~
Figure 20, which veverscs the order, and then respond
again externally, thus emittinsg them in the right order.
This is also 4 conceivable strategy and in slightly
different circumstanctes can be detected {(e.g., in recit~
{ng an alphabet backwards, McLean & Gregg, 1967). It
seems sn unlikely strategy in the simple memory span.
It should produce a substantial delay before the firse
response; further, the task of repeating the set back~-
wards should be easier than repeating it {orwards and
- should not have the delay, Empirically thzse seem not
- to be tha case.

(ERMI}, then wit.s (ELM2), etc,  Agaln, 5¢ sacmn a
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. - Turning to strategies of reversing on input, the

— . ___atteupt to do this for each clement at each mnment of
T - input_trestee a falr. amount of thrashing, in which the

- ‘sat of already crdered elements must be brought in

front of each new element and still left in the same

TSR order.

- - ‘A second scheme £5 to encode the elements on

. foput, just aRr ve ‘have done for the Sternberg task,

- _Ihis leaves s single chunk in STM which is decoded in
the right ovder at response time. Figure 21 gives a-
__production system, PS.MS2, for this encoding. To show
- "7 the relationship to the Sternberg task we have labeled

" ¢the preductions with the ones they correspond to in
P8 ST7 (Pigdre 1B), the final production system for
-che Sternberg task, Pr oductions PD1 and PD1.1 are the
responas productins and .= unique to the task. Pro-
duction PD1.1 is the vesponse production for the mem~
ory span task, and takes the placz of PD6 and PD7 in
the Stafnbeig task. PD12 in the Stevnberg task sets

aspan task, sc it {9 missing as well. Correspending
productions are not 211 {denticael. The encoding
productions (PD8 - PDI1) are the gams. - However, the
decoding producticus (PDZ -~ PD5) sre responsive to
REPEAT rather chan to (PROBE). To make them identical
would require ssiother level of indirectness--one that
mnight- ke expecred perhsps in the early stages of per~~
formance._ (ﬂrhen the subject, in effect, mvst interpret-

00100 mmmlammmmmmmcmnmm -

<. 00%0C PO (REPEAT AND (ELM) ABS AND (SET) ABS wo (LD o}t
00400 FOLI GELM XI) ANO REPEAT =o (LD *0) (RESRONTE X1) RESPOND) -
00553 FD2:HSET 1.1 42 X K3) AND NEPEAT --> (OLD 4} XA X3 X2 X1)
00800 POG- (SET X1 X2 XJ) AN UEPEAT > KX D o+ XI KT XY -~ -
’ V0700 PO USET XE X2) AND RECEAT ~+» (OLD ¢0) K2 KE) -
=S 00800 PDS: {SET M) AWK REPEAT --» ST e0) X3 ~ -
00900 FOB. (K} we (£L60 ANDIX2 =v ELRG ANDREADY > -~ § =
- 01000 (OLD +eb (NIC (ELMY (LD ) ISCT X2 XiD) -
(01100 AU (X1 ew GELVD AMDTEET X2 X3 X4) ANG READY o> .
o4 (OLD 90} ENTC {SETI (0LD #9) (SET X2 X3 )04 X1
ouoo PDIO0: (%1 = UGN ANG (SET X2 XO) AN READY v~ © °
R mmmcts:mmmmmmxw JER
omo POLL OK1 e (EXUD AN (SET X2) AKD READY .
mmmcmmmmnmm f
onoo PRI3: TN - ATTEND) . -
o1 i

Fig. 21, .P§,MS2: Ps for ne-ory span, vith ancoding.

the reaponse bias. This {s not a feature of the memory °
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VISUAL INFORMATION PROCESSING

the signal in terms of a common meaning-~to decode),
but would presumably be adapted out with practice.
Finally, PD1, which recognizes the end of the task, is
regponsive to different features in the two tasks.
Figure 22 shows a run of PS.MS52 on a three elemenc
sequence, ‘which can be seen to perform appropriately.
let us summayize.  Substantively, we have found

‘that the encoding hypothesis is not only cons‘lstent

u,tth behavior in another distinct task, but provides

an apprepriate wolution to a difficulty (the ordering)
that arisea from the applicatitn of a neive formulation.
We showed, however, that it wag not the oifly way teo
overcome the difffculty. Some of the alternatives,
despite.our disparagement, clearly represent alterns-
tives to-be considerad further. We indicated some
other tasks iu which they appear to operate, Never- .
theless, the encoding hypothesis comes through appear-

ing substantially less ud Aoo.

Methodologicaily,~wa say that 1t wag relatively
exoY. to move to a new rask- and to construct a theory
that had substantial contact with the initial one,

With & little care one could insiat that exsctly the

samz thiecty {i.e., the sams total production system)

be abla to perform both tasks. 7To be sure, some of

the produ~tions will be unigue to each task. Indeed,

they must be if the uanique aspects of a task ere to .-
be represented. -

In seeking support for the decoding hypothesia in
the ph of vesp order we have taken the
structure of the ST to be fixed. As we obsarved
earlier, it is the last-in firat-out character of the
STH that creates this problem and makes it a fundamental
one. Alternatively, the solution might lie in changing -
the structure of the underlying system. One can cer=
tainly construct STM models that have a first<in first-
cut character and thus make the response order identical
to input order. Hovever, such systems must ultimately
have other problems. For the underlying empirical real-
ity is that humans appear to behave in positive time
order (first-in firvst-out) in the short run and in
inverae timwe order (last-in first-out) in the long rua.

o
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02200 & ACTKAL- ¢AD w3} ~
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V70D 10 AGMON. ARTEID -
02300 ATIEM) 1O (FLIAC) )
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D000 42 ST0 (ELM T (SET (LM A} (ELM B2} (OLD (KTM A) ROLD (S1M B3 READY UMK ML) z
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03700 1A ACTION. (KD ov)
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08200 PU3 INE
Q4300 8 ACTION- (AD se) -
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04750 unummmunmw»mmm -

s ¥ig. 22. R of PS.MS2, - -
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g 22 -(continued). )

Thus, there is a mersal & some stage (from primacy
“recency, if you like to think of it ghat-waw) and
the. structure of the aystem must account for both S i
sspects.. . . ) . -

“xL =

hp

s Appldcations of the “Thaory” : -

S ) ﬂe hava now developsd a :h&ofy of the simple .
Sternbrg binary clagsification task that has modest - !
-atanding. "It should be possible to apply it to the C
experfments discussed 1n this _mposium that uske use ’
of similar task situations. To do this properly xe- oL

o ~1!I1!‘e8 that we extend the theory to these variant T
- ;ituattom. wch sk ve did to the menory span task,
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kecping as much communality with the original situation
as possible., lHowever, there is a limit to an intro-
ductory paper and to go into the results of Posner
(Chapter 2) and Mayes {Chapter 4) in detail excceds
those limits. Thus, we must be content with a cursory
examination of a few aspects. Methodologically, we

can make a virtue of this restriction, since it pro-
vides the opportunity to apply the theory in a qual-~
itative way, thereby illustrating how such applications
might go. )

Perceptual knhancement

The brief discussion in Posner's paper on the
phenomenological experience of perceptual enhancement
of the successful item in a Neisser paradigm offers a
simple example. He observes that Cavanagh and Chase
(1971) found that in a Sternberg task with two probes
(one positive, one negative) the positive one only was
enhanced. VPosner's arpgument was that—this controverted
the use of the euhancement as an indicator of the
boundary between pre-attentive and attentive processes,
since much attentive processing (i.e., the search) went
on prior to the enhancement and did so for both probes.

The presenc model offers a somewhat different
characterization. Presenting two probes rather than
one has no effect on the linear-time component, which
13 the decoding time. It might have an effect on the
intercept if the two probes are themselves encoded in
gome way, or enter STM serially. One and only one of :
the probes evokes the positive production (PD6). The !
other probe simply does not evoke anythin§. Thus a
single decoding operates for both probes. 4

Examination of the production system puts the

i
|

I%The actual slopes are somewhat higher than the
ugual 35 ms. This complicates the interpretation. It
suggests (as only one among several alternatives) that
gome subjects may have processed each probe separately
and that the data represent a mixture of methods.’
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enhancement effect on PD6, which is to say on the
multiple occurrence of a variable in the matching.
This offers a clue about how one might explore the
details of the match processes. However, the present
model does not offer a clear interpretation of pre-
attentive versus attentive processes. First of all,
the model does not include a perceptual component so
that one can determine whether the match is or is not
part of the same apparatus that carries out perception.
No matter how one determines the latter question, the
match (the selection of the next production), and hence
the enhancement, is involved intimately with whatever
can be called attentive processes.

Having gone this far, it is tempting to state a
hypothesis about the locus of conscious experience.
It is not to be associated with the content of any
memory, not even of STM whi-': defines In an operational
sense what the subject ig momentarily aware of, i.e.,
to what he can respond to in the next tens of milli~
seconds. Rather, phenomenal consciousness is to be
associated with the aet of matching, and its content
is given by the set of STM {tems extracted by the
matched condition. Thus, it is an ephemeral fleeting
thing that never stays quite put and never seems to
have clearly defined edges (the never-step~-into-the-
same-river-twice phenomenon). It seems like an inter-
esting hypothesis. That the hypothesis can be stated
in such a precise form is attributable to having a
detailed model of the control atructure.

Racency Effecte

Posner's paper discusses several Sternberg-like
tasks in detail. A prominent feature of his data is

15The Jiffuseness of this discussion only shows that
each theory puts its own classification on phencmena
and one cannot easily discuss one in terms of the-other
(attentive versus pre~attentive derive from a certain
rough model of the total machinery).

4
i
2
1
H
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the non-linear relation to positive sct size. This
leads hiwm to plot all of his grapha against the
logaritha of sct size, since this tends to linecarize
the curves gomewhat. This decision of how to display
the data makes me uncomfortable, I confess, since it
seemg not to be theoretically motivated. In fact it
serves to obscure, rather than clarify the explanation
Poener provides in passing. We notes that the effect
may be a recency effect on the first item, namely, that
subjects respond more quickly to sets of size one than
to larger sets. If this is so, then the curves should
be linear for set sizes greater than one. However, all
the data are limited to three sizes, 1, 2 and 4, and
thua no direct empirical test of this is possible. -

This recency phenomenon appears to be not unknown
elsewhere in the literature on the Stexnberg task and
geens to be associated with-dynamic presentation--~
defining the scét just prior to test-~-with a relatively
short delay between set defirition and probe. Posner's
experiments fit this format, since they run from set
to probe continuously (at half second pacing) and
without warning.

An explanation is not far to seek within the
present theory, consisting of both the production
system framework and the decoding hypothesis. With
set size of one the system delays encoding until the
second element arrives. If instead the probe arrives,
then there is no decoding step; rather, the system
giwply responds. In fact, if one runs the full range
of set sizes one finda the recency effect. From the
formule given earlier, which expresses the correct
iinear growth,1® one gets:

T T(1) = 2*T.evoke + 6%T.action + 1*T.action

= 34T, evoke + 7*i‘.action

Attt e

361n deriving that formula we gimply did not reflect
the special circumstances of the special case. A care~
ful enough analysis would have revealed it, of course,
and perhaps the perspicacious reader in deriving it
independently detected the flaw.

R
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The weasured value is:
T(1)' » 28T, evoke + SAT,action

This provides a difference of T.evoke + 2*T.action,
which is something in excess of 70 ms, taking the 35 ms
figure for T.action. This is somewhat high for the
neasured values, which run 40 - 60 ms. As with the
discrepancy on the response bias, we do not know whether
ot not to be disturbed by the approximate fit. Basi-
cally, the smbiguity of interpretation arises because
the experimental numbers are averages over trials snd
over subjects. This means ney are undoubtedly gener-
ated by mixtures of strategies to some unknown extent.

Posner's Figure 2 shows a strong serial position
effact for a set size of four. This is a recency effect
in which the last item (the fourth) is processed about
50 mz faster than the other three, which are reascnably
constant. Our theory as it stands does not handle this,
gince it produces the recency phenomenon only for setn
of one. We can extend it to the new situation, however,
if we assume that the subject can react to the last
eleuwent directly, even though he has also encoded it.
The sizec of the effect indicates that this happens some-
tiwes, but not always, so that the data would be a
mixture of two ways of doing the task. If this is the
explanation, we should also find recency effects for
the other set sizes.

In general tewms, guch . explanation is consistent
with the nature of production systems. There is no
reason why the responding producticn (PD6) should not
pick up the data of the unencoded element directly.

Ia fact the ability to short circuit a longer process
and to mix methods would seem to be a major point in
favor, of production systems, providing a detailed
explanation for variety and lability of behavior.
However, as our experience on the several production
gsystems should indicate, it may not ba trivial to con-
struct the production system to get the recency result.
Wo may find that it works just as well on all members
of the set, if we fix it up to work on the most recent.
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Wnercas recency scems consistent with the unreliabilicy
assumption of SIM, so that the subject wight trust the
most recent one but not the older ones, the system may
not be able to tell the two situatfons apart. We
mention these potential difficultier to indicate the
gap between having the right sort of theory and having
it deliver the right predictions in detafl.

Comtinuous Sternberg Experiment

Enough work has been done with the Sternberg para-
digm to accumulate a number of experiments whose inter-
pretation appears to pose extveme difficulties. One of
these 13 an experiment by Sternberg and Scarborough
(1969) . Unfortunately it has not been replicated nor
extended, but it is atill worth attempting an explana-
tion in texrms of the present theorv.

Briefly, a subject was given a fixed positive set.
Then he vas tested with 20 probes in sequence. Exactly
one probe was positive or.none was. The time between
probes was 70 m3, so the entire set of 20 probes went
by ia under 1.5 seconds. The subject was to react to
the positive probe in the usual way. The result: the
reaction time was identical to that in the basic task,
being a linear function measured from the time of the
prabe, with a slope of about 35 mg and an intercept of
gbout 350 me.

This result is extremely difficult for search
theories to deal with. Sternberg and Scarborough erect
an ad hoe pipeline processing system with stages for
each probe. The present theory produces the essential
vesult on the assumpti~~ thgt the probes trigger the
decoding of the set, thus filling STM with hoth probes
and elements. Due to the unreliabiiity of STM, if a
hit gets made, the set is decoded again to confirm the
hit,

Figure 23 gives a production system, PS.CST1, for
the continuous Sternberg task. It differs somewhat,
as it must, from PS.ST7, the production system for the
basic task. We have kepr the names of producticns the
gane, 80 that the correspondence is evident, Mostly,
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00100 PSTSTL (POL PO i D2 POJ oA PDS PDE PRIZ POy
0020

0,
GO0 POL ({(MARK) AND (OLD (RESPONSE)] ~-» ((LD v0))
Q0A00 P11 (PROBE <DHIT2) AND (EL M <XGIT») AND {RESFOMSE) ADS -->
00500 (MARK o) (RESPONSE YES) POSITIVE SET}
0C600 PO2 ((SET Xi X2 X3 X3) ALD (PROBEY --» (OLD #9) X4 X3 X2 X1}
00700 PD3: (ST A1 A2 3dj Al (PROBE} -» QLD #¢) X3 X2 X1}
00BCO PDA ((SET X1 X21 AKD (PPIDEY - > (GLD #8) X2 X1}
0900  PUS: {(SET %)) At D (FROBE) - > (OLD »e) X1}
OI000  POS ((MAPK (PRUBE «QIGHT2) AMD (ELM <OIGH») --> RESPOND)
01100 POLZ (READY AN (SETY ABS (OLD (SETH ABS --> POSITIVE $ET)
01200 POIJ (ANY --x WAT)
0330¢

Fig. 23. P3.CST1: PS for continuous Sternberg task.

productions drop out. Since the subject has the set
in LTM, no encoding productions are needed (though they
could have been left in the system). Insteed, PD12 is
wodified to put the positive set into SIM, either on
the ready signal or whenever there is an {ndication
that some elemencs might be lost from STM., The cues
to this are there not being any set in STH, either
undecoded-~(SET) ABS~--or decoded--(OLD (SET)) ABS.17
Thus, the system dumps sets into STM at every indica-
tion, so to speak, in an‘atteupt to avoid losing some
elements of the positive set from STM.

Decoding of a set takes place whenever there is a
aet in STM to be decoded and a probe to in{tiate it.
Since there is a continuous stream of probes (once they
start), decoding takes place immediately (and produces
suall refractory periods). The task itself Jictates
the removal of the negative responze preduction (¥D7),
since the .est is only for presence. (Actually, the -
production system could have been expanded t¢ say NO
at the end of the sequence.) The positive renponse
production (PD6) is modified to only sense an identical
prote and set element with a marked probe (with MARK).
The key production is Pul.1, which responds to an

17The vigilant reader will notice an ervor in the
£igure, namely the AND missing between two condition
elements of PD12. The interpreter does not in fact
require the AND. Thus it behaved correctly, eo that
the error vas not noticed until later.
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Fig. 24. Run of PS.CSTL.
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identical probe and set element by warking the pxobe
and xeinitializing the positive set. This realizes
+hi checking assumption,

Pigure 24 shows a ruo of PS.CSTL with a two element
sat, consisting of (ELM 4), cto be matched to the probde,
and (ELM A), the irrelevant one, The executive for the
run was modified so that it caweé tu the console on
almost every other action. At 35 ms per action, this
approximited a 70 as interstimulus duration. The
experimenter forced an element into STM at each of
these times, starting with READY and then, after a
slight wait, & gsequence of probes. Exemination of the
run shows that 1t reacts to (PROBE 4) appropriately,
warking it, going through amother decode and responding
YES, despite the fact that other probes are being
entered throughout.

The systen deals with the main effect in an
sppropriate way. It would appear to have a slightly
higher intexcept, which was not found in the expevriment.
Buwevar, this is an uncertain measure, since the abgo-
lutae value of the iatercept is always contaminated.
Also, a somewhat higher error rate wmight be expected,
dve to the chances of missing the masch with PDl.1 if
the probe arrives and ST haa just lost the key set
slement. However, experimentally the error rate
yemained low. It Is posgible that the scheme of PS.CSTL
i1s in fact velatively veliable, but it regquires more
explorstion than has been done.

A Difficult Experiment

The impressica should not be that the theory is
vachallenged. IThe total ser of Stermnceg~like exper~
iments ig too diverse for thst. ¥For instauce, the
theory appears to have great difficulty with another
experiment reported by Stermberg (i970). fthe positive
get (digits) is stored in LT¥ aud its treusmission fato
STH is held in abeyance by an auxiliary STM sask of
remembering a set of letters. Sometimes the subject
gets a probe digit to classify a3 in the positive set
or not. Sometimes he gets a signal to repezt the letter
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set, which helps to assure that he attends to the
letter set prior to the signal., The result is a slope 23
of about twice that of the rormal paradigm (which was
run ag a control)-~-namely, 80 ms versus 40. The inter- A
cept 1s also higher by sbout 100 ms in the experimental 3
sizuation. -

Sternberg interprets the higher slope as being dus

. to the time to transmit the positive set from LTM -to

STM, which is a.close analog of the decoding hypothiesis.
The difficulty Tor the present.theory is that, £f this

is a decoding, then the slope should be exactly the 3
same as in the control case, since both have involved 5
one act of decoding. Alternative finterpretations are

always possible, but none has oqeurred that comés close .

“to resolViag -this experixental result.
Conclusion ’ ;

Let us sum up what we have done in this paper. 5
(1) We introduced the notion of a control structurs. o2 2
{2) Ve introduced a general class of systems-- X
$ production systems~-that could gerve as models of the
human control system. (3) We developed In detail a

specific production system--PSG~~which incorporated 5t s
agsumptions about the atructure of the human fufor- S ¢
mation processor. (4) We exercised the thecry on the i 4
basic Sternberg binary classification experiment, which

led tn an additional psychological agsumption--the &

decoding hypothesis. (5) We pursued in lesser detail
some other applications--the memory span and gsone 2
aspects of the experimeats in Posnev's paper. - %

Our intent throughout has beea jointly substantive B
and methcdological and we have mixed the two thoroughly.
In the remainder of the conclusion we will attempt to
sort out the main points and issues.

Production Syatems as Theories

S

Production systeme offer an explanation of human
behavior at the information processing level (Newell & ;
Simon, 1972). They are only one of many foras of pro- E
gromming system that can be used to describe behavior ’ =1

i
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~n information- procesging teérms, As we have geen in

PSG, the-production system itself has become the car-
rier of the Lasic psycholopical assumptions--the system
arcafecture of FSC 14 taken to be the system archi-
tect.um of tha human information processing system,
In\:his roi pect these systems represent an evolution
b‘ey‘»md programming.-ianguage systems, such as LISP, IPL,
SNOBOL {and even more, ALGOL and FORTRAN). In these
earliagr- éy‘sscms the programuing language was an as

: tially néatrsl affadr, designed for the user to write

his specific systems. In-production systewms, as vep-

. «resented by PSG, any particular set of productions

represents a possible momantary performance organization
of a human subject.

The evolution to a theory-laden programming lan~
guege, to use a term of Fylyshyn, appears to me a
#ajor advance. By the sane coin, however, tha language
ig not neutral, so that variations in the psychological
theory iumply veriations in the programming system. A
moment's refiection will show how wide {3 the potential
variation in system architecture. The STM can be run
according to wany disciplines: last-in first-out, as
now; first-in first-out, whicl, preserves order; random
replacement in a fixed set of addreszable cells; a cir-
culating loop, which provides another form of rehearsal,
etc. The matching rules can be varied: o multiple
variables in the condition; only single levele in the
condition {notr nested expressions); no recognition of
abgsence; etc. The operations can be varied: a decoding
operation that simply dumps the contents intc STN,
zather than the encoding operation as now; ete. The
selection of productions can be varied: more than one
satisfied producticn producing a psychologically mean=
ingful conflict state; evocation of a production leading
to an automatic refractory state that inhibits re~
evocation immediatoly; etc. The timing model can be
varied: parallel processing in the action sequence;
matching time dependent on the elements in the satis-
fied condition.

Listing many alternatives emphasizes that PSG is
only one member of the class of psychologically relevant
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prodductiog systems.  Despite this varfety, production

sysiems: as g class incorporate some psychological

assuaplions that scewm highly plansible. One is the

recogiice=act cyele of activity in which the human

continual ly recognizes some features in the situation

and acts accordingly.,  Another is making the Jocus of

the condition correspond to those aspects of the sit-

uvation that the subject is momentarily aware of, and

the identification of this as the relevant short term
memery. Yet another, though it applies to a somewhat

navrower class of systems, is the incorporation of -
encoding into all STM processing, not simply as an
addad mechanisn.
The structure of production system models, as

we have described them here, are seriously deficicn:

in several respects. They do not model the perceptual
compunent, including the various buffer memories and
the control interface between perceptual structures

and the contents of STM (see Newell, 1972). They do
not model LTM, especially the acquisition of new infor-
mation. We took the contents of LITM as conaisting of
productions, but never defined the way new productions
were to be crcated. They do not model the motor appa-
ratus, including the control interface to the contents
of STM aud the actions of productions. These missing
aspects cripple the model with respect to many phenom-
ena, though there is no reason why the model should not
be extended appropriately.

Completenesa

Production systems, like other programming systems
and mathematical theories, are complete in the sense
of producing theoretical consequences that are deduc~
tions from the theory. We are interested also in com-
pleteness of another sort. Is the theory complete for
the phenomena of interest? Does it provide a vehicle
of sufficient richness and scope to model what appears
to need modeling? Production system models, like other ;
so-called simulation models, geem to have this complete~
ness. This is often expressed by saying that they per-
form what they model. Thus PS.ST7 not only is a theory




VISUAL iNFORMATION PROCESSING

of Linary clagsification; 1t can do binary ¢lassifi-
cation. As long as the interest of the psychologist
remabns focussed on the performance of the task, includ-
ing its behavioral details, a production theory claims
theoretical coverage (though of course it can be dead
wrong in its predictions).

It is useful to compare this situation with some
of the other techniques we currently use for describing
our processing theorics. As commented upon in the
companion paper (Newell, this volume, Chapter 6), the
theoretical structure of work on the immediate pro- -
cessor has been dominated by the classification of
mechanisms. We have serial versus parallel, exhaustive
versus self-terminating, attentive versus preattentive,
and so on. Such terms hold low~level generalizations
resulting from the cxperimental studies. Suppose
PS.ST7 were the actual mechanism. Is the human, then,
a serial or a parallel system? It appears tc be para-
llel on selecting productions, serial on executing
micro-sequences of actions, parallel on examining STM,
serial on the order of that parallel examination as
revealed by shielding of one STM clement by another.
Is its scarch exhaustive or self-terminating? Within
a given task there are production systems of each type.
Slightly more complex systems would yield strategies
that mix the type of search conditionally within a given
trial. 1Is something pre-attentive or attentive? We
found it hard to ascertain that as well. The point is
not that a giveun system does not give rise to classifi-
cations. The present system has sharp distinctions,
e.g., between the use of STM and of the variable memory,
or between sequences of actions and the evocation of a
sequence of recognitfons on STM. The point is that the
existing classifications don't seem to help much in %
describing more complete systems. i

Flow diagrams have become a primary vehicle for , ‘ i
expressing theories of processing, and they represent
a substantial advance on the simple classification of
wmechanisms. There is an example in the paper by Cooper
and Shepard (Chapter 3) in the present symposium, which
summarizes well a processing structure that might give
rise to their experimental results.

A
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————

What is the relationship between production systems
and flow dlagrams as they are used in the psychologica!
literature? The flow diagram provides a precise model
of control flow--of what follows what.!® 7¢ provides
a frame within which informal specification of oper-
ations can be made (the little descriptive phrases that
go iu the boxes). It does not provide any way of dis-
ciplining the structures so built up, As noted, the
operations themsclves are informal. Sometimes, as in
some of the diagrams in Sternberg (1970), the boxes
appear so elementary as to be well-defined (c¢.g., a
comparator, a match register, etc.), but in fact the
flow diagram sti{ll remains informal.

More important from the present view, there is no
discipline on the control structure. There are neither
primitives of control, nor ways of determining that
additional apparatus or processing must occur to effect
control. The cffect of this is to make the flow dia-
gram unique to ecach task. It must of course be unique
in some way since the tasks are different. But there
is then no way to assert when two different flow dia-
grams represent the same processing mechanism.

The production system, on the other hand, provides
a complete set of primitives and determines what auxil-~
iary control processing is necessary to perform a task.
This comparison between tasks is possible. This is not
a peculiar property of production systems, of course,
but is true of any programming system. Writing programs
in SNOBOL or FORTRAN would do as well, methodologically,
except that their underlying structure does not mirror
reasonable psychological assumptions about the human
system architecture.

The virtue of the flow diagram is that it expresses
clearly the independence and ordering of stages derived
experimentally by careful design (e.g., Sternberg, 1969).
Flow diagrams, by their very incompleteness, do not

18p.sides flow diagroms, which show control flow,
block diagrams, which show data flqw, are also used.
The remarks of this section apply equally well to both.

——-
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over-commit their user to more than what the data say.
Thus they are good for summarizing experimental data,
at the same time that they are weak for constructing
theory.

iMe Problem of Methods

Varijability over subjects comes in large part from
the variation in the methods (strategy, program, ...)
they use for a task. Thiu 18 conjectural, of course,
but much evidence supports it. A major contribution
of a detailed theory of control is to make possible
the proper posing of the question ofi what method a
subject used for a given task. It does this by provid-
ing the space of all methods (based on the constants
of system architecture and the primitive operations)
for a subject. Thus, the problem of discovering the
method takes the form of a programming problem. As we
illustrated, there are often many solutions, i.e., many
production systems that perform the task, but these
can be generated and analysed, and scientific reasons
found for sclecting one over another within the limited
set, This is a quite different situation than currently,
where anything seems possible in discussing what might
go in a subject's performance.

This formulation of the problem of methods comes
not just from the use of a precise language (e.g., a
simulation language). It comes from the identification
of the space of all programs defined by the system with
the space of all programs feasible for the subject.

A theory of coantrol is more important to analyzing
methods than just another aspect of the total system
necessary to complete specification.  Much of what goes
on in information processing is control. Almost every
operation in a large complex program does nothing except
arrange things so something else can do gsomething. This
appears to hold for both humans_and computers. For
instance, Dansercau (1969) found it to be true of humans
doing mental multiplication (e.g., 36 x 152). The times
for the additions and multiplications--the productive
part of the process, so to speak--played a small role
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compared to the times for fixation, operand positioning,
etc.  The same is certainly true of the theory as devel-
uped in this paper. The decoding hypothesis is in fact
a form of the same magleians trick, in which the actions
that take time are not the apparently productive part
(the dterated test for identity), but a preparatory
pivce of housekeeping. 1In short, methods are mostly
control, so that any theory of methods must operate
within an explicit theory of control.

The Problem of Seope

How to construct theorics that range over a wide
diversity of tasks is a major issue for psychology.

To do so0 would seem to require a theory that was
specific about thouse aspects of structure and content
that in fact were used in common in diverse tasks. A
detailed theory of the control structure would seem

to offer this, since it specifies the common archi~-
tecture and the boundaries within which a task-specific
method can be sought,

The evidence we have presented that production
systems will indeed make a major contribution to this
issue 19 still meager. In this paper we applied the
theory only to a couple of tasks. The original pro-
duction system was applied to a puzzle, a much vaster
task than any discussed here, and there are some other
applications in Newell (1972). The PSG production
gystem by Kiahr (Chapter 11) in this volume provides
one more example.

All these efforts provide evidenc®only about half
the issue, They show that it is relatively easy to
construct a theorv in a new task environment that is
responsive to the empirical issues in that environment.
One obtains, as well, strong comparability. For
instance, Klahr's counting productjon system can be
examined in conjunction with the Sternherg one here.

In an important sense they are the same system, since
they both use PSG and thereforc make the same asgsump~
tions about underlying structure. However, the con-

stants of the time model differ. Klahr also uses
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replacement operators-~(X w=> Y) replaces the symbol X
in an clement with the symbol Y--whereas the model here
_uses ouly the encode operator, {**). This lcuds to a
quite different style of programming. Some of his
conditions are very long and raise question: about
whether constraints should exist on the size or com—
plexity of vonditioms.

This collectivn of production systems does not
constitute a coherent theory for the set of tasks
involved. To do so, they must be melded together into
a single production system that performs all the tasks,
corresponding to the total organization of a single
human. Such a production system will have productions
that are unique to each task. But it must face scrutiny
about using disparate mechanisms for common operations.
It must also handle the instructional problem, since
sonicthing in the environment must select out the per-
formance relevant to the task at hand., The interaction
of the instructions with the task performance program
in om mich central to control as the internnl part of
the performunce program. It is predictable that a full
fledped theory of task instruction will be required.

1 stress the creation of a single production ays-
tein to tepredent the unifled performance on a set of
tagks, This secms to me the only way to validate a
theory of control, We saw in the disgussiun of the
basie Sternberg puradipn that many degrees of freedom
werc available, though they showed up as alternatives
in methed, rather than freedom of parameter mettinzs,
This ariscs primarily because the datum taken from a
sirgle trial {s so stall (1.&;; &verall feaction tiie)
compared to the complexity of the system that generates
it. To compensate, behavior in many disparate tasks
must be obtained, so that finally the mechanisms and
methods being used become uniquely identified. My own
personal estimate is that a model of the control struc-
ture should claim to handle some dozens of diverse
experiments before it is a genuine contender. The
present theory, though promising, still has a ways to

go.
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- It should -‘be noted in passing t.hat the-theory
refers to individual performance with & specific
method, . Thus all forme of aggregarion raise the spectre
. of averaging over disparate wethods, hence producing
. : T nixedf patimates. Thus one is driven towards collecting
- - md :epottins data only on iadividual subjects, and
L .* * even there mot avc:aging disparate performances.

_The Prospests " for thia ~Paz~twular Theory

R . -As noled, the present theory is only nascent. A
- . few words might ba said sbout its prospects. Missing
, -~ < from the model as it gtands is a thecry of error. The
~*-" theory makes only time predictions. Errors are indeed
possible in the system, due to incorrect programs and
to limited STM. Both of these sources are important
in somo task environmenta. Neither of thes appears
to provide the errors that occur, say, in a Sternberg
B paradigm. The current theory has implicit in it a
model of error, but whether it will work out i3 not yat
clear. It is worth stating because it transforms tha
theory in an fnteresting way.

Take STM as having indefinite length but being
sufficiently unreifable so that thare is an increasing
probability of an element disappearing entirely. )
gmether this is decay with time, with activity or what

=" not £8 secondary, The fate of each element {s somewhat
independent so that carly ones can disappear before lat-
er ones. This is the primary error source, from which
error propagates to all tasks according to rthe strategy
with which the subject operates. Such a strengthening
of the unreliability assumption will reinforce the
encoding hypothesis_ go that all tasks aust be dealt
with by encoding. The role of STM becomes one of hold-
- ing a few items after decoding (dumping into STM) to be
. picked up quickly by coupled productions, snd of holding
©o- a fow items strung out prior to enceding inco a new
. chunk. Thus the short term capacity is not the length
(or expected length) of STM, but {s cowposed frowm the
size of codes and the space for their decoding. For
. example, a short term capacity of gseven might occur via
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a chunk of three and four, with the STV nolding four
items reliably cnough to get them decoded and emitted.

has a capacity of seven. In particular the STM would
appear to be misnamed.

As we have-already mentioned, the theory is miss-
ing perceptual mechanisms, effector mechanisms and a
good theory of LTM acquisition. All of these are .
scrious. The question of how to acquire new.productions
seems Lo me the most gerious of all, In part this ie
because we know it to be a hard problem, whereas the,
others appear to be simply aspects that have not re-
caived their share of attention.

All existing theory is delightfully vague on the
mechaniem of LTH acquisition. It _is tied somehow to
amount of residemce in STM, measured either by time or
by rehearsals. But what is stored is left unspecified.
Proposing to create a new production makes clear that
decigions (by the system) must be made about both con~-
ditions and actions. The condition i3 essentially the
access path. The action is esseatially the content,
though it consists of both passive content (elements
to STM} and active content (operators). Since thare
is good, though indirect, evidence that humans do not
have voluntary control of the acquisition process (i.e.,
operators for constructing productions, which can be
part of actions), there must be some more automatic
process for learning. Xts structure is a puzzle.

" The fate of the decoding hypothesis is extremely
uncertain. The appeal of an indirect non-obvious
explanation of a major regularity in behavior must be
resisted. There are an immense number of studies whose
interpretation seem straightforward in terms of linear
gearch. Uutil the decoding hypothesis is shown to be
compatible with many more of these than the present
paper has considered, the hypothesis ahould be taken
ag a strictly secondary challenger. However, the
emphasis that it gives to the processes of coding and
decoding seems certainly on the right track.
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