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Prefage

In the midst ¢f the successful Apollo moon mizsions, 1 became
PR _f interested in astrodynamics. Fervunately, after being sent to AFIT,

I hed the opportunity to take the serusnce of astrorautical courses.
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" .} Soon after taking an astrodynamical puildance course, this thesis topic

caught my eye. Now, after trying my own hand at spacecraft guidance
schemes, even though only in two-dimensions, 1 can really appreciate
the complexities that must be involved In a moon wmission,
I wish to express appreciation to my advisor, Major James Punk,
Department of Electrical Engineering, AFIT, for his advice and help
in the completion of this thesis. In addition, the aid of Captain
David South, A¥FDL, who provided me with many reference papers, 1
gratefully acknowledged. Special thanks go to twe of my fellow !
(:3 students, First Lieutenants Phil Hollister and Denr - Naviu, for the i
many hours of cam?anionship, humor, and advice during che thesis

quarters.

Helvin L, Kagel
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Abstract

The feasibility of a re-entry guidance scheme that utilizes ballistic
flight to attain a variable curface range is investigated. The equations
of motion are derived, and the re-entry trajectory is divided into four
phagses: pull up, skipout, ballistic, ard terminal. The pull up, skipout,
and tg:minal phases are inside the atmosphere, while tlhie ballistic phase
is outside the atmosphere. The conjugate gradient optimization metknd is
used in the skipout phase to determine the re-entry vehicle control needed
to achieve the desired initial ballistic phase conditions., The cost function
uses the errozs between the actual trajectory and a reference trajectory
vhich is obtained by projecting a ballistic path into the atmosphere. The
equations for the reference tyrajectory are prescnted. Ballistic theory is
discussed and a parametvie selection technique is developed as a means of
determining the ballistic parameters needed for a specific range. An op-

timal control solution is found for one set of ballistic initial conditions.
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1. Introduction

Backgrouud

Consider a spacecraft orbiting the moon, prior te» a retura flight to
Earth, Thg time of departure from lumar orbit is deprendent upon many
variables, one of which is the Xarth's rotation., That is, the location of
the landing site wmoves with the Farth. The spacecraf: must enter the at-
rosphere within & certain time period so that the landing site will be
within range of its guidance gapabilities. In the case of the recent
Apollo missions, the maximum attainable surface vange was approzimatels
220 nautical wiles (nm) (Ref 1). Alternate landing sites were available
for the Apollo splashdcwns, but every alternzte site requires the use of
additional recovery ships and other resources.

70 eliminate the need for excessive tackup landing areas, it is de-
sirable to have a guidance scheme that will allow a re-entry vehicle (RY)
pore flexibility in surface range. Ideally, 2 spacecraft returning from
the moow wculd be able to land at one fixed location, independent of the
distance involved, including circumnavigation of the glcbe.

One method of attalning wmore surface range is by including a segment
of balligcic flight 1n the re-entry trajectory. 1f the spacecraft i{s made
to skipour of the atmesphere after initial eatry, it would them be on a
ballistic traiectory. Assuming the craft re-enters the atmesphere due to
the Earth's gravitational influence, the surface distance rraveled during
ballistic flight would depend only upon the s*ate of the vehicle at atmos-
rheric exit {skipout conditions). The skipoul conditions, ia turn, would
be a function of the ¢total range desired. (Vhen the torm range is used

slone, 1t will wmean surface range}.

. - — v %= wm
s AN et 45 8 ntn .
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Purpose and Scope

The purpose of this thesis is to investigate the feasibility of a
re~entry guidance scheme that will utilize ballistic fiight to achieve a
varisble surface range. The surface ranpe refers to the total distsnce
tetween the initial point of re-entry and the target point above the
landing site,

The main emphasis of thiz study is placed upon 1) finding the skipouc
conditions for A desired ballistic trajectory, and 2) optimally driving
the states of the RV zc those skipout conditions. The control nccessary
to obtain the correct states is found by an coptimization scheme.

The only type of re-entry considered directly in this study is ome
resulting from a lunar return flight, but extensicns to other types could
be made. Alse, the g forces and the vehicle nose heating are not directly

constrained.

FKethed of Analysis

The problem was attacked by dividing the trajectory into four dis-
tinct phases. The theory of ballistic flight was then considered in order
to establish the necessary skipout conditions. It was decided that the
normal method of calculating ballistic range ‘see eauvation (10)) would
not suffice for the problem at hand, becsuse tue range was dependent upon
two arbitrary vaviables. Consequently, a linear stepping technique was
devised which would allow ballistic range, and hence the skipout conditions,
to be an indirect function of only & stepping variable. Then, to simplify
the analysis, the terminal phase was arbitrarily assigned 3 fixed vaiue
cf range. This vas done by assuming that a terminal phase guidance scheme
could land the RV for a realistic ranpe of state conditions occurring

aftex ballistic flight.
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Emphasis was tnen placed upon finding a method (guidance scheme) to
attein the varfous skipout conditionc. Several unsuccessful methods were
initially tried. The first method was an attempt to derive z control law
from the derivative of Q. Equation (7) was solved for the angle of attack
ané,dQ/ds was defined #s8 the slope of a straight line between the actual
Q and the desired Q at skipout. This contzol law failed becausz it could
not contrel the inftial port of the flight, Jue to the amount of energy
involved.

The second idea was to hold the derivative of the flight path angle
at zero when the RV, during its upward fli{ght, acquired the needed skipout
angle. The idea was only partly successful because once the angle began te
stray fro= the desired value, the errcrs could not be corrected. In an
effort to make this second idea self-corrective, it was converted into
a second order approximation by rakinp the second derivative of & with
respect to range. The resulting coefficient of d6/ds was set equal to
2%u, and a control law was found by solving for the angle of attack (which
was contained in the coefficient). The control law cperated as a bang-
bang controller in an attempt to function properly. Since a violent con-
trol is undesirable, this method was put aside.

The conjugate gradient optimization techrigus was finally chosen as
2 suitable means of finding a control that would drive the RV to the proper
corditions. The conjugate gradient cost function for this prohlex is
based upon the differences betwcen the actual states of a re-entry vahlcle
and the states of am imaginary ballistic vehicle which is cravellong »n a
ballistic peth extended into the atmosphere. For a guidance schern to
function properly, the actual trajectory should converge to the projected

path before ballistic flight begins.

T v E
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Overview

The mathematical models are set up in Chapter 1I. The items presented
are the simplifying assumptions, the atmospheric model, the vehicle lift
and drag equations, a summary of the equations of motion (or states) and
the vehicle heating and deceleration equations.

Chapter III them goes into the problem formulation. A typical re-
entry trajectory is divided into phases and a method of range allocation
for the ballistic phase is developed. Included in the chapter is die-
cussion of some ballistic equationsg, development of a reference trajectory,
derivation of the equatigns needed in the conjupate gradient method, and
discussion of the computer requirements.

Chapter IV then covers the results of this study, while Chapter V
contains the conclusions,

There 4re three apperdices to this report. The equations of motion
are derived in Appendix A and the conjugate gradient theory is given in
Appendix B. Appendix C shows a plot of angle of attack versus the lift

coefficient.
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I1. Hathematical Model

Assumptionsg
The amwsumptions listed below were made in order to reduce the com~
plexity of the problem while retaining the most ifmportant characteristics.

1. All zotion 18 two-dimensional.

AL L N i A RS AT

2.

The Earth is non-rotating and ig spherical in shape.

3. The only bodies considered are the Earth and the re-entry vehicle.

A D g,

&, The Earth's atmosphere above an altitude of 400,000 feet is
neglected,

5. Below 400,000 feet in altitude, the atmospheric demsity is con-

sidered a function of altitude only, as expressed by the model )

p=pg e )

C:) . where p, is sea level density

.

6 = 0.0026703 sluga/ft>

W AR ERNRIS ook S kst M ¥ 1

and 8 is an atwospheric constant

B = 0.0060425211877 ££~1

PV o)

R 438

Aerodynamic Model

R e

In addition, it is assumed that control of the re-eniry vehicle
will be accomplished by directly changing the angle of attack of the

vehicle. The resulting lift and drag specific forces can be represented

- b T M 4

Ll ek ; s

0 SRS
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Dm é.i p V2 c, (3)

S
The iunverse wing loading, me 1s 1.18070 ftzlslug. The 1ift and drag co-
efficients. for a hypersonic lifting body (Ref 2), are represented as

Newtonian-Flat-Plate drag polars and are as showm.

Cy, = 1.82 sina cosa |sinal (4)
Cp = 0.042 + 1.46 |sina] (5)

For this vehicle model then, (L/D)max - 2
The assumptions and models are used in the derivation of the equa-

tions of motion.

Equations of Motion

The equations of motion were written relative to an inertial, Earth
centered, coordinate system. The equations {see Appendix A for the de~
rivation) are represented as derivatives with Tespect to surface range, g,

and they are listed here for conmtinuity.

9 _dh | R ens (6)
ds ds R

9% « q€Q., {tané (2-Q) - Rp §.sec6 0 Cp) b (N
dg ds " Re

4x3 « 48 . (L-1- Rp S_ secé ) 1 (8)
ds ds 1) 2m R,
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where h is the altitude above sea level, Q is an cnergy parameter (defined

in Chapter II1), & is the flight depression angle, and R = R, + h.

R, = 20925738 ft

is the radius cf the Earth, taken from Bate {(Ref 3).

Heating and Deceleration Equationg

Although vehicle nose heating and deceleration forces were mot directly
constrained, they were observed to insure that the magnitudes were reason-
able.

The total heat was cbtained by integration of the heat rate

1

= 2
%% = cheat p2 V secé g;. (8a)
7 1

where Cpo e > 2 x 1078 BTU'seczlféi'sluggi

48 the heating coefficient.

Deceleration was computed from the time derivative of velccity, i.e.,

8Y w ¥ gin5 - D (62)
dt Rr?

where y = 1.407654 x 1016 ft3lsec2 (from Ref 3) is the Earth's gravita-

tional constant,

Rl Oome a3 T 7 1A% L3S N TR TAP r F . 1w TS IS £ e AN RS R s T
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I1I. Problem Formulation

Phase Definition

To simplify the problem analysis, the re-entry trajectory is seﬁat-
ated into four distinct phases which are shown in Fig. 1 and are defined
below. A flat Earth representation {s used in the figure for ease of
fllustration.

1. Pull up Phase ~ -~ That part of the trajectory frem initial re-
entry at 400,000 feet to the point where the flight path angle, §, ini-
tially changes sign (from positive to negative).

2. Skipout Phase - - That part of the trajectory from the point
vhere § changes sign, as mentioaned above, to the point where the RV leaves
the atwogphere. The gufdance scheme is used iIn this phase.

3. Ballistic Phasz - - That part of the trajectory occurring above
400,000 feet, wnere ballistic theory governs flight. The state values at
the beginning of this phage are referred to as the skipout {so), or skip,
conditions.

4. Terminal Phase - - That part of the trajectory following ballis-

tic flight. It begins at 400,000 feet and ends with 2 landing on Earth.

Ballistic Theory

Ballistic, or free flipght theory is not new. Equations deacribing
ballistic motion indicate that ranges up to halfway around the giobe
(approximately 10,800 nm) are possible for values of Qgo < 1. Por Q. > 1,
greater ranges are possible (see Ref 3).

O is a non-dinensional parameter defined as

Qs ¥R (9
u
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400,000 feet
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The values of Gg, and &g {skipout conditions) are used to predict the
range attainable for a particular ballistic flight. Since many different
values of range are possible for the many different combinations of Qg
and 85,, the ballistic phase is where moet ~f the range adjustments will
be made.

An important feature of a ballistic trajectory is that it is symmetric
(see Fig. 5). 1If Q and § are known at the beginning of free flight, the
reflected skipout conditions will exist at the end of free flight, pro-
vided the initial and final radii are equal. The vehicle in this study
will leave and enter the atmosphere at the same altitude, so the states
of the RV at the end of the skipout phase must be a reflection of the

states at the beginning of the terminal phase.

Range Allocation

It was mentioned in the previous section that variation of the skip~
out conditions causes a range variation between the beginning and end
points of ballistic flight. The free flight range angle, ¢, is normally

calculated from

2
éso (10)

1+ Qqo (O, - 2)cos? 8eo

1-9Q., cos
¥ = arccos so

However, equation (10) depends upon two variables, Oy, and 6 both of

so?
which may be arbitrarily varied. Also, there is no unique combination of
Qgo and &g, for many choices of desired range angle.

‘ Finding a unique solution is possible by, in effect, reducing the
nunker of variables to one. This is accomplished by using a linear

stepping technique, which was arbitrarily selected in the form shown be-

low.

Y.
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Qso - Q]_ + (QZ - Q]_)A (11)

80 = & + (65 ~ 8,4 (12)

0< au alternate to equation {12) could be written

S50 = 8y - (6, - 8,8 (13)

where A 13 2 parametric stepping variable that ranges from 0 to 1, and
the numerical subscripts refer to the upper and lower bounds on Qgo and
8g0-

After selecting upper and lower bounds, the values of Qgo and 6.

necessary for a desired range angle are dependent only upon the value of

b,

Equations (11), (12), and (13) are ploried in Fig. 2 for an arbitrery

thoice of values, i.e,
Ql = .9 5'Qso-i 1.4 = Q2

B = 2" 2 8g 270 = 5y

Notice that only the magnitude of the flight depression angle is needed
for thig discussion. 1In Fig. 2, tne symbol 'x' corresponds to eguation
(12), the’ synbel '0' corresponds to equation {13), and the smsll symbol
'A' corrasponds to equation (11).

Using the stepping variable to find values of Qg0 2nd 630, from

equations (11) and (12) or (13), corresponding values of range angle are

11
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generated from equatior (10). The range angles, as a function of the
stepping variable, are plotted ir Fig. 3. Im that fipure, the gymbol 'x’
is associated with the 'x' in Fig. 2, and similiarly for the other axis.
Referring to Fig. 3 and choosing elther 'x' (equation (12)) or '2' (equa-
tion (13)) for a particular range depeuds upon the vange desired and the
slope of the range curves.

For short ranges, equation (12) would be used to find §,,, and for
long ranges, equation (13) would be used. FPor any intermediate range, the
rvange curve with the least slope would dictate which equation would provide
the least sensitivity to terminal errors in 8go+ Therefore, a logical
division of ranges is shown in Fig. 4, which is merely F g. 3 with certain
segnents deleted. Civer a dasived rang., Fig. & indicates which equatio-
is needed for calculation of the flight path angle since the syrbol ‘x'
implies use of equation {i1) and the symbol '0' implies use of equation
(12).

By exanining Fig. &, and the computer printout of data (not shown),
one can find that the ballistic rarge for the current choices of Q. Q2
81, and S is 34.5° (2070 am) to 346° (20,760 nm).

The total range angle, o, is depcndent upon how much distance the
remaining three phases can add. For simplicity, it would be desirable
for one or more of the cther phases to have a fixed value of attainable
range.

The terminal phase is singled out for this purpose, because the only
itenm of interest here is how much range can the terminal guidance scheme
cover. For the purpcse of this study, it i{s assumed thal a guijance »
scheme exists which will provide a nominal range of 1000 nm (choseu

arbitrarily). The assumed guidance must be able to use, ea inilizl conditions,

iz

AT L :-.“ -
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the values of Q and & which exzist at the beginning of the tereminal phase
due to free £light symmetryy.
The range contributed by the pull up phase and the skipout phase are

determined later from computer data.

Raference Trajectory

Tha cost function chosen for the optimization method is based on
errors between the actuil trajectory and s reference trajectory. (The
cost function is presented in the next c~ction).

The purpose of this section iz to present the egquations used to ob-
tain a reference trajectory for the skipout phase of flight. This refer-
ence path is simply defined as the projection, into the atmosphere, of the
desired ballistic phase trajectory {see Fig. 5).

To project the ballistic flight, one can use classical, two-body,
orbital mechanics (Ref 3) and the fact that the balliscic trajectory forms
part of an orbit. First, the values that remein constant for a particular
orbit (orbital constants) wust be found. 7The orbital constants are:
specifi: mechanical energy, E¥%,

2
E*-g---g (16)

specific angular momentum, h*,

h* = R V cos$ {15)
the eccentricity, e%,
2Cx pa?
et =, fi 4+ = (16)
uc.

and the length of the semi~latus rectun, p¥*,

pr - E:Z

(17)
u

16
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The angle from periapsis to the positicn radius vector is w.

v « arccos | 1. {  dali 1} (:5)
< ek R

If the values of Vg4, Rg,, 85, are used in equations (14), (15), and (18),
the values of E*, h%, e*, p*, and Vge &re then known and can be usnd as
ghown aext.

Let o) be the total range angle covered by the skipout phase. Let
0, be the actual range angle traveled by the RV at an- point in the skip-
out phase (see Fig. 6). Then, as the RV travels along, it has a particu-
lar value for R, Q, and § for each value of 0;. TFor the same value of
O, 8 corresponding R, Q, and 6 can be found for an imaginary vehicle
traveling aleng the projected ballistic trajectory. The equations used

tu calculate the states of the imaginary vehicle are given below.

Vp = Vg, (o7 ~ 05) (19}

R, = p* (20)
1+ e* cos v

Vp = \/2(Ex + L) (21)
Ry,
2
v
Qb ™ b Rb (22)
in
8 = arccos h* {23)
Ry Vb
J

18
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(:) The differences between the states of the two vehicles (one imaginary)

are the errors used in the cost furction.

Conjugate Gradient Equatioas

The equations necessavy to apply thz conjugate gradient method to
the skipout phase ar2 derived in this section, using the theory which is

explained in Appendix B.

The cost function to be minimized is

8 . _ -
J=.5[ fefAe + (Aa)B(Aa)]lds + [.5 o'F el ., (24)
8¢ it 4

The term added to the inte;ral is 1 penalty function on the terminal
conditions. The symbol Aa is tie change in control, and the vector e con-

tains the errors between the states of the actual and the reference tra-

(:} jectory.

B ot A

€h Xl(S) - hb(s)
e = eq | = | =z(s) - Q(a) (25)
es x3(s) - Gb(s)J
The welghting matrices are chosen to be
: -
Ay 6O
‘ A w 0 Az 0 (2¢)
i
: 0 0 A
%
: B = scalar 27
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i 7
PR, 0 O
F= {0 P, O (28)
0 0 Py

Thus, the cest can be written as

8 2 2 2 2
sinimize J = .5 | (e, A + g A, + eg Ay + (8a)” RB)ds
8o

(29)
2 2

2
+ .5(e, F; + eq B2 + &5 F3)sasf
To convert to a Meyer formulation, the integrand cf the integral portion

¢f J is wade {into a state and its differential equation is

dxg

2 2 2 2
-;-——- = .5(ep A) + eq A7 + e5 A3 + (8a) B) (30)
s

The other states are repeated here for reference.

4

b S E_ tané (6)
ds Re

dx7 S .1

*&;—- {tand (2-0) - Rp ; secd Q CD — (7
23 . ( L. 1 - Rp-g— secé Cp) 1 (8)
ds Q 2m

e

Forming the hamiltonian from eqaations (75), (30), (6), (7), and (8)
yields

un-xl.g::ans

21
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+ Ap(tans (2-Q) - Rp, e Bh S Q secd Cp) .
- Ra

gh g 1
+A(-1--1—Rpe secd C;) =
3t 2 ° 2a L™ r,

2 2 2 2
+ 24 Se A + o Ay e AL+ (8a)“ B) 31

The adjoints, from equations (76) and (31), are

d
:lil - [}.1 tand + 2, o %Q secd Cu(i-RB)
a
+ 2330 -2; secd Cy (1-R8)] %R: ~ Ay ep A (32)
dx, S 1 1
- A4 2q Ay (33

di S
3?3' = {A; R sec26 - Az(seczé(z—q) +Ro 523G tané secé)

+ A3 Ro %E CL tand 88C6] *%R-;- - xé eﬁ A3 (36)

Julal Y (35)
dg

= ), = constaat
The trangversality conditions are obtained by using equation (77),

where

é(x(sf)) - xl‘(st_) + .S(eg F, + ’(2) F, + e§ F3)a-sf {36)

22
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therefore

hylag) = feq )y, (38)
A3(8g) = (o5 ¥)og, (39)
Ag(sg) = 1 40)

Equations (35) and (40) imply that Aa(sf) = 1, therefore, no integration
of equation (35) is required.
Finally, equations (78) and (31) are used to find an expression for

the gradient, which must equal zerc for an optimal solution.

G(r) = - [8.76 A2 Q siva cosa + 1.82 A3(2coszu-sin2u)]

(41)

S_

{sezé sina sga(e) p 5

1
R} i;-+ Aa(Aa)B

The equations derived in this section were used in the conjugate gradient
algorithm (Appendix B) to obtain an optimal solution for the skipout phase

of flight.

Cowputer Methods

The necessary computer programs were written in Fortran IV language
and were executed on a CDC ©600 computer.

The pull up and skipout phases were programmed separately. For the
pull up phase, the states were integrated forward until the flight path

sngle went to zero degrees. The states at that point were used as the

23
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initial conditions for the skipout phase,

For the skipout phase, the conjugate gradient algorithm shown in
Appendix B was used. The state and adjoint equations were integrated using
a fixed step, Runge-Kutta method. A fixed number of points were necessary
to store the state values, which were subsequently used during reverse
integration of the adjoint equations. Good results were obtained using
arrays of 801 points each for the states, adjoints, gradiemt, direction
of search, corirol, and perturbated control (used in the alpha search).
The total conjugate gradient program used 42K of core memory.

For a set of skip conditions, the penalty terms were initially set
to zero while the integral term of the cost function (see equation (29))
was ninimized. Then the penalty terms were applied.

The conjugate gradient algorithm was teraminated when the cosﬁ did

not vary in six significant digits.

24
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IV. Results

The re-entry conditions of Apollo 10 warz used as thas initial condi-
tions for the pull up phase. A constant angle of antack (comtrol) of
54.74° was applied to drive the fligint depression angle to zero. This value
of control produces the maximum coefficient of 1ift (zee Appendiz C).
Consequently, tne RV does not penetrate the atmosphere tcs deeply srd the
nose heat rate peak tends to he minimized. The pull up phase end condi~
tions are summarized im Table ¥, where the states are h, 0, and 8§, The
value for velocity was calculated from Q, and the total nose heat is pro~

vided as a check for those interested irn physical limitatisns. The largest

deceleration force in the pull up phase was approximately & g's, which
occurred as the flight path angle went to zero.

The pull up phase final conditions showm in Table I were use:d as
initial conditions for the skipout phase. The skipout phase final condi~
tions were found by using a desired ballistic range a-d the parametric range
gelection equaticns, as explained in Chapter iII. To make the values of
Qgo and §g, come out nice the desired ballistic range was chosen as 16,924
am or 282.07 deg, therefore, from Fipures 4 and 2, 'RANGE ANCLE 1' asd
'FLT PATH ANGLE 1' were used. For the ubove range, the stepping variable is
0.4 which gives skipout conditions of Qgq = 1.1, &5, = -4 deg, ard of
course hg, = 400,000 ft.

The conjugate gradient technique was then applied for the selected
end conditions, using an initial guess of control of 71° (constant}. The
usual difficulties were encountered in application of the optimal theory
and in finding suitable values for the weighting matrices in the cost
function, equaticn (29). The problem with the matricés was that they

were sensitive to the skipout conditions and the skipout rarnge selected.

25
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Table X
Pull up Phase End Counditions

(values rounded)

Variable Tatcial Final Units |
Condition Londizion )
8 0.00 389.00 nm
b 400,000.00 218,259.00 £t
Q 2.00 1.72 -
é 6.61 -0.00 des
v 36,309,008 33,871,900 ft/gec
q 0.00 11,178.00 BTG/ £t2
Table II
Cost Function Weighting Values
Variable Value
A .1 x 1010
A, .1 x 10!
A3 .1 x 103
B .1 x 109
Fy .1 x 103
P, .1 x 1013
Fy 1 x 1083

26
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Hore séecifically, a set of weightirgs that minimized the cost under one
get of terminal conditions, would noi work using another set, i.e., the
zlpha search could f£ind no minimum. The weightings finally selected are
showa fin Table II, and after a few trial runs, a skipout range of 600 om
was finally wsed.

Convergen.e to the skipout conditions required 40 iterations, which
took 600 seconds of execution time. The conditions were reached with less
than 1% error, which resultaed in a ballistic phase range ervor of s~pprox-
imately 480 nm., The convergence errors are summarized in Table III, and
the optimal states are shown converging on the reference trajectories in
Figures 7, 8, and 9. The optimal control is presented in Fig. 10.

The maximym deceleratiorn in the skipout phase was 8 g's and the peak
heat trate was 385 BTU/ft2~sec. Both of these occurred when the control
vent to 90°, which gives maximum drag (see Fig. 10), at the begianing of
the trajectory. The total nose heat at the end of the optimal skipout
srajectory was approzimately 24,400 ETU/ftz. The skipout phase time of
fiight was 132 seconds.

The approximate surface range traveled for the entire fiight is

totaled in Table IV.
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Table IIX
<§§ Conjugate Gradient Terminai Errors
State Desired Actual 4 ‘
Value Value Error
h 400,000.0 399,763 0.9059
qQ 1.1 1.10346 0.31
Table IV
Total Surface Range
@ - (values rounded)
Range (nm) Ronge (deg)
Pull up Phase 380 6.4
Skipout Phase 600 10.0
Ballistic Phase 17,000 283.3
Terminal Phase 1,000 16.¢€
Totals 18,950 316.3
é
b

~
L/

32
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Y. Conclusions

A rs—entry guldance scheme that utilizes ballistic flight to attain
more surface range is feasible, although the deceleration forces and the
peak heat ra“e may be high at the beginning of the skipout phase due to
the sudden application of full drag.

The total surface range available depends upon the values of Qg, and
8go selected for the ballistic phase and upon the surface range assigned
to the other three phases. The ainimum and maximum ballistic range is
calculated in Chapter I1I for 0.9 < Qg, < 1.4 and 2° < &, < 7°. Using
the other ranges listed in Table IV, the total surface range available
for re-entry is between 67.5° (4050 nm) and 379° (22,740 nm). The max~
imum ranpe is greater than one circumference of the Earth. Por different
boundaries on Qg, and 8., in the range selection equations, shorter or
longer total distances are possible.

The conjugate gradient technigque is suitable for finding an optimal
contzrol, but the weighting values in the cost function, equaticn {29),
change as a function of the skipout phase terminal conditions. Consequent-
ly, a significant change in terminal conditions requires changes in the
weighting valuee,

However. due to the long execution time involved for convergence (600
geconds), the conjugate gradient method is an unrealistic choice as an
onboard, real time controllar. A real time controller is needed which is
capable of finding the contrcl necessary for the gkipout phase. The compu-
tation should be performed during pull up and could be based on expacted
pull up phase :erminal conditions. Adjustments would have to be made for
any errors between the expested terminal conditions and the actual terminal

conditions.

33
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Any furthar investigations in this area should be nmade using an op-
timal scheme that is better suited than the conjugate gradient method, to

meet teruinal conditions.
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Appendix A

Derivation of State Equations

The equations that describe the motion of an unpowered lifting
body (re~entry vehicle) in the Earth's atmosphere are derived in this

appendix, using the assumptions made in chapter II.

Coordinate System

The geometric relations used are shown in Fig. 1l. The coordinate
frame E is a locally inertial, Earth centered frame where axis E; is
aligned with the initial point of atmospheric re-entrv.

The coordinate frames, in addition to being right-handed, orthogonal,
and cartesian, were chosen such that each vector would be aligne. with
a certain axis. The coordinate frawmes rctate with their respective
vectors, therefore, thev also serve as a reference for the angle of
attack a(r) and the flight depression angle &(t).

Prom Fig. 11 the vectors can be expressed in matrix form as

- -~

R
{redius) Ry=10 (42)
Od
o
(velocity) V=tV (43)
0
L
(11ft) Iy =} 0 (44)
LO
-
0
(drag) Dy = |-D (45)
0
-8
(gravity) g« | R? (46}
]
0‘1

36
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D(t)

Earth

Fig. 11. Geometry of the Problem
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is measured.

or, in gkew-symmetric form

“M

to the E frame.

=9

The angular rotation rates are

0
wgy = | O
do
at
o
' Bl
ds
dt
0 -40
dt
de o o
at
0 o o
o -4
at
¥ 5 0
dt
0 o0 0

Co80

sing

" cosd

sind

The coordinate transformations are

~-sing

CO80

~gind

cosb

4

where the subscript refers to the coordinate frame in which the vector

(47)

(48)

(49)

(50)

where the equation ©pM is the angular velocity of the M frame with respect

(51)

(52)
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where transformation is from the frame denoted by the superscript to the

frame denoted by the subscript.

Derivation of the Time Derivatives

The next step is to equate velocity (acceleration) components ob-
tained through coordinate transformations, with velocity (acceleration)
components obtained by using the theorem of Coriolis (Ref 4: Chap 2).

Therefore, the desired equations are

N

Vﬁ = CM VN (53)
e i o R o
oy = G By + Ly * Dy (55
B = Vy o Yy (56)

Using the appropriate forms of equations (42}, (43), (47), and (52) to
substitute into the right-hand side of eguaticns (53) and (54), snd

equating the results, one obtains

~¥Y sin § R

Vecosd | = | Ro {57)

L o | Lo

From the first row of equation (57)

R = 4R . ~Y 8in § {58)
dt

Likewise, the second row yields

S N
o & " R cos & (59)

Following the same procedure for equations {55) and (56), one obtains

39
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0 - §5 cos 6+ L 4V (& + 3)
V= 1{(‘-2-81116-1) (60)

o] |

Use of equation (59) and rearrangement of row 1 nrovides

3-1€-J_c086~2c036-

3 (61)
a a2 R v
The final equation, which is givea in row 2 of equation {60), is
6-ﬂ=-‘-‘-sin6—0 (62)
dt B2

The equations just derived represent the motion of & re-entry
vehicle with respect to time, The equations will subsequently be re.~

ferred rc as the state equations or states, and they are summarized

below.
8h o vy atn 6 {(58)
d¢
do . ¥V cos § {59)
dt R
Vel ging-~p (62)
dt R?
96 w ¥ cog 5 -Y cos 6 - L (61)
dt  VR? R v

where, in equation (58), it was decided to use altitude tather than

radius. Since R = Re + h, the time rate of change is the same for either

variabl..

Change of Independent Variable

Time is the independent variable in the states above, but in the

problem formulation, surface range, s, is of interest. Conversion from

40




time to range as the independent variable 1s accomplished using equation
{59) and the fact that
8 =0 R (63)

Also, the range angle, o, in equatiun (59) does not appezr in any other
state equation, so0 it can be eliminated as a state.

The inverse of equation (59) is

a . R (64)
do VYV cos b
er
dt = B ___ a¢ {65)
V cos &

The derivative of equation (63} {s, after rearrangement

d = 48 66
o R, {66)

Substituting for do, equation (65) becomes

dt = R ds (67)
V cos § R,

Repiacing dt in equations (58), (61), and (62), and after multiplying,

the new states become

8k o . R_tan {6)
ds Re .

Vo (¥ tans--BE___y1_ {68)
ds RV Vcos§ R,

8. u .- LR y L (69)
ds V4R V2 cos & R,

with surface range as the independent variable. Since the time of flight

is not of primary interest here, the equations are novw in a more useful

O
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form. Also, the numbe: of equations to be integrzted has been reduced

fr.wu four to three. However, one ~hange remains to be made.

Q 25 a State

The states are currently written in terms of R, V, and §, but the
charts and equations which cover baliistic theory are written in terms
of Q and § (see Chap III). Comnsequently, it is advantageocus tc have Q
as a state rather than V. The derivation of d9/ds follows, starting with

the definition of Q.

Q = V2R/y (9)

The derivative with regpect to range 1is

€Qal (2 ARy 2rpd¥) (70)
ds ¢ de ds

Substituting eguaticns {6 ) and (68) for the derivstives on the right

pide, and rearranging, yields the final fora.

40 = {tan 8 (2~} ~ Ro S ges & G Cp) = (7)
ig ] R,
The vaiue of velecity, if necded, is found from zquation (9), i.e.
Vv = /Cu/R {71)

Equaticas £58) and (6%) must now be rewritten in teras r® £ new
state, . The {inal form of the stat: cguations used for simulstion sre

supmarized here end in Chzpter 1.

ﬁltﬁaroi-tans 16 )
ds dg {y,

éx . ﬂg,- {tan § (2-G> -2 p E sev & o) Cr) 1 7
ds ds ] R

(]
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_d..x}..ii-(.}lwl-!lpisecécl‘)-l-—- (8)
ds ds Q 2w Be
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Appendix 8

Conjugate Gradient Theory

The general theury of the conjugate gradient minimization technigue
is covered in this apperndix. Alzo, the computationsal algorithm usz2é to
f£ind the optimal control is preserted. Muck of the materizl beiow is

“+en directly from Ref 5.

Gengrel

The coojagate gredient wehod (Psf 53 ia a minlmizacion techaique
that can be applied to optimal control problems. A ~-.iution regquires
knowledge of the gradient trajectory, its nora, and the actual direction
of gearch. The search direction is found by use of the norm to modify
the gradient directica, consequently, each search is iﬁ the conjugate
direction. Thus, even for a poor initial guess of the optimal contrul,
the method tends to ccnverge.

There are a couple of disadvantages to the conjugate gradiemt tech-
nique. PFirst, the methcd applies only to unconstrained problems., How~
ever, if terminal conditions or inequality conmstraints are present, pen~
alty fuactions can be used to convert the problem to an unconstrained
form. A second disadvantage is that it is unable to distinguish between
a2 local and a global minimum, which i{s a fault comzon te wost minimiza-

tion schemes.

The general problem formulation is for the Meyer form of an optimal

coantyol problem.

minimize J = 6(;(t£)) (72)
subject to x = f(x,u,t) (73)
x(t,) > constant (78)
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where x 1s an n-order state vector, u is an m-order comtrol vecter, and
the initial time t, 2nd the firal time t, are fixed. Subsequent discusaion
of © will consider only m=},

The Hamilitonian is

n
i=1
vhere the adjoints are
da o
-‘--’:.‘ had z Aj ‘E—fi . i-l" [ .,ﬂ (76)
dt g=z x4
and
3
li(tf) - --!—- 'Y iulgo » sy (77)
3‘1 t=t¢
The gradient is
3R -
G{un) -iu- (78)

A necessary condition for x to be an optimal state trajectory is
that the gradient equal zero for the optimal contrel trajectory. Thus,
the optimal control minimizes the Hamiltenlan. The algorithm described

in the pext section is an itezative process used to find that control.

Couputational Alporithum

After the Hamiltoniaa, adjoint, and gradient equations have been
derived, the optimal control caa be found by following the steps listed
below., The subscript i refers to the previous value.

1. Selsct an arbitrary control trajectory (often chosen ss a con-
stant) and use it to integrate the state equations forward. Proceed to
astep (3).

2. Perform an alpha search. This consists of finding a distance
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a', such that
J(ui+1) - J(ui + a' si) (79}

is minimized. This requires forward integration of the states until
equation (79) is satisfied.

3. Integrate the adioint equations backwards zs a function of the

final state values.
4§, Compute the gradient from the states and adjoints.

5. Calculate a new direction of search s' according to

] - Y ] ]
B " Sty (80)
with
¢ . 2 tige
Biyy = lleg, Hrilest] (51)

where the norm is defined as

te

Hell = [ ¢f a | (82)
 d
(+]

For the _.izfal iteraticm, si = - G1
6. Repeat steps (2-5) until the value of cost in svep {Z) changes
less than some tolerance. The current value of control i~ step (2) will

be the optimal control.
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Appendix €

Plot of Lift Coefficient versus Angle of Attack

This appendix contains a plot of the coefficient of 11fL versus
the angle of attack (see Fig. 12). The equation for the coefficient of
1ift is found in Chapter II and is repeated here.

C, = 1.82 sina cosa |sinal

The maxioum value of Cj occurs st an angle of 54.74 degrees.
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Fig. 12. Lift Coefficient vs. Angle of Attack
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