AD-766 809

APPROACHES IN SEQUENTIAL DESIGN OF
EXPERIMENTS

Herman Chernofi

Stanford University

Prepared for:

Office of Naval Research

11 May 1973

DISTRIBUTED BY:

Nationa; rechnical Information Service
U. S. DEPARTMENT OF COMMERCE
5285 Port Royal Road, Springfield Va. 22151

mmadi

e i kb n b AR R b it

A by ba vasaind B ISR

DU

e bl LB b 04t

et o A namei3h RadAn wa



N
Loy

A

W
=
S

Ak

R
Hede
e
&
A
o

“ ¥
&
o
TENC
.‘k

o~

ﬁﬁ?%ﬁ%@@

B

. 7 it
E A4
=" “g%%;- poi

Ay

rebet

s

:f'u‘ i

P f{‘?:

e
3l
LA,

]
APPROACHES IN
SEQUENTIAL DESIGN OF EXPERIMENTS
By
HERMAN CHERNOFF
TECHNICAL REPORT HO. 77

MAY 11, 1973 E:} f:? 521

'; SEP 25 1873

i.;‘.)l...-g 3w LﬁLé 5
C

PREPARED UNDER CONTRACT
HO0H14-67-A-0112~0051 {HR-042993)
FOR THE OFFICE OF HAVAL RESEARCH

;,) Jhoar TR b AL
i LMATIO ta o vir

DEPARTMENT OF STATISTIC o
STANFORD  UHIVERSITY ?rtﬁgﬁﬁﬁﬁﬁyéﬁf“?~gg@g§?Wmm?

n (}i ""@3 i*’? }?Xﬁﬁ .
seor0, chctromia | ] = I

”“”’m«




] 1ED . ) ;

Security Classification .
. DOCUMENT CONTROL DATA - R&D ]
(Soourity slosaifivation of tils, body of abeivs ot and indoning snnsiotien sust s eniesnd when G ovwself fapor Io 8o siied)

1. ORISINATIN @ ACTIVITY (Comperaie auithed 20 REPOAT SECPAITY € LAINFICATION
DEPT. O STATISTICS .
STANF'ORD UNIVERSITY, CALIF. Ty

3. REPORT TITLE
APPROACHES IN SEQUENTIAL DESIGN OF EXPERIMENT

T4 OMICRIPTIVE NOTES (Type of repert and Mmsivsive doioe) 1
TECHNICAL REPORT

3. AUTHOR(S) (Losi name, Bl neme, MINED

CHERNOFF, Herman

¢. AEPORT OATE Te. VOTAL NO. OF PAGES 75 NO. OF REPS
May 11, 1973 Ja-Hy 84
As. CONTRACY OR GRANT NO. 88 ONOMATIR'S REPORY NUMBENE)
NO0Q1LLE~67-A-0112-0051 '
b PROJRCT NO. #77
o, NR-0U2-993 DL QTNER REROAT NO(R) (Any othat mumbore ol moy be seoianed
P

10. AVAILARILITY/LIMITATION NOTICES

Unlimited

10 SUPPL ENENTARY NOTHS 2. SPONSORING WILITARY ACYIVITY
Office of Naval Research

Arlington, VA.

. o e e

13 ABSTRACTY,

. !
Sequential design of ‘experiments refers to problems of inference }
characterized by the fact that as data accumlate, the experimenter can !
choose whether or not to experiment further. If he decides to experiment |
further, he can decide which experiment to carry out next and if he decides ;
to stop experimentation, he must decide what terminal decision to make, }
The literature contains two broad types of general approach and ;
several umajor classes of applications. One general approach is that of .
stochastic approximation. Three variations are the Robbins-Monro methods, ‘
Box-Wilson response surface methods and the up-and-down methods. The
other general approach consists of finding optimal or asymptotically f
optimal designs, generally in a Bayesian decision theoretic context.

Special classes of applications include survey sampling, multilevel l
continuous sampling inspection, selecting the largest of k populations, b
which inaludes clinical trials and two-armed bandit-type problems, screening !
experiments, group testing, and search problens. _
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Herman Chernoff
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1. Introducticn

Sequential design of experiments refers to problems of inference

s ev i e AR Gt

characterized by the fact that as data accumulate, the experimenter
can choose whether or not to experiment further. If he decides to
experiment further, he can decide which experiment to carry out next,
and if he decides to stop experimentation, he must decide what terminal
decision to make.

In principle, ordinary sequential analysis, where there is no
choice of experiment but where one must simply decide whether or not

to repeat a specified experiment, is a special if slightly degenerate

case of sequential design. The same can be said for double sampling,
where the experimental choice reduces to selecting the size of the first
sample and, given the outcome, the size of the second sample. Indeed
double sampling may be regarded as the origin of sequential analysis

and hence of sequential design of experiments. With the exception of

a few references of special interest, we shall avoid the discussion

of these degenerate cases, and we shall concentrate mainliy on problem
areas and theories where there is a choice of experimentation after

each observation. We shall do this in our search for general insights
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even though double sampling is probably of more practical interest

than the remainder of sequential experimentation.

In recognition of the importance of a theory of sequential design,
Robtins [Rl1] propcsed the two-armed bandit problem as a prototype
problem of possibly Tundamental importance. Two variations of the

sinplest wvarsion ars the follosing. Ia both there exist probabilities

12 and P, correspending o the probarility of success with two arms.

Selecting an observation from arm 1 leads to a success with prcha-

bility p.s 1=1,2 . The two slternative hypotheses are Hy: (pl,pe) =
l\plo)pzo) a.nd ‘C\: \Pl'Pg) = tpeo'plo) Where plo and P20 are

distincs specified prctabilities. Thus one knows both prebabilities,
but one doesn't know which corrssponds to which arm. Each hypothesis

is assumed tc be eaqually 1iksly. After each observation the experimenter

may seiect the arm f¢ be usad nex* until N observaticns have been

taken. In cne variaricon the ob,sct is to make the cheices so ae

+0 maximize the probabili~y of deciding which hypothesis is true after
th . . . . _—

the N observatios. Ir the othar variation the object is to maximize

tha expected tetal rnumrer of successes in N trials. The second version

is the one usually referred t¢ as the two-armed bandit problem and
seems *to ~coufront the msjor issue more directly. How does one compro-
mise betwsen the aqticipated cost and the value of the information?
For in tha*t problezm tns choice of the arm less likely (according to
the posterior probability) to have the larger probability would consti~

tute a sacrifics Jf immediate gain 1n the hope of information which could
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lead to ultimate profit.

Ae a protctype this prcblem was artacked vigorousiy, but the
results implied that this problem faslied as & 8240 prototype, at

least in ite immediate interpresaticn. The main resuit. which was

] A PTTTYATT TETEET PR W AT 85 I

surprisingly difficult to estatlish [F51,

MR e 4 i

: always cails fer the use
E’ of the arm most likely w0 have the highsy probarilit; and hence does %
? not yield a useful compariscn of cost with iaf-rmation. The varia- 3%;
‘Z tions of this problem where this reswult® doeg nct appiy did unot g;
% seem to have any ciearly generaiizable interpretatizn. These varia- g%
E tione involve imposing differsnt pricr dietridu‘ticns on (pl,pg) . %
; Note that the original prcblem correspends tc a twoc-paint prior dis- ;ﬁ
% tribution with probability allcrared to the twe prinnsg (plo, 920) and é
:3
(pQO’plO) . .

A problem which is currently of ccnsiderabls 1nter:sst in pattern

i R RATER A TR VRS T

recognition prectiems is fundamenraily related to s«quential design of

experiments; although strictiy spcaking there may be no novel experi- 3
E mentation. Here the guesticsn becomes 022 of w-ich functions of the E
; aiready collected data should be studied. For exampi2, on2 may have ;
Z samples of cardiograms fcr rermal people and for pscple having had %
E" heart sttacks. One may wish to develsp a merhed of ciawsifyving a jé
& given cardicgram intc one of these twc categories. What aspect of i’“
¢ 3
i the cardicgream shculd crne study? One may se.2¢t first aome simple :
‘F function of the da‘a (cail=zd a meatwure ir. the pattern r2cogrition %
9 litersture). To the extent that the uvse of this feat re can only

\
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do part of the job of classifying, one may attempt to look for addi-

tional features sequentially. Although the data are completely avail-

able, the process of selecting new features is equivalent to the

carrying out of additional experiments, as is practiced by the physician

who diagnoses an illness by a succession of "tests". Both of these
cases have one aspect in ccmmon which separates them from the main

body of the literature on sequential design of experiments. In both

of these the result of the nth "experiment" is statistically dependent

on the previous results. However, most of the literature in sequential

design of experiments concentrates on problems where once the nth

experiment is selected, its outcome is independent of the past. Indeed

an experiment can be repeated (independently) several times in such
problems, whereas a repetition is useless (except to correct for exper-
imental error) in the cardiogram and diagnosis-type problems.

The literature in sequential design contains two broad types of
general spproach and several major classes of applicetions.

One type

of general apprcoach is that of stochastic approximation. Three varia-

tions are the Robbins-Monro methods, the Box-Wilson response surface

methods, and the up-and-down methods. These variations apply to the

estimation of characteristics of a regression function and use the data
to dstermine the next level of the independent variable at which to

measure the dependent variablie. Typically no attention is paid to

a stopping rule. The other general approach consists of finding

optimal or asymptotically optimal designs, generally in a Bayesian
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decision theoretic context.

Special classes of applications, about some of which little will

be said here, are (1) survey sampling, (2) multilevel continuous i

TR LT DT R TR v I A T PR BT T T 4y

sampling inspecticn, (3) selecting the largest of k populations, (4) %
screening experiments, .5) group testing, and (6) search protlems.

While one would expect Monte Carlo sampling tc b2 one of these classes,

(3] kPl igs SRl Aar Jr 0ty

the literature seems t~ lack interest in the sequential selection

of simulaticn experiments. There are a few miscellanesus categories

such as "forcing experiments to be balanced" and soms process control

Sl L Ty ot £ A0 s 2

problems which also deserve mention.

This paper consists of two major parts. One is devoted to the

more general apprcaches, the other to the clesses ¢f applications. £
2. Stochastic Approximation %
I3

The Robbins-Mcnro [R4] method applies to the following problem. Eg

Y&

Corresponding %o a choice x of the "independent variable", oue ;3
i%

observes the dependernt variable Y(x) with non-decreasing expectation ‘3
Vi

; 3

M(x) = E{Y(x)j . It is desired to estimate 4, that vslue of x §§
f4

for which M(x) = a for scme specified value « . Starting with an 53
E

initial guess X successive choices x2,x3,... are made according g%
e
t

= - -aj §%

Xn#1 = *n an[Yn(xn) i %3

3

for some specified sequence {an} . The sequence {xn} serves both i

a5 the successive estimates of 6 and as the experimenial levels of

Wwn
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x . Since Yn(xn) - tends to reflect how far x is from 6,
the above iteration represents & correction for overestimates or
underestimates. The (& n} sequence represents the extent of the
correction. If the a  were bourided away from zero, the successive
terms would tend tc¢ fluctuate by an amount determined in part by the
variance of ¥{ xn} . If the a n —+ 0 too reapidly, the corrections
might not build up fast enough to correct for an initial error. How-
ever, if a - 0 at a suitable rate, it is possible to show that

X, =X with probability one under weak assumptions concerning the
distribution of Y¥{x) . There is an extensive literature to this
effect which indicates that the method requires little but that

M(x) >a for x>6 and Mx) <a for x< 6.

While very little is required of the sequence (an), what does
seem remarkable is that with a proper choice of {an} this method,
which confuses design level with estimate and which ignores the past
except for the last estimate and the number of observations, is asymp-
totically efficient. Hodges and Lehmann [H6) have shown that if
Y(x) has mean M(x) = px + & and constant variance 02, and
8 = ¢/n, then 6 = ;3’1(a~£>) and

2 0'2 <:2

E(Xn+l-9) £ m if CB > 1/2 .

It follows that if ¢ = f'l, this method has asymptotic efficiency

one for estimating 9 in the normal linear regression problem where

the slope B 1is known bul the y-intercept & 1s not known.
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Some refliection based on the following facts will help explain

this resuit. 1If the regression is linear and 2 1is known, the effi-

A
ciency of the cenventional estimate &, of & 1is indeperndent of the

design. Indeed %n = 'Y'n - s;c'n has variance n'lca, and the corres-

A Y - - - e
ponding estimate of 5, Eh+l = B ‘[a—(Yn~jxn)] has variance n la 2°

N A A 1
e 1, is selected to be €&, thern ¥ w8 e e | 1.
Morecver, if X, is lect N 1 s T e 1Yn~a,

Finally in the case where £ is no?! known. the asymptotic variance

- «d -
of the conventional estimate of 6 is 8 202{l+sp“(xn-6)2} where

n

“ - -2

si is n 1 bY (xi-xn)' . Thus the results of the known £ case can
i=1

be approximated as long &S I;-G is small ccmpared tc 5, - In the

stochastic approximation case using the sequance a = ¢/n, there is
4

no prior kKnowliedge of 6 to insure thsl ¢ =g~ . However, as

$ed

data accumulate on2 would hopefully obtain a satisfactcry =stimate of
g providing the successive x, are rct toe clese to eacr other. This
proviso was achieved by Venter (V1] and Fabiar {FL,35} by L2 expedient
of separating the design and estimation functicas of , That is,

-
they use z, asan estimate of € and sslect twe levels 2z + ¢

n

and zn - at which t¢ draw successive onservations frem which an

estimate of M!'(8) is derived as well as an estimate of 6§ .

These revissd versicns of the Robbins-Monro methcd have some cf
the robustness property of the original methoa. Furthermore, with

regularity conditicns under which M{x) is lccally linear (and smooth)

with slope £ at x =0, VH(Xn~9) is asymptotically normal with

" 2, 2 . . .
meann O and variance o /ng° where a is the number of observations.
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This is the best one could tcpe for in the case of normal linear

regression.

The svggestion for separating the design and estimation functions

of X, was implicit in the earlier generalization of the Robbins-Monro

:
<
1
H
]
A
»
3
3
b

method by Kiefer amd Wolfcwitz {K2] to the problem of locating the
velue 6 of x ai which M{x)} achieves a maximum. Just as

-sgn['{(xn)‘a] estimates sgn( e«xn) and points in the direction of
& from X,

ir the R-M probiem, so dces sgn M'(xn) peint in the

direction of 6 from X in the K-W method. Here [M’(zn)] is

TR T S B AR, B3 VR 5 YO ] S TR AT AT
BT T

estimated by [¥(z +c_}-¥/2z -c_}]}/22_ and the K-W method uses
non non n

. 8 [Y{z *c ) -¥(z -c ) ]

ntl ~ “n ¢,

) . B o RO ol Sl ¥
G avtor A SRR ARG BT Y ¢ A St e d SN TR e
bir ot . RTIa 05 e 3 5w At o SF s 2h s 2 %

Ly i s A dunde
~nN
4
[

”~
2 -2
wher - 0 that Za =w, fa ¢ <o < w .
] ahere &, c -0 | 8. » T8 e s I8 .cp (e.g.,
°1 "1/3\
5 =n o] L ¢ ) .
> an 5] n F e )

Verter {v2] and Fabian {F1,3] have also generalized the K-W scheme
tc obtain procedures which corverge in general but which are asymp-
totically optimal if the local behavior of M(x) at 6 is smcoth.

This werk has been 2xtendsd to several dizensions. Relatively little

pedeh U e BT

attenticn in the literature has teen paid to stopping rules.

The price paid for the robustness of thege methods is that their

behaviur depends mainly on the nature of M(x) for x close to 8

and do not take advar‘age of erxtra knowledge. Thus in problems where

Y(x) depends in a known way upen several unknown parameters, it could

be pessible Lo develop more efficient if less robust sequential estima-
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tion techniques. 1In particular, for estimation the 12.CL

¢oft the
Probit model, the efficiency of the '"best" Robbins-Monro methed

relative to a locally optimal design is onmly Hid.

A parallel development to the Robbins-Monrc, Kiefer-Wolfowitz
methods was the stochastic approximation methods of Box-Wilscn { m1l),
which gave rise to a literature using %he t2rms "resperss surface”
and "steepest ascent" and "rotatable designs'. Priacipally designed
for multivariable epplications, one ctserves Y{x} fcr a szt of
points x in k-dimensional space. Approximating EY{x) vy a plane
surface, one estimates the direction of sicepest astent {gradient)

and moves in that direction. Alternatively, one caa apprs ximate

EY(x) by a quadratic surfare and eatimates the point a* which the
quadratic is maximized. At each stage *he estimatel paramsters are
ugsed not only to estimate the loca‘ioa ~f ttrs maximum bu o suggest
another set of values ¢f x abt which to take addi::cnal cbservations.,

Rotatable designs are a special class of designs us=4 around the

point of interest [B5,61. The gensral approach is rat-er pragmatic

and informal ccmpared with the methods propcsed by Robhitis and Mearo,
Kiefer and Wolfowitz, and Fubian and hence are less amsnabie to gys-

tematic anaiysis and evaluationi, Cn the cther hand, as these more

formal methods develcped they tended to ressmbie +hke Bog-W:lson approach

more and more.

A veriation of the Box-Wilson upproach ses Partan, a methoed

developed by Shah, Buehler and Kemptherre (S2]. It replacss the
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gradient or steepest ascent approach by a more sophistirated veria-
tion which combines two successive gradients in a method which is
successful in speeding up ccnvergence for deterministic problems and
is apparently effective in the stochastic problems dealt with here.
A review of the literature on response surface methodology was given
by Hill and Hunter [H5].

A somevwhat more specialized method of stochastic approximation
aepplied in quantal response problems is that of the up-and-down method,
introduced by Dixon and Mood {p3]. It is desired to estimate the
dose x for which the probability of response assumes a certain speci-
fied value a . The pessidble dose levels of the experiment are equally
spaced (poesibly in a logarithmic scale). If a dose at level x
leads to a response, the next dose applied is one step down and if
it does not lead tc response, the next dose applied is one step up.
When the investigator terminates sampling, he estimates the parameters
of the mcdel by some method such as maximum-likelihood. A considerable
number of varlations of the basic approach have developed. See
{C7, D1, W2]. For quantal response problems, this approach has a
potential advantage over that of the Robbins«~Monro method in that the
associated estimation procedure makee use of the specific model applied.

In doing so it of cours: loses the all-purpose robustness properties

of the Robbins-Mcnrc method.

3. Optimization Approaches

In principle the problems of sequential design of experiments can,
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by assuming & priori probability distriburicns acd cost functions, be
reduced to optimization problems which can be solved by backwaerd induc-

tion. This idea has been exploited by Writtlz [W2]), who ussd it %o

TR <meva%7WWPWm“<WWW T

g

set up a functional equation in terms of posterior probability distribu-

tiong. However, the approach hLas been effective on very few ra‘her

T SN

simple problems. The insight provided by *t¥is statemes’ ras limited

value in most statistical problems.

It 18 nct uncommon for investigators to use a myopi: version of

backward induction.

Here the experimenter asks, after the cutcoms of
each trial, "If I have at most one more experiment *o perivrm, which

if any will I perform?" In many cases this msihcd seems o yi=ld satis-

factory resulis. I say “seems” because cone seldom compares it with

cptimal procedures.,

One case where it has teer us2d is in medizal diag-

nosis [G2). In principle this idea is alsc used 12 sterwise regression

plaesss

Y

techniques for building up a good set ~f pezdicwory variabies,
It will be informative %c see hew tzis mycpis polizy works in a

completely different context. Tc maximize a fuictica fix), xe;ET;

. <h .
by the gradient method, one adjusts the n” estimatzs by
af
X = X + h 2= (3
n+l I ax ¢ n)

wheve Bﬂ/ax represents the gradient or rectcr -f partial derivatives

with respect to the components of x Tris metrod doss nct specafy

Fd st v . o
o B S\ B0 E SbE rh AR IR AR AL s N Sl G AR PR @ 22 M

the value of the scalar of h . A speciai versios call

led the optimal
gradient method selects h %o be thar valve for which fix +h of {x))
n 3x ‘'n
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assumes its maximum. This can be regarded as a myopic sequential
optimization procedure. Applying it to the function f(x) « -(xiﬂ:xg),
the gradient is (-2:1, -2cx2) and an initial approximation

X = ("1”‘2) to the point (0,0) which maximizes £ 4is followed by
x* =x +b3tfax, where b= nCYlen®), xg - xy(c-)/(onP),
xs = x(c-1)/(1+0°), and u = cxy/x, . The value of £ is reduced
by & tactor /1 = (c-1)%/[en®]enP] . Bince ur = exg/up Y,
this factor dees not change in successive iterations even though 1
alternates between the above value and h* = 2{14°)/ [c®] . On the
other hand

£(x) = ~{[x(120) ¥ + [x,(1-2¢n) )

could be much more rapidly reduced by alternating h between /2 and
1/2c .

For this particular function, if we assume no round-ofZ error,
alternating h between 1/2 and 1/2c accomplishes the maximization
in two steps. In general, when f represents only the main term in
the expansion of the function to be maximigzed, and there are round-off

errors, two iterations will not suffice to reach the maximizing point.

The above example illustrates that the rate of convergence can be faster

than for the myopic poilcy called the "optimal gradient method" if the
values of h are chogen with due attention to the characterietic roots
of the quadratic form approximating the function to be maximized.

Two slightly less myopic policies which are probably more effective
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and correspondingly more difficult to execute are the following:

of a two-step backward induction at each stage. 2} At each step

ask vhether there is an experimant e and a nuber of repes.-i*.;oge‘ n

so that the statisticlan would prefer = independent repetiticns ) R

of e to any other (e*,m*) and to stepping. If sc. selsct e for

the next trial. Appu'cntly until recently this ltf hex nppzmh hu
been used only. to detersine reasonable stopping rﬂu i p*cblm ﬁﬁh

no cholce of axperimentstion (A3, C2). Recently Gi% Giine ana gms ﬂf}il

hl'a used & variation of this idsa effectiveiy to gaiz rew ’*might

in the two-armed bandit problem by evaluating a choice in terms of

how good it would be if we M t0 use that choice *-léér‘ameij. 7

Asysptotically Optimal Procedurss in Tea'irg Hypcubeses
Large niple theory provides usefil insigher in statistical problems

for two reasons. First, the derivaticn and simpie expression of approp-
riate distribvutions are easiest for sampi-~ sizeg ¢f 1, 2, and = ,
BSecond, as sample size hecomes ia.rge . many differarr philcsopbical
approaches lead to results whick are similar,a*d wiile uniformly

best procedurss are generally aonexisten': fur finite sample size,
asymptotically optimal procadures do exas%. It was hrped trnat large
sample theory would provide insights whick migre p.rmi+ cne tc btypass
the need for backward induction. AR we sball see lan:r; thus is rela-
tively trivial 4r estimation problems wrere locally optimal designs

yield relatively efficient procedures eas:ly.
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In testing problems, the situation seems more diffioult. Buf' gi,

even here simple asymptotic results yield useful insights. In sequen- %

k‘ tially testing of a simple hypothesis H,: 6 = 6, versus a simple f
alternative Hz; 9 = 92 where the successive observations

5 XpsXgseeesX 500 are i.i.4. with density f(x,6) the admissible

procedures are the sequential probability-ratio test with limits A

n
and B, B<1<A, onthe likelihood~ratio A = 1 [£(X,|6,/£(X,]8,)] .
- = noia 171 172

In a Bayesian framework with initial prior probebilities gl and ;2 =
l- 51’ a cost of sampling c, and regrets for deciding wrong r, =
) r(6,) >0, i = 1,2 +he Bayes procedure is determined oy appropriate

3%
i
?
e
P
B %)
',
2
"
i
p%.
3
Fe. %
&
‘35
%
£
fr X
L

limite A(gl,rl,ra,c) and B(gl,rl,ra,c) . As the cost of sampling

¢ =» 0, the appropriate sample size - » and this 1s derived from the

ZRR AR

fact that log A-»~ and log B-»~» . In fact, log A =~ log B = -log ¢,

L
]

el

the posterior risk upon stopping as well as the posterior probability of

being wrong is of the order cf magnitude of c¢ and the expected sample

R IS 8 S FON P T O DRI e IR R, BT R AT B T

TSP WY PR ALEFS L 0 S Y

size is given by

\ . _~log ¢ _ _-log ¢
ORI Cron B AU Cvoy)

2 271

10 OB QISR e A 1,
) ireesa

3
;
£
3
3
]

where I(6.9) = Es(log,ff(x, 8)/ £(X,0))) = [ loglf(x,8)/£(x,9) ] f(x,8)dx

is the Kullback-Leibler information number. Indeed the main contribu~

tion to the risk or expected loss is the cost of sampling, and this is
given by

-¢ lcg =~ -¢ log ¢
R(8) = Z"e'l,"ea?'j and R(,) =~ 1"(—192, 9‘1'7 ‘
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In effect, the importance of the Kullback-Leibler information number

derives from the fact that 1(91,92) measures hcw fast the posterior

probability for 92 approaches zerc when 91 is the true state of
nature.

This simple result for sequentially testing simple hypotheses where
there is nc choice of experimentaticon suggests that if one had a choize
;¥ experiments to perform at each stage, the appropriate choice voudd
depend on I( » 8.,e) the Kullback-Leibler mumber correzsponding to
data from experiment e . Indeed if I(4 1 2 ) > I(8
I( 92,91,91} > I( -,), it seems clear that e, 1s preferable o
& - But if the last inequality is reversed, then e

1.’ 2’ e) and

1 is prefersble

to e, only if Hl is true. The obvious implicaticn is that if

the data strongly suggests Hl i true, one should select the next
experiment ¢ maximize 1(91, 6. .,e} provided the evidence is not so

overwhelming that it pays to stop sampling.

Suppose now that we move to the more complex proolem which involves

composite hypotheses with a fixed experiment. Tne simplest case is

where t{l:9= 91 and H2;6= 92 or 63. Suppose 1,6,‘,91 start

out with initial pricr probebilities clO’ 520, 530 . After n

observations the posterior prcbabilities are gln’ on? gin’ and

assuming H.L is true,

-nI( 91, 62) -n1( 61, 9. )

§2n 14 gjn ~ €

Thus the rate at which the postericr probability of H2 apprecaches
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zero is determined by the minimum of I( 61, 92) and I( 91, 65) . This
observation leads to the following suggested procedure for the more
general problem of testing the composite hypotheses Hl: eewl vS.
1{2: B¢ ay when there is a choice of experiments. Stop sampling after
the nth observation if the posterior probability of one of the hypotheses
is of the arder of magnitude of ¢ (or if the posterior risk of
stopping and making a termical decision is of this corder). Otherwise
select the next experiment e to maximize
A
anf I{ en,cp,e)
P < af é’n)
A

where 9n is the maximum likelihood estimate of 9 and a(6), the

slternate hypothesis to 8, is defined by

a( 6) = “2 if 9@,‘(11
“

\

It showld be roted thar ¢ is selected from among the class of random-
ized experiments, and 1t Las heen assumed that each of these experiments
has the sam2 low cost ¢ . If the cost per experiment varies, then
onw deals with information pzr unit cost rather than information,

The me‘hod suggesT=d abcve was shown to be asymptotically optimal

under mild conditicns {¢1.,C%)}as ¢ =» O 1in the sense that for each 6

it yieids a risk

. _-clogc
K0 ~ e

where

I1(8) = sup inf 1(6,9,e)
ecf* opeca(9)
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and &* is the class of randomized experiments derived from the
_ class £ of available or "elementary" experiments. Moreover for

any alternative procedure to do better for some velue of 6, it

must do worse by an order of magnitude for some other value of 4.
This result was first proved for the case where @y @,y and £

were finite. Bessler [B ] extended the result to the case where ¢
is infinite ani the vroblem of choosing between two hypotheses could
be repiaced by a cheice asmong k actions, Albert ;Al] extended this
result further tc the case where the hypothesis spaces W & may
be infinite sets.

Here a fundamertal difficulty eppeared. In’ such a simple problem
as testing whether the probability of response to one drug is greater
than for another drug, the two hypothesis spaces are adjacent to one
another and I(9) vanishes on the boundary. Then the asymptotic
optimaiity breaks down. Heuristics indicated that the difficulty
arises mere from the stopping rule than the experimental design aspect
of ihe problem, and G. Schwarz [S1] attacked thet problem by studying
oprimal sequential procedures for testing that the mean

i of a nor-

mal distribution 1is iy versus the alternative that it is “Hy when
it is pessible that o could be iul or O . In the latter case it

doesr. 't matter what terminal decision is made. His results extended
tc asymptctacally cphimal and Bayes results for testing that the mean

exceeds iy versue the alternative that it is less than

2’
(ue < dl), when it is possible that My <u< Ky in which case either
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decision is equally satisfactory. In other words, this is the case
of an indifference zone. Here asymptotically Bayes procedures consist
of stopping when the posterior risk of stopping and making a terminal
decision is 0{c) arnd yield overall risks of order O(-cloge) .

Finally Kiefer and Sacks [K!] combined these results to obtain an
asymptctically optimal procedure. for problems ir sequential design where
the paramever points [or which various actinns are preferred are ceparated

by indifference zoner. In these results the key informgtion number is

expressed by

1(9) = sup sup inf I(6,p,e)
ecs g ie\’,‘r6 Qlwi

where «, 1is the set of 8's on which the ith action is optimal, and
(}9 is the set of 1 for which the ith action is optimal when 6 is
the true siate of nature. (In the two action problems, Gg = (1,2)
for 6 in the indifference zocne.} The appropriate experiment is the

randomized experiment ec¢g* which yields I(8) as the supremum in

the sbove expression and

, -c log e

R( 6} = “‘i‘(‘!&“
Both the prcof and the m2thod are simplified considerably in the
Kiefer und Sacks paper where a iwo-stage sampling procedure is used.

An initial large sampis of s:ze o-i0gc) is followed by an estimate

of 6 and a second sample of apprcpriate size on an appropriate choice

of &,
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Ir principle this apprcach is extremely successful in bypassing
the need for backward inducticon. Asymptotically optimal results are

obtained with recourse only to Kullback-leibler informetion numbers

and likelihood-ratio statistics. However, there are several short-

comings. First, the role of irndifference zones implies that the simple

problem cf deciding whether the mean u o0f a normal distribution is

positiva or negative wits a positive loss such as ipf attached to

the wrong decision is not ceovered. Second, the approach is very coarse
for moderate sample size problems. Indeed the Kiefer-Sacks twec-stage
variation sidesteps the issue of how to experiment in the early stages
whereas the crigirnal Cherncl'f apprcach simply treats the estimate of

8 btased on a few cbservations with as much respect as that based on

many observations.

On top of trese shortcomings the esymptotic anslysis distingvishes
skarply betwecn terms of order cf magratude of ¢ and of clege,
whereas the difference in most applied examples may b2 less than over-
whelming .

(A prcper anaiysis should pay mere attention to the fact

that 1log ¢ is dimensionally wrong. The quantity ¢ shouid be nor-

mai1zcd approximately with respect to the costs of making the wrong

decision. This normalization occurs naturally if one stops when the

postericr risk of stopping is of the crder of the cost of stopping.
In addition %0 this approach, alternative procedures have been

proposed by Lindley (121, DeGroot (D21, and Box and Hill [B7] . For

examplz Lindley suggested measuring the value of an experiment in
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terms of the Shannon Infarmation or Entropy.

One may select at each

stage the experiment

fer wtich the expected reduction in entropy is a

maximum. To be w.re specific, if Gl, 92_. ...,Gr are the possible states ig
34

of nature amcng vwhich one must decide and gi is the prior probability %%

of 81 , the entrcpy is -If i logg g " After an experiment yielding $

)(e +he pricor provabilities g.l are replaced by $% proportional to

g, £ Xa§91,e) and *he reducticn in entropy is

Tls, t0g 8, ~ &3 dog )]

whose expectation may be computea “¢ be

T - T S T TR TR S SRR A T R O
M’VWWEWN‘W‘WWM‘M“'“" KO PN TATTOR T Y TS SR T

1 FoysSbai v ST A S B P i abi T Bhter POPTICITPINIVE S N

0 TR X S 0 1 e ik v Lo R e Y S AN it Vb DN s 3 23 AR R T

>:giI(G*,9),e)

& :

“g where 9 corresponds tc an ideal distrib'tion with density I§ f(x_,6;,e) .

: :

E Box and Hili stasted with vhe sam: approach, but to simplify the

E calcowdys approximate “he zxpected reducticn in entropy by an upper bound
. , .

1 é"},&igj{ﬁ 61,9:‘,5) + I{ 63:9 ye)l ; ‘;1

which. +trey proceed *o use “c select the next experiment, Neither of

these apprcaches 15 asymptovically crtimal except in special “symmetric”

preblems. Ore may exrect the Box~Hill approach to fail to be optimal

because it is oruy an approximaticn to the methed proposed. Apparently
the Lirdley approach, which seems mcre reascnable, fails because a
myepit -n2-stage-ahead policy cannot be depended on for optimality as

was s<«en in nhe allustratinn of the optimal gradient methed.

O T TIPS G CORERCER St L S s M B e O eren
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Or. the other hand Meeter, Pirie and Blot [Mp] carried out some
extensive Nonte Carlo experimentations on two problems. These were
to select the single odd coin in a group of k coins snd to identify
three norsal populations with cosmon variance if the values of the
three means are specified b.t the appropriate crder is not known.

In both of these ~h: Bex-Hill approazh did better 4tan tke Cherncff
approach rox" sample sizes that were lim:tad by a stcpping rule which
led roughly to error prcbabilities of .05 . Apparently the qiffi-
culty with the asymptotically efficient approach of Chernoff was that
inivial experimertatica has a potential for cocncentrating on non-
informative expsvimernts which s:ems to show up in these examples.

Blot and Meeter [Bi] subssquent.y attempted to develop an alternative
which would be asvmptciicalily optimal nn;l effective in the early stages.

Their ma*tod seems tc be effestive 21 & special class of probliems.

AR

. whss time *he maicr theoretical problams gesm “¢ be tre prode-

L et i L

lom of no-indirfferssncs z0ne and findlng 2ffective methcds of experi-
mertatycn at the ur.'u; stages of sempling. For the problem of ro-
indifference zcre, the probdlsm cf deciding tie sign of & rormal mean

was used as & prctotype 02 the ground that its solution could be extended

via logaritkm of likelihcod-ratio to more general situatiors. Aithough 3

this work was don< in the context of no experimental chcice, one con-

sequernce is of sume ji=tera2s* here. Consider the proviem where the
cost cf deciding wrong 18 k{u) and the ccst per observatior is

¢t -0 . Then usi.g Baves procedures thre risk for non-sequential pro-
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cedures is R(u) = O c“‘/a ) « The risk for the optimal sequential

e o 2}

procedure 1is R-(u) * 0(:2/3) . Hald and Xeiding [ H),2] have shown

that the risk for k-s-age sampiing procedures satisfy Rk(p) -
' Tx 272 K . vjen okel
d C(ec "(1og ¢c) ) where yp = (2°-1)/{3:2 1) .

5. Optimal Design in Estimation

F As a preliminary o this secticn we mention results in two types

? f of provlems. For segusctially sstimaling the muan of & normal distrsi-

% z; bution with kxwn varissnce, using squared error loss and constant

‘ 'i cost per ohservating, the optimal sample sige n, is obtained by

; minimizing ca + ko'n'l . Thu n_ is (00%/¢)2,  and the optima

; risk is 2(ckc2)1/a . If the variance cz is not known, an approach !

¢ . suggeeted by Robnirs !k’ ] consists of sampling until the sample size

- : n exceeds 2 acd tte cloreut estiaste of (koo c)]ﬁ . Thus we stop ]

E when 0 >3 and 1

. 3

E ;:1 (Xi-i) < ck"lnz(n-l) . E

E 1=l

: Results cf Siar: and Wocdrecfe (871 indicate that the difference between
the optmai risk ard tra~ for tris procedure is O(é), i.»,, the cost

of not knowing the nulsance parameter ¢ is equivalent to that if

8 firite number of obgervatiorw. (This cost is ebcut the cost of one
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cbservatior "uless ¢ is axtremely small, in which case these obser-
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vaticns are excessive ;| Alvo |A2! has attained precise bounds in a é

Bayesian ccrtex*., The peint of *his discussion is that in estimating,

one can expect %o dc very well usirg rather simple “deas. That is,
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it is easy to find procedures *.oich achieve risks which are

2(ck02)1/ 2, 0(c) where the first term would be optimal when o

is known. A nontrivial notion of asymptotic optimality must attempt
to minimize the O(c) term. On the other hand, the practi~al use for
such a nontrivial optimality ‘my not he great.

A second result concerns cne-armed bandit problems. This may be

stated as follows. Let "1”‘2’ +«s» be independent observations on
a random variable X . A player who plays n < N times collects
X *X,*+ «or X whose expectation is nB(X) . Determine n sequen-
tially to maxinize the expected payoff which is E(n)E(X) . 1f
E(X) >0, it pays to play N times, and the expected payoff is
NE(X) . If E(X) <0, it pays not to play. Chernoff and Ray [C6]

have given a characterization for the solutioh of the normal version

where the xi are normal with unknown mean i and known svariance 02 )

and . has a specified normal prior distribution, and N is large.

Here it is shown that the expected loss due tq ignoré.nce of the sign

. L
ot s d

of u is of the order of magnitude of {log N)2 + One may conjecture

o

that the two-armed bandit problem would share this property.

Saad S,

A number of papers in optimal design apprcach the sequential estima-

tion protiem from a myopic iterative point of view without much atten-

oantiods £y A2 A0k 1)

tion to siopping rules [B8, F6, P2, §5, S6]., For example, consider

the normal, linear regression problem with

y:a')('i'u
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where u 1is normal with mean 0O and constant variance 1, and

where x may be selected from some compact set S . The covariance

matrix of the estimates of € based on n observations corresponding

0 xl,xa,...,xn is

n -1
- ]
En = Z xixi .

1]
One approach is to selzct the (n+1)st experiment, i.e., X 41’ to
minimize the generalized variance, 'zn+l' . Since
-1 -l
Znal “ %0 Y an

— t
where Jn+l = xn+lxn+1 is the Fisher information contributed by the

n+1St observation and is of rank one, the matrix identity

(A'*‘xx' ) -1 - A XX A"l

= |1 - =2 X

facilitates the miaimizing calculation. The iteration involved is
independent of the actual data observed and is also used to calculate
fixed sample size designs which minimize the generalized variance.
See also {M3). Minor variations of this basic idea apply Bayesian
notions and can be used in nonlinear problems.

This apprcach has twc shortcomings. First, the emphasis on the
criterion of genersalized variance is deplorable. While the eriterion
of minimizing the generalized variance has the aesthetic property of
leading to invariance of optimality under linear transformations of

the parameter space, this elegant mathematical property simply dis-
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guises the underlying fact that the criterion has no basic statistical

Justification and simply delegates the scientist's responsibility
of selecting the criterion to the vagaries of the mathematlical siruc-

ture of the problem. Thus in a probit model where one is primarily
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interested in the 1D5 and only slightly interested in the 1D50,

the use of the generalized variance criterion leads to an efficiency

of as little as .56.

g AT TN

It 18 true that in the linear regression problems where one is con-

cerned with all the unknown parameters, the design which minimizes

e epraRAT e

the generalized variance also minimizes the maximum variance of the

N g W

estimated regression for all xeS [X3]. However, this min-mex
1 optimality interpretation for interpolation disappears when one is

concerned with a subset consisting of several but not all of the

TR
[P

PR

unknown parsmeters.

k This criticism of the use of generalized variance (i.e., D-optim-
3 ality) does nol invalidate the general idea of the myopic iteration,
E which can also be applied to other criteria. Hcwever, the second

shortcoming is that any asymptotic optimality obtained is basically

the cheap one which any locally optimal design attains. What would

be more interesting is a demonstration of a more sensitive optimalt+y

aisdty
[ VI AN

of the sort suggested in our discussion of the Robbins, Starr, Wood-

roofe, Alvo resultes. But once again it is far from clear that a myopic

o . [
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policy will be successful in this more delicate task. On the other

hand, one may argue that this task is more of academic than practical
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value. Once again the issue centers about what constitutes effective

procedures of cumulating information rapidly in the early stages of
sampling and how important are these early stagea. I found little
discussion in the litersture which was relevant to this problem. An
exception consists of a paper by myself [C3] and one by Msllik [Ml]
which combine the ideas of the bandit problems and the Robbins epproach

to sequential estimation. I believe that these point in the correct

TIPS R T ARE BRI TR WCIRY (Ao T T TR T

direction to assess appropriate orders of magnitude, and a brief dis-
cussion follows.

The two-armed bandit was dismissed early in this paper as a failure
as a prototype example to clarify the problems of sequential design
of experiments. I now propose to disinter it as a problem of theoret-
ical relevance by considering it in a new context. Incidentally some

theoretical insights have been contributed by Gittins and Jones [G1],

Neat ATl St S Lo SE i R R

to whom we referred earlier, and to Vogel [V3] and Fabius Von Zwet

e

[{Fi4] who studied mirimax soluticns.

v am LA

Suppose thab there are two instruments which can be used to measure
a parameter W, but it isn't known which is more accurate. How should

one select between the itwo instruments, and when ought one to stop

samplirg? More specifically, suppose X 1s normally distributed

with unknown mean p and variance ai and Y is normally distributed
2

with mean = and variance o; . The cost of sampling is ¢ per unit

observation where ¢ -» C . The cost of estimating incorrectly is

k(ﬂ~u)‘, where fI is the estimate of p . In one version of this

26
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problem ai and crg are both unknown. In another we know 0’2
2

1
but o is unknown. Chernoff {Ci] approached the first using an
spproximetion to the solution of the two-armed bandit problem.
Mallik [M1] attacked the other by using the solution of the one-
armed bandit problem. Let us consider this simpler case.

While Cfg is unknown, it makes sense to take observations cn Y,

simitaneously obtaining information on u and an estimate of o

5
One continues until the Roboins-type procedure suggests stopping,
or until the evidence indicates that o, > 0y in which case one
estimates how many additional ovservations from X are advisable
before terminating the sampling process. A careful computation shows
that if o3 < Y the loss attributed to taking n observstinns
from Y before switching is roughly proporticnal io n(oz-ol) .
Ir oy > Ty the appropriate number of observations is n, =
(co'z/lt:)l/2 on Y and a decisicn to switch tc X after n obser-
vations leads to & loss of (no-n)(ol-az)_ . Bit in our one-armed
bandit probulam the expacted loss due to taking n observations when
u <0 was -nu, whereas the expected loss due to teking n obser-
vations when u > 0O was (N-n)u . Relating N and u to n, and
0170, suggests Mallik's prccedure of applying the solution of the
one-armed bandit to decide when to switch to X .

Monte Carlo simulations suggest that this method yields a highly

efficient design for sequential experimerntation. Theoretical consider-

ations, supported only partly by the Monte Carlo simulations, indicate

N
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that wtile losses dus tc errcr of estimation are of the order of

Ottt

magnitude of ¢:1/2 , the loss attrituted to lack of knowledge of

9, is of the order of megnitude of c(log e)‘a « This is =lightly

i

L’ At

larger tkan the magnitude O{c) achieved in the nondesign problem
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of Robbins, Starr. Wocdroofe, and Alvo.
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6. Applica‘icas
The ideas cf sequential experimeantation appear in one fora or

another in a variely of fields of application. Bome of the most

M et L SO R L L 5 F

important ones have extensive literatures, and we barely mention
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these, In particular, survey sampling is one field where double B
sampling and several-stage sampling have an externsive higtory.

Indeed the origin of sequantial analysis can be traced back to the

il

doutl: samplirg inspection scteme of Dodge and Romig (D5). 1In

s Lok ut i o e o O
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very few of these fields has a sericus attempt been made to explore

optimali-y froe a fundamestal point of view, Typically an ad hoe
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class of prccedures has been proposed, aand sometimes the best among

e

thege 18 characterized. Seldcm does cne attempt to compare these

s with soms more geners.lv optimal prccedure. Thus one is often in

i th et Al sl o WS

the dark atsut the iim:ts of furiker possidble improvements.

e

i

T. Mdti-leel Continucus Samp.ing Inspecticn

Au =arly form of sejuential experimentation was in the multi-

L
Tt ballas din et ont bt

level inspection schemes of Dedge [LPLl. Lieberman and Solomon [11)

rephrased some previcus amhitious cptimization provlems to formulate
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a simpler tut highly relevant problem. Imegine a continuous pro-
duction process yielding many items which can be inspected. As the
items bass by, they are inspected with one of severel availabl
probabilities p, = 1> L > oeee > Py - If a defect is found, the

rate of inspection is increased. If n, succegsive non-defects

are found while sampling at level ki, the rate of inspection is
reduced. Wher the prcduction process twrns out items which are defect-
ive independently with constant probability, the "state" of the
inspection system describes a simple stationary Markov process whose
limiting characteristics are easily evaluated. Thus‘one can com-
pute the costs and gains of this multi-level inspection scheme for
each p . One can easily maintein a minimum level of quality of
output. When the production process goes out of control, this system
seems to respond sensibly. There is one majcr aspect in which the
Lieberman-Sclomon probiem differs frcm the class of problems with
which we bhave previously been concerned in this paper. Those involved
termiration in a fnite tame. This process is stationary and showld
be thovght of as going on indefinitely. Indeed this paper initiated

a good deal of subsequen® research in Markov decision problems and

constituted an eariy form of stochastic control.

8. Largest cf ¥-Means

As initially formulated [Bl] this problem specifies k normal
populaticns Hi, i=1,2,...,k with means by and common known variance

02 . The object is to decide after n observations on each popula~

29
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tion which has the largest mear. The natural procedure is to select
?he population corresponding to th. largest saaple mean. The sample
size n 1is selected 20 as tC assure +thph the prbbabuity of correct -
gelection attaine at least @ given vaive l-a if the largest popula-

tion mean is at lesst & graster thes each of the otbers. narc a

and & are specified and n s comput=d as a function of k, 02,

-

a, and & . Thie ccmputaticn 18 relatively trivial since there is

s "least-favcrable” configuration of means Myobps oo gbly where

by =B a0 iy s ez <0
The probiem of sequential experimensation appears when one may

decide to proceed sequerntiaiiy. Besele~ [ B} appliad the theory of

s, A s A ALKl 0 . i T

Part IT to obtairn a procedurs which is asywptotizally optimal if one

T

can ass ;3 tha: the largest mean 2xcesde all the others by at least
a fixed amour®, [

Tras reg.l* geems 'C have pesrn igocred by s.bseguenm workers in :
tre Ffieia whe applisd sequeantial s - m.s wkere each population is

sempl-1 qlaliy ofter, 8uogeq.sa'ly G¥'man [ G:) and Pailson [P1)

deve cped gome alterna*:ve mul' i -steg~ pronzduires where the results

St s, N, i e N

of eact stage were used to discari some pepuletions from further

eongrdiration.

Alrernativs me*ruds nare ce~n d-veloped by D. Hoel
[H7: arnd J.JW.H. Swanepcel and f. Ve-tar |87
There hes peen ar cxte g1 L.tsrac,re 2xns-diag tris problem

to orer dstritutions and o‘he~ paramst~rs. The variation of the

tvwc-armed tardit problem, where the payotf 2--urs cniy efter the last
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observation and the experimenter decides which ir the better arm,

REPYL
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is also an example of this type of prcblem. The largest of k
populations problem corresponds tc a k-armed bandit problem subject

to twe vaciations. The total sample size is not necessarily fixed.
Algo, in dealing with the k-armed bandit problem one does not typically
spply the rather artificial criterion of maintaining a minimum proba-
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bility of correct selection at configurations of parameters where

>

the largest exceeds the others by at least a specified § .

M

Several variations of the two-armed bandit problem occur in appli-
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cation contexts. In connection with medical trials where the srms
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refsr to treatments, varicus investigators [R2, Z1, Sk, €9, F7, F3]
have investigated Play the Winner Rules,which continue the use of a
trestment as long as it is successful and switch when it fails, as

well as other "adaptive" methods. These ruleg can apply in problems

PVFFR TR ST

with an infinite horizon of patients to be treated. On the other hand,

one-armed bandit variations applied to medical trials were discussed
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by Chernoff [C3], Colton [CB], and Anscombe {A4). In Colton's version
drugs are tried alternately until there is an implicit decision that

3 one 1s better and the remainder of a horizon of N patients are

AR PP e L P e

treated with the drug that is consldered better. The one-armed bandit

Ay v e

problem comes up naturaily in a rectified sampling inspecticn problem

too [ J.
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Finally, Hellman and Cover [H3] have exploited randomization in

a finite memdry two-armed bandit prcblem where the observer i res-
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tricted to knowing only the surrent sample size n and the value
of a k-valued function of the past.

9. Screening Experiments

In pharmaceutical research where one secks drugs which have anti-
disease activity, cne must screen many possible cand_idate chemical
formuiations by testing them first on animals. It is important to
devise a system wnere many drugs are tested and quickly discarded
(because of the exvense of testing) unless they show indications of
activity. In that case they are z"etest,ed mre thorcughly. This
prozedure passes each drug through several screening experiments,
each more elaborgte than the preceding. If the drug passes all of

these, it is regarded as a candicate for further research and testing

on humans. (See [D7, RS ;.

0. Greup Testing

During Worid War II 1% was roted by Dorfman [D6] that the cost
of testing blocd specimens of inaividuals for the presence of a mod-
erately rare dis<agse could be reduced considerably by combining the
samples of many individuals. If the combined sample showed no sign
of disease, the entire group was passed at the cost of one test., If
the combined sample shows signs cf disease, the individus) specimens
could be tested separately. With eppropriate grouping depending
on the overall frequency of disease, this system and improvements

produced considerable savings. Thus subject is elaborated upon by
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Sobel and Nebenzahl [83] who contributed a thorough bibliography.

1li. Search Problems

YRR

Search problems have appeared in a variety of contexts and appli-

cations. They deal with the problem of locating an item which may

be in any one (or sometines possidly none) cf k locatiors, each

T G PR AR R T

of which may be searched and yield the time, if it is there, with a
specified probability. Often these problems are treated as combina-
torial probiems and k is large. No attempt will be made to elaborate

on the topic, which has an extensive literature which was surveyed

T T P R ey g

by Enslow [E3], and some further references are given by tweat [510].

TP UAT

A different approach is given by Lipster and Shirysev [1L3], who use

diffusion approximations for a variation of the search problem where

k 1s not large.

3 12. Control Theory

3 Multi-level sampling inspection is one form of control applied

to waintain the quality of a contiruwous productior line. Box and

e B

Jenkins [B9, BlO] have considered the problem of monitoring a complex

R

chemical production process where slow changes in the underiying

N

environment may regnire adjustment of inputs to maintain optimality.

Noas

They suggest perturbing the inputs off the position that seems optimal,

-

to detect and estimate possible changes in the response surface by

measuring the efficiency of the system. In this way the estimate of

e w ¥ B B 5 204N

the current optimum is continuously updated. The price of this is
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the loss of efficiency involved in perturbing the system to measure
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the response surface, If the pertwbation is tco swali; the surface

!
}
!

and possible changes in it are not measured precigely enouwgh. If
. : the perturbations are tos large, the experimentation reduces the
efficiency of the system. This type of system may be thought of

as a stationary crarrcl preolem,

. PRGN RO

ke 13. Forcing Experiments tc be Balanced
: In clirzcal trials as well as in many other scientific investi.

gations, the need tc avuid bias requires experimentation where the

ISR TR IO SR 7T, TR

parties invcivad do not krow wnether they are receiving a treatmernt
or a contrcl. Thus assigrments may be made by using & fair coin,
but in small-sized experiments this may result in a severe imbalasnca.

Hlackwell and Hcdges [ BR] and Efror [E]1) have considered alternmsive

.
2

schemes to compliet? rardomiza*icn to aveid several kinds of bias,
e.g., selecticn bias and experimental bias. One scheme considered

is to assign tne treatment with probability p if tbe treatment

has peen used more cfter than the contrel and (1-p) if the control
Z;
3
has becn used more cf~ar. Efron andicatec s preference for p = 2/3

3 and compar<s the balanc.- g preoperties of this and other schemes as 14
3

well as *he potentialities for selection bias and experamerntal dbias.

b, Miscalianc s

Ex.l
Cadh

Problems cf information storage and retrieval and error-correcting

codes involve notions of sequertial experimentation in ¢ fashion which 73
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] does not fit traditional approaches of statistics very well. Never-
thelass, these problems have fundamental statistical aspects.

; In clinical problesis and control problems there are classes of
3

3 problems where the response to an experiment is not observed immed-
’ iately and some theory is required to deal with delayed observations

‘E [EQ, 83].

A useful bibliography on design of experiments is given by
Herzberg and Cox [HU]. :
{
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