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Abstract 

Four separate articles are collected which deal with the construction of 
empirical models of the polar ionosphere. The particular emphasis in these 
articles is towards the radio propagation application of the models. Numerical 
models of the vertical electron density profiles on the topside and bottomside of 
the F-region are developed, and a model for sporadic-E is included. Special 
attention is devoted to features which are characteristic of the polar ionosphere- 
auroral effects, the trough, and magnetospheric cleft regions. The models are 
constructed specifically for convenience in computer programming, and in fact, 
all aspects of the models contained in this report are available in the form of 
Fortran computer programs. 



Introduction 

Uereral 

This report consists of four separate articles (Chapters 1 through 4) that 

attempts to construct the most complete model of the polar ionosphere which the 

present state of the modeling art will permit. There are a number of points which, 

if mentioned here at the outset, will help to explain many details of the model and 

the reasons for certain specific approaches. First and foremost, this model has 

been constructed with a particular aim in mind, and its form and substance reflect 

that aim. The modej is intended primarily to provide the information necessary 

to plan and implement systems, operating or planned to operate in the polar environ¬ 

ment, which make use of radio waves propagated either via or through the iono¬ 

sphere. The prime requirement of such a model is accuracy in specifying or 

predicting the three-dimensional distribution of electron density as a function of 

time and other relevant physical parameters. Other important requirements are 

the specification of the statistical distributions of random or quasirandom 

variables, simplicity, and compactness. These last requirements are mainly 

imposed by the necessity of programming the model into an on-site system com¬ 

puter, which typically has numerous other duties to perform simultaneously. The 

requirements for accurrcy and simplicity are generally in conflict and force cer¬ 

tain compromises in formulating the model. 

There are two general classes of a model-theoretical and empirical. The 

theoretical model is based upon the ability to understand the basic physical proces¬ 
ses which govern the formation and distribution of ionospheric plasma, and to 



formulate them in a mathematically tractable manner. Such a model always 
requires some minimal amount of input data, and usually involves the physical 
and mathematical delineation of boundaries, beyond which the model is undefined. 
On the other hand, empirical models require large amounts of suitable data, 
collected at frequent enough intervals in time and on a sufficiently "fine" spatial 
grid to satisfy the model requirements. Most models of complex physical entities, 
like the polar ionosphere, fall somewhere between the two extreme limits 
described here. The present model is largely empirical, since the complexity 
of the physical processes in the polar ionosphere makes an accurate theoretical 
model impossible at present. Even an empirical model, however, has its 
limitations, quite apart from the purely practical problem of analyzing and re¬ 
ducing large amounts of data. The scale of significant polar ionospheric pheno¬ 
mena is, in general, smaller than that of the available data gathering network, 
and the variability of many parameters is so great that available data is often in¬ 
sufficient to determine necessary empirical relationships with the desirable 
accuracy. The model, therefore, is necessarily deficient in some respects, and 
further work is required in order to improve it. 

V hile the orientation of this model is basically practical, it has other 
applications as well. Since it has been developed almost exclusively from actual 
measured data, it represents an approximation to "reality" which theoretical 

models might aim to reproduce. Moreover, since theoretical models must con¬ 
sider certain interactive phenomena—such as the coupling between neutral and 
ionized atmospheric constituents or Joule heating due to ionospheric currents— 
this model can serve as a starting point in iterative procedures which ultimately 
generate self-consistent models. 

Summary of Report 

The first article (Chapter 1) deals with a survey of previous research on 
many aspects of the physics of the polar ionosphere. It is pointed out that the 
polar ionosphere is a region more or less directly connected to the solar wind, 
which itself may be considered as the extension of the solar corona. This con¬ 
nection between ionosphere and solar wind is a complex one, involving large 
scale processes in the magnetosphere; that is, the earth's magnetic environment. 
Therefore an understanding of the polar ionosphere entails an understanding of 
magnetospheric phenomena, to a much greater degree than is required in the case 
of the temperate or midlatitude ionosphere. A brief review of the pertinent 
properties of the neutral atmosphere is given, followed by a review of the forma¬ 
tion of the ionosphere from the neutral atmosphere. 

Following this review, an analysis is presented leading to the formulation of 
a predictive model of the ionosphere, based on various kinds of data (ground-based 
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radio propagation, optical and satellite observations). In some instances, for 
example the normal D-region, relatively simple deterministic models are found 
to be adequate. In other cases, such as the models for F-region plasma density, 
a considerably more complex model is required, which is partly deterministic 
and partly statistical. In still other cases (sporadic-E model), a predominantly 
statistical model is used. 

The polar ionosphere may be described in terms of several boundaries or 
dominant morphological features, which display certain regular characteristics 
when examined in the appropriate frame of reference. Among these notable 
features are the "trough" and the plasma ring irregularity boundary. The second 
article (Chapter 2) by Sagalyn et al is devoted to a detailed statistical study of 
these features, as observed by plasma probes mounted on orbiiing satellites. 

Another difficult problem, which has a number of useful practical and 
theoretical applications, is the modeling of the electron density profile in the 
presence of an active auroral display. Article 3 (Chapter 3) by Ulwick describes 
techniques by which this can be done. The high energy tail of the auroral particle 
energy spectrum is precipitated equatorwards of the particles responsible for 
optical emissions. These higher energy particles penetrate into the lower 
ionosphere, where the collision frequency between electrons and neutral particles 
is high, and is a major source of high frequency radio absorption at high latitudes. 
A model describing this auroral absorption has been developed and published 
separately (Elkins, 1972), * 

Article 4 (Chapter 4) by J. Klobuchar, presents a model of the total integrated 
electron content in part of the polar ionosphere. The total electron content is 
measured by the Faraday (polarization rotation) technique, us.'ng geostationary 
satellite transmissions in the VHF band. This is a unique technique, completely 
independent of all others used to develop the model. It therefore serves as a 
useful check on other aspects of the overall model, while itself being a valuable 
contribution for certain radio propagation uses (for example, radar group path 
delay). 

In a related study, Gassmann (1973)** has examined the complex spatial and 
temporal interrelationships between many different phenomena. A major step 
forward in understanding the polar ionosphere was the realization that the Feld¬ 
stein auroral oval concept, previously discovered in the course of optical studies 
of the aurora, could also be used as an ordering device for ionospheric plasma 
properties with certain modifications. These concepts, as treated in Gassmann's 
paper are useful in cases where it is necessary to modify instantaneous iono¬ 
spheric models, on a real-time basis, according to some measured ionospheric 
property. 

* Elkins, T.J. (1972) AFCRL Report TR-72-0413, 18 July 1972. 
** Gassmann, G.J. (1973), AFCRL Report, TR-73-0151, May 1963. 
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AN EMPIRICAL MODEL OF THE POLAR 

IONOSPHERE 

1. A Statistical Predictive Model 

of the Polar Ionosphere 

T.J. Elkins and CM. Rush 
lonospharic Physics Laboratory 

Air Force Cambridga Research Laboratories 
Bedford Massachusetts 

l-l. PHYSICAL PROPERTIES OF THE POLAR IONOSPHERE 

l-l.l Basir Magnetospheric and Plasmaspheric Processes 

It is necessary to define the words "polar" and "high latitude" as used in the 

context of this model, since they have fairly precise meanings which are some¬ 

what different from their conventional interpretations. From the ionospheric 

point of view, the boundary between the high latitude and midlatitude ionospheres 

may be defined as the ionospheric projection of the plasmapause. The plasma- 

pause is the name given to a distinctive feature of the earth's plasma environment 

forming the boundary between plasma which corotates with the earth, and plasma 

which is strongly influenced by interaction with the solar wind. The plasmapause 

contains the "plasmasphere", which is a sphere only in a topological sense. 

Figure 1-1 shows a meridional cross section through the earth's magnetosphere, 

with the different plasma regimes illustrated schematically, but roughly to scale. 

The solar wind is an outflow of charged particles—mainly protons and electrons- 

from the solar corona, having sufficient number density and remnant magnetic 

field to behave substantially as a fluid. Its velocity is highly supersonic, so that 

(Received for publication 23 May 1973 
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Figure 1-1. Noon-Midnight Cross Section of the Magnetosphere, 
Illustrating Regions of Different Plasma Properties 

when it encounters an obstacle (the earth) in its path, a standing shock is supported 
at about 15 earth radii on the bow side. The plasma passing through this shock is 
initially subsonic and adiabatically heated, but it subsequently accelerates and 
again becomes supersonic, cooling in the process. At a certain depth into the 
magnetosphere, roughly at 10 earth radii geocentric distance, the plasma kinetic- 
energy density becomes equal to the magnetic energy density. Because of the high 
conductivity of the solar wind plasma, the magnetic field lines at greater geocentric 
distance than this are swept back with the flow, forming the geomagnetic tail. The 
"last" unbroken field line and the "first" swept back field line form the "magneto¬ 
pause" or boundary of the magnetosphere. Direct access of solar wind plasma 
into the region interior to the magnetopause is impossible, except at the boundary 
between closed and open field lines. Here, at a topological discontinuity in the 
earth's magnetic field known as the magnetospheric "neutral point" or, more ac¬ 
curately, as the "cleft", solar wind plasma may penetrate to the earth's atmosphere. 
The discontinuity of the magnetic field at the cleft creates another obstacle to the 
redirected flow behind the standing bow shock, and a weak secondary shock is 
formed before the solar wind plasma again accelerates and proceeds along the mag¬ 
netic tail. The plasma which enters the magnetosphere—mainly, if not wholly, 
through the cleft region-is redistributed in a complex flow regime which tends to 
be concentrated near the equatorial cross section of the tail known as the "plasma 
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sheet". This plasma is strongly influenced by electrodynamic interaction with the 
solar wind flow, as illustrated in Figure 1-2, while the plasma contained within the 
plasmapause is relatively unaffected by the solar wind. 

Figure 1 -2 shows an equatorial cross section of the magnetosphere, with 
streamlines of plasma convection drawn schematically. The plasma within the 
plasmasphere is shown to be essentially corotating with the earth. In a frame of 
reference fixed with respect to the sun, this corotational flow, in the presence of 
the earth's magnetic field, establishes a Lorentz electrostatic field directed 
radially outwards from the earth. In the same frame of reference, the solar wind 
flow along the magnetospheric tail establishes an electrostatic field across the tail, 
directed from East to West. This cross-tail electric field is responsible for the 
plasma flow pattern within the tail. Near the plasmapause boundary, the plasma is 
influenced by the combination of both electric fields, and the flow is complex. Note 
the considerable shear flow on the evening side of the earth, where the flow direc¬ 
tion reverses over a relatively small distance. Exchange of plasma between the 
plasmasphere and the plasma sheet is possible in this region, and may occur 
especially during magnetically disturbed periods. 

Figure 1-3 shows a three-dimensional view of the magnetosphere, adapted 
from Walters (1966). The two-dimensional nature of the cleft is clearly seen, and 
recognized as the demarcation between corotating and polar field lines. (Magnetic 
fisld lines may be thought of as rotating, if the plasma with respect to which they 
arc fixed is rotating. Since the coupling between plasma and magnetic field is not 
perfect, partial rotation is possible. The rate of rotation decreases from co- 
rotatior at the plasmapause to zero at the magnetopause. ) The resultant magnetic 
field at the demarcation line has a tangential component everywhere except at the 
North and South neutral points, where the total resultant magnetic field is zero. 

Figure 1-4 shows an experimentally measured meridional-field-line configura¬ 
tion (Fairfield, 1968) with an equivalent dipole field configuration as a reference to 
show the distortion brought about by the sclar wind. The distorted field lines are 
labeled with the geomagnetic latitude at which they intersect the earth's surface. 
Figure 1-5 shows similarly measured contours of the geomagnetic latitude and 
local time of the earth intersection points of magnetic field lines in the equatorial 
plane (Fairfield, 1968). Figure 1-6 (Fairfield, 1968) shows contours of constant 
magnetic field magnitude in the equatorial plane. Charged particles, having a 
certain energy and equatorial pitch angle, may completely orbit the earth in the 
equatorial plane so long as they are trapped on a field line having an equatorial 
magnitude greater than about 65 gammas. Particles trapped on lines whose con¬ 
tours do not close around the earth in the equatorial plane are quasitrapped, and 
cannot complete a single revolution around the earth. Thus, they represent a loss 
of magnetospneric plasma to the solar wind flow, and a means whereby the steady 
state of flow between the solar wind and the magnetosphere is preserved. Figure 1-7 



Figure 1-2. Equatorial Cross-Section of Figure 1-3. View of the Magnetosphere, 
the Magnetosphere Showing Plasma Showing Geometry of the Magnetic 
Convection Pattern Singularity (demarcation lines) 

Figure 1-4. Distorted and Dipole Lines of the Noon-Midnight Meridian 
Plane, Labeled With Their Earth Intersection Latitudes (Fairfield, 1968) 
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Figure 1-5. Contours in the Equatorial Plane Designating the Latitude and 
Local Time of the Earth Intersection Point of the Field Lire (Fairfield, 1968) 

Figure 1 -6. Contours of Constant Field Magnitude in the Equatorial Plane 
(Fairfield, 1968) 
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Figure 1-7. Auroral Oval and Associated Phenomena Projected Along the 
Field Lines to the Equatorial Plane (Fairfield, 1968)

(Fairfield, 1968) shows several measured phenomena mapped along geomagnetic 
field lines to the equatorial plane, using the information of Figure 1-5. The 
Feldstein auroral oval is derived from ground based optical measurements of 
auroral emission, w'ith the different contours representing the percentage occur- 
renc i of visible aurora in the maximum phase of the solar cycle. Also shown are 
the mappings of energetic auroral electrons measured by satellite-borne instru­
ments and of rapid fluctuations of the geomagnetic field associated with the auroral 
region. All of these phenomena, and especially (in the context of the model) the 
auroral oval itself, are seen to associate with quasitiapped magnetospheric 
particles.

1-1.2 Neutral Nlmo.sphere

Since the ionosphere i.s derived from the neutral atmosphere and—in terms of 
ionization density-is a small fraction of the neutral density, it is appropriate to 
begin by noting some of the major properties of the neutral atmosphere at 
ionospheric altitudes, and their implications with respect to ionospheric mor­
phology.

The variations in temperature, density, and chemical composition of the 
neutral atmosphere are all directly or indirectly caused by variations in solar



activity. The principal source of heat input is the absorption of solar UV radia¬ 

tion in the process of dissociating molecular oxygen, giving rise to the Shumann- 

Runge continuum absorption spectrum. The temperature of the upper atmosphere 

is thus strongly correlated with the rate of emission of solar UV, which originates 

mainly from plage regions on the solar disc. This UV emission is known to be 

extremely erratic and, as a consequence, the atmospheric temperature and par¬ 

ticularly the atomic oxygen concentration is also highly erratic. It will be re¬ 

marked subsequently that the atomic oxygen species is the principal source of 

electrons constituting the ionospheric F-region, so that this variability is very sig¬ 

nificant. Underlying this highly variable component of solar UV, however, is a 

steadily varying component which exhibits a considerable correlation with gross 

Indicators of solar activity, such as the Zurich Sunspot Number and the 10. 7-cm 

radio flux. This correlation of a parameter not readily measurable (solar UV) 

with another that is readily measurable (sunspot number or 10. 7-cm flux), offers 

a convenient means of measuring and predicting exospheric properties. 

In addition to global heating of the neutral atmosphere by UV absorption, solar 

activity may cause the atmosphere to be heated in localized regions through other 

processes. The principal additional sources of solar energy input are: 

(1) Joule heating by ionospheric current systems, which ultimately derive from 

solar wind-magnetosphere interaction, and are strongly enhanced in the polar 
regions. 

(2) Direct heat input from the solar wind to the ionosphere via the neutral 

points (singularities) of the magnetosphere on the dayside of the earth at high 
latitudes. 

The exospheric temperature and pressure undergo regular temporal varia¬ 

tions, of which the most pronounced is the diurnal variation due to the earth's 

rotation. The diurnal minimum temperature occurs at about 2-to 3-hr local time 

and may be expressed as (Chandra and Krishnamurthy, 1968): 

‘Vmin = 524 + 2*73 S10.7 + i-77 V^V (°K) (1-1) 

where ? is the slowly varying component of solar flux at 10. 7-cm wavelength 

(in standard flux units), 2 Kp is the sum of eight daily 3-hr planetary magnetic 

indices, and £ Kp is the average of £ Kp over five consecutive days. The last 

term in Eq. (1-1) expresses short term variations due to varying magnetic activity 

on a global scale. Actually, the temperature and density fluctuations due to 

varying magnetic activity are greatest at high latitudes, and it is probable that 

better indices of magnetic activity are available to describe them (for example, the 
auroral electrojet index (AE)). 
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There are also annual and semiannual variate ms in exospheric temperature 
and density, the latter considerably exceeding the former in magnitude. The 
exospheric temperature maximizes in April and October, thus exhibiting a phase 
lag with respect to the equinoxes. The semiannual variation in the neutral atmos¬ 
phere is the source of an important, and for a long time puzzling, semiannual 
variation in ionospheric F-region density. Variations in neutral atmosphere 
properties with a scale longer than 1 year are related to the 11 -year solar cycle 
and to secular trends in solar activity. 

Convection of the neutral atmosphere (winds) is another factor which has an 
appreciable effect upon the ionosphere. Such winds affect the distribution of 
ionization through the viscous drag-like force which neutral atoms and molecules 
exert on ions. Conversely, if the ions are driven by, say, an electric field, they 
can cause the neutral species to move through the same "ion drag" force. Neutral 
winds are driven by pressure gradients established principally by solar UV heating 
and by tidal motions of the atmosphere in response to solar heating and, to a 
lesser extent, solar and lunar gravitational attraction. The effect of neutral winds 
on ionization distribution, however, is complicated by the geometry of the mag¬ 
netic field. Since ions can only move freely in the direction of the magnetic field 
vector, the response of the ions to a neutral convective motion is highly aniso¬ 
tropic, Thus, as the dominant neutral wind vector rotates dlurnally, the vertical 
component of motion at any given location varies in such a way as to maximize 
when the wind direction coincides with the local magnetic declination. This effect 
gives rise to appreciable longitudinal effects in F-region electron density. 

The vertical distribution of the various neutral constituents is a dominating 
factor in determining the properties of the upper ionosphere. Below a certain 
level (~ 120 to 150 km) the atmosphere is uniformly mixed by convection and tur¬ 
bulence, and its composition is close to that at sea level. Above this level (the 
"turbopause"), the various constituents are each independently in diffusive 
equilibrium under the influence of gravity. The altitude variation of a given con¬ 
stituent is a function of its molecular mass, the exospheric temperature, and the 
vertical temperature gradient. As one proceeds upwards from the turbopause, the 
mean molecular weight steadily decreases. The principal constituent at F-region 
altitudes is atomic oxygen, but at about 700 km (depending on the phase of the 
solar cycle) the principal constituent becomes helium and ultimately, at great 
altitude, hydrogen predominates. At high geomagnetic latitudes, this simple 
picture of diffusive equilibrium is complicated by a large scale upwards con¬ 
vective force, related to the geometry of the magnetosphere, known as the "polar 
wind". The polar wind acts in such a way as to reduce the light ion concentration 
over the polar regions, with the result that the transition from heavy to light ions 
takes place at a greater altitude there than at low latitudes. This has important 
consequences in determining the structure of the topside ionosphere. 



1-1.2.1 RELATIONSHIP BETWEEN SUNSPOT NUMBER AND 
SOLAR FLUX 

As noted earlier, the Zurich sunspot number (R) and the 10. 7-cm solar flux 

(F) are used as approximate but convenient estimators of the solar eUV and soft 

I'-ray flux, which heats and ionizes the neutral atmosphere. Some of the analysis 

that follows has been performed using R as a variable, and some using F as a 

variable. The reasons for this are partly historical, and partly of convenience. 

It is necessary, however, to provide a relationship between R and F in order to 

maintain consistency. The relation used is taken from Rawer and Suchy (1967): 

F = 69 + 0.38 (R - 8)1,17 . 

1-1.3 Solar Produced Ionosphere 

The photoionization of the neutral atmosphere resulting from irradiation by 

solar UV and soft X-rays is the principal source of the ionosphere. Variations 

in the properties of the neutral atmosphere are reflected in variations in the 

ionosphere, while the influence of the terrestrial magnetic field upon the ioniza¬ 

tion gives rise to other morphological features which are peculiar to the ionosphere. 

It is customary to speak of the ionosphere in terms of discrete "layers"—the 

D-, E- and F-layers—even though no clear lines of demarcation actually exist. 

1-1.3.1 D-REGION 

The lowest ionospheric region extends from about 50 to 85 km, and is known 

as the D-region. The principal source of ionization is hydrogen Lyman alpha 

radiation and hard X-rays, which ionize nitric oxide (NO) forming NO+. At the 

lowest altitudes, an appreciable proportion of the ionization is due to galactic (and 

occasionally solar) cosmic rays. Negative ions play a significant role in D-region 

ionization balance, in contrast to the higher regions, where their concentrations 

are insignificant. The upper D-region electron density undergoes a very pro¬ 

nounced diurnal variation, with rapid recombination and attachment to neutral 

molecules (forming negative ions) taking place after sunset. 

The relatively high neutral atmospheric density at D-region altituder results 

in a high electron collision frequency in this region. This has important con¬ 

sequences in the propagation of radio waves, since it leads to absorption or 

attenuation of the waves. Another consequence of the high neutral density is the 

manifestation of neutral atmosphere circulation patterns in the ionization distribu¬ 

tion of the D-region. A source of abnormal D-region ionization is X-radiation 

emitted from the solar chromosphere in the vicinity of a flare. Such events — 

known as sudden ionospheric disturbances (SID)—are relatively infrequent and 

short lived, but cover the whole sunlit ionosphere. Other, nonsolar, effects are 
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produced by energetic particle fluxes in the polar ionosphere and will be discussed 
separately. 

1-1.3.2 E-REGION 

The E-region spans the altitude range approximately 85 to 140 km. Photo¬ 
ionization occurring in this region is caused by soft X-rays of solar origin. The 
principal ionic species in the E-region are Og and NO , with the concentration of 
the latter exceeding that of the former by a factor of 3 or more. The electron con- 

5 -3 centration in the E-region exhibits a maximum value of about 10 cm near noon 
and also displays a pronounced seasonal variation. The electron concentration (N) 
depends upon solar zenith angle (X ) according to a law of the form 

N ~ (cos x)n 

where n is typically in the range 0. 6 to 0.8, depending on factors such as season 
and latitude. 

Sporadic-E is a commonly occurring E-region perturbation which, at mid- 
latitudes and often at high latitudes, takes the form of a thin layer of enhanced, 
patchy ionization. Sporadic -E layers may be partially transparent to incident 
radio waves and often have steep vertical electron density gradients associated 
with them. At high latitudes, sporadic-E is often associated with the aurora and 
energetic particle streams, and in these cases it may not be correct to speak of 
a "layer" at all, but rather of a sporadic-E region, which has considerable vertical 
extent. 

1-1.3.3 F-REGION 

The F-region extends from about 140 km out to about 1000 to 2000 km, where 
O 

the protonosphere may be defined to begin. Soft X-rays in the 200 to 900 A range 
ionize the atmosphere in this altitude range, and the principal ions are NO+ and 
ot near the lower boundary, gradually giving way to 0+ at greater altitudes, with 

¿ + + + small concentrations of N . A transition to lighter ions He and H takes place at 
the top of the F-region. 

Because of the great difference in recombination rates of monotonie and 
diatomic ions, the lower F-region (known as the Fregion) behaves very differently 
from the upper (F ) region. At altitudes below — 200 km, in the F.-region where 
NO and Gg predominate, the recombination rate is ~ 10*1 cm sec-1, an(j the 
ionization density follows a solar zenith angle dependence similar to that of the 
E-region. At greater altitudes (Fg-region) where monochromatic species pre¬ 
dominate, recombination proceeds much more slowly, with a representative value 
for the recombination rate being ~ 10’*® cm^sec**. The electron density in the 



F 2-region is determined principally by diffusion and convection, rather than by 
photochemistry. 

11 

1-1.4 Particle Produced Ionosphere 

Charged particles, principally electrons and protons, travel from the sun to 
the vicinity of the earth in a plasma flow regime known as the "solar wind". Since 
the earth possesses a strong (astrophysically speaking) magnetic field, complex 
interaction processes take place between these charged particles and the quasi- 
thermal plasma which surrounds the earth. In order to understand the mechanism 
of particle injection into the ionosphere, it is first necessary to appreciate 
magnetospheric processes. Recent progress in this field has been rapid, but 
several key problems remain unsolved, notably the identification of the process 
responsible for local acceleration of charged particles in the magnetosphere. 

Solar wind particles have direct access to the magnetosphere and ionosphere 
through the neutral points of the magnetosheath. Actually these are not "points" 
at all but two-dimensional surfaces defined by a mathematical singularity in the 
topology of the magnetosheath, which is brought about by the viscous-like inter¬ 
action between solar wind plasma and the cooler magnetospheric plasma con¬ 
tained within the earth's magnetic field. The energy spectrum of charged particles 
observed at all altitudes in this singular region (also known as the magnestospheric 
" cleff'lis characteristic of the solar wind, with energies in the tens to hundreds 
of eV range carrying the bulk of the energy. Particles in this energy range 
deposit their energy mainly above the peak of the F-region, resulting in excess 
ionization on the topside ionosphere and an enhanced vertical temperature gradient. 
The ionospheric projection of the cleft is a crescent shaped area on the sunward 
side of the earth, extending from roughly the 0600 meridian around to the 1800 
meridian. Although its latitudinal extent is, topologically speaking, only about 
1/2 degree, various physical processes combine to increase this extent to several 
degrees, in terms of observable ionospheric effects. 

On the nightside of the earth, very complex particle deposition effects are 
observed at high latitudes. Due to the optical emissions from atoms excited by 
energetic particle collisions, these regions of particle precipitation were first 
studied by optical techniques. These studies eventually enabled a major advance in 
knowledge to be achieved with the discovery of the "auroral oval" by Feldstein. 
This oval shaped region roughly coincides with the ionospheric projection of the 
boundary between open and closed field lines in the magnetosphere, and remains 
fixed with respect to the sun, while the earth rotates under it. Because of the 
angle between the earth's magnetic and spin axes, this results in a rather complex 
variation of particle precipitation from the magnetosphere, when viewed from any 
single location on the earth's surface. The auroral oval concept, however, has 
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allowed order to be achieved in describing man} diverse observations and its 

validity may be extended, with certain limitations, well beyond its original intent- 
that of describing optical emissions. 

Energetic particle precipitation takes place around the auroral oval in a 
fairly well defined manner, although there are many localized irregularities and 
exceptions. The basic mechanism of particle injection is the auroral substorm, 
which . < actually the ionospheric manifestation of a complex sequence of events’ 
involving the entire magnetosphere. Auroral substorms, accompanied by par¬ 
ticle precipitation, usually begin in the midnight sector of the auroral oval, and 
then propagate around towards the morning and noon sectors. The energy of the 
precipitated particles is typically in the range from several keV to tens of keV, 
and particles with these energies are stopped by collisions with neutrals at D- and 
E-region altitudes. The effects upon ionization distribution in the ionosphere are 
extremely comrlex, and have not yet been completely understood. Among the 
most obvious, however, are the production of an intensely concentrated D-region 
and the presence of abnormal ionization in the E-region. Substorms also release 
a great deal of heat at ionospheric heights, principally due to Joule heating by 
the intense current systems which accompany them. This heating of the thermo 
sphere, localized around the auroral zone, has a profound influence upon the dis¬ 
tribution of neutral and ionized species alike, especially in the topside ionosphere. 

Within the polar cap, the magnetic field lines do not terminate in the con¬ 
jugate hemisphere, and are said to be "disconnected". The physical processes 
which govern energetic particle precipitation into this region are even more 
poorly understood than for the auroral region. Nevertheless a great deal of par¬ 
ticle precipitation is observed to take place within the polar cap, most of it at 
relatively low energy (tens to hundreds of eV) and very erratic in space and time, 
giving rise principally to ionization in the F-region and above. At rare intervals- 
perhaps two to three times per year on the average-solar protons in the tens of 
MeV energy range precipitate into the polar cap ionosphere, where they pro¬ 
duce remarkably high levels of ionization in the D-region. These "solar proton" 
events have been studied at great length, but the polar cap ionosphere, for the 
most part, remains a region of considerable mystery. 

1-1.5 Special ieatures of the High Latitude Ionosphere 

1-1.5.1 TROUGH 

i he high latitude trough is a complex feature whose location coincides 

roughly with the ionospheric projection of the plasmapause. Although the physical 
processes which operate to produce the trough are not fully understood, it is 
probably due to a combination of the effects of the polar wind, auroral ¡article 



precipitation, and thermal conduction from the magnetosphere. The trough is 
principally a topside feature, where it appears to be formed by the combined effects 
of an outflow of light ions in the polar wind, and an ionization enhancement 
associated with particle precipitation around the auroral oval. It is frequently 
observed that the electron density decreases sharply across the plasmapause 
projection, from low to high latitudes, and remains at a low level all the way to the 
magnetic pole. In these cases, a "trough" in the strict sense, cannot be said to be 
formed, although at least one of the relevant physical processes is operative. 

Another common observation, especially near solar minimum, is that the 
trough extends downwards from the topside to the F-peak and below. Some 
mechanism other than the polar wind must be operating to produce this effect, 
since the light ion concentration at these altitudes is negligible. A possible cause 
of these observed extensions down through the F-layer maximum is a reduction of 
the downward diffusion flux, which normally maintains the ionization density near 
the peak, brought about by heat conduction from the magnetosphere. The frequent 
observation of SAR arcs in this geographical region indicates the presence of ions 
with temperatures in excess of 4000 °K. Such high temperatures would certainly 
increase the linear loss coefficient. Thus the combination of decreased diffusion 
and enhanced loss would cause the height of the layer to increase and its maximum 
density to decrease, in the region of excess heating. This is what is observed in 
practice, although this agreement should not necessarily be taken as confirmation 
of the mechanism suggested here. 

The problem of modeling the trough region of the ionosphere is complicated by 
the effects of magnetic activity, which not only cause the relative importances of 
the several operative physical processes to vary, but also alter the geographical 
location and extent of the trough. There appear to be strong longitudinal influences 
involved, so that no true magnetic time frame can be established, although this can 
be done approximately if the application permits. All phenomenological aspects of 
the trough (position, depth, etc. ) are random variables, although certain deter¬ 
ministic features apparently exist. The presence of the trough near the F-peak 
may have a significant dependence on the phase of the solar cycle. The data from 
ground based ionosondes during IGY do not show strong evidence of the trough. 
Even allowing for possible misinterpretation of ionograms before the discovery of 
the trough in 1965, the result cannot be explained reasonably. Certainly, the 
trough is clearly in evidence in ground based ionosonde data in 1964. However, it 
is not well established how the pertinent solar-geophysical processes involved in 
trough formation vary throughout the solar cycle. Indeed, there is some evidence 
that solar wind pressure decreases with increasing sunspot number, which would 
suggest that the plasmapause actually grows towards solar maximum. The loca¬ 
tion and intensity of the auroral zone precipitation do not show a simple correlation 
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with sunspot number, so that it is quite possible that, in 1958 (IGY), the trough 
was very narrow or mostly nonexistent, at least in its conventionally observed 
form. That it was, at least occasionally, present in the Southern Hemisphere 
during IGY was shown by Bowman (1967). 

1 -1. 5.2 DAY SIDE CLEFT REGION 

The ionosphere at the projection of the magnetospheric cleft differs remarkably 
from the ionosphere elsewhere in the polar region. The solar wind particles, 
which find their way down the cleft, have energies in the range of hundreds of eV 
and lower. These particles lose their energy in ionizing collisions at F-region 
heights and above. In summertime, a clearly delineated particle-produced layer 
can often be discerned, embedded within the solar EUV-produced ionosphere. This 
layer, which exists in isolation in winter, is very irregular and is situated, for 
the most part, above the normal solar F-layer peak, sporadically penetrating below 
the peak as the solar wind fluctuate^. The plasma temperature in the solar wind is 
several thousand degrees Kelvin, so that a large vertical temperature gradient 
exists in the cleft region, and heat is continually being conducted downwards. The 
topside scale height is substantially greater than in the adjacent ionospheric 
regions and the shape of the vertical profile is correspondingly different. 

The cleft region extends roughly from the dawn to the dusk meridians, and its 
latitudinal extent is typically 2 to 4 degrees. There is some indication of a diurnal 
dependence of this latitudinal extent as well as a dependence upon interplanetary 
magnetic conditions, but this must be substantiated by further observations. The 
location of this region has a rather well defined dependence upon geomagnetic 
activity, when viewed in geomagnetic coordinates. The cleft moves towards the 
magnetic equator as magnetic activity increases, in response to increased pressure 
of the solar wind on the sunward side of the magnetosphere. 

1-1.5.3 POLAR CAVITY 

In winter, when the sun is well below the horizon at high latitudes, a notice¬ 
able but irregularly shaped depression in the ionosphere is observed, centered 
roughly over the magnetic pole. This is sometimes referred to as the "polar 
cavity". This feature appears to be caused by the outflow of light ions in the polar 
wind, causing a general reduction in the ionization level at all altitudes. Under 
sunlit conditions, the ion production rate is sufficient to compensate for this loss, 
but in winter the convective motions which transfer ions laterally cannot make up 
for this vertical loss. Sporadic particle precipitation events are observed in the 
polar cavity region, and the plasma is normally in a highly irregular state. 
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1-1,.5.4 NIGHTSIDE AURORAL 
OVAL 

The nightside auroral oval region is 

highly complex, and virtually never in 

equilibrium. Intense fluxes of energetic 

particles are continually being injected 

from the geomagnetic tall, which produce 

large quantities of ionization in the 

E-region and above. Intense electric 

fields and neutral winds are observed, 

which.contribute strongly to the ioniza¬ 

tion distribution. One feature, which 

seems to occur fairly regtilarly, is a 

concentration of F-region ionization 

along the equatorward edge of the auroral 

oval. The F-region within the oval 

itself fs highly irregular,. and is often 

observed to disappear almost com¬ 

pletely. A predictive model for this 

region has little meaning, except in a 

purely statistical sense, since equili¬ 

brium.must exist only very rarely. Figure 1-8, taken from a paper by Craven 

(1970), illustrates the spatial distribution of precipated auroral electrons (with 

energy greater than 5 keV). The peak fluxes occur at 0 to 3 magnetic time at 

about 65° geomagnetic latitude, and the precipitation region is sharply bounded at 

both high and low latitudes. 

1-2. NORilAL O-REGION HODEL 

The normal (quiet) D-region ionization is produced by two principal sources: 

(1) Cosmic rays, at altitudes below 65 km, and (2) solar X-rays in the wave¬ 

length range 2 ~ 8 A, and Hydrogen Lyman alpha radiation, in the height interval 
65 to 100 km. 

The cosmic ray ionization source is essentially constant in time, but is 

modulated by variations of interplanetary magnetic field, so that the lower D-region 

has a detectable solar cycle variation. Seasonal and diurnal variations in the lower 

D-region are very small, due to the near constancy of the neutral density there. 

At high latitudes, however, solar cosmic rays with energies greater than about 

10 MeV produce additional ionization in this altitude region during PCA events. 

Figure 1-8, Contours of Electron 
Precipitation in Magnetic Coordinates; 
Electron Energies > 5 keV (Craven, 1070) 



Major magnetic storms which are not accompanied by solar protons may, how¬ 
ever, have the opposite effect of reducing ionization in the lower D-region. In¬ 
creased turbulence in the interplanetary magnetic field lowers the rate of dif¬ 
fusion of galactic cosmic rays through the interplanetary medium, so that their 
flux at the earth's surface is reduced—a phenomenon known as the "Forbush 
decrease". 

The solar X-ray source is strongly dependent on solar activity and the number, 
size, and type of flares on the solar disc. The vertical ionization profile in this 
region (65 to 100 km) is significantly dependent upon solar zenith angle, season, 
and solar activity. In addition, the ionization in this region is sensitive to 
changes in the composition and temperature of the neutral atmosphere, so that 
meteorological influences are observed which give rise, for example, to the so- 
called "winter anomaly". Solar protons in the energy range 0.1 ~ 10 MeV produce 
excess ionization in the upper D-region during PCA events. More frequently, 
the high energy tail of the auroral electron spectrum (10 ~ 50 keV) produces 
excess D-region ionization around and in the vicinity of the auroral oval. 

A model of the normal D-region is assumed to represent the effects of 
ionization due to galactic cosmic rays (CR) and solar X-rays only, with separate 
models being required to include the effects of solar PCA protons and auroral 
particles. Such a model has been formulated by Nestorov (1972). The CR layer 
is represented by 

Nj (z) = N0 exp { b1 (z - zQ)} 

where N0 is the electron density at height zo> and b^ is the logarithmic height 
gradient. It was shown by Nestorov that, at solar maximum conditions in sum¬ 
mer, at Sofia 

b^ = 0.12 km * 

N = 5 cm"'* at z = 40 km. o o 

The solar cycle variation of cosmic ray intensity (with energy less than 
4 BeV) is such that the minimum value occurs at sunspot maximum. This is due 
to the fact that galactic cosmic rays must diffuse through the turbulent inter¬ 
planetary magnetic field, which allows a lower diffusion rate when the sun is 
disturbed than for the quiet solar conditions. Those cosmic rays which are most 
effective in ionizing the D-re^on (the lower energy ones) find easiest access to 
the atmosphere at high geomagnetic latitudes, so there is a pronounced latitude 
effect superimposed on the solar cycle modulation. Above about 60° geomagnetic 



latitude, however, the incident primary cosmic ray intensity may be regarded as 
essentially constant (Llngenfelter, 1.)63). 

As an approximate measure of the magnitude of the solar cycle modulation, 
the results of A. N. Charakhchyan and T.N. Charakhchyan (1967) may be used. 
They found that the cosmic ray intensity was approximately proportional to the 
logarithm of sunspot number. At high latitudes (above 60° geomagnetic), their 
results would imply a relationship like 

Nc = 3. 2 - 0.8 log R 

for R in the range 30 to 200, where Nc is the cosmic ray flux, in arbitrary units, 
taken to be unity at R = 560. In the lower D-region, the principal loss process 
for electrons is by formation of negative ions, so that the loss rate is linear. 
Thus the electron density changes over a solar cycle are proportional to the CR 
flux. The constant NQ may therefore be expressed approximately as 

Nq - 14 - 3. 5 log R 

where an additional factor of 1.45 has been multiplied into the equation to adjust 
the value of Nq for the different geomagnetic latitudes (Sofia: 41°; model: > 60°), 

The upper part of the normal D-region may be represented by another 
exponential function of the form 

N2(z) = Nt exp £b2 (z-zt)J 

where Nt is the electron density at zt = 65 km, being the upper boundary of the 
CR region; Nt = 20.0855 N0 and the logarithmic height gradient, b2> is chosen so 
that the profile merges into the normal E-region, for solar zenith angles less 
than 90°. This merging with the E-region may be assumed to take place at one 
scale height below the E-region maximum; that is, at an altitude of 90 + 20 log 
(sec X ) km, and at an electron density of 0. 866 X 10 X (f0Er cm"0. 

Thus 

3.0333 + ln (foE) _x 
b2 = 12.5 + 10 ln sec X ^ 

in the case where the profile is modeled up to the E-layer maximum only. When 
an F-layer is included, this matching condition may be modified. 
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1-3. MODEL OE THE E- 4!ND F|-LAYERS 

1-3.1 Critical Frequencies 

Hourly values of fQE and for the months March, June, September and 

December, in 1958 and 1964 were analyzed for the high latitude observatories in¬ 

dicated in Table 1-1. The five quiet days for each month were selected initially, 

in order to minimize the effects of ionospheric disturbances, and to isolate the 

direct solar controlled component of fQE and f^. The average hourly values of 

f E and f F, for eaci station, month and year were computed for these quiet 
o o l 

days. The solar dependence was assumed to take the form 

\ m(0,R, M) 
Fj) = A (0, R, M) {cos (X -ÔX) (1-2) 

where 

0 = geographic latitude 

R = sunspot number 

M = month 

X = solar zenith angle 

&X = phase lag in zenith angle dependence 

The variables A and m were determined by regression analysis, using the 

quiet day data. The functional form chosen is very sensitive to data values at 

large zenith angles; in particular, m was found to be more susceptible to small 

variations in data values for X > 80° than was A. For this reason, it was decided 

to weight the data in such a way that values at large zenith angle were deemphasiz 

The weighting scheme used was to ignore all data values for X > 85 , and to per¬ 

form separate regression analysis for x min < X < 80° (case 1), and X min < X < 8 

(case 2). The values of A and m thus found were used to compute separate 

latitudinal dependences for each case, and these latitudinal dependences were 

then averaged to arrive at the final result. 
The assumed latitudinal dependence was a linear one in which 

A(M, R) = a(M, r) + b(M, r) 0 (1-3) 

and 

m(M, R) = c(M, R) + d(M, R) 0 . (1-4) 
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Table 1-1, Stations Used in Data Analysis U958) 

Station Name X(east) 

REYKJAVIK 
FT. MONMOUTH 
ST. JOHNS 
FT. CHIMO 
NARSSARSSUAQ 

FROBISHER BAY 
GODHAVN 
CLYDE RIVER 
THULE 
ALERT 

DOURBES 
LINDAU 

»SLOUGH 
DE BILT 
JULIUSRUH 

INVERNESS 
KJELLER 
MIEDZESZYN 
MOSCOW 
GORKY 

UPPSALA 
»NURMUARVI 

LENINGRAD 
«LYCKSELE 
LULEA 

»SODANKYLA 
»KIRUNA 
»MURMANSK 
TROMSO 
LONGYEARBYEN 

»SALEKHARD 
»HEISS ISLAND 
»DIXON 
YAKUTSK 
TDÍIE BAY 

»PROVIDENYA 
ARCTICA (NP6) 
ANCHROAGE 
COLLEGE 
BARROW 

VICTORIA 
MEANOOK 
YELLOWKNIFE 
WASHINGTON 

»OTTAWA 

94.1 
40.3 
47.6 
58. 1 
61.2 

63.8 
69.2 
70. 5 
76. 6 
82.6 

50.1 
51.4 
51. 5 
52.1 
54. 6 

57.5 
60.0 
52.2 
55. 5 
56.2 

59.8 
60. 5 
60.0 
64.6 
65.6 

67.4 
67. 8 
68.9 
69.4 
78.2 

66.6 
80. 6 
73.5 
62.0 
71.6 

64.4 
82.4 
61.2 
64.9 
71.3 

48.4 
54.6 
62. 5 
38.7 
45.4 

338.3 
285.9 
307.3 
291. 6 
314.6 

291.4 
306. 5 
291.5 
291.3 
297.4 

4.6 
10. 1 

359.4 
5.2 

246.7 

355.7 
11.1 
21.2 
37.3 
44.3 

17.6 
24.6 
30.3 
18.8 
22. 1 

26.6 
20. 5 
33.0 
19.0 
15. 5 

66.6 
58.0 
80.4 

129.8 
129.0 

186. 5 
9. 5 

210. 1 
212.2 
203.2 

236.6 
246.7 
245. 5 
282.9 
284.3 

66. 5 
53. 9 
58.3 
70.3 
69.0 

75.3 
77. 6 
81. 1 
86.0 
86. 5 

47.6 
48.3 
49.9 
49. 6 
62. 5 

56. 8 
57.2 
48.2 
51.0 
51. 6 

56. 4 
56. 6 
55.8 
61.2 
62.0 

63.4 
64.3 
64. 6 
66.0 
74. 5 

61.8 
71.3 
67.9 
56.4 
65. 6 

60.3 
77.6 
60.8 
64.9 
69.7 

53.9 
62. 5 
69. 9 
52.3 
58.9 
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Table 1-1. Stations Used in Data Analysis (1958) (Contd. ) 

Station Name 4 X(east) 

^WINNIPEG 
CHURCHILL 
BAKER LAKE 

«RESOLUTE BAY 
EUREKA 

FLETCHERS ISLAND 

49.9 
58.8 
64.3 
74.7 
80.0 

75.9 

262.6 
265.8 
264.0 
265. 1 
274.0 

235.7 

61.1 
70.3 
75.1 
84.3 
89.1 

78.0 

« Indicates data also available for 1964. 

1-3.2 Resuhs 

The values of a, b, c and d and the standard deviations of A and m are listed 

in Table 1-2, for the combinations of M and R for which data were available. 

(Standard deviations are divided by the monthly mean and averaged over the year). 

Table 1-2. 

(foE: y^) = A oosmX 

A = a + b^ 

m = c + d$ 

Parameter Year Month a b c d 

foE 58 3 

6 

9 

12 

4.93 

4.50 

5.07 

4.50 

-0.014 

-0.009 

-0.015 

-0.009 

0.471 

0.339 

0.490 

0.339 

-0.0035 

-0.0010 

-0.0032 

-0.0010 

foE 64 3 

6 

9 

12 

3.83 

3.43 

3.83 

3.67 

-0.007 

-0.002 

-0.007 

-0.002 

0.377 

0.288 

0.377 

0.289 

-0.0014 

0 

-0.0014 

0 

fnFl 58 All 6.25 -0.008 0.122 0.0012 

foFl 
64 All 4.27 0 0.107 0.0008 

58 cta = 0.052 ; om = 0.250 

foE 64 a. 0.065 ; a - 0,175 

f F1 o 1 58 aA = 0.034 ; a = 0.321 A m 
f F1 o 1 64 a. = 0.014 ; = 0.333 A m 
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It is clear that: 

(1) The standard deviations are larger at sunspot maximum (1958) than at 

sunspot minimum (1964) 

(2) The uncertainty in the determination of m is substantially greater than 

that for A . 

(3) Latitudinal gradients are relatively small, as judged by comparison with 

the standard deviations. 

(4) There is a strong sunspot dependence, but a weaker seasonal dependence. 

It should be noted that the relatively large residual spread in the value of m 

is not as severe a problem as it might seem. The computed value of the critical 

frequency is quite insensitive to the computed spread in m for several hours on 

either side of noon (f E typically dilfers by less than 0.1 MHz between (m + a ) 
u m 

and (m - ¢^)). Only at large zenith angles (approaching 80°) does the difference 

begin to be significant. Another point to be noted is that the method of analysis, 

which was used, did not permit any possible correlations between the residuals 

of each parameter to be determined. The statistical distributions of each of the 

parameters must tentatively be assumed to be independent. 

Although the original functional dependence assumed contained a possible 

lag (6\ ), it was found that the inclusion of this term did not improve the accuracy 

of the fit for foE. In the case of fQFan average time lag of 12 min gave the 

best fit. The manner in which this lag was included was to locate the local time 

at which the critical frequency maximized, and then to compute the difference in 

solar zenith angles between this time and local noon, calling this difference óX . 

It should be remarked that in all of this parameter estimation, true local time 

was used rather than the time on the standard meridian, in which the data are 

tabulated. Ignoring this correction from standard to true local time was found 

to increase the residuals significantly. In an attempt to further reduce the 

residuals, the geographic latitude in Eq. (1-2) was replaced by corrected geo¬ 

magnetic latitude. The residuals, however, were insignificantly affected by this 

procedure. 

1-3.3 Sunspot Number Dependence 

Although values of the parameters at the two extremes of a solar cycle would 

by themselves be insufficient to determine any sunspot number dependence, it is 

possible to use the results of other studies to supplement the present findings. 

Unpublished work of Knecht, reproduced in Davies' (1965) book, shows that the 

noon values of fQE and over two solar cycles followed a closely linear law, 

which, upon examination, was found to be 

(f E) 
o noon = 2.95 f 0.0045 R (1-5) 
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(f F,) = 4.00 + 0.0087 R . ' o l'noon 
(1-6) 

By assuming a similar linear dependence for the high latitude data (at a latitude 

of 65°), the following relations were derived for summer: 

E-layer: Ao(Mi6) = Ao(M=6i R=o) + 0.0041 R 

F^-layer: Ao(M=6) = Ao(M=6> R=o) + 0.0095 R . 

The dependences thus found agree quite well with the results of Knecht (to within 
10 percent). When the E region data were averaged over summer and the two 
equinoxes, with winter being omitted because of an anomalously low value, the 

result 

A = A + 0.0043 R 
° °(R=0) 

(1-7) 

was obtained. 

1-3.4 First Order Corrections to the Models 

As already noted, a small time lag (relaxation) was needed in order to bring 
the simple cosine (solar zenith angle) dependence into better agreement with the 
data, at least in the case of the F^-layer. It was noted, however, that both f0E 
and f Fj exhibit a small residual asymmetry about local noon (hysteresis), as 

° depicted in Figure 1-9. This hysteresis 
was adequately taken into account by the 
inclusion of a term linear in local time, 
with the coefficients for both layers being 
determined by regression analysis. 

Following the hysteresis correction, 
the modeled value for fQE and fQF^ was 
generated, corresponding to every 
available hourly data value. There were, 
in all, 19, 967 fQF1 values and 30, 925 

f.F, * ACMmXt-t0 {1-0 009(It-T)-000110,} 

f0E*Bco»"x {t-ooo»(it-T)-ooooiso,} 

Figure 1-9. Model of ^F^ and foE 

f E values available. A set of normalized 
o 
residuals was then constructed by sub¬ 
tracting the modeled value from the 
measured value in the following manner: 

N-Nm 
- (1-8) AN 



1 

23 

where 

N - (f Er or (f F.) o o 1 

N (f E)2 or (f F,)2 . m o m o 1 m 

Each of these residuals was then associated with an index of magnetic activity 

recorded at the time the measurement was made. The magnetic indices used 

were: 

Kp (3 hourly planetary index) 

3p (3 hourly arithmetic planetary index) 

AE ( 1 hourly auroral electrojet index) 

Dgt (1 hourly storm index). 

Regression analyses were then performed using each magnetic index separately. 

It was found that Bp, AE, and Dgt were about equally effective in terms of 

standard deviation from the mean. This was true both when all data were com¬ 

bined in a single large group, and when a subdivision was made into 10° strips 

op geomagnetic latitude. A more detailed analysis showed that the linear correla¬ 

tion was valid only for low to moderate magnetic activity, but "saturated" at 

high levels of magnetic activity. 

Figure 1-10 shows the dependence 

of the normalized residual on ap. 

This dependence was approximated by 

a simple linear expression, nowever, 

which was then used as another first 

order term in the basic solar model. 

The complete solar model, including 

the magnetic activity correction, is 

summarized in Section 1-3. 6 and in 
Figure 1 -9. The analysis was completed 

by examining the statistical distribution 

of deviations from the resultant first 

order model. These were found to 

be closely Gaussian distributed, with 

a standard deviation of 2 to 3 times 

the nominal measurement accuracy. 

Considering the effects of localized 

disturbances (such as TID), this 

indicates that the modeling accuracy 

is approaching a practical limit. 

Op 

Figure 1-10. Average Depression of Fi" 
Layer Ionization Density Versus Planetary 
Magnetic Index (June 1958, 1964) 
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1-3.5 Auroral E-layer 

In addition to the solar E-layer, it has been realized in recent years that a 

stable E-layer is produced, by auroral particle ionization, around the auroral 

oval. This layer resembles the solar E-layer in many respects, but is con¬ 

siderably weaker and occurs on both day and nightsides of the earth. It is dif¬ 

ferentiated from sporadic-E by exhibiting pronounced retardation (indicating that 

it is a thick layer) and by varying much more slowly in time and space. Never¬ 

theless, the parameters of the auroral-E layer are random variables, since the 

intensity and height of the layer depend on the incident auroral particle flux and 

energy spectrum, which are highly variable and largely unpredictable. The 

critical frequency of the auroral E-layer (f0Ea) was modeled mainly on the basis 

of aircraft ionosonde observations (Wagner, 1973), together with a limited 

amount of published data (King, 1965). The critical frequency f0Ea is found to 

be approximately normally distributed with a median value of 1.1 MHz and 

standard deviation of 0.7 MHz. The height of the auroral E-layer (h'Ea) is given 

by the following approximate relationship: 

h'Ea = 200 - 45 log10(foEa)4 . (1-9) 

A special problem arises on the dayside of the auroral oval, when the com¬ 

bined effects of particle precipitation and solar eUV produce a composite E-layer. 

A crude attempt was made to synthesize this composite layer by assuming it to be 

the combination of two parabolic layers (solar and auroral) having identical 20-km 

semithicknesses. This technique is not satisfactory under certain conditions, 

particularly when the auroral E-layer is at heights greater than about 130 km, 

since a deep minimum appears between the two layers. The assumption of 

parabolic layers is, of course, an unrealistic one although it has been found to 

be satisfactory in certain radio propagation applications. 

An alternative solution to the problem of the combination of the solar and 

auroral E-layers was to examine the residuals from the solar E-layer model for 

data points measured in the dayside auroral oval. On the average, these residuals 

were 0. 2 MHz, showing that the average effect of dayside aurora is to increase 

fQE by this amount. A more rigorous treatment of this problem requires the 

modeling of actual energy inputs (particularly the energy spectrum of the auroral 

particles) followed by solution of the physical governing equations. This is 

regarded as being beyond the scope of this model. 

Figure 1-11 shows the result of synthesizing foE over the entire polar region 

for the particular set of parameters indicated. The strong solar-zenith-angle 

control is clearly in evidence, while the auroral E-layer is observed in isolation 



Figure 1-11. Contours of Median f0E (Müz) for March 21; Sunspot No. 50; 
K = 1, UT = 0 

P 

on the nightside, and as a perturbation of the solar layer on the dayside. The 

model is a median model in the sense that the median value of the random variable 

(fQEa) is represented. The model for the solar component is essentially deter¬ 
ministic. 

1-3.6 f0K Solar Component 

Let: 

D - day number 

R = sunspot number 
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X - solar zenith angle 

a = arithmetic planetary magnetic index 
P 

T = local time (hr) 

i = 2jr/365 (D - 100) 

ÿ = geographic latitude (deg) 

Then <f0E)0 = A cosmx , where: 

A = a + 

m = c + d$ 

a = o + 0 cos ^ 

b - y + 6 cos ill 

c 1 e + Ç cos ^ 

(i = u + 1 cos ^ 

a = 3.62 + 0.00596 R 

0 = 0.143 + 0.000567 R 

7 = -0.0041 - 3.90 X10-5 R 

6 = -0.00195 

e = 0.293 + 0.00045 R 

Ç = 0.01 

M = -0.00062 - 0.81 X 10’5 R 

n i -0.000668 - 2.5 X 10-6 R 

Hence: 

f E = (f E) { 1 - 0.0038 (12 -7)- 0.00013 a l . 
o o o t r ) 

Standard deviation of the residuals from the mean is 7.4 percent of the mean, 

averaged over all available data. 

1-3.7 f0Fl Model 

Let 

(foFi)o = Aco8mXT-0.2* wherC! 

A - a + 0d 
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7+ó</i 

4.13 + 0.0111 R 

0. 00057 - 0. 000044 R 

0. 106 + 0.000083 R 

m 

a 

ß 

7 

ó - 0.0007714 + 2,23X10”” R ,-6 

Hence: 

foFl " Wo I1 ' 0'005 (12 ‘ T) ‘ 0-0011 ap }• 

Standard deviation of the residuals from the mean is 6.3 percent of the mean, 

averaged over all available data. 

1-3.8 Heights of E- and Kl-layers 

From true height analysis of polar ionograms (see Section 1-4.4), the follow¬ 

ing relationships have been deduced, based on the theoretical Chapman formula¬ 

tion: 

hE - 100 + 20 ln sec X 

hFj = 156 + 0.15 R + 45 ln sec X 

where the units are in km. 

The scale heights in these expressions (multipliers of ln sec X ) are shown as 

being independent of sunspot number, R. This is certainly reasonable in the case 

of the E-layer, since neutral atmosphere variations at this altitude are known to 

be negligible. In the case of the Fj-layer, significant variations of neutral 

temperature and density do occur with varying sunspot number, at the altitude of 

hFj. However, the indicated independence of scale height is apparently due to a 

much less pronounced solar cycle dependence of electron temperature, as evi¬ 

denced in work by Freyzon and Shapiro (1972), 

1-3.9 Total Electron Content of E- and F 1-layers 

Let the E- and F^-layers be represented by alpha Chapman layers of the 
form 

N(z) - Nm exp -i-(l-z-e'z) 



where 

h-h 
z max 

TT 

H = scale height 

l‘max ' h®lght of maximum ionization for overhead sun. 

This representation is an accurate description of the F ^ -layer only up to its peak, 
and will be used only in this range of validity. 

The integrated electron content of the Chapman layer is 

where 

and 

X 

Thus the total electron content of the E-layer and the lower half of the Fj-layer is 

Tg = 4.133 N1 + 1.312 H2N2 

where H1 and H2 are scale heights of E- and F ^-layers respectively, and Nj and 
N2 are maximum electron densities of E- and F1-layers. On substituting the 
expressions for N1 2 in terms of fQE and f^Fj and taking values 

= 20 km 

H2 = 45 km 

then 

Tg = 7.32 X 1010 (IqFj)2 + l.O: X 1011 X (foE)2 . 

1-3.10 Probability of F 1-Stratification 

The basic model for the F ^ -layer contains only a solar zenith angle dependence 
with small corrections for relaxation, hysteresis, and the effects of magnetic ac¬ 
tivity. There is, however, another important factor which remains to be included 
in the model. It is well known that the F j-layer is seldom observed in winter and 
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virtually always present in summer, despite the fact that the solar zenith angle 
i. 

dependence already discussed would predict an F ^-layer in winter whenever the 

sun is above the horizon. This effect is apparently due to seasonal changes in the 

composition of the neutral atmosphere, which are associated with the seasonal 

ionospheric "anomaly", of which several other manifestations are well known. 

In particular, the seasonal variation of the linear loss coefficient at Fj-layer 

heights seems to be very large, and this can explain the absence of Fj-stratification 

in winter, at a zenith angle at which this stratification would be observed in sum¬ 

mer or equinox. 

In order to complete the model of the F ^-layer, the seasonal variation of the 

probability of F ^-stratification was determined from the available data. The 

hourly soundings—for which F^-layer measurements were impossible because of 

total absorption, sporadic-E blanketing, equipment failure or interlerence—were 

first excluded from the analysis. The remaining numerical values were sorted 

into 5° intervals of solar zenith angle for each station and month; that is, the 

number of f F, values in each month were counted for which the solar zenith 
° 1 o 

angle was within a particular 5 range of solar zenith angle. The stations were 

then grouped in 10° intervals in geographic and geomagnetic latitude, and the 

results expressed as a percentage of the total possible counts. Figures 1-12 

through 1-15 show these percentage probabilities for the 10° geographic latitude 

intervals. In all cases the probability of F j-formation falls to zero as the solar 

zenith angle approaches 90°. However, there is a pronounced seasonal variation 

in the probability of formation for a fixed zenith angle, with summer values being 

highest and winter values lowest (almost always zero). Two other results of 

interest are noted: 

(1) The two equinoxes are not identical—September always has higher 

probability of F ^-formation than March. 

(2) Sunspot maximum year (1958) consistently shows a lower probability of 

formation than sunspot minimum year (1964), 

Both of these results are in accordance with the theory of F ^-layer formation 

(for examp.e, Rishbeth, 1967). The first is related to the asymmetry, with respect 

to the solsticf /i, of the changeover of the atmosphere from winter to summer con¬ 

ditions and vice versa. These changes occur rather abruptly in April and October, 

respectively. Thus March is a winter-like month and September is a summer-like 

month. The solar cycle dependence is due to the large variations in ion-pair 

production rate brought about by the similarly large variations in solar eUV flux, 

and are explained in Rishbeth's review. 

Another aspect of the probability of F^-stratification is the diurnal dependence 

exhibited by this analysis; that is, the zenith angle dependence for a fixed solar 

declination. Figure 1-16 shows the probability of F j-formation in summer of 1958, 



Figure 1-13. Probability of Fi-layer Formation as a Function of 
Solar Zenith Angle (latitudes 50o-61o) 



Figure 1-14. Probability of Fi-Layer Formation as 
a Function of Solar Zenith Angle (latitudes 62°-710f 

Figure 1-15, Probability of Fi-layer Formation as a 
Function of Solar Zenith Angle (latitudes 730-82°) 
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Figure 1-18. Probability of Fi-layer Formation Versus Log Cosine 
(zenith angle); June 1958 for Magnetic Latitudes 56°-66° 

for a particular range of magnetic latitude, plotted as a function of the log cosine 

of the solai zenith angle. The relationship is approximately linear and may be 
written 

where the probability of formation with the sun at the local zenith is 100 ln L 
o 

percent. LQ is thus seen, from the previous remarks, to be a function of solar 

declination (season) and, less notably, a function of phase of the solar cycle. 
This function may be written as 

The value of the exponent, q, may be taken to be 0.3, as a reasonable average. 

There is no marked systematic difference between the results as expressed in 
geographic or geomagnetic latitude. 
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1-4. K2-LAYER 

In contrast to the lower layers, the Fg-layer is not in photochemical equili¬ 
brium. Diffusion and convection dominate the distribution of electron density in 
the region of the Fg-peak and above, with photochemical processes playing a 
secondary role. Although the present knowledge of the relative magnitudes of the 
winds and temperature gradients in the F-region is inadequate to permit a 
mathematical formulation of its parameters, some preliminary study of the basic 
physics of this region can lead to an optimum approach in constructing a theoretical 
model. Under equilibrium conditions, the F2-layer is formed by the combined 
effects of photoionization and loss processes on the bottomside, and downward 
ambipolar diffusion on the topside. The diffusion flux decreases with decreasing 
altitude and disappears at about 1 to 2 scale heights below the F-layer peak. At 
the peak, it may be shown that, for daytime equilibrium conditions (Rishbeth and 
Barron, 1960) 

N, rr m 
m 

where 

N_ m 

’m 

m 

= electron density at the peak 

= ion pair production rate at the peak 

= linear loss rate at the peak 

and 

D n 

0 ~~ —Ip- sür I m h2 

where 

Dm = ambipolar diffusion coefficient at the peak 

H - density scale height 

I - local magnetic inclination. 

The ambipolar diffusion coefficient, D, is given by the expression 

D 



34 

where 

k = Boltzmann's constant 

V = ion-neutral collision frequency 
in 
T = absolute temperature. 

Thus it might be anticipated that Nm should have a tendency to be ordered in 

the geomagnetic coordinate system, because of the magnetic inclination factor. 

On the other hand, the solar production function, q, is clearly a function of geo¬ 

graphic latitude and local time. Thus the spatial dependence of Nm is seen to be 

a complex entity. If an attempt is made to order experimental data in geographic 

latitude and local time, the magnetic inclination term will result in inconsistencies, 

which may be viewed as a longitude dependence of Nm. 
At night, when the solar production function, q, is zero, the F-layer gradually 

assumes a shape established by the relatively rapid loss of electrons on the 

bottomside, with the electron density below the peak being partially sustained by 

downward diffusion from the topside where losses are negligible. This shape 

happens to resemble that of the Chapman layer (Dungey, 1956), and the F-region 

electron density decays exponentially with time until sunrise, preserving this 

characteristic shape as it does so. 

1-4.1 Rottomsidr Tolal Conlent-Slah Thickness 

The shape of the underside of the F-layer and its integrated electron content 

are quantities of interest in certain applications. It may be shown that the follow 

ing relationship holds, under equilibrium conditions: 

(TEC)-, kTt 

sb^- cvc^r 
where S is a quantity having units of length, known as the bottomside slab thick¬ 

ness, (Äc)g is the bottomside total electron content, H. is the ion scale height, 

and C is a dimensionless quantity which depends on the shape of the layer and the 

ratio of electron temperature to ion temperature. 
Various mathematical profiles have been proposed to describe the F-layer 

electron density distribution, since as has been pointed out, it usually does not 

conform to a standard Chapman profile. In general, all of these profiles contain 

a parameter having units of length which may be associated with the layer thick¬ 

ness, usually denoted by ym. This parameter is usually simply related to (TEOg. 

For example, for a parabolic profile 

N = Nm * ^z*hmax* /ym j ’ 
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it is easily shown that 

(TEC)r 

ym"1,5 Ñ = 1’ 5 Sg • 
m 

1-1.2 Hei)rfit of lh«> K-layer Maximum (hmax) 

The height of the maximum F-layer density is an important parameter, 

especially in HF propagation applications. The layer maximum forms near the 

level at which the solar ion production rate (q) is equal to the chemical loss rate. 

This altitude varies during the day due to the varying solar zenith angle. An 

increase in q causes a decrease in hmax and vice versa. Thus the layer is 

generally at its lowest height near noon, and solar flares and other disturbances 

also cause a lowering of the layer. 

The height of the maximum is somewhat more sensitive to variations in 

electron temperature than is the maximum electron density, which is determined 

primarily by chemical loss processes. Disruption of thermal equilibrium in 

the plasma upsets the condition of diffusive equilibrium which establishes the 

stable F-layer. Thus, at sunrise, the layer height drops rapidly by 40 to 50 km, 

due to a large increase in the downward diffusion flux, while the peak density 

changes only slightly. After sunset, the rapid cooling of the electrons again 

enhances diffusion, so that despite the very high loss rate, which causes N to 

drop rapidly, hmax remains near its daytime equilibrium level for several hours 

after sunse.. The layer then begins to rise and continues until it reaches a level 

where diffusion and loss processes are equal, which usually occurs around mid¬ 

night. The nighttime F-layer is maintained principally by ambipolar diffusion 

downwards from the upper ionosphere and protonosphere, which act as reser¬ 

voirs. In certain localized regions—notably the auroral oval and, at times, the 

polar cap—precipitation of magnetospheric particles produces ionization by col¬ 

lision with neutrals, at F-region altitudes. Under these circumstances, the 

nighttime F-region profile may differ markedly from the "normal" nighttime 

profile. 

1-4.3 f0F2 Model 

The empirical model for f0F2 is based upon analysis of the following data: 

(1) 320, 000 hourly values of foF2 from the ionosondes listed in Table 1-1, 

for each day of 1958 (average sunspot number 189), 

(2) 35, 000 hourly values of foF2 from the ionosonde stations in Table 1-1 

which are marked with an asterisk, for each day of March, June, September and 

December of 1964 (average sunspot number 10). 



(3) 180, 000 topside values measured by Alouette 1 during the complete 

year 1963, and an additional 80, 000 values for various months of the years 1966 

to 1968. These values are not uniformly distributed, with the bulk being 

measured over the Western Hemisphere. 

The analysis of this data was based on the assumption that the data are 

ordered in two prime coordinate frames: 

(1) Geographic latitude and local time. 

(2) Geomagnetic latitude and geomagnetic time; the magnetic coordinates are 

those described by Hakura (1965) and updated by Gustaffson (1970), and known as 

"corrected geomagnetic coordinates". 

It .vas nevertheless recognized that—due to the effects of winds, nonsymmetry 

of the geomagnetic field, and other factors—there is no unique time coordinate 

which is orthogonal to these latitude parameters. Consequently, the possibility 

of true longitude variations is allowed for in modeling f0F2. Because attention is 

confined to latitudes greater than about 40°, it was not considered necessary to 

use a spherical geographical coordinate system. Instead, cylindrical coordinates 

are used, with latitude as the radial and time as the azimuthal coordinates. 

Figure 1-17 shows the data for the five geomagnetically quietest days of Decem¬ 

ber 1958, averaged in 5° increments of geographic latitude. The characteristic 
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figure 1-17, Diurnal Variation of f0F2 in 5° I,atitude Intervals; 
Quiet Days, December 1958 
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diurnal variation of f0F2 is apparent for all latitudes at which the sun rises 

at some time during the day. At the highest latitudes, where the sun does not rise 

at all in December, the value of foF2 is fairly constant, displaying only small ir¬ 

regular fluctuations. Figures 1-18 and 1-19 show the median contours for the 

months January 1958 and January 1964, plotted in corrected geomagnetic co¬ 

ordinates. It must be pointed out that such a display inevitably smears out the 

local time effects at high latitudes on the dayside of the earth, but of course brings 

out clearly any magnetically ordered effects, such as the trough and the auroral 

oval. These are more apparent on the nightside, and more so in 1964 than in 

1958, and are clearly smaller than the lo^l time ordered effects associated with 
solar UV irradiation. 

It was decided to represent the diurnal variation of [qF2 by a Fourier 
expansion 

foF2(t) ao(iÿ) + 
N 
I 
n = l 

a (¢) cos 

10 

T(f 

Figure 1-18. Median f<)F2 Contours for 
January 1958, Synthesized by a 12-har¬ 
monic Time Series; Corrected Geo¬ 
magnetic Coordinates 

Figure 1-19. Median f0F2 Contours for 
January, 1964, in Corrected Geo¬ 
magnetic Coordinates 
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where 4 equals geographic latitude, and t equals local time. The choice of the 

highest order harmonic (N) to be used was based on the conflicting requirements 

of accuracy and simplicity of the model. It was found that, in the majority of 

cases, N = 3 provided sufficient accuracy and this was chosen as the compromise 

value. Figure 1-20 shows how the magnitude of the harmonics, an, varies with 

n for several high latitude ionosonde stations. For the purpose of comparison, 

the magnitude of 0.05 times the monthly median value is also shown. Figure 1-21 

shows a typical diurnal variation of fQF9, together with a 2-harmonic approxima¬ 

tion and a 3 -harmonic approximation. This figure reveals a noteworthy point. 

Although the overall fit of the 3-harmonic approximation is tolerably good, the 

maximum discrepancy occurs near sunrise, when the value of f F, rises 

abruptly. It was found necessary to include harmonics up to order 6 in order to 

reduce this discrepancy to a value compatible with the remainder of the fit, and 

this additional complexity in the model was not considered to be warranted. The 

obvious point to be taken from this is that the Fourier harmonics, while a con¬ 

venient set of orthogonal coordinates, are not the optimum ones. Nevertheless, 

none of the other conventional orthogonal coordinate systems is likely to be 

superior in representing the diurnal foF2 variation, and the proper approach, 

which should be employed in a future model is to develop an empirical orthogonal 

coordinate system, using statistical analysis of the data itself. 

The data for the five magnetically quietest days of each month for each 

ionosonde station were averaged, and the resultant "composite day" was then 

Fourier analyzed. These quiet days are assumed to represent the solar con¬ 

tribution with a minimum of complications due to energetic particle precipitation. 

Joule heating, and other less obvious effects. Of course, these effects are always 

present in the high latitude ionosphere, but they are presumably stable and have 

their smallest magnitude on quiet days. The amplitude and phase of each of the 

Fourier harmonics were then plotted as functions of geographic latitude. The 

overall results may be summarized as follows: 

(1) aQ exhibits a steady decrease from low latitudes towards the geographic 

pole, and is adequately represented by a linear fit 

where mQ is the slope, and Io is the (fictitious) intercept at the equator (the model 

is defined only in the range 90° > 0 > 40°). 

(2) a1 shows a more complicated behavior, in that it is relatively constant 

in the range 40° <$<•*■ 58°, and then falls to a value near zero at the pole. 

This term is represented by a piecewise linear approximation 
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Figure 1-21. Comparison of 2-and 3-harmonic Fits V ith Diurnal 
Variation of f0F2; Average of Stations in Latitude Range 45o-50° 
(December, 1958) 
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»l - Ijj (40o<*<58°) 

= + (58° < $ < 90°). 

Ill varies with season, but since the sloping line is assumed to pass through zero 
at the pole, ^ !1 and rrij are interrelated. 

(3) shows little latitude dependence and is adequately represented by a 
constant value for a given month. 

(4) a2, a3, 02, ö3 are all sufficiently small that, even for magnetically quiet 
days, the "noise" inherent in the data precludes a determination of their latitude 
dependence, except to note that any such dependence, if present, is quite small. 
All of these parameters are represented by constants for a given month. 

By plotting aQ and Bj as contours in geographic coordinates, for the various 
months, it was noted that there was a clear tendency for symmetry to be displayed 
about both geographic and geomagnetic poles. It was also apparent, however, that 
other longitude effects were present which could not be explained as simply as 
this. It was clear that the latitude dependences aQ (¢) and a1 (¢), which have been 
derived, are averages over longitude, and some correction term must be applied. 

The next step in constructing the model consists of deriving the seasonal 
dependence of the three Fourier harmonics for 1958. The parameters m0, 1^, I 
a2» a3» ®2* ®3 were fitted with Fourier series of the form 

j (<D>=h0* ^ j 

Î 
where D = day number in the year. In this way, a closed-form model was derived 
for the geographically ordered term, for the magnetically quiet days of 1958. 
The next step was to analyze the residuals from the model and to attempt to order 
them in the geomagnetic coordinate system. An initial attempt was made to 
repeat the above procedure, as follows: 

The "geographic" term just derived was substracted from each data point for 
j the individual quiet day averages for each station, 

Wr ' < <W2 • 'Wo >1/2 

where the subscripts R and G refer to "residual" and "geographic" respectively. 
These residual values were then Fourier analyzed with corrected geomagnetic 
time as the appropriate coordinate, and the values of the Fourier expansion co¬ 
efficients plotted against corrected geomagnetic latitude, in a manner analogous to 
the analysis in geographic coordinates. In this case, however, no clear latitude 



dependence could be discerned, with the results being noiselike in character. 
This is likely a result of the fact that geomagnetically ordered effects are not 
rotationally symmetric in the geomagnetic coordinate system. As a consequence 
of this failure to order the residuals in this way, it was decided to omit geo¬ 
magnetic time as a prime variable. The compromise solution was to allow for a 
longitude correction term for a0, together with a geomagnetic latitude correction 
term for both an and a,. 

The longitude term was examined by grouping the ionosonde stations in two 
sectors; the "American" and "European" sectors. The Fourier coefficient aQ was 
plotted as a function of geographic latitude for each month and each sector. There 
was an apparent seasonal dependence in the deviation from rotational symmetry 
about the geographic pole, and the deviation from the quiet "geographic" model was 
maximum at a geographic latitude of ~ 55°. The model, therefore, contains a 
piecewise linear correction term which is a function of longitude (X), latitude 
(¢), and day number (D). The station density did not permit a complete representa¬ 
tion of the longitude dependence, which is therefore expressed as a separate 
function of 4 and D for three longitude sectors: 

-15° < X< 165° (East positive) 

165° < X< 195° 

195° < A< 345°. 

A set of residual Fourier coefficients Aa0 and Aa^ were then formed by sub¬ 
tracting the geographic model and the above longitude effect from the actual Fourier 
coefficients a0 and aj. The coefficients AaQ and Aaj were then plotted as functions 
of corrected geomagnetic latitude (* ), for each month. The plots show a character¬ 
istic "S" shape with a maximum in the vicinity of ♦ = 80° and a minimum in the 
vicinity of 4> = 58°, although these values differ between AaQ and Aa^ and also 
exhibit seasonal variations. It was decided to model these variations with a cubic 
equation, constrained to have a maximum at *max and a minimum at ♦mjn, where 
these maxima and minima are functions of season for aQ and a^. The coefficients 
of these cubic equations were determined by least square fitting to the data, and 
are contained within the model as functions of season. In this way, the original 
Fourier expansion in local time has been amended so that its coefficients are 
functions of ¢, ¢, X, D. 

At this point it is necessary to consider the effects upon f0F2 of varying mag¬ 
netic activity. The index of magnetic activity which was used was Kp, which is 
available in 3-hr intervals of UT. The range of Kp values was divided into seven 
increments, so that, except for the lowest and highest, all increments had 
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approximately the same population. Then, the f0F2 data for each station-month 

combination were sorted so that seven "composite days" were constructed for each 

station and for each month, each one corresponding to a different K level. Then, 

using the basic quiet day model in geographic coordinates, and the longitude cor¬ 

rection, the geomagnetic latitude correction term was evaluated, as before, for 

each of the seven composite days. The result ol this analysis showed that a has 

a Kp-dependent term which is also seasonally dependent, having maxima at the 

equinoxes, and also that * max and * are functions of Kp. 

1 -4.3. 1 MULTIPLE REGRESSION ANALYSIS 

At this stage, the basic structure of the foF2 model had been determined for 

a year of very high sunspot number (19 i8). It remained to "fine tune" the model, 

and to determine the solar cycle dependence, to the extent possible with the limited 

data available. For this purpose, a multiple regression analysis procedure was 

used in which each of the terms was introduced separately in closed form. The 

program then provided regression coefficients for the data against each variable 

separately. In the course of this analysis, it was found necessary to add another 

term to ao to account for a solar cycle dependence of the seasonal variation in 

the overall mean amplitude of f^. It is interesting that this term maximizes in 

the winter in 1958, thus reinforcing the seasonal anomaly which exists in foF2. 

However, in 1964 the additional seasonal term maximizes in summer, thereby 

reducing the magnitude of the seasonal anomaly. Inspection of the data for quiet 

days does, in fact, show that the seasonal anomaly is much reduced in 1964, with 

summer and winter noon values of fQF, being about equal, whereas in 1958 they 

differ by a factor of about 1.8. 

The solar cycle dependence was determined from all o' the available data, 

and found to be of the form 

foF2 = 4-8 + °*42 <a0+ai+a2+a3) X (1.0+0.012R-2. 6X10‘5R2) 

± 0.6 cos ^-(0+11) 

where the + sign in the last term is used for R > 100 and the - sign for R < 100. 

This rather crude procedure is all that the available data warranted, and clearly 

requires improvement at some future time. 

The model was then used to attempt to reconstruct the original data, and a 

detailed comparison was made between the predicted model values and the data 

from the "composite days". In general, the results were acceptable, with 

deviations from the data about the modeled values being fairly randomly distributed. 

However, there were found to be two regions in which significantly nonrandom 

deviations occurred; these deviations were maximum in winter and diminished to 
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zero in summer. On the dayside, in the cleft precipitation region, the modeled 

values were too high, typically by 2 to 4 MHz in winter 1958. On the nightside, at 

the low latitude boundary of the auroral o ral, a band of values were found to be too 

low by about 1 MHz in winter 1958. A final correction term was therefore added to 

the model, having the following form: 

ttII 2 

(foF 2^corr foF2 + 0' 25 Kp cos ~TT exp * HM > 18; Hm < G 

where 

li 72 - 1.8 Kp +• 5,1 cos -jg (HRj - 1) deg. 

Also 

<foF2)corr = foF2 [ 1 ' (1 ‘ ^ > exP ’ ] 6 < »M < 18 

where 

o - 80 - 1.2 Kp deg, 

rj = 1 - 0.35 cos (HL - ^ ) • j^l + cos (D+8)j ji, 

and d is the phase term in the diurnal Fourier expansion of ^F,. The value of 

rj was truncated so that n < 1 always. Thus this correction can never increase the 

originally modeled foF2 value on the dayside of the auroral oval. The Gaussian 

functions were chosen arbitrarily on account of their desirable asymptotic 

characteristics, and have no physical significance. The nightside correction term 

is additive, so that its influence is proportionately smaller at solar minimum than 

at solar maximum, which appears to be consistent with the data. Conversely, the 

dayside correction term is multiplicative, implying proportionately equal influence 

throughout the solar cycle. This dayside correction term is located at the iono¬ 

spheric projection of the magnetospheric cleft and has a magnitude which is largest 

in the early afternoon during winter. It is apparently associated with a modification 

of the vertical diffusion flux by changes of the vertical temperature gradient caused 

by particle precipitation through the cleft. 

1-1.1 True llcipht lonogram AnaKsi* 

The parameters bniax, hFj and (TE('!p must be obtained from true height 

analvsis of bottomside ionograms. For this reason, the following true height 

profiles were assembled: 



(1) Composite profiles (profUe derived from the average ionogram for a 
given hour for an entire month) for stations : 

Reykjavik 
Godhavn 
Thule 
Ottawa 
Winnipeg 
Churchill 
Resolute Bay 

These profiles were obtained for the hours 00, 06, 12, 18 LMT in March, June, 
September and December of 1958 and 1964. 

(2) Composite profiles at 00 and 12 LMT only in March, June, September and 
December at the following stations, where the existence or absence of data in 1958 
and 1964 is indicated: 

Station 1958 
Point Barrow x 
Lulea x 
Victoria x 
Anchorage x 
Washington x 
Baker Lake x 
Eureka x 
Fletcher's Island x 
Meanook x 
Narssassuak x 
Gorky x 

(3) Composite profiles for all 24 hr 
October and November of 1962 and 1963 i 
Godhavn. 

1964 

X 

X 

X 

local time for the months September, 
Adak, Narssassuak, Thule, and 

(4) Individual profiles for every hour in April, May, June and July of 1970 at: 

Godhavn 
Narssassuak 
College 
Churchill 
Winnipeg 
Ottawa 
St. Johns 
Hanover 
Boston 
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(5) Published data for January, June and September, 1958 at: 
Tikhaya Bay 
Tixie Bay 
Alert 
North Pole 6 

1¾ 
I» 

I 

V, 

t, 

North Pole 7 
Eureka 

by Astakov et al (1970). 
An example of several composite profiles is shown in Figure 1 -22. The 

available body of true height analysis was sufficient to permit construction of a 
reasonably accurate model of the bottomside ionosphere. Further analysis is in 
progress which will provide an even more complete estimate of day-to-day 
variability, and of temporal and spatial variations associated with the rotation of 
the earth beneath the auroral oval. The solar cycle dependence, of course, is 
not very well defined by analysis of data at the extremes of a solar cycle, where 
the bulk of the available data is located. The solar cycle dependence has been 
deduced partly from the available data at moderate sunspot number and partly, 
in the case of the scale height, by noting the strong dependence upon neutral 
atmosphere parameters for which a well tested model exists. Further, the 
results of Becker and Stubbe (1963) have been extrapolated from midlatitudes 
and found to be satisfactory for some purposes. 

Figure 1-22. Example of True Height Profiles From Anchorage, 
1958. The vertical arrow shows the value of f0Fi which is 
predicted by the model (Figure 1-9) 
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1-4.4. 1 TOPSIDE TRUE HEIGHT PROFILES 

True height profiles deduced from topside soundings taken by Alouette 1 

were made available by Dr. G. Lockwood (CRC, Canada), spanning the years 

1963 to 1967. The bulk of the data, however, was concentrated in the 1963 to 

1965 period. The analysis of this data is the subject of a separate report, but 

some results of that analysis have been included in this report. The original data 

were first interpolated so as to form an array of uniformly spaced (in altitude) 

electron density samples. The profiles were then sorted and a new data file con¬ 

structed, consis ing of all profiles taken at geomagnetic latitudes greater than 

40 , together with such additional information as solar flux, planetary magnetic 

activity and magnetic time. This data file, consisting of 38, 000 profiles spaced 

at 100 km in the vertical from 350 to 950 km, formed the basis of the topside 
profile in the present model. 

1-4.5 Model for the Height of F-Layer Maximum (h,,,,*) 

A model for hmax was devised which reproduces the principal diurnal 

seasonal and solar cycle dependences, while being very simple and economical in 
terms of computation requirements. 

The diurnal variation chosen was a piecewise linear combination based upon 

solar zenith anele and therefore containing most of the seasonal and latitudinal 

dependences .well. The work of Penndorf and Katz (1969) was taken as a guide 
and while this was developed for midlatitudes, it was found to be also a reasonably 

close approximation to reality at high latitudes. The height h remains at its ‘ 

nighttime equilibrium level until sunrise at the level of substaXl ion product^ 

which occurs at a solar zenith angle of 101°. Then hmax falls linearly until 

X ~ 87 is reached, when it becomes constant, and remains so until x ~ 78°. 

FinaHy, hmax begins to rise linearly, and this rise can be taken to continue until 

midnight, when nighttime equilibrium is again achieved. This behavior is illustrated 
in Figure 1-23. 

The diurnal variation is completely specified when the values of h at two 

points on this piecewise linear approximation are established. For convenience 

these "calibration" points are taken to be the values at midday and midnight-h * 

and h respectively. It is now necessary to establish the latitudinal and seasonal 

dependences of h12 and h00, exclusive of the solar zenith angle dependence and 

also their solar cycle dependence. In connection with the solar cycle dependence 

it should be noted that the critical solar zenith angles-at which the slope of the 

hmax * 1 curve changes-probably should also be functions of solar activity since 

the density of the neutral atmosphere at a given altitude exhibits a very pronounced 

dependence on solar flux and, therefore, the altitude of maximum ion production 
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should also be expected to vary over a solar cycle. Indeed, it is clear from work 
of Rishbeth and Setty (1961) that such a solar cycle trend in these angles is 
observable, but it is not yet clear what this dependence should be. This is an 
area which requires further refinement, but should not produce very substantial 
errors in modeling. 

The values of h12 and h00 were taken from the true height profile analysis, 
described in Section 1-4,4, and plotted as functions of both geomagnetic and 
geographic latitude for March, June, September and December of 1958 and 1964 
(see Figures 1-24 through 1-27). The results were consistent with the diurnal 
variation assumed, with the exception that a substantial increase in h is 
observed at night near 65 geomagnetic latitude, which is presumably associated 
with the auroral oval. Fron these plots the seasonal variation (exclusive of 
zenith angle variation) is seen to be insignificant, and there is a small geo- 
nagnetic latitude gradient which can be represented by 0. 55 km increase in 

hmax per de8ree of geomagnetic latitude at midday, and a decrease of about 
1. 0 km per degree at midnight. 

The solar cycle dependence can be estimated approximately from the true 
height profiles available. A more accurate representation of the solar cycle 
dependence, however, requires a more uniformly distributed data sample. 
Becker and Stubbe (1963) have published the results of careful true height 
analysis of ionograms taken at Lindau. Although this is not a high latitude sta¬ 
tion. the solar cycle dependence at this location is found to be similar to that at 
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Figure 1-24. Variation of hmax for Composite Profiles, 
as a Function of Corrected Geomagnetic Latitude, at 
Midnight and Midday (March, 1958 and 1964) 

i 

Figure 1-25. Variation of hmax for Composite Profiles, 
as a Function of Corrected Geomagnetic Latitude, at 
Midnight and Midday (June, 1958 and 1964) 
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OOLMT 

1200 LMT 

Figure 1-26. Variation of hmax for Composite Profiles, 
as a Function of Corrected Geomagnetic Latitude, at 
Midnight and Midday (September, 1958 and 1964) 

00 LMT 

12 LMT 

Figure 1-27, Variation of hmax ^or Composite Profiles, 
as a Function of Corrected Geomagnetic Latitude, at 
Midnight and Midday (December, 1958 and 1964) 
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high latitudes, to within the limits of accuracy set by the available data. The 
solar cycle dependence assumed for the high latitude model is 

h00 = 297 + 0,603 R - 1.0 (¢-45°) km 

h12 = 197 + 0. 79 R - 1.1 X 10'3 R2 -t 0. 55 ( • - 45°) km 

Thus except for the region of the auroral oval at night, the hmax variations are 
fully modeled. The increase in hmax at the auroral oval amounts to about 100 km 
at sunspot maximum (1958), and about half this amount in 1964, This increase 
may be assumed to be proportional to the nighttime exospheric temperature, 
which varies by a factor of about 1/2 from 1958 to 1964. Note that since these 
data are for composite profiles, the results are probably close to those for 
average levels of magnetic activity. The median height, hmax, in the nighttime 
auroral zone region may be estimated as 

Examples of the diurnal variation of hmax are presented in Figures 1-28 and 
1-29, for the stations Godhavn, Narssassuak, College, and Churchill, for the 
months April and May in 1970. In spite of the rather erratic behavior exhibited 
by these monthly mean variations, the diurnal effect is clearly reen, as is an 
apparent latitude dependence. 

1-1.6 Total BoUoiiiside Electron C.ontent 

The total integrated electron content below the peak of the F-layer may be 
represented approximately by 

(TEC)r = C H (N F_) ts n m 2 

where 

Hn - neutral density scale height at the layer peak 

kT/mg, and 

where 

T = absolute temperature at the peak 

m = mean molecular weight at the peak 
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Figure 1-28. Diurnal Variation of hmax for Four High 
Latitude Stations in April, 1970 (average of all day* in the 
month) 

Figure 1-29. Diurnal Variation of hmax for Four High 
Latitude Stations in May, 1970 (average of all days in the 
month) 



52 

g = acceleration of gravity at the altitude of the peak 

k = Boltzmann's constant. 

The quantity C in the above expression is dependent on the electron tempera¬ 
ture and, therefore, on the solar zenith angle. It is also weakly dependent upon 
the shape of the layer vertical profile, so that its experimental determination is 
only an approximate means of determining electron temperature. Figure 1-30 
shows the average diurnal variation of bottomside total electron content for the 
months September, Qctober and November in 1962 and 1963, at Adak, Alaska. 
Also shown is the diurnal variation of bottomside slab thickness, and the diurnal 
variation of C, which was obtained after computing the neutral scale height. The 
range of sunrise and sunset times during this period are shown on the time axis. 
The sharp rise in C immediately following sunrise is obvious, and reflects the 
rapid increase in electron temperature in this unstable period. The decrease in 
C around sunset is more gradual, but many cases were observed in which the 
diurnal variation of C was more symmetrical about noon than in this example. 
Furthermore, the rapid rise near sunrise was observed to commence at a solar 
zenith angle of 101°, corresponding to sunrise at the level of maximum ion produc¬ 
tion with grazing incidence on the ozone layer. The value of C generally was 
observed to continue to rise for about 4 hr before leveling off. The diurnal 
variation of C has therefore been assumed to be that shown in Figure 1-31. No 
doubt further refinement is possible with a larger data base. 

The midday and midnight values of C (C12 and C00 respectively) are expressed 
as variables having a seasonal dependence. The midday value has an annual 
variation with an amplitude (minimum to maximum) of about half the average 
value. The midnight value has a semiannual dependence with amplitude about 
60 percent of the average value. From the limited amount of true height data 
analyzed, it seems clear that the semiannual variation in C has its maxima in 
April and October, as does the neutral atmospheric density. It has been assumed 
that the annual variation in C^2 is similarly asymmetric with respect to the sol¬ 
stices. 

The diurnal variation of C requires that the ratio of electron to ion tempera¬ 
tures varies by a factor of ~ 2 from nighttime conditions to midday. Such a 
diurnal variation is consistent with incoherent backscatter measurements (for 
example, Gordon, 1967), 

The model for (TEC)g, and therefore also for ym, is based upon a numerical 
model for the neutral atmosphere (Jacchia, 1970). This model requires as its 
input parameters, the location and altitude of the point in question, the date, 
magnetic activity and the 10.7-cm solar flux for the particular day as well as 
the 10. 7-cm solar flux averaged over three solar rotations. In the absence of 
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Figure 1-30. Average Diurnal Variation of Total Bottomside Electron 
Content and Slab Thickness for Adak, September - November, 1962 and 
1963. Also shown is the diurnal variation of the ratio (C) of slab thick¬ 
ness to neutral scale height. The ranges of sunrise and sunset times 
for this period are indicated on the horizontal axis. 

Figure 1-31, Model for C, Ratio of Bottomside Slab Thickness to 
Neutral Scale Height 
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actual data (for example In prediction applications), these two solar flux quantities 
may be taken as equal. If solar flux is not known, but sunspot number is known, 
the statistical relationship between these two quantities (Section 1-1.2) can be used 
to provide an input to the neutral atmosphere program. The computed output 
from the neutral atmosphere program consists of the following parameters: 
(1) Altitude variation of temperature, (2) altitude variation of neutral density, 
and (3) altitude variation of molecular weight. This program is called following 
computation of h , which is then passed as an input parameter to the subroutine max 
"JACCHIA". 

Figures 1-32 and 1-33 further illustrate the variation with local time of the 
bottomside slab thickness (S^ = CH ), for the month of April 1970. Figure 1-32 
shows the average slab thickness for four high latitude stations while Figure 1-33 
shows the slab thickness for a midlatitude station, together with the standard 
deviation for the month. The effects of difference in the length of the day can be 
seen clearly, even for April, which is close to the equinox. 

Figure 1-32, Average Diurnal Variation of Bottomside Slab Thickness 
for Four High Latitude Stations (April, 1970) 
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Figure 1-33. Bottomside Slab Thickness for Hanover, New 
Hampshire. Mean for April 1970 is shown, together with 
standard deviation of all values observed for the month. Sun¬ 
rise and sunset times for April 15 are shown 

1-4.7 Comparison of f0F2 Model Kith ITS-78 Model 

The most widely used model for the worldwide distribution of f F„ values is 
o 

the so-called "ITS-78 Model" (Barghausen et al, 1969), which is basically an 
empirical mapping of monthly median ionosonde data on to a spherical coordinate 
system. This model contains a great deal of information on the statistical dis¬ 
tribution of several ionospheric parameters, as well as a simple point-to-point 
ray tracing procedure, and is principally designed for HF communications usage. 
It is of interest to compare the values of fjjFg generated by the present model 
with comparable estimates for ITS-78, recognizing that the objectives and frame¬ 
work of these two models are, in some respects, rather different. 

Figures 1-34 through 1-44 illustrate this comparison for a number of cases, 
which may be described as typical, although they have been selected to illustrate 
certain essential features of the two models. These figures show the diurnal 
variation of f0F2 for the particular month, year, and Kp index shown, at the loca¬ 
tions of some of the ionosondes in use at that time. Also shown is the diurnal 
composite day variation for the same station and Kp value, which may be taken 
to represent "reality", in the sense that it constitutes at least part of the data 
from which both models were derived. These comparisons illustrate several 
features which are readily apparent on examination of more data of this kind: 

1 
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Figure 1-35. Comparison of f Fo 
(Resolute Bay, March 1958) ° 

Model and ITS-78 Model With Data 
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æe 1-36. Comparison of f0F2 Model and ITS-78 Model With Data 
ipeg, September 1950) 
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Figure 1-38. Comparison of f0F2 Model and ITS-78 Model With Data 
(Godhavn, January 1958) 
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Figure 1-40. Comparison of f0F2 Model and ITS-78 Model With Data 
(College, January 1958) 
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Figure 1-41. Comparison of f0F2 Model and ITS-78 Model With Data 
(Kiruna, April 1958) 
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Figure 1-42. Comparison of f0F2 Model and ITS-78 Model With Data 
(Kiruna, March 1958) 

Figure 1-43. Comparison of f0Fo Model and ITS-78 Model With Data 
(Thule, January 1958) 
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Figure 1-44. Comparison of f0F2 Model and ITS-78 Model With Data 
(Resolute Bay. June 1958) 

(1) In summer, both models are very good representations of the data. 

(2) In winter, the present model is generally a better estimator of the ampli¬ 

tude of the diurnal variation of foF2, while ITS-78 generally reproduces the shape 

of the diurnal variation better. The latter is a result of the use of a large number 

of terms in the diurnal representation by ITS-78. Both models are least 

"accurate" in winter, when the variability of foF2 is much greater than in summer. 

(3) As Kp increases, the present model performs better with respect to the 

data than does ITS-78. This is due to the fact that ITS-78 is based on median data, 

and the median magnetic index for which data were obtained in 1958 was probably 

less than 2 (median Kp was slightly greater than 2 in 1958, but considerable data 
are lost for high magnetic indices). 

Figures 1-45 and 1-46 show, respectively, contours of foF2 from the present 

model and for ITS-78 for the month of January 1958, when the magnetic index is 5, 

and UT = 8. The projection used here is a cylindrical one, with the cylinder 

tangent to the earth at the geographic pole. Figure 1-47 shows the earth in this 

same projection, and Figure 1-48 shows the latitude-longitude grid at UT = 8, all 

on the same scale. The location of the ionosonde stations used in this analysis 

are shown in Figures 1-47 and 1-48 as triangles. The present model is seen to 

exhibit considerably more small scale structure than ITS-78. Figure 1-49 shows 

the result from the present model for June 1958, at OUT and for K - 3. The strong 

solar control is evident in Figure 1-49, where the sun is above the^orizon for the 
entire day at latitudes above about 67°. 
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Figure 1-45. Contours of Modeled f0F2 (MHz) for 
January 15; Kp = 4; Sunspot No. = 189; UT = 8. See 
Figures 1-47 and 1-48 for clarification of the projection 

Figure 1-46. Contours of f F, (MHz) Modeled by ITS-78 
Model ° i 



Figure 1-47. Top of the World Projected Onto a Cylinder 
Tangent to the Earth at the Geographic Pole. Triangles 
represent ionosonde locations (1958) 

mmmgm 

Figure 1-48. Latitude-longitude Grid at OUT for Figures 1-45, 
1-46, and 1-47. Triangles represent ionosonde locations (1958) 
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Figure 1-49. Contours of Modeled f0F2 (MHz) for June 15; 
Kp = 3; Sunspot No. - 189; UT = 0. See Figures 1-47 and 
1-48 for clarification of the projection 

1-5. VERTICLE PROFII.E-E- AND F-REGIONS 

The shape of the vertical electron density distribution is accurately represented 

by a superposition of two Chapman layers with a quadratic loss process, at least up 

to the Fj-peak. At the F^-peak and above, the linear loss process rapidly begins to 

dominate the ionization balance. The alpha-Chapman profile is represented by 

1 —7 

N = N expTr (1 - z - e sec X ) o 2 

where Nq is the electron density at the peak of the layer at X 0; 

where h = altitude (h = height of the maximum ion production), and II scale max 
height. II is a function of altitude such that 

H = 10+0.4 (h-100) km 



in the altitude range 100 - 200 km (where h is measured in km). N is obtained 
o ’ 

for each layer, from the individual models for f E and f F,, with the levels z = 0 o or 
in each case being chosen to match the modeled heights of these layers. 

The profile from the F^-peak up to the Fg-peak does not conform to a simple 

( hapman layer shape, since convection, diffusion and electromagnetic drift effects 

are present in addition to photochemical production and loss processes. The shape 

of the profile in this interval has been represented by an analytic function which 

possesses the following specific properties: 

(1) Electron densities at hF^ and hFg are those given by the respective fQFj 

and TqFj models. 

(2) The vertical gradient of electron density at hFj and at hF2 = 0. 

(3) The height integral of the profile equals the bottomside total electron con¬ 

tent, obtained from the appropriate model for that parameter, minus the contribu¬ 
tion below the Fj peak. 

(4) The profile is monotonically increasing with altitude. 

These requirements can be met by a function of the form 

N(h) = A + B cosM -4 

where 

hj = hF^, and 

Condition (3) above may be applied, to a first approximation, as follows: 

Assume that the E- and Fj-layers have constant scale heights of 20 and 45 km, 

respectively. Then it can be shown, by integrating the Chapman profiles, that the 

total electron content below the peak of the Fj layer is 

Tb = 4. 133 X 20 X 105 X NmaxE + 1.312 X 45 X 105 X 

= 7.32 X 1010 X (^Fj)2 + 1.03 X 1011 X (foE)2 . 

Thus the value of 

h, 2 
A + B cos dh 

must equal the total bottomside content, (TEOt, - T^ 
IJ D 



66 

1-5.1 Nighuiae Profile 

The above formulation is, of course, only valid when E- and F ^-layers are 
present; that is, for solar zenith angles less than 90°. In this case, it is found in 
practice that the contribution of the total content of the E- and F^-layers is about 
10 to 15 percent of the total bottomside content, in typical cases. At nighttime, 
another and simpler procedure may be used. It has been found in practice that the 
nighttime profile can be represented reasonably accurate by a "biparabolic" 
profile of the form 

N(h) = N m 

This is a convenient expression for certain applications, since it avoids an artificial 
discontinuity at the base of the layer which is obtained, for example, with a parabolic 
layer. 

The semithickness of the biparabolic layer is related to the total electron content 
on the bottomside by the expression 

(TEC)d 
yb= i.SfS— 

m 

1-5.2 Topside Vertical Profile 

It is a readily observable fact that the electron density variation, over a small 
altitude range in the topside ionosphere, may be represented quite accurately by a 
function of the form 

(1-10) 

This profile is to be expected on the basis of the theory of an isothermal 
ionosphere in diffusive equilibrium. If the electrons and ions are in thermal 
equilibrium, the parameter H may be identified with twice the scale height of the 
mean ionic constituent: 

(1-11) 
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where 

k = Boltzmann's constant 

Tj = ionic kinetic temperature 

irij = ionic mean mass 

g = acceleration due to gravity. 

More generally, if the plasma is not in thermal equilibrium, but Te * BT. where 
Te is the electron kinetic température, then 

k(l+B)T 
H = mig (1-12) 

In the real ionosphere, of course, none of the above assumptions regarding 
diffusive and thermal equilibrium are satisfied. In particular, conditions in the 
polar ionosphere will often be far from equilibrium, with large convective motions 
and thermal energy inputs constantly changing. Nevertheless, the above theoretical 
considerations are helpful in arriving at a reasonably simple empirical specifica¬ 
tion of the topside profile of the polar ionosphere. 

Since the true height data file is reduced to electron density values at 100-km 
intervals, from 350- to 950-km altitude, it would be possible to construct a series 
of models for each 100-km interval, of the type satisfying Eq. (1-10), resulting 
in a sequence of slab models of the ionosphere. This procedure may give the 
best fit model to the actual data, but is undesirable for three reasons: 

(1) It allows discontinuities at the slab boundaries, which may be undesirable 
for certain applications (for example, ray tracing). 

(2) It tends to ignore the correlation between fluctuations in electron density 
at different altitudes. 

(3) It results in a large number of numerical coefficients. 
Therefore, a method was devised for constructing a smooth analytic function which 
best fits the data over the entire range 350 to 950 km. This model, while over¬ 
coming the above difficulties, is somewhat limited in the sense that it cannot ac¬ 
curately reproduce large changes in the vertical gradient, such as are observed at 
the altitude where the major ionic constituent changes from atomic oxygen to helium. 
Therefore, a second model has been introduced as an alternative, in which the 
actual profile is approximated, over the entire altitude range, by two exponential 
functions of the type in Eq. (1-10)—one extending from 350 to 650 km, and the 
second from 650 to 950 km. These profiles will now be discussed. 
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1-5.2.1 ANALYTIC PROFILE 

It is assumed that the electron density distribution at 350 km is available 
from a suitable model, similar to that described in Section 1-4,3, for f0F2, 
Alternatively, the electron density at 350 km, or at any other convenient height 
above the F-layer peak can be determined from the roF2 model or from an 
ionosonde measurement, by analytic extension around the peak; for example, using 
a Chapman function or a parabolic function, or as shown in Section 1-5.1, a 
biparabolic function. Then it is required to find an analytic function, possibly 
containing several geophysical parameters, to "extrapolate" this model to any 
other altitude between 350 and 1000 km. The first step was to take the 38, 000 
profües on the data fUe and fit functions of the type in Eq. <1-10) between every 
adjacent pair of points at 100 km-intervals. Having done this, the average 
"scale height" H(z) was determined as a function of altitude. This vertical profile 
of effective scale height may be approximated by a linear altitude function, or 
more accurately, by a parabolic function. In either case, the actual vertical 
electron density profile may be reconstructed by integrating Eq. (1-10) in the form 

(1-13) 

If 

(1-14) 

then Eq. 1-13 gives 

N = N0 exp - Ç (1-15) 

where 

2 
(1-16) 

If 

H(z) 1 fz + g. (1-17) 
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then Eq. (1-13) gives 

N , N ¡4-^0 I 
° ( zo'zH=0 ) 

1/f 
(1-18) 

where 

zH-0 = ~gli * 

Analysis of the Alouette data shows that Eqs. (1-14) and (1-15) are valid over the 
height range 350 < z < 1000 km, at least near solar minimum conditions, while 
Eqs. (1-17) and (1-18) are valid over the range 550 < z < 1000 km. The expression 
in Eq. (1-15) will henceforth be taken to represent the topside vertical profile. 
This representation has a number of built-in advantages. It is apparent that, as 
z -* go, N approaches a constant value ~ Noe ^ , which reproduces the observed 
profile, at least qualitatively, at great altitudes. The degree of curvature of the 
profile at relatively small distances above the peak density may be controlled by 
varying the two parameters, a and Ç . 

These variable parameters have been examined in an attempt to model the 
shape of the topside profile in terms of the usual geophysical variables. The 
average values for the Alouette profiles are 

Ç = 5.285 ±1.1 

a = 3.14 X10'4 

b a 0 . 

By means of multiple regression analysis, however, the variance of these para¬ 
meters can be reduced, A suitable model may be expressed by writing Ç in the form 

Ç 1 5.88 - 0.015 ♦ cosX + 0.41 cos m (D + 11) sin 0 

- 0.14 Kp (±0. 93) 

which is valid over the range 350 to 950 km, with the variables arranged in 
decreasing order of significance. 

An alternative expression which is more accurate, but valid only over the 
restricted altitude range 350 - 650 km, is as follows: 

? = 6,40 + 0,47 cos (D+ll) sin ÿ - 0.19 Kp 

- 0.013 * cos X - 0.0062 F c (±0.88) • 
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Note that the constants in these two expressions are evaluated with * measured in 
degrees. Similar expressions for "a" have been developed, but this parameter 
apparently is less variable than Ç and in the interests of simplicity of the model, it 
can be assumed to have its average value, as indicated. 

Figure 1-50 shows the comparison of the profile (Eq. 1-15) with an exponential 
approximation. The profiles are representative of the average of all available high 
latitude Alouette profiles, and are the best least squares fits to the data, in each 
case. The electron density scale is normalized to unity at 350-km altitude for 
the profile obtained with the parabolic scale height variation with altitude. 

1-5.2.2 EXPONENTIAL VERTICAL PROFILES 

In many cases the formulation based on a parabolic variation of scale height 
with altitude may be satisfactory. This constraint, however, obscures some sig¬ 
nificant features which can be brought out by other approximations, at the expense 

Figure 1-50. Comparison of Normalized Topside Profile 
for Parabolic Scale Height Variation With Altitude With 
Simple Exponential Profile ' 
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of losing some of the advantages of the "parabolic" approximation. In particular, 
a representation of the vertical profile in terms of two exponential functions is 
useful, although it introduces a discontinuity, which is generally small (1 to 2 per¬ 
cent of the ambient density). 

Let the N (z) profile be represented by 

N (z) = N350 exp k1 (z - 350) for 350 < z < 650km 

and 

N (z) = Nggg exp kg (z - 650) for 650 < z < 950 km . 

Note that the assumption of an exponential profile extending down to 3 50 km is only 
valid for low to moderate solar flux conditions, upon which data the model is based. 
At solar maximum, particularly at night, this assumption cannot be made. 

By using a multiple regression technique with the Alouette true height profiles 
and experimenting with various forms for the independent variables, the following 
expressions for k^ and k3 were found: 

k, = -0.00779 + 0.0000248 F + 0.00016 K + 0.00032 cos -rw-(HT - 14) 
1 p 11 L 

- 0.00020 sin (-j|hl)cos^(D+11) ± 0.001 km*1 

k2 = -0.00350 + 0.00021 cos-jj(HL - 14) + 0.0000123 F 

- 0.0000131 P ±0.001 km’1. 

Neither exponential "decay" factor is seen to be significantly dependent on latitude 
(geomagnetie or geographic). The parameter k^ is insensitive to F, the solar flux 
averaged over the preceding three solar rotations, but is strongly dependent on the 
current solar flux, F. The shape of the upper half of the range is insensitive to 
Kp, at least in the range Kp < 4, for which this analysis was performed. The 
profile in the upper range is more variable, by a factor of about 2 in normalized 
standard deviation, than the lower range. This may be partly due to the lower 
electron densities in the higher altitudes, with consequently higher experimental 
"noise" levels. 

1-5.2.3 TOPSIDE VERTICAL PROFILES IN TROUGH AND 
CLEFT REGIONS 

The electron density at the lower altitudes in the trough is generally con¬ 
siderably lower than that on either side of the trough, and the scale height is also 
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smaller, implying a faster vertical rate of decrease with altitude within the trough. 

The average scale height in the central trough region, for low to moderate levels 
of magnetic acticity (Kp < 4) at the equinox, is given by 

H(z) = 124. 1 - 0. Ill z + 0.000377 z2 km. 

Thus Ç = 4.78, and (a Ç)'1 = 555 km. 

There does not appear to be a significant diurnal variation in the average shape 

of the topside trough profile. The electron density in the region immediately sur¬ 

rounding the ionospheric projection of the magnetospheric cleft appears to decrease 

more slowly with altitude, on the average, than elsewhere. The variability in this 

region, however, is also much greater than elsewhere, particularly at the higher 

altitudes. The standard deviation (normalized to the mean) is 2 to 3 times greater 

in this region, and the scale height in the vertical direction is usually not well 

represented by a parabola. A rough approximation to the vertical variation of 
average scale height for the cleft projection is 

H (z) = 144 + 0.31 (z-350) + 0.00028 (z-350)2 km. 

Thus Ç = 7. 8, and (a Ç f1 - 455 km. 

It is important to note that both the trough and cleft features are magnetic 

field aligned, and thus the geomagnetic latitude of the vertical projection of each 

varies with altitude. This can amount to several degrees variation over 1000-km 

height range for the nightside trough, but is considerably less on the dayside 
where the field lines are more nearly vertical. 

1-3.3 Topside Slab Thickness (Sf) 

The topside slab thickness is defined as 

<TEC)t 
s = - 

= total electron content between h and 1000 km 
max 

r peak electron density 

= height of peak electron density. 

T 

where 

(tec)t 

N m 

^max 
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For Kp < 5, S,p may be represented by 

S,p = 184 - 32 cos -ggg (D+ 11) sin <ÿ - 120 cos <t 

(K /4 + 0.4) 
+ 1.4X10 P + 0. 50 Fc - 5. 8 cos —±39 

where the units of ST are in km. 

Note that this result is derived from data which is heavily concentrated around 

solar minimum. In this case, as in all other results following from the Alouette 

data analysis, the solar flux dependence is determined over a restricted range and 

becomes more uncertain as solar maximum is approached. The topside slab 

thickness is seen to decrease with solar flux and with magnetic activity. The 

variables are arranged in the expression as decreasing order of influence, the 

most significant being the combined seasonal and geographic latitude variable, 

which implies that the slab thickness is minimum in winter at the geographic pole. 

The magnetic latitude term implies that the topside slab thickness is greatest 

over the magnetic pole (all other things being equal). Finally, the diurnal varia¬ 

tion is seen to be very weak, with a maximum at local noon. 

As is the case for the bottomside slab thickness, the most significant physical 

variable which influences the topside slab thickness, as well as the shape of the 

topside profile, is the plasma scale height. The computation of this parameter 

based on a neutral atmosphere model, however, is not considered to be sufficiently 

accurate to warrant the additional complexity involved. It is known that the polar 

wind enhances the mean molecular weight over the polar cap above the value 

predicted by neutral models, and this fact is borne out by the magnetic latitude 

term in the expression for Furthermore, at latitudes b»low the equatorward 

edge of the auroral oval, thermal coupling to the conjugate hemisphere causes 

the topside electron temperature—and therefore the scale height of the plasma — 

to deviate from values predicted from neutral models. Some analysis has been 

performed to explore this question, but the results are not yet sufficiently well 

developed for modeling purposes. As an example of what can be expected, how¬ 

ever, the following expression can be used to represent topside slab thickness 

for geomagnetic latitudes less than 60°: 

ST = 0.64Tinf-0.33(Tin/-2-lNm * 41 

where Nm is the (modeled) peak F-layer density (XIO-4 cm'3), T.nf is the 

"exospheric” temperature in Jacchia's model (°K), and (T.nf)* is the "exospheric 

temperature" at the magnetically conjugate point. Further analysis of this kind 

is planned. 
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Equation (1-21) expresses the condition that a continuous vertical profile is 

obtained, subject to the constraint that the topside profile is determined once the 

electron density at the layer peak (Nm) is fixed. If, however, by some means the 

electron density at some reference height above the peak (zQ) is known so that the 

topside model is independent of the Nm model, the matching conditions require 
that zc must satisfy 

zc {4(zo + 32) } + zc { ?3zo + 8 zo iy'ß2) + } 

+ zc 14 (72 + 32z£) I - fdy2 (y + z2) = 0, (1-23) 

For example, if the reference height, zo, in terms of which the topside model is 

expressed (Eq, (1-20)), is set at 350 km, then the parabolic approximation 

analogous to Eq. (1-22) in this case is 

zc - 0. 0005864 y2 + 0. 3377 yb - 20. 293 . (1-24) 

1-6. SPORADIC-^ MODEL 

Sporadic-E in the polar regions is produced primarily by the influx of 

charged auroral particles. Althoi »'h the morphology of Es displays considerable 

regularity in some respects, the great variability in space and time of the 

incident particle fluxes requires that Eo be treated as a random variable. In s 
this section the properties and synopsis of E_ will be summarized, and some of s 
its effects upon HF propagation assessed. 

Sporadic-E is of primary interest in HF propagation applications, although 

it is of occasional interest in some more exotic applications, such as VHF 

forward scatter propagation. The sporadic-E layer is often thin and patchy, 

causing abrupt, mirror-like reflection as well as partial transmission. The 

latter phenomenon may result in the "blanketing" condition, in which a sporadic-E 

layer may shield the overlying ionosphere against transmission from below. 

This shielding usually occurs at frequencies lower than the "blanketing" fre¬ 

quency (fbEg). This frequency (fb) may be interpreted in terms of a crude model 

in which the sporadic-E layer consists of patches of enhanced ionization, with 

small vertical extent, whose average separation is of the order of the wavelength 
corresponding to f^E . 

Sporadic-E is classified into a number of different categories, according to 

its appearance on vertical incidence ionosonde records. In the polar regions, 
the principal varieties are: 



(1) Auroral E (E )—generally consisting of an amorphous spread of reflec- 
9 Sä 

tions in range and frequency, with the amount of range spread diminishing towards 

higher frequencies, E is usually completely blanketing. 
(2) Flat Eg (Egj)—consists of a reflection showing uniform height as a function 

of frequency. Egj is usually blanketing. 

(3) Retardation Eg (Egr)-shows an increase in virtual height with frequency, 

similar to group retardation. Egr is usually nonblanketing. 

All three types of Eg are usually associated with the presence of visible 

aurora somewhere in the sky, although Egr may often be associated with quiet dif¬ 

fuse auroras, while E and E , are associated most often with active auroras. 
* Sä Si 

If E occurrence of all magnitudes is considered, Ed„ is the most commonly ob- s sr 
served variety, being observed approximately twice as frequently as the other types 

combined. For intense E events (f E > 5 MHz), however, E occurs about as 
S OS Sd 

frequently as the other types combined (Bather and Jacka, 1966). 

Other types of E,, (Cusp - Egc; high - Egh; low - Egi ; slant - Egg) are 

apparently related to different physical phenomena, such as wind shear. These 

other types of Eg are similar to sporadic-E occurrence at midlatitudes, and occur 

usually during the daytime, with relatively low frequency compared to a, f, r 

types. 

1-6.) Temporal Coherence of Es 

A parameter of considerable interest in HF propagation applications is the 

distribution of the duration of sporadic-E events of different types. Zherebtsov 

and Kurilov (1971) found that during disturbed periods the standard ionosounding 

interval of 15 min is too long to permit this parameter to be estimated accurately 

from most existing data. If one assumes an exponential differential probability 

distribution for the duration of Eg events, their data—which was derived from 

1-min sounding intervals when aurora was visible in the sky—results in the follow¬ 

ing "median-lifetimes" of different varieties of Eg: 

E - —4 min sa 

E --^4 min sr 

£,--3 min 
sf 

1-6.2 Spatial Distribution 

The great variability of Eg, together with the demonstrated inadequacy of the 

standard ionosounding schedules, makes the study of spatial distribution of Eg 

complicated. It was deduced by Sukhorukova (1964), on the basis of hourly data, 

that the spatial dimension of typical Eg patches corresponded to an area of 
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tor th. ' h0,ev'r- >» r.p.rd.d with some c.utlon 

fonoaondes. Ne^rthalea,. th. d.mo„.tr.t.d hl«h correlatioo (Mont.lb.tU .„d 

MoEw.„ (1962)) between E, .»d vlalble .„ror. rnahea lor . r...on.bl. ..anmptlon 

that the morpholoc of E, 1, almUnr to thnt of vlalble aurora and may therelor, be 

rac er ze y the auroral oval", Aa demonatrated by Sukhorukova (1966) E 

haa a greater charaotertatlc apatUl »cale than abaorptlon region., which are ' * 

known from other atadle, to have typical dlmenalon. of ~ 1000 km along the 

auroral oval, Thu. we may that, on the average at le.«, E occura con- 
tinuously around the oval. 8 

1-6.3 Sporadlc-E Data Analysis 

The parameters of principal interest to radio propagation systems are: 

(1) Amplitude probabUity distributions of f E . f^E and hE 

(2) Correlations between foEg and hE and°between f E and-fDE . 
-a-* 4 • * os Bs 

required to d«.rmln. the,, parameter, aa” fu7ctlõ„7„7tlm.‘ 

number, geomagnetic latitude and magnetic activity. 

Ualng hourly acaled value, from 50 high latitude atatlona which were 

operating during 1956 and 1964, th. montha March, June. September ami Decern- 

«'ona*'” redUCe<i “ d“““ ,0rm “d ír0UP*d a'COrdl"8 ,0 ,he '““»«"“í claaalfica- 

tl) Six K Intervals: 
P 

0 - 1 

1 - 2 

2 - 3 

3 - 4 

4-6 

6-9 

(2) Four Magnetic Latitude Intervals: 

48° - 54° (11 stations) 

56 - 66° (20 stations) 

66° - 75° (12 stations) 

77° - 89° ( 6 stations) 
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1- 6.3.1 DISTRIBUTION OF f E o s 
The probability distribution of foEs was determined by sorting the available 

data into 192 subdivisions (2 years; 4 seasons; 4 latitude ranges; 6 K ranges). 
Within each subdivision, a histogram of f E was obtained with class intervals; 

o s 

0-2 MHz 
2- 4 MHz 
4-6 MHz 
6-8 MHz 

>8 MHz 

The total number of data points used in the analysis was approximately 20, 000, 
The distributions for all three parameters were found to be approximately 

log-normal, with the median and decile range being functions of K . No sub¬ 
stantial seasonal or solar cycle effects were detected, although there have been 
isolated reports of these in the literature. The possibility of small effects of 
this kind cannot be excluded, however, and might be revealed with a larger data 
base. The latitude dependence of the parameters of the probability distributions 
was complex, and was observed to be a nonlinear function of K . Much of this 

p 
complexity was eliminated, however, when the data were viewed within the 
framework of the auroral oval concept. It was found that a considerable degree 
of order was established by considering separately three different regions; 

(1) Polar Cap Region—interior to the auroral oval. 

(2) Auroral Region—contained within the high latitude and low latitude 
boundaries of the auroral oval. 

(3) Subauroral Region—exterior to the auroral oval. 
The inner boundary of the auroral oval may be represented, for this purpose, 

by the following analytic expression: 

* j = 70 - i, 8 Kp cos ^,-1) 

where *1 is the magnetic latitude of the inner boundary at magnetic time H^ 
(hours). The outer boundary of the auroral oval is similarly represented approxi¬ 
mately as 

♦ 2 = ♦1 + 4 (1+0.25 Kp) . 
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The model for foEg may then be summarized as follows r 

Region (1) » > *1 

Median = 3.9- 

Upper Decile - 7. 8 - 

Lower Decile = 2.0 

Region (2) > * > *2 

Median = 4.0 + 

Upper Decile = 6. 6 + 

Lower Decile = 2.2 + 

Region (3) * > *2 

Median = 3.0 

Upper Decile = 5.3 

Lower Decile = 1.6 

0.1 Kp 

0.4 K 
P 

0.05 K 
P 

0.2 Kp 

0.03 K 
P 

All units are in MHz. 

In the above model, no local time dependence of the parameters of the 
probability distribution has been indicated. This was found to be supported by 
the data in regions (1) and (2), but in region (3) there appears to be a noticeable 
local time effect. This could not be well determined from the data, however, 
and remains to be established by subsequent analysis with a larger amount of 
data. 

Although the parameters and hEg were treated independently when deter¬ 
mining the probability distributions, rather than model these distributions 
separately, a simpler procedure was used. It was observed that both parameters 
are fairly well correlated with f0Eg, so that simple linear regression analyses 
were performed for the pairs 

f E o s 

LE- o s 

LE b s 

hE_ 

The regression analyses were performed as a function of geomagnetic latitude 
(in 10 ranges), and for sunspot maximum and sunspot minimum separately. 
However, the results of these analyses are not considered to show any statistically 
significant latitude or solar cycle effects in the correlation observed, so an 
average was taken of all of the observed data. The best fit regression lines 
were found to be 
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f.E = 1.3 +0.30 fE (±0.6) MHz 
D S OS 

hEs = 117 - 1.13 foEg (±14) km 

The numbers in parentheses are the standard errors of the residual distributions. 

1-7. PROBABILITY IMSTRIBITION FOR NniF2 and f0F2 

The peak electron density of the F-layer is a highly variable parameter, and 

very sensitive to geomagnetic disturbance, solar flares, and charged particle 

precipitation. The attempts to formulate a deterministic model, which have been 

described in Section 1-4,3, account for only a part of this variability. The 

residual variations must be regarded, for the present, as a random quantity, 

whose properties remain to be specified if the model is to have maximum practical 

utility. A question which arises here is the time scale on which significant 

fluctuations in foF2 take place. The ionosonde data was available only at hourly 

intervals, and it is believed that changes in f0F2 occur more rapidly than this in 

certain regions under certain conditions. Some limited use can be made of the 

Alouette data in resolving this problem, and an attempt has been made to use 

both data sets in determining the residual distributions. Some differences have 

been observed, and this area of the model must presently be considered as in¬ 

complete, pending further study. 

Figure 1-51 shows the probability distributions for NmF2 after subtracting a 

first order model from Alouette data. The distributions are for the 1200 - 1500 

magnetic time sector, and for 10° intervals of geomagnetic latitude from 40° to 

90°. Note that the distributions depart significantly from Gaussian for some 

latitude ranges (a Gaussian distribution on these axes forms a straight line). 

In order to specify the actual probability distribution of the residuals, it was 

decided to express this in terms of an asymptotic expansion of the normal (Gaussian) 

distribution. Thus if the normal distribution is written as 

</>(x) = 
__L_ e "x 2/2 

then the actual distribution may be expressed as 

f(X) - <MX) --Jf *<3)(X) +£V4)<X> +. 
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Figure 1-51. Probability Distribution of Deviations of NmF2 From a First 
Order Model for 1200-1500 Magnetic Time at 10° Intervals of Magnetic 
Latitude. Ordinate is the deviation (X 10-4 cm-3); abscissa is the probability 
(percent) that ordinate is exceeded 

where the superscripts denote order of differential coefficient, and coefficient 

of skewness, y2 = coefficient of excess (kurtosis). and y2 may be expressed 

in terms of the central moments of the distribution as 

where a = standard deviation. 
The central moments of the distribution (iM are related to the moments about 

the origin (/un) by 
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*3 = "a - 3 + 2vl 
M4 = - 41/^i/j + 6v2v2 - 3I/J 

For each of the latitude-time intervals used, 
residuals as 

l/n^n=1'4^ was determined from data 

V n 
i N 

X n 
i 

and the coefficients of skewness and excess were then computed using the above 

relationships. The results were then fitted with smooth contours, resulting in 

Figures 1-52 through 1-54. Note that Figure 1-52 is a representation of the inter 

decUe range, rather than standard deviation, as this is a more commonly used 

radio propagation parameter. The standard deviation is related to the interdecüe 
range by 

a = 0.3906 (UD-LD). 

The ionosonde data was treated similarly to the Alouette data, except that the 

monthly mean foF2 value was subtracted from the hourly values at each station 

before computing the distributions of the residuals. Figures 1-55 through 1-58 

show examples of the skewness of the distributions, contoured on a grid of geo¬ 

magnetic latitude and geomagnetic time. Geographic coordinates were also tried, 

but it was noted that several features (such as the nightside auroral oval) show up 

clearly in the presentation selected. The distribution is seen to be much more 

asymmetric and more variable over the polar cap in winter than in summer, 
which is borne out in other analyses. 

It should be pointed out that this analysis should properly be done with K as 

a variable, since the deterministic model is defined with K as a parameter.P 

Presumably, the distribution would show less variance andPbe less skewed if this 

were done. The available data were insufficient to permit this, however, and the 

results shown should be used only in relation to median conditions, with no mag¬ 

netic activity effect included. This statistical analysis is continuing, and will be 
the subject of a further report. 
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Figure 1-52, Decile Range of the Figure 1-53. Skewness Coefficient for 
Residual Distribution in Figure 1-51 Distribution in Figure 1-51 
(Alouette 1, 1963) 

Figure 1 -54. Excess Coefficient for 
Distribution in Figure 1-51 
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// 

Figure 1-55. Skewness for Distribution 
of Hourly foF2 Values, in Corrected 
Geomagnetic Coordinates (March, 1958) 

// 

oo 

Figure 1-57 Skewness for Distribution 
of Hourly foF2 Values, in Corrected 
l eomagnetic Coordinates (September, 
1958 

// 

oo 

Figure 1-56. Skewness for Distribution 
of Hourly f0F2 Values, in Corrected 
Geomagnetic Coordinates (December, 
1958 

// 

00 

Figure 1-58. Skewness for Distribution 
of Hourly foF2 Values, in Corrected 
Geomagnetic Coordinates (July, 1958) 
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1-8. MI!F PROBABILITY DISTRIBI HON 

For an obliquely propagated signal, it is usually desirable to establish the 

statistical distribution of the maximum usable frequcn* ÍMUF). For a simplified 

plane earth and ionosphere model, the MUF is given by the following relationship: 

MUF = f X . sec I 
Cl 

where 

foX is the layer critical frequency (X = Fg, Fj, E, or Eg) 

I is the angle of incidence 

h is the height of the layer 

is the propagation range 

In the case of a spherical earth and ionosphere model, the above relationship is 

only approximately valid, but the difference between plane and spherical 

geometry will not be of major significance in the following discussion. 

In general, fQX and h are random variables which may be partially correlated. 

Thus MUF is a random variable, whose statistics may be derived from those of 

lQX and h, determined from a model of these parameters. If the joint probability 

density of foX and h is p(X, y), then the probability density of f X/h is (Gnedenko, 

1967), ° 

For example, if both foX and h are normally distributed, with standard 

deviations normalized to the mean of ct1 and Og and with correlation r 

where X = MUF 
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If f0X and h are independent (r = 0), this reduces to the Cauchy probability 
density: 

al°2 
p(X) = s ó 2 * 

v{a^ + a^X¿) 

The distribution function for this density is 

P(X<X J = 4 + Ttan-1 —(X -X) o ¿ r 

where X is the median MUF. The upper and lower deciles of the Cauchy distri¬ 
bution are located at 

X ± 3. 0777 '1 

In contrast, if as is sometimes assumed, the MUF is normally distributed 
with standard deviation om, then the upper and lower deciles are located at 

X ± 2. 56 o m 

In actuality, both the Cauchy and normal distributions are only rough approximations 
to the distribution of MUF, although the former is probably a better representation 
of the true situation, since f0X and h are only poorly correlated in reality. A more 
serious objection to the Cauchy distribution arises, however, in the case of 
propagation via the F2-layer (X * Fg), where the probability density of fQF2 is 
often markedly non-Gaussian, especially in the polar regions. It has been found, 
in the past, that a convenient distribution to use in representing f F„ variations 
about the mean is the Chi-squared distribution. If i^X is assumed to have a Chi- 
squared distribution, and h to have a normal distribution, then the distribution of 
MUF can again be evaluated in closed form. This will form the subject of a 
separate report. 

1-9. F-RF.GIOM IRREGULARITIES 

Although the high latitude ionosphere is highly irregular on a small spatial 
scale, certain patterns in the distribution of small scale F-region irregularities 
can be observed. Penndorf (1960) showed that the temporal and spatial distri¬ 
bution of these high latitude irregularities can be considered as a combination of 
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a region of enhanced occurrences near the magnetic pole, which varies little in 
time, and a moving maximum which in retrospect appears to be located in the mid¬ 
night sector of the auroral oval. Similar conclusions nay be reached by studying 
the morphological distributions of Spread-F producing irregularities published by 
Tao (1966). There are well-defined seasonal and solar cycle dependences in the 
percentage occurrence of Spread-F, even though the parameter itself is not 
precisely measurable, being usually estimated by visual examination of ionosonde 
records. 

Spread-F is also observed by topside sounders (Alouette 1 and 2, ISIS), and the 
morphology of topside ionospheric irregularities is found to be somewhat different 
from that of bottomside irregularities. The most obvious difference is the greater 
percentage occurrence of topside irregularities, but there are also differences in 
the space-time distribution. Irregularities are also observed by their effect upon 
VHF signals propagated through the ionosphere, from a iatellite to a ground 
receiver. Scintillations thus imposed on the propagating signal are a measure of 
the integrated irregularity distribution along the ray path. The precise determina¬ 
tion of irregularity distribution from the scintillation amplitude is a complex task, 
involving diffraction theory, and has no unique solution. Generally speaking, the 
scintillations are caused by irregularities near the peak of the F-layet and above, 
roughly in proportion to the ambient or background electron density. The ir¬ 
regularities contributing to the generation of scintillations are those having a scale 
approximating the first Fresnel zone size (normally, several kilometers). 

1-9.1 Spec'lrum of Irreinilarity Size 

The size distribution of F-region irregularities has been determined by 
spectral analysis of the scintillation of satellite signals (Elkins and Papagiannis, 
1969) and of direct plasma probe measurements (Dyson, 1973; Phelps, 1973). In 
the polar ionosphere, it appears that this distribution may be best represented by 
a power law 

P(x) — Xe1 

where x is the characteristic size associated with the electron density fluctuation 
(assumed isotrcnic) and 

q ~ 2. 0 £ 0. 5 . 

Figure 1-59 shows a typical power spectrum of the scintillation of the VHF signal 
from a geostationary satellite, observed at a subauroral location. The natural 
logarithm of the spectral power density is shown as a function of frequency (Hertz). 
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None of the small fluctuations is statistically significant, and the "turn-overs" at 
low and high frequencies are due, respectively, to diffraction effects and receiver 
noise. The slope of the straight line approximating this distribution is q+1, where 
the +1 results from diffraction theory. 

1-9.2 Morphology of Irregularities 

It has already been noted that bottomside Spread-F is characterized by the 
combination of a stationary and a moving peak in occurrence frequency. Figure 1-60 
shows the results of analysis of 180,000 topside ionograms from Alouette 1 in 1963. 
The percent occurrence of ionograms showing moderate and large spread is shown 
in magnetic latitude and magnetic time. The polar maximum is clearly displayed, 
but there is little evidence of the midnight maximum. It may he inferred that the 

L_ J 
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Figure 1-60. Distribution of Percentage 
Occurrence Frequency of Topside Ir¬ 
regularities in Corrected Geomagnetic 
Coordinates, from Alouette 1, 1963 (all 
seasons) 

Locol Timt 

Figure 1-61. Location of Maximum 
Frequency Spread in Alouette Topside 
Soundings (Petrie, 1966) 

midnight maximum occurs predominantly on the bottomside. Figure 1-61 (Petrie, 
1966) shows the location of maximum frequency spread in topside ionograms, for 
a more limited sample of Alouette data. In this case, the auroral oval is clearly 
delineated, suggesting that the most intense topside irregularities occur in the 
presence of visual aurora. 

The seasonal and solar-cycle variations of bottomside polar Spread-F may be 
expressed by the following relationship: 

P(Fg) = (20 + 0.22 R) + (10 + 0.11 R) cos-ffj- 

where P(Fg) is the probability of Spread-F occurrence in percent, R is sunspot 
number, and D is day number. 

Scintillation of signals propagating through the ionosphere is probably mainly 
due to irregularities near the peak of the layer and above. Because of the 
variability of satellite altitudes, and the necessity of considering di Tract ion effects, 
the morphology of scintillations at high latitudes may depend to some extent on 
the particular observational situation (height of irregularities and of the satellite). 
Also, because the power spectrum of the plasma irregularities may vary spatially, 
these same diffraction considerations should cause the scintillation morphology to 
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be dependent upon operating frequency, as well as height of satellite and irregul¬ 

arities and satellite elevation. Aarons (1973) has examined the variations of 

scintillation occurrence and found a sharp boundary of high latitude scintillations, 

generally lying a few degrees equatorward of the auroral oval, but differing some¬ 

what in shape from the oval. This boundary shows latitudinal motion with varying 

magnetic activity, in much the same way as does the auroral oval. 

1-10. DESCRIPTION OF SI BROI TINK "J ACCHIV 

The subroutine returns the density sc»’ height-SCALEHT-when the following 
parameters are specified: 

FEAR 

F 

KP 

SOLDEC 

GEOLAT 

HA 

HEIGHT 

SCALEHT 

- average of daily 10.7-cm solar flux values over three succès 

sive solar rotations. 

- value of 10. 7-cm solar flux one day earlier than the time 

specified. 

- planetary K-index (real), six hours earlier than the time 

specified. 

- solar declination in radians. 

- geographic latitude in radians. 

- solar hour angle in radians (local solar time + ir) , 

- altitude in kilometers, 

- returned in units of kilometers. 

The subroutine contains entry points CHGLAT, CIIGTIM, and CHORAD for 

use when looping on latitude, time, and height respectively. These entry points 

can be used to reduce execution time when computing grid values. The subroutine 

occupies 4668 words of core storage and executes in 1 ms on the CDC6600 for a 

call to SCALEHT. A call to CHGRAD executes in about 0. 5 ms. 

1-10.1 Description of Subroutine “PROFFII," 

PROFFIL generates a vertical electron density profile from 40-km altitude up 

to the altitude of the F-layer maximum. Its principal use is intended to be for 

daytime bottomside ray-tracing applications. The profile which is generated has 

no discontinu,ties throughout the specified height range, although two first order 

(gradient) discontinuities exist in the D-region. These gradient discontinuities, 

occurring at low electron density values, should have little effect on ray tracing 

in the HF range. At low frequencies, however, they could conceivably cause 

problems (spurious partial reflections, coupling between modes) and could be 

eliminated at some cost in terms of additional complexity. 
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The required input parameters are 

R—srnspot number 

SECCHI—secant solar zenith angle 

f0E 

foFl 

foF2; hmaxF 

Bottomside total electron content (TEC) 

The subroutine returns the electron density at altitude increments, DH, specified 

as an input parameter, 

1-10. 1. 1 PROFILE DESCRIPTION 

(1) 40 km < z < 65 km 

An exponential is fitted: 

N(z) = N^0 exp (B (z-40)) . 

(2) 65 km < z < HBOT 

HBOT is the altitude one scale height (20 km) below the peak of the 

E-layer which, in turn, is located at 100 + 20 ln sec X km. The electron density 

at HBOT is EDD, determined by extending the E-layer downwards analytically. 

The shape of the profile in this height range is represented by 

N(z) = Ng5 exp (B(z-65)) . 

(3) HBOT < z < HMF 

HMF is the height of the Fj-layer maximum, given by 

156 + 0.15 R + 45 ln sec X km . 

The profile in this height range is represented by the sum of two alpha Chapman 

layers, each having a constant scale height (45 km for the F^-layer; 20 km for 

the E-layer). The amplitude of the maximum of each layer is adjusted so that 

the combination of the two reproduces the peak E- and F1-layer electron densities 

corresponding to the input parameters. These amplitudes are XONE and XONF 

for E- and F-layers respectively. The electron density, EDD, at the lower 

boundary, HBOT, of the layer is obtained from the analytic representation in the 

upper range. 
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(4) HMF < z < h 
-- max 

The total electron content between the Fj- and F2-layers (CONT) is deter¬ 
mined approximately by integrating the combined Chapman layers below HMF and 
subtracting the result from TEC. The value CONT is then used as a constraint in 
a special curve-fitting subroutine (COVE). The parameters of the fitted curve, 
output from COVE, are used to synthesize the electron density in this height range. 

If there is no F^-layer (fQFj = 0), but there is an E-layer, the subroutine 
fits a single Chapman layer, corresponding to the E-layer, and uses COVE to 
interpolate between E- and F-layers. If there is no E-layer, PROFFIL should 
not be used. A simpler parabolic or biparabolic profile is then suggested. 

1-10.1.2 ERROR MESSAGES 

(1) NO E-LAYER, PROFILE NOT GENERATED 

No attempt is made to fit a profile if fQE is zero. 

(2) NO ROOT FOUND IN RANGE 1.10 TO 41.00 

The subroutine COVE was unable to fit a curve of the required shape under 
the given total electron content constraint. The value CONT is bounded by the 
limits 

N: (hjj-hj) < CONT < N2 U^-hj) 

where 

Nj = 1.24 X 104 X (fjFj)2 

N„ = 1.24 X 104 X(f F_)2 
c O ¿ 

h„ = h 2 max 
hx = HMF 

1-11 MAGNETIC ACTIVITY 

Short-term variations of the earth's magnetic field are caused by currents 
flowing in the ionosphere. Since the ionospheric plasma undergoes displacements 
in the process, the geomagnetic fluctuations may more properly be thought of as 
manifestations of hydromagnetic phenomena. The driving force may be electric 
fields, such as the "cross-tail" magnetospheric electric field, or mechanical 
forces, such as tidally induced pressure gradients. Because of the finite 
ionospheric conductivity, current flow is ac' ' Kanied by Joule, dissipative 
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heating. This heating may have profound effects on the ionospheric structure, due 
to the temperature dependence of chemical reaction rates, diffusion coefficients, 
etc. The purely mechanical effects accompanying current flow may also sub¬ 
stantially modify ionospheric structure. The geomagnetic field is most variable 
in the polar regions, and consequently the ionospheric variability is most pro¬ 
nounced there. In order to better understand the polar ionosphere, it is helpful 
to study the characteristics of geomagnetic disturbance. This section is concerned 
with the gross indicators of geomagnetic disturbance, K , AE and D .-the 

p st 
planetary magnetic index, the auroral electrojet index, and the storm index, 
respectively. 

1-11.1 Statistics of Planetary Index (Kp) 

Of the various indices of geomagnetic activity, the most commonly used is K , 
which is derived from the weighted records of 12 standard magnetic observatories. 
These observatories are so located that the Kp index is a measure of geomagnetic 
activity at about 40° latitude. Since it is known that the character of magnetic 
disturbance at high latitudes is notably different from that at midlatitudes K 

P 
represents a mixture of these two different types of activity, and is not an ideal 
descriptor of high latitude disturbance. Nevertheless, it is widely used as a 
measure of high latitude disturbance, as well as a planetary index. K is a 
logarithmic index, and may be converted to the "planetary amplitude index" (a ) 
by the following approximate relationship, which is valid for K > 1 : 

P 

l0«ap“ 4Kp + 0*4* 

A recent statistical analysis of Kp, by Zawalick and Cage (1971) covers the period 
1932-1970; these results have been adapted to derive the predictive model which 
follows. 

1-11.2 Probability Distribution of Kp 

The probability distribution of Kp is shown in Figure 1-62 averaged over 
approximately 4 1/2 solar cycles. The median index is slightly less than 2-, 
while the upper and lower deciles are, respectively, 4- and 0. 

1-11.3 Persistence of Kp 

The persistence is a measure of the length of time that a particular K level 
is exceeded. It is here characterized by the joint probability distribution of the 
Kp value in any 3-hour interval and the value in the following interval. Figure 1-63 
has been constructed frqm values tabulated by Zawalick and Cage (1971) to display 
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this function. An example will serve to 
illustrate the use of Figure 1-63. Given 
that the value of Kp in any 3-hour inter¬ 
val is 4, the probability that Kp in the 
next 3-hour interval will be less than or 
equal to 4 is 82. 5 percent. In general, 
for Kp greater than about 2, there is 
approximately a 50 percent probability 
that the Kp value in the next 3-hour inter¬ 
val is reduced by 1 or more (for ex¬ 
ample, K of 5 followed by K of < 4). 

P P “ 
The persistence may be used in a number 
of ways. An example is shown in 
Figure 1-64, where the data in Figures 
1-62 and 1-63 have been used to compute 
the number of periods of a given dura¬ 
tion (over a 10-year span) in which Kp 
remains above some preset value. 

1-11.4 Auroral Electrojet Index (AE) 
Figure 1-64. Illustrating the Use of Kp 
Statistics to Estimate the Number of 
Periods in a 10-year Span in Which the 
Kp Index Remains Above Some Particular 
Value for a Given Length of Time 

Beginning in 1957, a magnetic 
index, designated AE, has been deduced 
from the records of 7 to 10 observatories 
located in the zone of maximum auroral occurrence. This index is a better 
estimator than Kp of high latitude magnetic disturbance, but is not routinely avail¬ 
able usually until a year or more after the fact. The AE index is principally a 
measure of magnetic activity in the midnight sector of the auroral oval, and as 
such, might be approximated in real time by a suitable located station or set of 
stations. 

Figure 1-65 shows the variation of AE throughout a solar cycle, indicating a 
maximum variation in the average monthly value of a factor of about 6, Figure 1-66 
is a typical probability distribution of hourly AE values, for 1966 in this case. 
The AE index is seen to be approximately log-normally distributed, with a median 
value, in 1966, of about 48 gammas. Figure 1-67 shows the solar cycle variation 
of the median and upper decile of this distribution. These data have been smoothed 
by numerical filtering in a bandpass filter consisting of the basic 11-year solar 
cycle period, plus the first two harmonics. Figure 1-68 shows the standard devia¬ 
tion of the AE distribution for each year, after filtering out the seasonal and solar 
cycle variations (hlghpass filter with cutoff at 1 cycle/month). The solar cycle 
trend in short-term variability is clearly seen. 
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Figure 1-65, Solar Cycle Variation of Average Monthly AE 
Values 

Figure 1-66 Probability Distribution of AE Index for 1966 
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aÍÍtT* ^w7* Secular Variation of Median and Upper Decile for 
AE Distribution, Smoothed by a Special Band-pass Filter 
(see text; 

Figure 1-68. Standard Deviation of Short-term (less than 
1 month) Fluctuations in AE Index, for period 1957-1968 
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1-11.5 l)si 

The disturbed (storm-time) component of the worldwide magnetic field is 

composed of several distinguishable components. Of these, the component that is 

rotationally symmetric about the earth's magnetic axis (designated Dgt> lias been 

isolated and is available from 1957 onwards. This component has been tentatively 

identified with the ring current due to motion of energetic trapped protons in the 

inner magnetosphere. Enhancements of Dgt during disturbed periods are there¬ 

fore caused by ring current enhancements which result from compression of the 

magnetosphere by the fluctuating momentum flux of the solar wind. 

An analysis has been performed on similar to that for AE. This analysis, 

together with a more complete statistical treatment of all magnetic indices will 

form the basis of a separate report. For purposes of illustration, Figure 1-69 

shows the solar cycle trend of the standard deviation of short-term Dgt variations, 

in a manner analogous to the AE variation in Figure 1-68. 

Figure 1-69 Standard Deviation of Short-term (less than 1 month) 
Fluctuations '.n AE Index, for Dst 

1-11.6 Prediction of Solnr and Maptelir Votivily 

There is no known reliable means of predicting, far in advance, what levels 

of solar and magnetic activity will be observed. Nevertheless, certain period¬ 

icities have been noted in the time series of existing magnetic and solar data, and 

it seems not unreasonable to attempt to extrapolate these variations into the 

future. To the extent that such a method is philosophically valid, future levels of 

solar and magnetic activity can be estimated, at least in statistical terms. 
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Fraser-Smith (1972) has performed spectral analysis on sunspot number and 
Ap data, covering the period 1930-1970. Ap is the average of the eight daily a 
values. By approximating both time series by the six or seven largest spectral 
features, the series can be extended to any arbitrary date in the future. 
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2-1. INTRODUCTION 

Local time and seasonal characteristics of the high-latitude ionization ir¬ 
regularity regions have been determined from the examination of the ISIS-I 
Satellite thermal charged particle data during the first year of satellite operation. 
February 1969 to February 1970. ISIS-I. launched 30 January 1969 into a polar ’ 
orbit, inclination 88. 5 deg, has an apogee of 3526 km and perigee of 525 km. 

Frequency of occurrence calculations of the equatorial and polar boundaries’of 
the irregularity zones are based primarily on Northern Hemisphere data. The 
amplitude and width of the thermal charged particle trough, for electrons and 
ions, located at the equatorial edge of the irregularity zone, have been evaluated 
as a function of local time using both Southern and Northern Hemisphere data. 
Results from over 3000 satellite orbits were examined in this study. 

Although the electrostatic probe results were obtained in the topside iono¬ 
sphere. extensive comparisons with simultaneous topside sounder measurements 
on board ISIS-I show that down to the minimum scale size which can be observed 
with the sounder, approximately 18 km. the irregularities map down to the peak 
of the F-region. These results thus represent a statistical mapping of ionospheric 
characteristics at the peak of the F-layer of the ionosphere. 
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2-2. THE EXPERIMENT 

The thermal charged particle data used in this study was obtained with a 
spherical electrostatic analyzer which measured the ion density, the ion energy 
distribution (to 75 eV). the satellite potential, and the ratio of the ion mass to the 
ion temperature. The sensor, mounted on a 96-cm boom, consists of three con- 
centric spherical electrodes with radii of 1. 90. 2. 54. and 3.18 cm. The opera¬ 
tion of the probe is described by the equations of motion for charged particles in 
a central force field (Sagalyn et al. 1963; Sagalyn and Smiddy. 1967; Smiddy and 
Stuart. 1969). Ion densities are sampled 60 times per second (corresponding to 
a spatial resolution of 150 m). the ratio of the mass to the temperature is 
sampled once per minute, and the energy distribution is sampled once every 
2 min. J 

2-3. METHOD AND DEFINITIONS 

The equatorial boundary of the irregularity region is taken to be the latitude 
of onset of persistent small-scale ionization irregularities extending over at 
least a few degrees in latitude with amplitudes amounting to 20 percent or more 
of the mean background level. The scale size is highly variable with dimensions 
ranging typically from 1 to 140 km. Representative examples of small-scale 
irregularities are shown in Figure 2-1. The electron or ion trough, when ob¬ 
served, is found at the equatorwards edge of the irregularity region. In this 
study, the trough is considered as part of the irregularity zone. Its scale size 
typically ranges from 140 to 1500 km in latitudinal extent. Examples of typical 
troughs are shown in Figure 2-9, 

The location of the high latitude boundary of the Irregularity zone la defined 
as the latitude where small-scale irregularities of amplitude 20 percent or more 
above background are no longer observed. 

For the seasonal study, one month's data centered about the equinoxes and 
solstices was fully examined. This corresponds to about 340 orbits per season. 

For the frequency of occurrence calculations, the results were separated into ' 
intervals of 5 deg of invariant latitude. Orbits on which no clear cut irregularity 
boundary was observed are included in the frequency calculations. For the local 
time study, results were separated into 3-hr intervals and 5-deg invariant 
latitude intervals. All results obtained between February and December 1969 
amounting to approximately 3500 orbits of data, were used in the local time ' 
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Figure 2-1. Two Typical ISIS-1 Passes Showing Small-scale 
Variations in Plasma Density 
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2-4. SEASONAL VARIATION OF IRREGULARITY BOUNDARIES 

The frequency of occurrence of equatorial and polar boundaries of the ir¬ 
regularity regions was evaluated as a function of invariant latitude for the months 
of March, June, September and December 1969, In each hemisphere, the satel¬ 
lite traverses the irregularity zone at two local times approximately 12 hr apart. 
Thus, in the Northern Hemisphen» for each season there are results for two dif¬ 
ferent local time sectors. 

2-5. EQUATORIAL BOUNDARIES 

The range of local times at the location of the equatorial boundary for each 
season are summarized in Table 2-1. 

The frequency calculations were averaged over 5-deg intervals of invariant 
latitude. The results for the morning and day periods are given in Figure 2-2a, 
and those for evening and night are given in Figure 2-2b. Only results obtained 
in the Northern Hemisphere when the Kp index was < 3 are included. It is seen 
from Figure 2-2 and the information given in Table 2-1 that the equatorial boundary 
is most sharply defined and reaches its maximum value of 72 deg around local 

noon in June and December. At the equinoxes, the probability of occurrence of the 
boundary is approximately equal over a 20-deg range in invariant latitude. Then it 
is not possible to precisely predict the latitude of onset of significant ioniza¬ 
tion irregularities. In order to accurately describe the seasonal variation of the 
irregularity boundary, it is necessary to first normalize all results to a given 

îrreïiLVity Renton711"68 ^ Locations of E^uatorial Boundary of 

Month and Periods 
Local Time Range 

(hr) 
Invariant Lat. of Mean 

(deg) 
March Morning 

Evening 
6 - 10 

18 - 21 
66 
64 

June Day 
Night 

11 - 14 
23-2 

72 
63 

September Morning 
Evening 

5-7 
17 - 19 

61 
70 

December Day 
Night 

10 - 13 
21 - 24 

67 
56 
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JUNE 
SEPT 
OEC 

INVARIANT LATITUDE (OCOREES) 

Figure 2-3. Seasonal Variations of the Equatorial 
Boundary of the Irregularity Zone for the Northern 
Hemisphere (Kp ¿ 3) for Low Magnetic Activity 

local time because of the large diurnal variation of the boundary location which is 
described in a later section and illustrated in Figure 2-8. In this work, all morning 
and daytime results were normalized to local noon and all evening and night results 
to local midnight. The results given in Figure 2-2 were used to carry out the nor - 
malization. The histogram of Figure 2-3 summarizes the normalized seasonal 
results in the Northern Hemisphere. 

The most striking aspect of these results is that the seasonal variation of the 
location of the boundary is small. At local noon the maximum change of the 
boundary location is 4 deg, while at midnight a maximum seasonal change of 6 deg 
is found. Further, as might be expected from the changing position of the sun, in 
the Northern Hemisphere the boundary is closest to the pole in June and furthest 
from the pole in December (Figure 2-3). The locations in March and September 
lie at or in between these limits. 

2-6. POLEWARD BOUNDARIES 

Identical calculations were carried out for the identification of the polar 
boundary of the irregularity zone. The number of orbits examined in each season 
as well as the local time of the measurements are listed in Table 2-2. The maxi¬ 
mum invariant latitude of the satellite varied-from orbit to orbit between 83 and 
90 deg. If the irregularity zone extended up<to the maximum latitude reached by 
the satellite on any given orbit, that orbit was considered to have no upper boundary. 

Typical examples of high latitude results are shown in Figure 2-4, In March, 
June, September and December a total of 295 orbits were included. No polar 
boundaries for the irregularity zone were found; the inhomogeneities extend across 
the pole. Since the same result is found in each season and for all local times, 
this result was assumed in the local time study where the temporal characteristics 
of only the equatorial boundary were determined. 

1 , 
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2101 
1080 
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ORBIT 99 
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2146 
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890 ALT. 

ISIS - Z 
28 FEB 1969 

ORBIT 331 

0844 0910 
849 727 
71 82 

2003 
594 
74 

(b) 

2015 LT 
602 ALT. I km) 
96 6E00. LAT. 
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Figure 2-4. Examples of Passes Crossing the Polar Cap 
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Table 2-2. Poleward Boundaries of Ionization Irregularity Zone Northern 
Hemisphere (Kp < 3+) 

I- 

Month 
Local Time 

(hr) 
Number of Orbits 

March 6-10 
17 - 20 

24 
16 

June 10 - 13 
0-3 

49 
39 

September 4-7 
17 - 20 

37 
19 

December 11 - 15 
20 - 24 

63 
48 

Comparison of these results with the auroral oval of Feldstein and Starkov 
(1967) show that the mean position of the equatorial boundary of the irregularity 
zone, as defined by the ISIS satellite date, is at a slightly lower latitude. For 
example, in Table 2-3 the mean position of the equatorial edge of the oval for 
K = 3 is compared with the ISIS diurnal results for K < 3. y p - 

Table 2-3. Comparison of Auroral Oval and ISIS-I Equatorial Boundaries 

Local Time (hr) 12:00 18:00 24:00 6:00 

Invariant Latitude Oval 

Invariant Latitude ISIS 

73 

72 

69 

66 

64 

61 

69 

64 

The small differences in these two types of results could be due to differences 
in the definitions of the quantities measured. The oval boundary is defined as the 
latitude above which the probability of optical emissions is ¿ 70 percent. The tsjs 
boundary is defined as the location of the onset of irregularities of magnitude 
20 percent or greater which persist over several degrees of latitude. 

A significant difference exists in the identification of the upper boundary. The 
oval boundary for the conditions cited above is located at 76-deg invariant at local 
noon and 72 deg at midnight, whereas no upper boundary is found in the ÎRTS 
results. We do not have an unambiguous explanation for these differences. 



It could be that the mechanisms operating to produce irregularities in electron 
and ion density near the pole do not produce optical emissions. Examples of such 
mechanisms could be plasma turbulence, or particles with energies below 15 eV. 
These results indicate that the upper boundary of the auroral oval is not a good 
reference parameter for propagation work. Rather, it must be assumed that the 
ionization irregularities which perturb electromagnetic propagation persist across 
the polar cap. 

A comparison of the ISIS results with the evening and night scintillations of 
Aarons et al (1971) is given in Table 2-4. 

Table 2-4. Comparison of Scintillation and ISIS-I Equatorial 
Boundaries 

Local Time (hr) 18:00 22:00 3:00 

Invariant Latitude Scintillation 

Invariant Latitude ISIS 

60 

65 

58 

60 

62 

62 

The lower scintillation boundary is defined as the latitude at which the mean 
scintillation index at 40 MHz is 50 percent. The results are in good agreement 
except in the early evening hours. Between 20 and 4 hr LT, the scintillation and 
in situ ISIS-I boundaries agree within 2 deg for Kp £ 3. This gives strong support 
to the conclusion that the scintillations are produced by small-scale irregularities 
of the type observed by ISIS-I. It further suggests that the ISIS-I statistical results 
could be used to predict the location of high latitude scintillation regions from 5 
through 16 hr LT. Little statistical information on high latitude scintillation 
boundaries is available at these times (Aarons and Allen, 1971). 

2-7. DIURNAL VARIATION 

The diurnal variation of the location and characteristics of the equatorial 
boundary of the irregularity region were examined. The frequency of occurrence 
was evaluated as a function of invariant latitude at 3-hr intervals of loc.u time 
for the Northern Hemisphere measurements. The data was separated into two 
parts depending upon the magnetic conditions: magnetic activity index K < 3 
and Kp > 3+. The number of orbits for which data was available for each time 
interval varied between 22 and 186. On the average, there were 80 orbits of data 
for each 3 -hr period. 
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The results are shown in Figures 2-5 and 2-6 for low and high K , respect¬ 
ively. Examination of the results in Figure 2-5 shows that the frequency of 
occurrence distribution of the location of the equatorial boundary for low K is 
broad, poorly defined, on a statistical basis except within 3 hr of local noon. 
The distribution obtained from 9-to-12 and 12-to-15 hr show that the location of 
the boundary can be predicted to within 5 deg near noon. This result corroborates 
information gained from studies of precipitating particles, namely, that near local 
noon there is only one significant cause of ionization inhomogeneties-the precipita¬ 
tion of magnetosheath particles via the neutral points in the geomagnetic field. 
At other local times sèveral influences are operating simultaneously, including 
bulk ion motions, plasma deformation, plasma instabilities, greatly reduced in¬ 
fluenae of solar UV, etc. As reflected in the results of Figures 2-5 and 2-6, the 
boundary is poorly defined on a statistical basis. 

The results of Figure 2-5 also show that the mean location of the boundary 
has a simple diurnal variation. Around midnight the boundary is located at mini¬ 
mum latitude and reaches a maximum around local noon. This is clearly illustrated 
in Figure 2-7 where the mean location of the boundary has been plotted as a function 
of local time for the two ranges of magnetic activity. The diurnal results are also 
summarized on the polar plot of Figure 2-8 where the mean location of the 
equatorial boundary for Kp < 3+ has been plotted versus local time. 

In the results for high Kp (Figt re 2-6), diurnal trends similar to those ob¬ 
served for low Kp are found. In the evening between 18 and 24 hr LT, however, 
the distributions are distinctly sharper. This is the region of the turbulent con¬ 
vective interface between the ionosphere and the magnetosphere, and could be the 
result of increased plasma convective flow during magnetic disturbances. Also, 
the boundary is at a minimum latitude in the 3-hr period following midnight rather 
than in the 2100 - 2400 hr period observed at low Kp. This is in good agreement 
with the scintillation measurements of Aarons and Allen (1971) at high K . The 
diurnal variation of the mean location of the boundary for K > 3+, as shown in 
Figure 2-7, follows the results obtained for low Kp; however, the amplitude of the 
daily variation is larger. Further, at each local time range the mean location of 
the boundary Kp ¿ 3+ is found at a lower invarient latitude than during undisturbed 
conditions. This is due to the movement of the ionospheric plasma equatorwards 
during storms and is in agreement with results of optical measurements, whistler 
studies, and satellite electrostatic probe measurements. 

MS 
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Figure 2-5. Equatorial Boundary of the Ionization Irregularity Zone in 
the Northern Hemisphere (Kp < 3+) as a Function of Local Time for Low 
Magnetic Activity 

Figure 2-6. Equatorial Boundary of the Ionization Irregularity Zone in 
the Northern Hemisphere (Kp < 3+) as a Function of Local Time for Hish 
Magnetic Activity " 



112 

Figure 2-7. Mean Invariant Latitude of the 
Equatorial Boundary of the Ionization 

it 

Figure 2-8. Mean Invariant 
Latitude of the Equatorial 
Boundary of the Ionization 
Irregularity Zone as a 
Function of Time; Northern 
Hemisphere (Kp< 3+) 

MEAN INVARIANT LATITUDE 

INVARIANT LATITUDE RANGE OVER WHICH 

FREQUENCY OF OCCURRENCE IS a S « 



2-8. SOUTHERN HEMISPHERE 

Mapping of the characteristics of the irregularity region in the Southern 
Hemisphere as a function of season and local time is under way. Significant dif¬ 
ferences are found in the location and shape of the frequency of occurrence dis¬ 
tributions as compared with results obtained in the Northern Hemisphere. 

2-9. HIGH LATITUDE TROUGH 

One type of high latitude ionization irregularity has been studied in some 
detail; that is, the trough or depression in the thermal ion and electron density 
which is frequently observed at the equatorial edge of the irregularity zone 
(Muldrew, 1965; Rycroft and Thomas, 1970; Tulunay and Sayers, 1971). The 
trough is often the first of several major depressions and enhancements of the 
ambient plasma density. A trough is counted when two measurable gradients 
(density decrease followed by an increase toward the pole) are observad in the 
data. In addition, for a trough to be included in the calculations of frequency of 
occurrence, a minimum value of 1.3:1 for the peak to valley density ratio must 
be observed. Typical tr' jgh examples are shown in Figures 2-9 and 2-10, 

Frequently, a sharp depression of ionization is observed at the equatorial 
boundary which is not followed by a poleward increase. These have been included 
in the study as single gradient depressions. The trough and single gradient 
depressions are of special interest to electromagnetic propagation. They are the 
first major ionospheric irregularity in the poleward direction which can sig¬ 
nificantly alter electromagnetic wave properties producing refraction, absorption, 
phase changes, etc. 

The frequency of occurrence of both troughs and troughs plus single gradient 
depressions have been evaluated in 2-hr intervals over a 24-hr period using 
results of 6 months of satellite data. The results are given in Figure 2-11. 
Troughs are found to occur on 27 percent of all orbits at all local times, while 
either troughs or single gradient depressions are found to occur on 51 percent 
of all orbits at all local times. A significant diurnal variation in the frequency of 
occurrence exists, as seen in Figure 2-11. Troughs are rarely observed in day¬ 
light between 6 and 16 hr LT. The frequency of occurrence increases near sunset, 
reaching a maximum between 22 and 3 hr LT. A rapid decrease in trough fre¬ 
quency is observed around sunrise. The diurnal distribution of either troughs or 
single gradients is similar, but with a maximum frequency of occurrence found 
in the early morning hours around 4 hr LT. 
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730 950 1310 ALT (km) 
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Figure 2-10. A Transpolar Orbit 
Showing Nightside and Dayside 
Trough 

'igure 2-9. 
'roughs 

Examples of Ionization 

Figure 2-11. Variation With Local 
Time of the Occurrence Frequency 
of the Trough 
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The diurnal variation in the frequency of occurrence of troughs and single 
gradients is the result of the combination of two processes: (1) the diurnal varia¬ 
tion of the bulk motion of the plasma with a maximum outward flow at night, and 
(2) the diurnal variation in the charged particle production rate due to solar UV. 
A strong dependence of local production on solar zenith angle exists; also, charged 
particle production at any given solar zenith angle tends to fill in troughs on the 
dayside. 

Since troughs are included in the calculations of the equatorial boundary of 
the irregularity zone, the seasonal and local time results given in Figures 2-2, 
2-3, 2-5, 2-6, 2-7, and 2-8 define the position of the equatorial edge of the trough 
or single gradient depressions from approximately 16 through 6 LT when their 
occurrence frequency is high. The average trough width at half depth is found to 
be 4 ± 2 deg of latitude. The average charge density gradient at the trough (that 
is, Nj/Ng per degree of latitude) is found equal to 1. 6. (If Nj is the density at 
L^° latitude, then Ng is the density at L.£ = L° + Io .) A maximum value of 2.8 
is observed in the late evening hours. 

2-10. SUMMARY 

The mapping of the characteristics of the high latitude ionization irregularity 
regions of the ionosphere as a function of season and local time, based on ISIS-I 
electrostatic probe measurements, has yielded the following results; 

(1) A small seasonal variation exists in the location of the equatorial boundary 
of the irregularity region. The boundary reaches its maximum latitude in June 
and its minimum in December at any given local time. The magnitude of the 
seasonal variation in the location of the boundary is 5° ± Io for K < 3. 

(2) A large diurnal variation, magnitude 15 deg, is found in the mean loca¬ 
tion of the equatorial boundary for Kp <3. The occurrence frequency distributions 
also vary with local time. The sharpest distribution is found near local noor ; 
standard deviation of the distribution a - 5°. The broadest distribution is observed 
near local midnight; standard deviation of the distribution a = 8°. 

(3) The ionization irregularity region extends across the polar cap. There is 
no upper boundary. 

(4) The average location of the boundary at a given local time is 2 to 6 deg 
lower for K ¿ 3+ than for K < 3. 

P P 
(5) A large diurnal variation is found in the frequency of occurrence of 

troughs and troughs plus single gradient depressions. The maximum frequency of 
occurrence equal to 88 percent is found near 5 hr LT; the minimum of 6 percent 
is observed between 10 and 12 hr. 
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(6) The average trough width at half depth is found to be 4 ± 2 deg latitude. 
(7) The evaluation of the density gradients at the trough gives an average 

value of 1. 6 in units of N^/Ng per degree of latitude. 
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3. Computation of the Electron Density 

During an Aurora From the Incident 
Energetic Electron Spectrum 

J.C Ulwick 
lonei»h«ric Phyaic* Laboratory 

Air Fore* Cambridge Rasaarck Laboratories 
Bedford Massachusetts 

3-1. GENERAL DESCRIPTION OF THE PROGRAM 

A computer program is presented here which will calculate the electron density 

observed during an aurora from the measured sp.ctrum of incident energetic 

electrons. The measured incident differential electron energy spectrum (dN/dE) 

gives the number of electron8/(keV-cm2-sec-sr) as a function of energy (E) and is 

used to calculate the ionization rate per unit volume or ion-electron production 

rate, q(cm -sec-1), as a function of altitude from 85 to 150 km. The electron 
density, Ne, is computed at each altitude from the equation 

where q is the production rate and o is an effective recombination coefficient. 

The calculation of the production rate is based on the methods used by Rees 

(1963). Rees calculates the ionization rate per unit volume q, per incident unit 
electron flux F from the equation 

eo/ro 
Ae ion 

X 
n(M)z 

(3-1) 
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where 

e0 Is the initial energy of the electron. 

Aeion is the mean energy loss per ion pair formed (35 eV). 

n(M)7 is the number density of ionizable atoms or molecules at 
atmospheric depth Z(gm/cm2). 

n(M)j^ is the number density of ionizable atoms or molecules at 
atmospheric depth R(gm/cm2). 

R is the penetration depth (gm/cm2) = 4. 57 XIO'6 e l' 75 where 
e0 is expressed in keV. 0 

rQ is the range at the "top of the atmosphere" = R/p where b is the 
mass density (gm/cm3) at the lowest altitude of penetration. 

A(Z/R) is the normalized energy dissipation distribution function and 
is tabulated in the program for various angular distributions 
of the incident electrons. 

The various atmospheric parameters required for the calculation are listed in the 
program (Table 3-1). 

The normalized energy dissipation distribution function, \(-^-), is tabulated 
for three angular distributions of the incident electrons, monodirectional, cosine 
dependent, and isotropic over the downward hemisphere (Table 3-2). In this 
calculation the definition of isotropic is the same as that used by Berger et al 
(1970); that is, the intensity, defined as the number of particles crossing a unit 
area of surface perpendicular to the velocity vector, is constant over the down¬ 
ward hemisphere. This is not the same as Ree's definition and to compare his 
results with this work, the labels of cosine dependent and isotropic must be inter¬ 
changed. 

The equation given by Rees computes the production rate per incident unit 
electron flux. The program given here calculates the total electron flux in 
70 energy intervals from 0.4 to 300 keV. and computes the contribution of each 
of these energy intervals at each altitude and adds them to obtain the total produc¬ 
tion rate at each altitude. To calculate the total energy flux, however, the dif¬ 
ferential energy spectrum, dN/dE, must be expressed as a function that has an 
indefinite integral. For example, if 

dN . in6 -E/5keV , 2 -l 
“dË” ‘ 10 « ' (cm -sec-sr-keV) 1 , (3-2) 
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Table 3-1. Atmospheric Parameters Used in the Program 

h 

(km) 

60 

64 

68 

72 

76 

80 

84 

88 

92 

96 

100 

108 

114 

120 

126 

132 

140 

150 

162 

192 

230 

252 

276 

300 

(gm/cm¿) 

2.34 X 10" 

1.37 X10 

7.76 X 10 

4.20 X 10" 

-1 

-2 

2.17 X 10 

1.08 X10 

5.16 X 10" 

2.46 X 10 

1.19 X 10' 

5.88 X 10 

3.10 X 10 

-2 

12 

-3 

-4 

-4 

1.04 X 10 

5.18 X 10 

2.75 X 10 

1.65 X10" 

1.08 X 10 

6.90 X 10' 

-4 

-5 

-5 

-5 

4.40 X10" 

2. 96 X 10 

1.41 X 10 

7.05 X 10 

5.02 X 10' 

3.59 X10 

2.65 X 10 

-6 

-6 

-7 

-7 

-7 

o 
(gm/cm ) 

3.04 X10" 

1.89 X 10 

1.15 X 10" 

6.71 X 10 

3.71 X 10 

1.94 X 10 

9.59 X 10" 

-7 

-8 

-8 

-8 

4. 56 V 10 

2.17 X 10 

9.93 X 10 

4.48 X 10 

1.32 X 10 

5.70 X 10 

2.61 X 10 

-9 

-9 

-10 

-10 

-10 

-1.1 

-11 

1.30 X10 

7.05 X 10 

3.47 X10 

1.70 X10 

9.00 X 10 

•11 

-12 

-12 

-12 

2.94 X 10 

1.16X10 

7.60 X 10 

5.00 X 10 

3.42 X10 

-13 

-13 

-13 

-14 

-14 

-14 

n(M) 

(cm'3) 

6.33 X 10 15 

3.93 X 10 

2.39 X10 

1.39 X10 

7. 72 X 10 

,15 

,15 
14 

4.03 X 10 14 

1.99 X 10 

9.48 X 10 

14 

13 

4.37 X10 13 

2.07 X 10 13 

1.04 X 10 13 

3.18 X 10 12 

1.43 X 10 12 

6.61 X 10 11 

3.40 X10 11 

1.91 X 10 

9.70 X 10 

11 

10 

4.92 X 10 

2.66 X 10 

9. 50 X 10 

3.89 X10 

2. 57 X 10 

1.72 X 10 

1.20 X10 

10 

10 

9 

.9 

,9 

9 

9 
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Table 3-2. Normalized Energy Dleslpatlon Distribution Function MZ/R) 

(Z/R) Isotropie 

MZ/R) 

Cosine Dependent Monodlrectional 
0.0 

0.025 

0.050 

0.075 

0.100 

0.150 

0.200 

0.250 

0.300 

0.350 

0.400 

0.450 

0. 500 

0.550 

0.600 

0.650 

0.700 

0.750 

0.800 

0.850 

0. 900 

0.950 

1.000 

1.48 

1.49 

1.50 

1.49 

1.48 

1.47 

1.43 

1.37 

1.30 

1.22 

1.13 

1.02 

0.90 

0.77 

0.65 

0. 53 

0.42 

0.32 

0.24 

0.15 

0.08 

0.04 

0.00 

1.65 

1.88 

1.90 

.87 

1.85 

1.69 

1.50 

1.33 

1.18 

1.06 

0.95 

0.85 

0.73 

0.62 

0.51 

0.42 

0.33 

0.25 

0.19 

0.11 

0.06 

0.03 

0.00 

0.77 

0.82 

0.88 

0.94 

1.00 

1.11 

1.22 

1.30 

1.37 

1.41 

1.44 

1.42 

1.35 

1.28 

1.19 

1.07 

0.94 

0.80 

0.66 

0.49 

0.33 

0.16 

0.00 
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then the program requires the flux N(cm2-sec)"1 expressed as a function of 
energy E in keV 

(3-3) 

and for an isotropic distribution as defined above, it is necessary to multiply the 
above expression by » to obtain the total flux. 

N(E)(cm2-sec)‘1 = (ir)(-5)106 e'E/5 . ( 

This expression is entered into the program as a function subprogram named 
PINT. For the monodirectional case the flux is measured per (cm2-sec), and 
for the cosine distribution Eq. (303) is multiplied by 2». 

The electron density, Ne, is then calculated from 

N e v or 

where a, the effective recombination coefficient is approximated by (CIRA, 1965) 

where T is an effective temperature approximately equal to the electron tempera¬ 
ture in the aurora. The effective recombination coefficient is a function of the 
positive ion composition and the ion and electron temperature (Swider, 1972; 
Blondi, 1969), but the above expression is adequate for calculating auroral electron 
densities from 85 to 150 km. Since auroral electron temperatures vary from one 
aurora to another and are not usually readily available, the neutral temperatures 
from the CIRA (1965) model have been used in the program (Table 3-3). This 
may be in error by a factor of 3 from the actual electron temperature, but this 
will introduce an error Into the electron density of -/3 . This is the Urgest un¬ 
certainty in the computation, and the overall error in the calculated electron 
density should be less than a factor of two. Other sources of error include varia¬ 
tions in the neutral density and composition, the positive ion composition, and 
the accuracy of the input electron spectrum. 





3-2. DETAILED DESCRIPTION OF THE PROGRAM 

This program was written for the Control Data 6600 computer, and slight 
Fortran modifications may be necessary if another computer is used. 

3>2.l Function Subprogram FINT 

The program requires that the differential flux dN/dE (cm2-sec-sr-keV)‘1 
be expressed as a function of energy E(in keV) that has an indefinite integral. The 
indefinite integral, N(E), is inserted into the program as a subprogram called 
FINT. If, 

(3-5) 

then for an isotropic distribution as defined above 

N® ■ m dE = <-5)(ir)103 e'E/5 (cm2-sec)'1 . (3-6) 

The function subprogram is then FUNCTION FINT(E). 

FINT = -5. * 3. 14159 * 1000 * EXP(-E/5.) 
RETURN 
END 

For the cosine dependent case, Eq. (3-5) is multiplied by 2» instead of jtj 
and for the monodirectional case, the differential flux is not measured per unit 
solid angle. 

Figure 3-1 shows the differential energy spectrum measured at 211 km 
during a visible aurora at Fort Churchill, Canada on 14 December 1966 (Reidy 
et al, 1968). This spectrum has been approximated by 

.7 -E/5keV 

and used to calculate the production rate q, (for an isotropic distribution) and the 
electron density shown in Figure 3-2. There was no measurement made of electron 
density on this rocket. 
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Figure 3-1. Differential Energy 
Spectrum of Electrons Measured 
During a Visible Aurora at Fort 
Churchill. Canada on 14 December 
1966 at an Altitude of 211 Km and a 
Pitch Angle of 64° 

Figure 3-2. The Production Rate (q) and Electron Density (Ne) Calculated 
From the Approximation = 7 X 107 e‘E/4keV (cm2-sec-sr-keV)'1 to the 
Spectrum Shown in Figure 3.1 
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The output Is listed with the following headings 

Alt. Q N Q N Q N 
3 -1 where the altitude is in km, Q is the production rate (cm -sec) , and N the 

_3 
electron density (cm ). The first Q and N are for the isotropic distribution, 
the second set for the cosine distribution, and the last set for the monodirectional 
case. All three cases are printed-out even though the input to the program is 
arranged specifically for only one of these cases as explained above. 

3.2.2 Data Cards 

The first data card is one card of BCD information used as a title which is 
printed at the top of each page of printed output. 

The next five data cards contain five constants: Cl, C2, C3, C4, and C5. 
These constants are used in the following formulas: 

R = Cl * e C2 

*eion = C3 

C4 * C5 
T- 

These constants have been given values: 

Cl 

C2 

C3 

C4 

C5 

= 4. 57E-6 

= 1.75 

= 0.035 

= 3.E-7 

= 300. 

Then next follow seven sets of data cards, each set being a description of a 
function. These seven functions are: 

2 
(1) Z atmospheric depth (gm/cm ), a function of h (altitude). 

(2) N(M), a function of Z . 
2 2 (3) p (gm/cm ), a function of R(gm/cm ). 

(4) T, temperature, a function of h. 

(5) The cosine dependent curve. 
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(6) The isotropic dependent curve, 

(7) The monodlrectlonal curve. 

Each card of a given set is of the following form: 

Column Description 

1-30 BCD description of the function 

Number of the card in the given set 

/ used as separator 

Total number of cards in the given set 

Abscissa value 

31-33 

34 

35-37 

40-54 

55-69 Ordinate value 

The next two cards contain the variable formats for the printout: 

Alphanumeric column heading for printout (IX, 7X*ALT*, 3(12X*Q*12*N*)) 

where ALT is altitude, Q is production rate and N is electron density. Format 

for printed output: (1XF10.2, 3UP2E13.3)). 

The next three cards contain the beginning, end, and number of divisions 

used in the altitude range. Values presently used allow calculations from 85 to 

150 km in 1/2 km steps. 

The last three cards contain the beginning, end, and number of divisions 

used in the energy range. Presently, there are 70 steps starting at 0.4 keV 

and ending at 300 keV. 

A detailed description of the program is shown in Table 3-4. This table 

contains the steps to calculate the production rate and electron density from the 

Incident energetic electron spectrum. 
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Table 3-4. Program to Calculate the Production Rate and Electron Density 
From the Incident Energetic Electron Spectrum 

PROGRAM DA(INPUT,OUTPUT,TAPE5sINPUI,TAP£6*UUTPUT,TAPED 
ilIME NSION H (7), XL (4) ,S(<f) ,0(4),0(4) 
COMMUN /CFUN/1FS,C(16),NC 
EXTERNAL FUN 
CALI RPTL 
C1=FR(42H(/* COEFFICIENT IN FORMULA FOR R«*1Pl16,6)) 
C2*FR(37M(✓• EXPONENT IN FORMULA FOR R**F15.5>> 
C3*FR(24rt (/* CELTA E-I0Ns*F15.10)) 
0IUN«C3 
Ch»FR (53 H (/♦ FIRST OF CONSTANTS IN FORMULA FOR ALPHAs’lPt.16.8) ) 
C5*FK(52H(/* SECOND OF CONSTANTS IN FORMULA FOR ALPHA**F15.5)> 
IFS=1 
CALL RCALil) 
CALL RCAL (2) 
CALL RCAL (3) 
CALL RCAL(4) 
NLAH>3 
IF(NLAM. LT.1.0R.NLAM.GT.4)G0 TO 1000 
00 3OU 1*1,NLAM 
CALL RCAL(1+5) 

300 CONTINUE 
CALL RPF(1) 
HB*FR(Zart(/• ALTITUDE B£GIN**F10.2) ) 
ME*FR(24H(/* ALTITUDE END=*F10.2)) 
NH=IR,37h;/* number OF ALTITUDE GIVISIUNS**I5>> 
N0H*NHfl 
0M*(HE-rt8)/NH 

340 EB*FR(24H(/* ENERGY BEGINs*F 10.2)) 
IFilFS.Nc.O>GO TO 360 
EE*EB 
NE*1 
GO TO 3/0 

360 cE*FR¿22m;/* ENERGY END=*F10.2)) 
NE*IR(35H(/* NUMBER OF ENERGY 01VISI0NS=*I5>) 

370 AEE*AluG10(EE> 
AEB*ALOG10(EB) 
FLG* ;AEE-A£B)/N£ 
QQ*10.**FLG-1. 
NKITEtb,380)00 

380 FORMAT (/10X*R£SULTING FRACTIONAL INCREASE**F20,10) 
DO 800 1*1,NOH 
H*HB»(I-l)*OM 
Z*CLOGl(H,l) 
XNZ*ClGLG(Z,2) 
DO 400 K*l,NLAM 
S(K)*0. 

400 CONTINUE 
DO 600 J*1,NE 
El*l0.**ÍAEe»;j-l)*FLG) 
E2*10.**(AEB»J*FLG) 
EN*E1*(1.+00/2.) 
R*C1*EN**C2 
RHO*CLGlG«R,3) 
RN*R/RHO 
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Table 3-4 (Contd. ). Program to Calculate the Production Rate and Electron 
Density From the Incident Energetic Electron Spectrum 

XNKsClâlGtRtZ) 
IF (IFS.NE•0) GO TO 420 
F«l. 
GO TO 480 

420 IF(lFS.rft.l>GC TO 1000 
F*FINT¿E21-FIKT(El ) 

400 PP«F*Ert/RN/OION*XNZ/XNR 
DO 500 <*ltNLAH 
XL(K)>CLIN1<Z/R»K«5) 
q;k)*pp*xl(k» 
S(K)SS(K)«Q(K) 

500 CUN11NUE „ . 
C WRiTE(b,510»J,E1,E2.EN,R,RMO,RN,XKR,F,PP,XL,0,S 

!»10 FORMAT!/* J**15/Î1P0E16.6») 
bOO CONTINUE 

T«CLlNI(Hf4) 
AL*C4*C5/T 
DO 640 K*lt NLAM 
Ü(K) sbQRT (S (K)/AU 

640 CONTINUE 
H(l>-H 
DO 700 <*!» NLAM 
M(2*<)aS(K) 
M(2*<*l)*D(K) 

700 CuNTINUE 
CALL PlON»1tl*Ntl*2*NLAMflt50»l) 

C MRiTEtb.720)1.H,Z,XNZ,T,AL,S,0 
720 FuRMAT(/* I**I5/(1PE16.8») 
j 00 CONTINUE 

CALL PLUrt!l»-l»M»l*2*NLAM,l,50.1) 
CALL CPCF(-1,6> 
STOP 

1000 WRITE(6.1005)IFS.6LAM 
1005 FORMAT!/* EKWCK OA..*2110) 

STOP 
END 
FUNCTION FINT(E) 

RETURN 
ENU 
SUBROUTINE ) CAL CKO 
COilMÜN /CZZ7/XC200.9)»T(200.9).TLC200.9).NCC4).NCMX.NARR, 

1 XL (200.9) 
DATA NCilX/2 G0/,NARR/9/»KFRST/l/ 
IFiKC.GT.NAhR.OR.KC.LT.DGO TO 1000 
IF(KFRST.NE.1)GO TO 40 
DO 20 1=1 .NARfi 
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Table 3*4 (Contd. ), Program to Calculate the Production Rate and Electron 
Density From the Incident Energetic Electron Spectrum 

20 

40 
60 

öü 

90 
100 

10S 

110 

120 

140 

ISO 
165 

1000 
1005 

100 

200 

NCtDsO 
KFKSTsO 
K*0 
K=K+1 
kEAO(‘>»iO)Hl»F2»H3|KCT»MC»X(K,KC>»V(K»KC) 
FOKflAT (3 A10 « 13 , 1XI3,2X2F15.0) 
IF (Kt ijT« l)6o TO 100 
F1*H1 
F2*H2 
F3*H 3 
HCFsdC 
IF;tiC»LTa2«OR.MC.GT.NCMX)GU TO 1000 
NRiTE(6»90)KC»Hl,H2tH3 
FORMAT (/* NUMBER *12* CALIBRATION CURVE FOR *3A10) 
IF(H1.NE.F1.0R.H2.NE.F2.0R.H3.NE.F3)GC TO 1000 
if(k.ne.kct.ok.mc*ne.mcf)go to iooo 
IF(K.EQ.1)60 TO 105 
IF(X < <-l* KC)*6b«X(K|KC)) GO TO 1000 
IF(Y(KfKC)«6T.0.0)GO TO 110 
YL *K » KC)S1.E60 
HRN«3H*** 
GO TU 120 
YL (<,<0 ‘ALOG10 (Y (KtKC) ) 
MRN> 3H 
IF(X(K,KC).GT.0.)GU TO 140 
XL(K»<C)*1.E60 
HRNX *3M* *• 
GO TO ISO 
xl;k,kc> salogio íx ík,ko ) 
HRNX«3H 
WRITE(o*1S5> K,MC» HRNX»X(K,<C> »WRN.Y(K,KC> 
FORMAT(10Xl5*/*13«2(3XA3t2XlPE16tS)) 
IFiK.LT.MC)GU TO 60 
NC(KC)»MC 
RETURN 
WRITE(6»1005)KtKC 
FORMATi/* ERKCR RCAL...*2I10) 
STUP 
ENO 
FUNCTION CLlNKVfKC) 
COMMON /CZZ Z/X(20 0(9)(Y(200,9)(YL(200,9),NC(9),NCMX,NARR, 

XL «200,9) 
N*NC(KC) 
IF(KC.lT.1.OR.KC.GT.NAKR.OR.N.EQ.0)GU TO 1000 
IF(V.uT.X(l,KC))GC TO 100 
ClIni»v;i,kc> 
RETURN 
OO 200 1»2,N 
IF (V,uT.X(I,KC))GO TO 200 
CL1NI« iY il,KC)-ViI-l,KC) )/«’X(I,KC)-X(I<l,KC> )*<V-X(I>1,KC))^ 
YU-1,KC) 

RETURN 
CONTINUE 
CLxNl»Y « N,KC) 
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Table 3-4 (Contd. ). Program to Calculate the Production Rate and Electron 
Density From the Incident Energetic Electron Spectrum 

KETUKit 
100C HKiTE(o,100»)KC 
1005 FOnMAT;/* tKRCK CLItU...KC = *I10) 

STUP 
END 
FUNCT1Ú.J LlOGHV.KC) 

COMMUN /CZZZ/XiZCOfSltViEOd^liYLiZintÇlfNCiSltNChX^NAfvR. 
1 XL (200 i 9) 

N=NC(KC) 
IF (XC•LT•1#OR•KL•GT•NAKN#OR•N#EQ#0)UO TO 1000 
IFW.GT. x;i,KC) >GC TO 100 
CLOGi=Y(l,KC) 
RETURN 

ICO 00 200 i*2,N 
IFtd.GT.X(I,KC))GO TO 200 

clogi=i.i.** ;;yl ;i,kc)-yl*i-i,<c) )/(x(I,<c)-x(I-i,kc))* 
1 (Y-X(I-1,KC))♦YL(I-1,KC) ) 

RETURN 
200 CÛN11NUE 

CLUGI = Y >Nf<C) 
RETURN 

10JP MRITEto,1005)KC 
1005 FuRHATt/* ERROR CLOGI...KC=*I10) 

STOP 
ENÜ 
FUNCTION CLGLGtV'KC) 
OOliMON /CZZZ/X(20 0 ,9) ,Y(200 ,9) ,YL(20 0,>i) ,NC ( 9) , NCfcX, NAKR, 

1 XL «2ü0> 9) 
N=NC(<C) 
IF(KC.lT.1.OR.KC.GT.NAKR.OR.N.EQ.0)60 TO 100O 
IF(V.GT.X(1.<C))GO TO 100 
CL6LG=Y<1,KC) 
RETURN 

100 DO 20U 1=2,M 
IF(V.GT.X(I,<C))GO TO 200 

clglg=io.** < (YLti.KO -yl<i-i,<o )/;xl;i,ko-xl;i-i,kc) )* 
1 (ALOG10 (V)-XL(1-1,<C)) ♦YL(I-l,KO) 

RETURN 
200 CUNTINUE 

CLUL6=Y(N,KC> 
RETURN 

1000 MRiTE(6,1105)KC 
1005 FORMAT;/* ERROR ClGLG...KC=*I10) 

STOP 
ENO 
SUBROUTINE CPCF( MT I,RTu) 
DIMENSION A(14) 
MT=MTI 
IF (MT.GT•0) GO TO 60 
RT*-HT 
REWINO .'IT 

ao reau;mt,loo) ;a;d ,1=1,14) 
100 FORMAT(13A1C,A2) 

IF (EOF (.IT) ) 140,120 
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TbMb 3-4 (Contd. ). Program to Calculate the Production Rate and Electron 
Density From the Incident Energetic Electron Spectrum 

120 HfUTE <1110,100» <AU) 
GO TO S'j 

140 KETUK.J 
£HD 
FUNCTI0-< FRJFmU 
RE AO(5,00)FK 

AO FORMATIF 20.0» 
WRIT£(6, FilT ) FR 
return 
ENo 
FUNCTION IRIFFT) 
REAL) (5,30) IR 

o0 FORMAT(120) 
WRITE(ó,FMT) IK 
RETURN 
ENO 

SUBROUTINE PBFH(NSR,MTIN,MTOUT,NWPG,NGRL,NLPP.KUSfi) 
L r,, ^ THaS SUBRCUT1NE CALLS >)RE£, AKU JPL0HJ 

DIMENSION 0(20) 
IF(NWRG,6T« 20)GO TO 1000 
HTsriTIN 
IF (HT.GT.t)GO TO 100 
MTs-MT 
REWínD .IT 
CALL KBH(NSR,FT,0,NWPG,KQT) 
IF;kQT.NE.3)GC TO 3J0 
CALL PLOHd ,MTOUT,0,NWPG,NGPL,NLFF,KUSR) 
GO TO lüO 

CALL PL0H<1,-,IToUT,0,NWPG,NGPL,NLFP,KUSK) 
RETURN 
WRITE«»,101OKWPG 
FORMAT (* ERROR PBFH, , .NWPGs’Il1;) 
STOP 
ENO 

SUBROUTINE Floh iNFP,MTP,G,NWPG,NGPl,NLPP,KUSR) 
UlrlE NS ION G(1),X(50) 
DATA J/J/,IPAGE/0/,KLN/-l/,KP/-l/ 
IF(NWPG*NGPL.GT,50)GO TO 1000 
HT=MTP 
IF (iiT• GT • 0) GO TO 60 
MTs-MT 
GU TO 140 

30 <HskP+1 

IF(moOi<P,NFP), NE.0)RETURN 
0=0» 1 
00 100 1*1,NWFG 
X((0-1)*NWPG+1)=G(I) 

100 CONTINUE 

ifu.lt.ngpdreturn 
<GPL*NGPl 

120 NPTS*NWR3*KGPL 
KlN*KLN»1 

IF(HOÚ«lN,NLPP).N¿.0)Gu TO 130 
IPAuE=IPAGE +1 

100 

300 

1000 
1010 
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Table 3-4 (Contd.). Program to Calculate the Production Rate and Electron 
Density From the Incident Energetic Electron Spe^rum 

CALL PUàR<MT,X,KPTS,-KUaR> 
130 CALL PdSRMTfX'NPTSfKUSR) 

J«0 
IF(mTP.lT.O)GC TO 160 
kETURN 

140 IF (ja£Q.0)GO TO 160 
KGPL =J 
GO TU 120 

160 IPAGts 0 
J»D 
kln=-i 
KP=-1 
RETURN 

1000 NRiTE(6>1010)NHPG»NGFL 
1010 FORMATi* tRKOR PLOH..,NMPGs*I15* NGPLs*I15) 

STUP 
END 
SUBROUTINE PPHO(MTM) 

C THiS '¡UBRCUTINt HAS ENTRY JRPTLO 
DIMENSION HCRC(O) 
DATA HCRD/8#10H 
KSH= 0 
MTsMTM 

10C WRITE (MT(120)(HCRO(I) (1^1(0) 
120 FORMAT(*l*/3XeA10/> 

IF(KSM*£Q(0)RETURN 
WRITE¡6(140) 

140 FORMAT(* INPUT CONSTANTS*/) 
RETURN 
ENTRY RPTL 
READ (5(100) *hCRD( I)(1-1(8) 

ISO FORMAT(a A10) 
MT *6 
KSW*1 
GO TO 100 
END 
SUBROUTINE PUSMHT , X* NX (KUSR) 
DIMENSION F.iT(2H(2,5) ,X (1) 
DATA FMT (1,1,1 )/2M )/,FMT (1,1,2)/2H ()/, FNT< 1,1,3) /2H«)/, 

1 FMT il,l,4)/2H{)/,FMT(l,l,5)/2H()/,FMT(l,2,l)/6H(8tlb.8)/, 
2 FrtT(1,2,2) /ÓH(8E16.0)/,FMT(1,2,3)/8H(SElf,8)/,FMT(1,2,4) 
3 /8H(8E16.8)/,FMT(1,2,5)/8H(6E16,8)/ 

DATA <LP/5lB/,KRP/52B/,NFMTX/5/ 
<w;i)s ÍI-1)/10*1 
KC(I )SI-<KW(1)-1)*10 
IF(KUSR,GT* 0)GO TO 100 
CALL PPHD(Ml) 
KHFs-KUSR 
IF(KHF,lT,1,OR,KHF * GT,NFMTX) GO TO 1000 
HR11E(MT,FMT(1,1,KHF)) 
RETURN 

100 IF(KUSR.tT.l.CR.KUSR,GT.NFMTX.OR.NX.LT.l.OR.NX.GT.50)GO TO 1000 
WRiTE(MT,FMT(1,2,KUSR)) (X (I) ,1*1,NX) 
RETURN 
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Table 3-4 (Contd.). Program to Calculate the Production Rate and Electron 
Density From the Incident Energetic Electron Spectrum 

ENTRY RPF 
IF(MT.LT.1.0R.NT.GT.NFHTX)G0 TO 2000 
WRITE(6»110)MT 

110 FORMAT (/ * NUMEEK *12* FORMAT SET*) 
00 300 1=1,2 
NLP« 0 
NKP* 0 
00 2ttU J> 1,3 
KB=lt(J-l)*6 
KE*KB*7 
REAU(5,200)(FUT(K,I,MT),K=KB,KE) 

200 FUKMAT(BAIO ) 
IF(EOF(5))2000,210 

210 00 2oÛ K=l,60 
KT=MXGETX(FMT(KW(K)♦(J-1)*0,I,MT),<C(K),1, 
IF(K.EQ.l.ANO.J.tQ.l.ANO.KT.Nc.KLF)GQ Tf. 2000 
lF(KT.Nt.KLP)GO T0 220 
NLP*NLP*1 

220 IF(KT.Nt.KRP)GO TO 240 
NRP=NRP+1 

240 IF(NRP.£Q.NLP)GO TO 290 
260 CONTINUE 
200 CONTINUt 

GÚ TO 2000 
290 NG0=J*0 

WRITE(6,295)(FMT(K,I,hT),K=l,NG0) 
295 FORMAT (lOX*->*6A10*<-—♦) 
300 CONTINUE 

RETURN 
1000 WKITE(6,1005)NX,KtSR 
1005 FORMATí/* ERRCR PUSR,..*2110) 

STOP 
2000 WR1TE(6,2005)MT,I,J,K,NLP,NRP 
2005 FORMATí/* ERROR RPF..,*6110) 

STOP 
END 
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4. A Numerical Model of TEC Over Europe 

for Sunspot Minimum Conditions 

J. Klobuchar 
lenosplitric Physics Laboratory 

Air Foret Cambridge Research Laboratories 
Bedford Massachusetts 

4-1. INTRODUCTION 

Results of two studies of the TEC of the ionosphere over Europe have been 
given by Amayenc (1971), They presented contours of equal TEC values as a 
function of geographic latitude and local time over the 40- to 72-deg geographic 
latitude range over Europe for nine seasons in the 1964-1967 period. The TEC 
data shown In their isocontour maps was taken from two stations in Europe, from 
Kiruna, Sweden, and from Val Joyeux, near Paris, France. Original glossy 
prints of the isocontours in the Amayenc et al (1971) paper* were kindly provided 
by F. Bertin for use in this report. TEC hourly values were scaled from these 
glossy prints at 5-deg geographic latitude intervals, and a Fourier time series 
expansion of harmonic number 4 was made to each latitude set. A least squares 
third degree polynomial then was fitted separately to each Fourier coefficient over 
the latitude range from 40 to 70 deg. The resultant coefficients equal 36 in number; 
one set of 4 polynomial coefficients to represent the latitude dependence of each of 

,nH * £™yfnc* P/‘ Be,rti?‘ *>. and Papet-Lepine. J. (1971) Sur 1'evolution 
2?(NodÍ3*-34Í-3C57tenU electronique de ionosphere, Annales de Geophysique 
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the 9 Fourier terms. Thus, a set of 36 numbers specify the seasonal mean TEC 
behavior over the 40- to 70-deg geographic latitude range. All that is necessary 
to obtain a value of TEC is to use the coefficients for the season desired, and to 
specify a latitude and local time. The model is in the following form: 

4 
TEC - DC + 2 Z C. cos (it - 2IW./24) 

i= 1 1 1 

where DC, C and $ = KQ + £ K^latP for the appropriate DC, C. or ¢. term. 

The coefficient sets for the seasons are given in Table 4-1. Table 4-2 
contains a list of the months in each season along with the mean observed 10.7-cm 
solar flux over each season. Note that the mean 10.7-cm solar flux was nearly 
the same for all seasons. 

In order to determine how well the numerical coefficients represent the 
actual data, the TEC values obtained from the model were subtracted from the 
original contour values at 5-deg latitude intervals. The resultant errors are 

1 fi shown for the four seasons in Table 4-3. Differences less than 1 X 10 were 
left blank, as this is probably the experimental accuracy of the original data. 
Note that the model fit is good indeed, as evidenced by the large blank areas in 
the table. Figure 4-1A is an isocontour of TEC as constructed by the numerical 
model for season 1 of the four seasons. It compares well with the original iso¬ 
contour for this season which is shown in Figure 4-1B. 

This model should have use in determining average TEC values for a given 
season for time delays, satellite navigation, and satellite detection radars 
operating in the VHF-UHF bands. It is not intended for use in a day-to-day 
operational mode, but as an average background model. It will be particularly 
useful as a representative TEC background model for the approaching 1974-1975 
solar minimum conditions for system design studies for the European sector. 



I!» i ■ i '1 'If; 

P
H

1
4

 

N p *4 CO 

? f ? ? 
H U H U 
cm w o co 
UO QO OQ o 
•h in <h co 

O o o o 
i i 

? ? ? ? 
w w w w 
Ml co co 
co o co m 
pH O0 <-• C« 

dodo 
i i 

CO CM P CM 

U H U U 
CM CM 00 O 
oo co co r* 
M* CM M* CM 

d Cf d o 0
.4

0
1
E

+
0
3

 

-
0

. 
2
2
4
E

+
0
2

 

0
.4

1
8
E

+
0
0

 

-
0

. 
2

5
2

E
-
0

2
 

CO 

X 
X 

^ CM ^ CM 

? ? ? ? 
H H H U 
03 <H O 00 
CO O CO ^ 
^ OO O) 

o o d o 
i i 

CO CM P CM 

? ? ? ? 
H H U U 
03 O CO O 
CM M* 00 03 
CM ^4 CM «H 

d o d o 
1 1 

CO CM Q CM 

? ?! ? 
H U H U 
P M» M* M1 
CM CO pH CM 
M* cm m co 

d d d d 
i i » 

CO CM p CM 

U U H H 
CO 00 O CM 
pH pH 00 i* 
t- M» f M» 

d o d o 
i i 

I 

CM *H C0 

? ? •? ? 
w w w w 
f CO CM CM 

S ï § S 
d d o o 

i i 

? ? ? s 
U U H U 
^4 m CM CM 
CO CM CO CM 
03 C- CO CM 

d o d o 
i i i 

CM pH pH C0 

? ? ? ? 
U H U U 

co o m 
c* co ao o 
m cm m M* 

d o o d 
i i 

CO CM p CM 

U U H H 
CO O 03 CO 
C* CM m pH 
m co m co 

d d d d 

S a. 

CM «-4 «-4 co 

? ? ? ? 
U U H H 
r» co c- oí 
co cm ^ m 
CO ^4 CM *H 

o d o d 
i i 

CM *H pH C0 

? ? ? ? w u w u 
*• co co »H 
m ao co mi M* ^4 co CM 

o d o o 
1 1 

CM PH p co 

? ?! ? 
H H H U 
03 CO CO CM 
os m o o 

in PH CO 

dodo 
i i 

CM pH pH CO 

? ? ? ? 
H H U H 
1* <o O P 
a> oo n p 
p (o r- p 

o d d d 
i i 

Ü 

? ? ? ? w w w w 
c- co CO o 
co oo o m 
oo M* o> m 

d o d o 
i i 

? f S s 
W W W W 
CM CO 00 O 
O *H O P4 
co m* co in 

d d d d 
1 c 

?! ? ! 
w w w w 
t- 03 m co 
03 o pH m 
CM CM M* CM 

o d d d 
• i 

?! ? ! 
w w w w 
m m mi co 
P CO CO CD 
M* CM M* CM 

d d d o 
i i 

CO 
U 

S o o S 

H U H U 
»-4 in o> co 
03 ^ CO CM 
m co co 

o d o o i i 

s § s s 
+ + 1 1 
W W W W 
00 00 O CO 
CO 03 CO pH 
CO CO CM 

d d d d 
• i 

s § s s 
T + i i 
w w w w 
in o in c- 
c* in cm o 
CO M1 03 co 

d o o o i i 

eSgS 
+ + 1 1 
w w w w 
co m M* cm 
m ao o co 
CO pH CO pH 

d d d d i i 

N 
o 

o 1 o S 
U M H U 
*H CM O 
t» CO OO 03 
ao m 03 in 

dodo i i 

f § o s 
H U U H 
co cm co ao 
O m co O 
pH (D pH 03 

d d d d 
1 1 

CM pH pH C0 

? ? ? ? 
H U U U 
P4 f O CO 
00 CO PH 00 
CM pH co PH 

d d o d i i 

pH pH CO lO 
o o o o 

1 1 1 1 
w w w w 
c* cm m m 
co I* oo m 
pH PH co m 

d d d d i i i 

•H 

U 

CM *-4 CO 
o o o o 
+ + 1 1 
W W W w 
m CM 03 
O co O) 00 
CO CM *4 

o d d d i i 

CM PH «H CO 

? ? ? ? 
u u u u 
ao m cm ao 
O O 03 pH 
N pH pH pH 

d d d d i i 

CM p CM 
o O O O 
+ -f • 1 w w w w 
o o o en 
co co m m 
pH CO 03 Ml 

d d o o i i 

CM O pH M* 

? ! ? T 
U U U H 
00 ao co o 
in m co ph 
•H t* pH 00 

o o d o i i 
CM ^4 ^ « 
? ? ? ? 
U H U U 
M* 00 co 
co in 03 o 
CO CM M* CO 

o c o O 1 1 

CM pH pH CO 

? ? ? ? 
w w u w 
03 c« co in 
CO 00 CO CM 
CM pH CO CM 

o d d o i i 

?! ? ! 
u u u u 
03 CM PH 03 © M* O PH 
CM CO pH in 

0^00 

CM pH pH CO 

? ? ? ? w w w w 
M* 03 pH O 
o cm m ao 
CO CM M< CM 

o o d o i i 

g 
£ 

• >» 
£ 

0 

Î 
¿222 

i 

¿222 
i 

¿222 

§ u 

¿222 

I 
1 

•■4 pH N N M M CO ¢0 CO CO M* M* M* M* 

137 



138 

' 

Table 4-2. Seasonal Solar Flux 

Season Month 
2800 MHz 

Observed Flux 
Mean Seasonal 
Observed Flux 

I 

November 1964 

December 1964 

January 1965 

72.8 

77.5 

77.5 

75.9 

II 

February 1965 

March 1965 

April 1965 

74.6 

73.8 

71.9 

73.4 

m 

May 1965 

June 1965 

July 1965 

77.9 

77.0 

74.3 

76.4 

IV 

August 1965 

September 1965 

October 1965 

74.8 

76.3 

79.6 

76.9 
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