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FOREWORD

The research reported herein was conducted at the Arnold Engi-
neering Development Center (AEDC) under Program Element 64719F,

The results of tests presented were obtained by ARQ, Inc. (a sub-
sidiary of Sverdrup & Parcel and Associates, Inc.), contract operator
of AEDC, Air Force Systems Command (AFSC), Arnold Air Force
Station, Tennessee.

The experiments were conducted from March through April, 1971,
under ARO Project No. VT2166, and supplemental data were obtained
from March 13 to April 7, 1972, under ARO Project No. VM2266. The
manuscript was submitted for publication on April 23, 1973.

The results reported herein have been made possible by the exten-
sive development of heat-transfer instrumentation by C. T. Kidd of the
VKF Aerodynamics Division Instrumentation Branch.

A sharp cone correlation technique developed herein follows a pro-
cedure suggested by Dr., W. S. Norman of the VKF Aerodynamic Proj-
ects Branch. The correction procedure for source flow effects utilizes
the unpublished development of D. A. Wagner of the VKF Aerodynamic
Projects Branch.

This technical report has been reviewed and is approved.

JOHN R. TAYLOR ROBERT O. DIETZ
Major, USAF Director of Technology
Chief, Research and Development

Division

Directorate of Technology
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ABSTRACT

The report presents heat-transfer-rate measurements on sharp
and blunt 10-deg half-angle cones at angles of attack between -9 and
+10 deg in a low-density, hypersonic wind tunnel. Circumferential
and longitudinal distributions are presented for coid wall conditions at
18.2< M_ < 19.9 and 960 < Re_/in. < 1250. The effect of source-like
flows was studied by utiiizing both conical and contoured expansion noz-
zles with the same iree-stream similarity parameters and model wall
temperatures. Comparisons are made to previously published experi-
mental and theoretical results.
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k Nose drag coefficient (0. 964 for spherically blunted cone)

Lmax Maximum model length

Lg Distance from apparent source of nozzle flow to model nose

£ Sharp cone slant length to instrumentation station

M, Free-stream Mach number

m Mass flow rate

Pr Prandtl number

Pe Local inviscid edge pressure

Po Stagnation pressure

Pg Free-stream stagnation pressure

Peo Free-stream static pressure

q Heat-transfer rate

4o Heat-transfer rate at the stagnation point

de Free-stream dynamic pressure

Rey Unit Reynolds number downstream of a normal shock

Reg Free-stream unit Reynolds number

Reg g Free-stream Reynolds number based on nose diameter

Reg x Free-stream Reynolds number based on x'

Reg g Reynolds number based on inviscid boundary-layer edge
conditions and cone slant length £

Rp Model base radius

Ry Model nose radius
Surface distance measured from model stagnation point

Se Free-stream speed ratio, Uu,/(2RTc,,,)1/2

St Free-stream Stanton number, §/p,U,(H, - Hy)

St Free-stream Stanton number for an equivalent uniform flow
field

te,aw Stanton number based on local inviscid edge conditions and

adiabatic wall enthalpy, q/p Ug(Hyy - Hy)
)

Stagnation point Stanton number, §5/p,U, (Hy - Hy,

viii



AEDC-TR-73-106

Gas local temperature
Free-stream static temperature
Stagnation temperature

Wall temperature

Reference temperature (Eq. 5 for blunt cones and Eq. 7 or
13 for sharp cones)

Free-stream velocity
Local inviscid edge velocity

Similarity parameter defined for blunt cones by Eg. 3 and
for sharp cones by Eq. 6

Distance from nozzle exit measured on tunnel centerline
Axial distance from model nose to instrumentation station
Angle of attack

Ratio of specific heats

Free-stream mean free path

(v - /(y+1)

Cone half-angle

Free-stream viscosity

Viscosity at reference temperature T*

Conical flow parameter x'/Lg

Local inviscid boundary-layer edge density
Free-stream density

Model ray angle, ¢ = 0 is windward for positive angle of
attack and leeward for negative angle of attack

ix
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SECTION |
INTRODUCTION

Hypersonic wind tunnels may employ heaters ranging from conven-
tional electric-resistance types to continuous or intermittent arc-
discharge devices. The resulting real gas nonequilibrium phenomena
sometimes introduce a degree of uncertainty when wind tunnel results
are being analyzed. In addition to these problems, nonuniform flow
induced when conical expansion nozzles are used introduces difficulties
in data interpretation. A cooperative program involving Deutsche
Forschungs-Und Versuchsanstalt Fiir Luft-Und Raumfahrt (DFVLR),
Air Force Flight Dynamics Laboratory (AFFDL), and the AEDC was
designed to study this problem. Facilities at AEDC, AFFDL, Porz-
Wahn and Gottingen, Germany, will eventually be utilized to produce
pressure and heat-transfer data on standard, 10-deg half-angle, blunt
and sharp cones so that comparisons between results from different
facilities and analyses of the effects of different flow conditions may
be conducted.

The first phase of the AEDC investigation consisted of measure-
ments of heat-transfer rates on sharp and blunt 10-deg cones utilizing
both conical and contoured nozzles at approximately the same energy
level and degree of flow rarefaction. Hypersonic, arc-heated flows of
nitrogen were used,

Although the present investigation was conducted in a low-density
facility, a high degree of rarefaction was not desired because that
would introduce complications into comparisons between different facil-
ities. The purpose of this report is to describe the experimental re-
sults of the surface heat-transfer-rate measurements and make com-
parisons to published experimental results, as well as some recent
data generated at one other facility engaged in the cooperative program.
Comparisons are also made to applicable theoretical calculations. A
similar report on cone surface pressure measurements is being pre-
pared.
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SECTION I
APPARATUS

2.1 TUNNEL M

Tunnel M, where this work was conducted, is shown photograph-
ically in Fig. la and schematically in Fig. 1b. It is a continuous, arc-
heated, low-density, hypersonic wind tunnel normally using nitrogen
as the test gas. Pumping is provided by three stages of air ejectors
in series which exhaust into the von Karman Facility (VKF) main com-
pressor system through the VKF Tunnel C test section. This arrange-
ment permits simultaneous operation of these two tunnels, or either
can be operated alone. Tunnel M consists basically of the following
major components, in streamwise order:

1. Rotating-arc-type d-c arc heater with a power supply
rated at 200 kw for continuous operation. Gas is in-
jected into the arc heater in a swirl mode.

2. Cylindrical settling chamber of 1, 5-in. diam and 3-
in. length.

3. Both an axisymmetric, contoured, aerodynamic Mach
18 nozzle and a 14-deg half-angle, conical, expansion
nozzle were used in the present study. An additional
Mach 12 contoured nozzle is described in Ref. 1.

4. Stationary bulkhead of 94-in. diam which supports the
nozzle, probe drive and support unit, pressure meas-
uring system, and external force balance or model
support base. The bulkhead contains eight 12-in.-
diam ports.

5. Cylindrical 8-ft-diam test chamber which moves down-
stream to allow access to the test section, models, and
probes.

6. Axisymmetric diffuser with convergent entrance, con-
stant area throat, and divergent outlet. Interchange-
able units are available for different test configurations.

7. Downstream heat exchanger.
8. First air ejector stage,

9. Isolation valve.
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a. Photograph of Tunnel M
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b. Elevation View of Tunnel M
Fig. 1 Tunnel M
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2.2 NOZZLE FLOW CONDITIONS

Nozzle free-stream flow conditions are determined by continuous
measurements of free-stream stagnation pressure, stilling chamber
pressure, and tunnel mass flow rate. The basic assumption of the
flow calibration is that.thermodynamic equilibrium exists in the tunnel
stilling chamber and the gas becomes frozen in its vibrational mode ‘at
the nozzle sonic area. With the measured nozzle discharge coefficient,
Po» m, and A* and the use of real-gas nitrogen thermodynamic prop-
erties, inferred values of T, are calculated. The gas is assumed to
behave as a perfect gas downstream of the throat, and perfect-gas re-
lationships are employed to arrive at free-stream flow properties.
Measurements using local and total calorimeters, mass-flux probes,
and nozzle wall static pressure measurements have confirmed the
validity of the flow calibration procedures. Measured impact pres-
sures are corrected for errors induced by probe viscous effects and
the influence of energy flux into the probe orifice common to pressure
measurements in heated low-density, hypersonic flows (Ref. 2).

Both the Mach 18 contoured nozzle and the 14-deg half-angle coni-
cal expansion nozzle were utilized to obtain direct comparative data on
the influence of flow nonuniformity. For this reason, the flow condi-
tion was established in the conical nozzle to match, as closely as pos-
sible, the similarity parameters and wall conditions of the contoured
nozzle. The models were tested at two axial locations in the conical
nozzle flow field and one in the contoured nozzle. Since streamwise
flow gradients are present in the conical nozzle, but not in the con-
toured nozzle, this produced three distinct flow conditions.

Figures 2a through e indicate pertinent flow field conditions. Unless
otherwise stated, all free-stream conditions are those at the location of
the model nose, with its position being either at the nozzle exit plane or
12 in. (30.5 cm) downstream of the exit plane. Free-stream conditions
are tabulated in Tables Ia and b of the Appendix. The conditions shown
in Figs. 2a through e and tabulated in Table I are nominal values with
slight variations being present during a given tunnel run. Et_i_?hﬁact__
pressure probe was located at the model nose at a radial distance suffi-
cient to ensure no shock interaction. Thus, run-to-run free-stream vari-
ations were accounted for/in the data reduction process. The similarity
parameter Mc,,/(Re‘,,,/in.)1 2 shown in Fig. 2d was an important criteria
in selecting the flow conditions. Although exact duplication of unit simi-
larity was not achieved, overlap between the contoured and conical noz-
zles resulted since the models were instrumented over a fairly long
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surface length. Figures 2a through e illustrate the relative magnitude

of conical flow effects on free-stream properties in the 14-deg nozzle.

A 12-in. model located with its leading edge at the nozzle exit would be
influenced by variations in free-stream properties as large as 25 percent.
It should be noted that a 12-in, model would be an extreme size for this
particular facility with model size less than one or two inches being
normal. It should also be noted that the majority of other.ground fa-
cilities which simulate high altitude and low unit Reynolds number flow
utilize conical nozzles.

4 Contoured
-
T, T
3| o —————
n 1 A A L J
5 0 5 10 15 20 23
X, In.
8 r
Contoured
T, X g 4 -~
Sym  Nozzle B @M To 3 i ————
—o—Contoured  19.0 2900 Conlcal — ——————
- == Conical 152 500 0 T 1 1 1 1 J
5 0 5 10 15 20 -]
x, [a
Pitot Probe Data Are Corrected for Viscous . .
and Orlfice Efects by Method of Ref, 2 b. Free-stream Static and Dynamic Pressure
20 2l
0 -
/”
15 ¢ ] 8 -
v‘V\ /'E » |
b ] P—r =" Conica
- L0fF \v_ ie nr /’,
a8 -
s Upstream Position Downstream Position -~ Contoured
0.5 [ of Model Nose of Model Nose Bl
n l — 1 l — L ) l7 ) - 1 A L —
-5 0 5 10 15 2 s 0 5 10 5 2 5
x, In. x, In.
a. Pitot Pressure c. Mach Number

Fig. 2 Tunnel Test Section Flow Conditions

An estimate of the effect of source flow on heat-transfer measure-
ments in Tunnel M is included in the present discussion. Source flow
corrections require knowledge of facility nozzle dimensions, model
length, instrumentation location and, for angle of attack data, point of
rotation. It is also necessary to define the free-stream location rela-
tive to model position at which flow conditions are calculated. Normal-
ly, little of this information is available. Thus, it is usually impossible
to determine to what degree source flow effects influenced a particular
set of data from other facilities when reviewing the literature.

($)}
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Fig. 2 Concluded
2.3 MODELS

A family of sharp and blunt 10-deg half-angle cones was designed

and fabricated.

With the exception of one spare nosepiece fabricated
from stainless steel, all components were machined from brass.

The
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nose sections were not water cooled. All other components were water
Figures 3a and b are photo-

cooled from the back side by cooling coils.
graphs of the model components and one assembled configuration.

Configuration 2.00.
H“. AHP 0.695

Coane Rear

Cone Front
Section

AEDC
9785~70

Configuration 3,12
= DATT ——

"y'Py

A EDC
179370

b. Assembled Model
Fig. 3 Model Photographs
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Figure 4 is a sketch including the configuration code and model in-
strumentation locations. One axial model location was provided with
four instrumentation ports located at intervals of 90 deg to study cir-
cumferential surface heating at angle of attack and monitor model
alignment. The models were designed to accept steady-state Gardon-
type heat-transfer gages which are described in Section 2.5. At the
conclusion of the heat-transfer entry, the gages were removed and
pressure tubes installed in their place. Results of the pressure inves-
tigation will be reported in a separate report.

uration Cods
Configuration Components Used RWM8 fnstrumentation at
2.00 {See Shatch) 0.0 SRy =0 078 1.40 3.00
e @0 a3 SRy-3.05.0 7.0 10.0W S
. O:@+@  om  SRy-3.05.07.0 100, U9, 1.2 f{ ®:omo 2.16 Diam
2 @+Q@+® ol SRy +3.0 5.0 7.0 10.0W), 4.9, 9.2, " /]
a5 2.8 g0t

3.0 O+0® 0 ¥ =2.5,3.2 3.9 49 W )
s.a 0+:0+@ 0 X'»2.5, 3.8, 3.9 49T, 6.67, B.17 'll\/ = o
3@ D+0+G 0 X253 3.2, 3.9 497, 6.67, 8.17, 7

LT e Configuration 2.90

Ly = 11.34
Shart Reer Cone Secton J—l‘lun

Front Cone Section
—— e
sn"’m . @ {/
@ ; 3.00 Dlam

_ 7 M, o . 2.00Diam A . ’ '“'l;r‘ 4,00 Dlam
=t Blunt Nose ——
RN = 0.354
@ T —
Dimensions in Inches and Degrees ®
©-0.12-Dlam Heat Gages \ Bl _/

Long Rear Cone Section

Fig. 4 Model Schematic and Configuration Code

24 TUNNEL INSTRUMENTATION AND DATA ACQUISITION SYSTEM

In addition to instrumentation necessary to monitor the arc heater
and stilling chamber conditions, the following instrumentation is avail-
able in Tunnel M.
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1. A low pressure level (3- to 30-mm Hg full-scale) pri-
mary standard pressure transducer system located
within the tunnel test chamber.

2. Thermocouple system using Chromel®- Alumel®
thermocouples for surface temperature measure-
ments.

3. A one-component external axial force balance for
measuring forces up to 0.2 1bf on aerodynamic bodies.

4, A two-component external normal-force and pitching-
moment balance.

5. Steady-state Gardon heat-transfer gages and phase-
change paint techniques are used for heat-transfer-
rate measurements. The Gardon system was utilized
in the present investigation and is described in some
detail in Section 2. 5.

6. Flow field and shock structure measurements can be
made with an electron beam apparatus to obtain local
values of temperatures, density, and velocity.

Model location.and angle of attack are varied by remotely controlled
drive mechanisms and monitored by linear potentiometers.

Data are recorded on the VKF Beckman 210 high-speed analog-to-
digital acquisition system which scans all channels in about 1 sec and
records data on paper tape. The raw data are then input into the VKF
CDC-1604 B computer for data reduction. Data are also plotted on-
line by mechanical plotters for quick analysis.

2.5 MODEL INSTRUMENTATION

A transducer which derives its basic principle of operation from
the Gardon-type gage (Ref. 3), but has an order of magnitude greater
sensitivity to incident heat flux has been developed at the AEDC for use
in continuous wind tunnels. A photograph of a typical transducer is
shown in Fig. 5. Transducer assemblies are installed in the wall of
a model for heat flux measurements. Material considerations limit
the maximum service temperature of the transducer to less than 350°F.
Transducers whose nominal dimensions are 0. 125-in. outside diameter
by 0. 25-in. length were used in these experiments. Aerodynamic wind
tunnel heat flux data are obtained with the use of the following expression:
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q=Cy E, (1)

The constant, Ci, is the transducer calibration factor and is deter-
mined experimentally. In aerodynamic testing, the parameter of in-
terest is the convective heat-transfer coefficient, h, which is given by
the expression:

h = g/(Tg ~ Tyl (2)

A transducer may be effectively utilized for aerodynamic heat flux
measurements only if an accurate heat-transfer coefficient can be cal-
culated from the test data. As shown by Eq. (2), a determination of
the heat-transfer coefficient is dependent upon a knowledge of the trans-
ducer temperature. Since a temperature gradient exists across the
sensing surface of the circular foil transducer, the temperature of the
sensing surface is not clearly defined. However, the errors in the
calculated heat-transfer coefficient are insignificant if the variation in
T, is small relative to the difference between the gas temperature,
TG, and the transducer sensing surface temperature. The high-
sensitivity transducer provides an output signal of sufficient magnitude
for obtaining accurate heat flux data with small variations in sensing
surface temperature.

Fig. 5 Photograph of the High Sensitivity Heat-Transfer-Rate Transducer

10
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Experimental calibration of the high-sensitivity transducer is ac-
complished with a radiant heat source. Calibration is achieved by ex-
posing one or more transducers and heat flux standards to the same
incident heat flux and measuring the output from each simultaneously.
This procedure is repeated at different heat flux levels. Heat flux
measurement standards are slug calorimeters which are designed and
manufactured at the AEDC., All transducer calibrations are traceable
to slug calorimeter standards. Transfer standards used with the radi-
ant heat flux calibration apparatus are conventional Gardon-type trans-
ducers. In addition to calibration against slug calorimeter standards,
calibrations were also performed on three transfer standard Gardon-
type transducers at two independent calibration facilities. Calibration
agreement was within 4 percent for the three transfer standards checked.

2,6 DATA PRECISION

Data precision is a function of many parameters. Based on cali-
bration data, the accuracy of the model heat flux measurements is
estimated to be within 5 percent and repeatability and linearity within
+3 percent. Flow properties and Stanton number precision are esti-
mated as follows:

Parameter Absolute Accuracy Percent

Po, atm +0. 10 +0.5
To, °K +120 4,0
P4, HHg +100 12,0
M, +0, 26 1.5
Re,, in.”! +100 +7.5
Pw. #Hg +0. 60 +10.0
p.U,, lbm/ft2 sec +1.6 x 107° +7.5
4, Btu/ftZ sec £0. 05 5.0
S +0. 012 +12.5
Angle of Attack, deg +0.1 -

11
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SECTION Hi
RESULTS AND DISCUSSION

3.1 PROCEDURE

As part of the study of the effect of nonuniform flow in the conical
nozzle, data at angle of attack were obtained. The normal procedure
was to initiate flow with the model at zero angle of attack and record
all surface heat-transfer rates. An impact pressure probe measure-
ment, located at the model nose station but at a radial distance suffi-
ciently removed from the model to ensure no interference, was also
recorded. Model angle of attack was then varied by rotating the model
about a center of rotation midway between the model nose and base in
small increments in the range -9 < o < 10 deg with data being record-
ed at several positions. A final point was normally obtained with the
model again near zero angle of attack. Machine plots were generated
during the data reduction process to allow a rapid analysis of data
quality to be made. Figure 6 indicates typical plots of Stanton number
variation with angle of attack at constant free-stream flow conditions
and selected model surface locations. Plots similar to these were
machine generated for all model surface heat-transfer channels ,during
each tunnel run. A typical run would require from one to two minutes
after flow was established. All data reported herein were read from
the fairing of curves such as those shown in Fig. 8. As can be seen,
this procedure resulted in both windward and leeward® data being ob-
tained. Since the absolute value of the heat flux decreased significantly
in the latter case, data accuracy, repeatability, and scatter became
worse as compared to the windward data at high angle-of-attack values.

3.2 STAGNATION POINT MEASUREMENTS

Configuration 2. 00 (Fig. 4) was instrumented with a stagnation
point gage, and measurements were made at all three flow conditions
of the present investigation. Stagnation point data are tabulated in

*Actually, all of the data were windward since the angle-of-attack
range was deliberately constrained to values less than the cone half-
angle. However, the terms "most windward'" and "least windward'' are
awkward, and it is common practice to use windward and leeward in
their place.

12
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Contoured Nozzle
Hm ~ 18,2

Re_ ~ 1250 in.”}
T,/T, =~ 0.11

Configuration 3,12 "T
@® Initial Test Point RN/RBEE 0.173
d Final Test Point

Gage at S/RN = 27.8 and ¢ = 0 deg

8, 0.05| Leeward Data‘—f— ¥indward Data

0.10

0.10

Gage at B/RN = 3.0 and ¢ = 0 deg

0.05 p-

0 1 1 1 1 |
-12 -8 -4 4] 4 8 12
Angle of Attack, deg

Fig. 6 Typical Blunt Cone Surface Heat-Transfer-Rate Variation with Angle of Attack

Table Il and shown in Fig. 7. Comparisons are made to previous stag-
nation point heating rate measurements on a hemisphere-cylinder con-
figuration (Ref. 4) and to the theoretical thin-shock solution of Cheng
(Ref. 5). An adjustment to Cheng's results to account for the differ-
ences in density ratio using the method of Potter (Ref. 6) is also shown
in Fig. 7. This adjusted curve was then used to infer stagnation point

13
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heating rates to normalize blunt cone surface measurements presented
later for cones of different nose radii. Agreement between the present
10-deg cone data and the hemisphere-cylinder data of Ref. 4 can be
seen.

@ Present Data (10-deg Blunt Cone)
O Hemisphere Cylinder Data (Ref. 4)

a= 0 deg
100 ~= No Flag - Contoured Nozzle
-~ Flag - Conical Nozzle
and

See Table 1 for Flow Properties Cheng's Theory (Ref. 5)
8 g
v
~ 6’ gf\
- :[1:12.5 percent
S
to =
Cheng's Theory ™~
= Corrected for
Y = 1.4 (Ref. 6)
10”1 L | I T T N ] IR I S I O |
10} 10° 101

2
K" = puRN/uaouwc:

Fig. 7 Stagnation Point Heat-Transfer Rate on Configuration 2.00

It should be noted that values of Sto measured in the present study

do not agree with Fay-Riddell theory which is appropriate for the higher
Reynolds number flow regime with no wall or shock slip but would not
be appropriate for the present conditions. The estimated precision of
+12.5 percent for this measurement is shown graphically on the data
correlation. A more detailed discussion on rarefied flow effects on
heat-transfer rate to spherical stagnation points is included in Ref. 6.

3.3 BLUNT CONE SURFACE HEATING RATES

Using stagnation point values inferred from Fig. 7, cone surface
heat-transfer rates measured for the different configurations and flow

14
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conditions were normalized and are shown in Fig. 8 as a function of
cone surface location. Typical Stanton number data at ¢ = 0 are tabu-
lated in Table IIla.

The data in Fig. 8a, obtained in the contoured nozzle, are com-
pared to the laminar heat-transfer distribution theory of Lees (Ref. 7).
An inviscid pressure distribution was used in the calculation shown in
Fig. 8a. Experimental wall pressures were subsequently used but
gave very little difference in calculated local wall heat-transfer rates.

1.00

Sym Configuration RN/RB
- o] 2.00 0.695
& =] 3.10 0.354
8 3.11 0.236
- 3.12 0.177
o T, ~ 2900°k
M o~ 18.2
L. Re /in. = 1250
Tw/To ~ o.(:].)
S, =1
to N
0.10 |-
t Data Fairing
8,/8, L N
: <4
. h“&__ — —
p= Lee's Distribution (Ref. 7)
0.01 -
-
1 ] _l 1 | ]
0 5 10 15 20 25 30
S/RR

a. Contoured Nozzle
Fig. 8 Blunt 10-deg Cone Surface Heat-Transfer-Rate Distribution at a = 0 deg

15



AEDC-TR-73-106

The experimental value falls considerably above the theoretical solu-
tion. Results of a VKF computer code (Ref. 8), which allows calcula-
tion of blunt cone heat-transfer-rate distributions in uniform and
source flow, are shown in Fig. 8b compared to data obtained in the
conical nozzle. The difference between the two analytic results shown
in this figure is an indication of the magnitude of the source flow effect
on a blunt cone at zero angle of attack. The data from the conical noz-
zle, which should be compared to the solid line in Fig. 8b, also indi-
cate a greater local heat-transfer rate than the analytic solution would
predict.

1.00

VKF Laninar Theory in Source Flow
Field (Ref. 8)

{ Equivalent Uniform Flow Field Result

- Theory Normalized to Inferred
Stagnation Point Heat-Transfer Rate

0.10}F
s./s, L
() Conical Flow Effect
~ on Blunt Cone
-
-
| Flag
x =0 1n° x = 12 in,.
T, = 2500°K T, 2500°K
M_ ~18.8 M, ~18.9
Re /in. 1120 Re_/in. «~ 960
0.1 4 r .o.13 T./T = 0.13
- % ‘o . w o ™Y
- 8, = f(ﬁﬂ) S, = I(Ry)
- () o
] | _ ] _l_ _1 ]
0 5 10 15 20 25 30
S/RN
b. Conical Nozzle
Fig. 8 Concluded -
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An alternate method of presenting blunt slender cone Stanton num-
bers with laminar boundary layers and hypersonic free-stream condi-
tions was proposed by Cheng (Ref. 9). He suggested that the parameter

St (ek)1/4/t9c2\_f*
when plotted as a function of
8.2 x'/(ek)1/2 d

would account for the downstream influence of a slightly blunt leading
edge as well as the displacement effect of the boundary layer. His
analysis did not consider transverse curvature and boundary layer/
shock layer merging. The viscous interaction similarity parameter
V,is defined in this case as

1/2

V, = My(Ci/Re, q) (3)

%

where
* _
Co = Wy /ug) (TL/T) (4)
and T, is defined for blunt cones by Cheng (Ref. 9) as

T, = (Ty/6) [1+3 Ty/Ty] (5)

The data are shown using these parameters in Fig. 9. Compari-
sons between the present data and those of Griffith and Lewis (Ref. 10),
Horstman (Ref. 11), and Vas (Ref. 12) are also included. Although the
present data are in good agreement with earlier measurements for sim-
ilar cone angles (Ref. 10 and 12), there is a marked difference with the
results of Horstman (Ref. 10) which pertain to 3-deg half-angle cones in
low-temperature helium. This anomaly was discussed by Horstman,
who postulated that Cheng's inviscid pressure distribution approxima-
tion is not valid for slender cones. Griffith and Lewis (Ref. 10) also
discussed this problem and noted that Cheng's parameter is only valid
at large Mach number and cone angles. They suggested a modification
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of Cheng's parameter to allow correlation of very slender cones. How-
ever, since the present data were obtained at high free-stream Mach
numbers and a fairly large cone angle, Cheng's original parameter was
utilized, It does not appear that the modified form of Cheng's param-
eter. suggested by Griffith would correlate the very slender cone data
of Horstman with the present results. Data for the bluntest configura-
tion (2. 00) are omitted from Fig. 9 because the physical model violates
Cheng's criteria for validity of the theory.

The effect of source flow can be seen in Fig. 9. Although both
sets of data from the contoured and conical nozzles fall within the data
spread of previous investigations, the data from the conical nozzle fall
slightly below the contoured nozzle results.

O,
Sym Nozzle !3 Tor ¥ T,/Ty
10.0 O  contoured 18.2 2800 0.11
~x © Conical  18.6 to 19.9 2500 0.13

Data for Configuration 2.00 Are Omitted

/

Hors tman (Ref. 11)
3-deg Blunt Cone

/

¥ 1.0 E
8o Griffith and Lewis 2 %o VAS (Ref. 12)
- = (Ref. 10) 10-deg Blunt Cone
S = §-deg Blunt Cone 18,4 < N_ < 25.3
= | M_ = 19 1400 3 T 3 2000°K
v - 2800 ¥ T, ¥ 3700°K

-

m -

0.10

Data from Conical Nozzle Are Not
Corrected for Source Flow Effects

L L L L L LILL 1 Ll 1 1 111l | L1 1 L 11lLi])
0.01 0.1 1.0 10

2

Fig. 9 Blunt Cone Surface Heat-Transfer-Rate Data Using Cheng'’s
Parameters, a = 0 deg
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A brief summary of blunt cone data obtained in the contoured noz-
zle at angle of attack is shown in Fig, 10. The longitudinal distribution
is quite similar to the zero angle-of-attack data for both windward and
leeward surfaces. Large circumferential effects are shown in Fig. 10b.
No boundary-layer separation or cross flow effects could be detected
from these data. Intermediate points between intervals of 90 deg were
obtained by rolling the model and making repeat runs. The increase in
heat transfer at S/Ry > 15 for @ = 10 deg, observed by Horstman (Ref.
11) on a 3-deg blunt cone was not observed on the present 10-deg cone
models. A complete tabulation of data at all flow conditions at angles
of attack of 0, 5, 10, -3, and -9 deg is given in Table III.

1.00 n
d Note: stg Inferred from Fig. 7 To o 2900°K
fof a = 0 deg M_ ~18.2
| Re _/in. « 1250
'l",/'l‘o ~ 0.11
- 8to = 0,450
L Configuration 3,12
RN/RB = 0,177
\D\o\ TS
— 10
st/st 0.10}— U
o — 5
7 7
- ) v
(Fig. 8&)7
L- k\ | |
L. [l a -5
o -

0.01 L. ] - L l
0 10 20 30

S/Ry

a. Longitudinal Distribution in the Contoured Nozzle
Fig. 10 Blunt Cone Data at Angle of Attack
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1.00

-
: Note: S; Inferred from Fig. 7 for
o
e a = 0 deg
B T, =~ 2500°K
M «~ 18.6
[ -]
= Rem/in. o~ 1120
TW/TO ~ 0,13
N S, = 0.465
[¢]
(0]
e, deg
it \ o
S,/8 B v
t to [~ \‘ |
0

| \\7\\1‘1?

0.01

LI

S/Ry

30

b. Longitudinal Distribution in the Conical Nozzle with Model Nose at x = O in.

Fig. 10 Continued

To the author's knowledge, there is no theoretical technique for
correcting lee-side heat-transfer data for source flow effects at angle
of attack. Windward ray data can be corrected, although utilization of
complex computer codes is necessary. Since the present zero angle-
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of-attack data indicate a maximum source flow effect of about 25 per-
cent, no detailed correction of the windward ray angle-of-attack data
was attempted. Also, since the parameter V  defined in Eq. (3) was
nearly constant between the two separate nozzles used, a cross plot

of data such as shown in Figs. 10a and b would indicate the magnitude
of the source flow error. In the range tested, -9 < a < 10 deg, the
difference is about 20 to 25 percent for windward ray data but increases
to about 40 percent for the leeward ray data. These figures would apply

only to configuration 3. 12 because model length influences source flow
effects.

Configuration 3,12

8/11" = 10.0
+a
RN/‘B = 0,177 ___..-f"'
Flag Symbols - Model Rolled 45 deg "
0.20
a = -9 deg
\. )
{ 7 >
8¢ .10 P,
T, a \ /
° N V- PAR
N [ A y 4 N\ = +10 deg
‘4
w, - .
] h 1A |
ﬁ —~ A -
0
0 80 180 270 360

Circumferential Position, ¢, deg

c¢. Circumferential Distribution in the Contoured Nozzle
Fig. 10 Concluded

3.4 SHARP CONE SURFACE HEATING RATES

The number of experimental and theoretical studies of laminar
heat transfer to sharp cones is large, and no effort is made herein to
review all of the studies available in the open literature.
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A correlation technique suggested by Cheng (Ref. 13) and a techni-
que based on the reference enthalpy approach extended to an "effective’
cone approach are used in the present analysis. More rigorous theo-
retical models, which include the effect of surface velocity slip and
temperature jump, shock-boundary-layer merging, and transverse
curvature are becoming common in the literature. The work of Rubin
et al., Shorenstein, and Maus (Refs. 14 through 16) are three of the
more recent studies. A first order theory computer code supplied by
Adams (Ref. 17) is used to develop a correlation parameter based on
the reference enthalpy approach.

Surface data obtained on sharp leading-edge configurations in highly
viscous hypersonic flow regimes are sometimes presented using the
parameter

- %
V, = M,(Ca/Re, x)1/2 (6)
where, from Eq. (4),
*
Co = y/ug) (Te/TY)
T, is defined by Cheng (Ref. 13) for sharp cones as

T,/ To = Tyl Ty + 1/2 (1 - Ty/T,) - 1/3 cos? 6, (7)

The differences between Egs. (3) and (6) and Egs. (5) an(} (7)
should be noted. Although the numerical differences in (C¥) calcu-
lated using Egs. (5) and (7) are small, the effect on the absolute value
of V, brought about by using the diameter in Eq. (3) as opposed to
axial length in Eq. (6) is quite large.

The present sharp cone, zero angle-of-attack Stanton number data
using V* as defined in Eq. (6) for correlation purposes are shown in
Fig. 11 and tabulated in Table IVa. Figure 1lla contains the data from
the contoured nozzle, while 11b presents conical flow results. A sum-
mary plot is shown in Fig. 1lc. The laminar theory of Adams (Ref.
17) is shown on these data plots. While comparison is excellent for
the conical nozzle, this is believed to be fortuitous since the theoreti-
cal model was not designed for the merged flow regime where
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Base
Sym GConfiguration Diam, in.
o.10 O 3.00 2.0
- D 3.01 3.0
- A 3.02 4.0
~ T, = 2900°K
— M~ 18.2
B R Re_/in. =~ 1250
= Q T /T «~ 0.11
m w o
Sy
AA VKF Laminar Theory
A (Ref. 17)
0.01 1 1 1 | | 1
o 0.1 0.2 0.3 0.4 0.5 0.6
- * 1/2
V* - "w (CQ/Rew,x' )
a Contoured Nozzle
0.05r VKF Laminar Theory
B (Ref. 17) Imput
Data from x = O
Probe Position
- No Flag Flag
x-01n6 x-1213.
st To ~ 25009K To = 25009K
- M =~ 18.6 M «19.9
-] [- )
Rew/in. =~ 1120 Rem/in. = 960
Data Are Not Corrected Tw/T ~ 0,13 T'/T ~ 0.13
for Source Flow o °
0.01 ] ] _ 1 | | |
0 0.1 0.2 0.3 0.4 0.5 0.6
1/2

V* L Mu: (C:/Rem x')

b. Conical Nozzle
Fig. 11 Sharp 10-deg Cone Surface Heat-Transfer-Rate Distribution at a = O deg

23



AEDC-TR-73-106

0.10
: Contoured Nozzle Results
T, = 2900°K
B T'/To =~ 0.11
Theory (Ref. 17)
st i Conical Nozzle Results
To ~ 2500°K
T"./'l'(ll = 0.13
]}12.5 percent
"0.01 ] ] ! } | ]
0 0.10 0.20 0.30 0.40 0.50 0.60 0.70

Vo =M (Cl/Re_ )12
¢. Summary Plot
Fig. 11 Concluded

transverse curvature and slip effects might influence the measurements.
Also, the theory is a perfect gas solution while the data were obtained
in a facility which produces some degree of nonequilibrium. The ef-
fect of this can be quite noticeable in heat-transfer studies because the
theoretical approach calculates a perfect gas stagnation enthalpy based
on free-stream conditions which is greater than actual stilling chamber
conditions.

Since similitude was, for all practical purposes, exact between
the two sets of data shown in Fig. 11, the difference in absolute value
of Stanton number shown in Fig. 1llc is probably due only to source
flow effects on one group of the data. A higher order Newtonian ap-
proach has been developed in the VKF to correct surface heat trans-
fer on sharp cone models located in a strong source flow field. For
data in which flow conditions are defined at the nose of the model, the
resulting expression for an equivalent uniform flow Stanton number is

1/2
5, - s, (pe/pw {I (v, 8) = (pelpo - 1) [1/(1+ 8)] })

([1/(1 + E)]Z'y + [Pe/Pm 1] [1/(1 +§)]T) (8)
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where the uncorrected Stanton number S; is defined using measured
model heat flux and free-stream properties at the model nose and the
pressure ratio pe/p, is for a uniform flow field. The geometric pa-
rameter § is defined as the axial distance from the model nose to a
given instrumentation location divided by the axial distance from the
nozzle apparent source to the model nose.

The source flow integral I (v, §) is developed as

g 2
v £) = 3 il 1

which approaches unity as § approaches zero.

An examination of Eq. (8) reveals that source flow effects on heat
transfer are dependent on nozzle length, cone length, cone angle, in-
strumentation location on the cone surface, and free-stream Mach num-
ber. As the pressure ratio pe/p, becomes large, Eq. (8) quickly ap-
proaches the limit

B St/[ll(l - E)] 5/2; Pe/Pg=t (8a)

The applicability of using Eq. (8a) rather than Egs. (8) and (9)
must be determined on an individual basis. For the flow conditions,
model size, and conical nozzle length of the present investigation, the
latter equation was found to be suitable.

It is sometimes reported that a ''correction’ for source flow er-
rors on a particular model was accomplished by calculating the free-
stream gradients along the length of the model and inputting local val-
ues in the tunnel data reduction program. This does not constitute a
complete correction for three-dimensional models in a radial source
flow field.

As was noted in Secfion 2.2, an extremely large model was em-
ployed in the present investigation to magnify source flow errors
which resulted in the geometric parameter § having a maximum value
of 0.182. Investigations reported in the literature present data ob-
tained on models with § as large as 0.5 or 0. 7. These studies often
ignore this possible source of data error. For a given value of §,
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source flow correction decreases with decreasing cone angle. How-
ever, for fixed model diameter, decreasing cone angle results in long-
er models and increasing values of .

The data from the longest model (configuration 3. 02) were hand
corrected for source flow effects using the procedure outlined above
and the results are shown in Fig. 12. Although the correction appears
somewhat low at the forward end of the model and slightly large at the
aft end, agreement between the contoured and conical nozzle data is
improved when the correction is accomplished. The theoretical cor-
rection varied from 9 to 50 percent for these data. A correction of
about 15 to 25 percent would have resulted in very good agreement
with the contoured nozzle results.

Model Nose
Sym Position
0.10 - O x =0 in.
[ DO x =12 in.
- Open Symbols - Uncorrected Data
. Closed Symbols - Corrected for Source Flow Effects
=
Theory (Ref. 17)
St L
Locus of Contoured
Nozzle Data
0.01 |-
-
r
L 1 ] 1 L |
L]
0 0.10 0.20 0.30 0.40 0.50 0.60
- * 1/2
vt “m (cu/ Rem,x')

Fig. 12 Corrsction for Source Flow Effects for.Configuration 3.02
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Numerous correlation techniques are available for zero angle-of-
attack laminar sharp cone heat-transfer data. A common method (Ref.
18) is to present the data based on Cheng's (Ref. 13) parameter as

St ( 1
sin 6, (1- TylTo) = £ \73 Y cos 0 (10)

Waldron (Ref. 18) pointed out that this method is not independent
of cone angle basing this statement on data from 5-, 6.3-, 9.0-, 10.0-,
and 20. 0-deg cones. In particular, departure from the viscous layer
analysis of Cheng (Ref. 13) is dependent on cone angle since trans-
verse curvature effects increase as cone angle decreases. A collec-
tion of 10-deg cone data is shown in Fig. 13 using this method. Data
from the conical nozzle shown in Fig., 13 are not corrected for source
flow effects and are slightly lower than the contoured nozzle data. Al-
lowing for this correction, the present data would tend to indicate a
slightly higher level than the data of Ref. 18 and would be in good agree-
ment with the data of Kienappel® (Ref. 19) and Vas (Ref. 12). Higher
order leading-edge theories of Rubin (Ref. 14) and Maus (Ref. 15) are
also indicated in Fig. 13. Both approaches indicate a slightly higher
value of heat-transfer rate than the experiments indicate.

An additional correlation of zero angle-of-attack data based on
a reference enthalpy approach was developed. The method, which is
an empirical approach to account for the effects of compressibility, is
useful in that it related quantities for a compressible flow to those of
an incompressible flow. The method should remove the effect of cone
angle in the flow regime where transverse curvature and other higher
order effects are not strong.

The correlation requires the data to be plotted in the form
*1/2 _
Ste aW/(Ce ) = K! (Ree,l) (11)

2

where C.* is defined as

Ce* = (uxlug) (T/T,) (12)

*These data were obtained in the DFVLR facility at Gottingen,
Germany, as part of the current cooperative program.
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and T, is redefined as the temperature corresponding to the Eckert
reference enthalpy

H, = 0.5(Hy + Ho) + 0.22VPr U2/2 (13)
The subscript e refers to inviscid conditions at the outer edge of the

cone boundary layer, and values were obtained from tables of inviscid
cone properties published by Jones (Ref. 20). The local Stanton num-
ber Ste aw is calculated using local inviscid boundary-layer edge con-

ditions and the adiabatic wall enthalpy rather than total enthalpy. A
laminar recovery factor of 0. 843 was used in the correlation with
Prandtl number being assumed at 0. 71.

T, Nots: A1l Data Are for 10-deg
C Maus Ref. 16) Sharp Cones sta = Odwg
-
B Kienappe! IRef, 19)
BAIMG TN
f- 1190 <7, 3 MK
1111 018210, 0.5
—— -
e | Wh=am
~ C
"rl:’ - sm Nme Mg T 'K T
e B O  Comoursd 182 200 0.1
o Conical 186%19.9 B0 0.1
- Nots: Data from Conica) Nozzla Are Not
Corvectsd for Sourcs Fiow EMfects
VAS Rel. 12}
w2t 1.4 TMy TBS
o 1400 T 7, < 200PK
s A [ NS - | Ll L 1tll1t 1 1 J 4 14111 'l 1 L L1 t1ll L A1 1 111
10! 0 10! 1
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Fig. 13 Sharp Cone Surface Heat-Transfer-Rate Data Using Cheng's
Parameters, a = 0 deg

In order to check the validity of the correlation technique, theo-
retical solutions using various input conditions were obtained using a
computer code supplied by Adams (Ref. 17). The results are shown
in Fig. 14. Input conditions vary over a wide range of wall tempera-
ture, cone angle, free-stream Mach number, and unit Reynolds num-
bers and include conditions corresponding to typical reentry flight
values. Correlation is excellent over the entire range studied but
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could be expected to fail when local edge Mach numbers become low.
Values of this parameter are shown for each solution obtained.

The inclusion of the constant of proportionality between viscosity
and temperature (Ce ) is often omitted in correlations of experimental
results. The confusing manner in which various theoretical approaches
define this constant and the reference temperature used tempts one to
neglect it altogether. In fact, this often results in little error since
the numerical value of (Cg "‘)1/2 or (C"‘)ll2 varies only slightly and is
near unity for ground fac111ty data. However, if flight data are being
compared to ground facility data, the inclusion of this parameter is
necessary. The correlation of theoretical solutions shown in Fig., 14
would be unsatisfactory without the reference temperature viscosity
term.

One of the approximate analysis techniques in common usage to
estimate windward ray heating rates on slender cones at incidence is
the so-called "effective cone' approach in which a zero angle-of-attack
calculation is performed on an "effective cone' which has a cone half-
angle equal to the physical cone half-angle plus the physical cone angle

lIZ
sm o Gds My T €90 Mg g
10-1 — o 5 124 0.18 0.86 10.4 0.752
- o 1.2 7.9 0.42 0.96 6.7 0.766
~ ° 9 15.0 0.12 0.84 9.5 0.749
- s 10 1.2 0.% 0.92 1.2 0.755
- a 10 18.2 0.10 0.82 9.6 0.753
8 15 104 0.3 0.91 5.8 0.767
® 5 18.8 0.2 0.65 143 0.774
w2l . 5 20 0B 064 149 0775
= Open Sym - Typicai Ground Facility Flow Conditions
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] L
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Fig. 14 Correlation of Laminar Sharp Cone Heat-Transfer Theory of
Adams {Ref. 17)
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of attack., The effect of crossflow on the windward ray boundary-layer
structure is neglected using this procedure. Since the correlation
shown in Fig. 14 is valid for a wide range of cone angles, it is in ef-
fect such an "effective cone' analysis. Windward ray data obtained at
5-deg angle of attack on a 10-deg sharp cone could be expected to cor-
relate with a 15-deg cone model tested at the same local flow conditions
but at zero angle of attack if no crossflow effects were present. Un-
fortunately, such crossflow effects are.quite often very strong for lami-
nar boundary layers, and indiscriminate use of such a procedure to
estimate windward ray heating rates can result in severe under-
prediction of heat transfer and skin friction. A discussion of this is
given by Adams (Ref. 21).

The present results are shown correlated in Fig. 15, and the re-
sults suggest that crossflow is not important for the present model
under these low-density flow conditions. The data from the contoured
nozzle fall above the first order theory of Ref. 17 which, as pointed
out earlier, is not surprising since transverse curvature, shock merg-
ing, wall slip, etc., were not included in the theoretical model. The
data from the conical nozzle (Fig. 15b) are closer to the theory but
are presumed to be too low due to source flow effects, as shown in
Fig. 12. The weak interaction theory of Ref. 22 which includes trans-
verse curvature effects agrees fairly well with the contoured nozzle
results.
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The data shown in Fig. 15 at positive angle of attack (windward)
were correlated using the "effective cone' approach. That is, local
properties on the windward ray of a 10-deg cone at 10-deg angle of
attack were assumed to be the same as on a 20-deg cone at zero angle
of attack. However, the leeward data obtained at angles of attack of
-5 and -9 deg required that local flow properties be calculated for the
lee ray following the procedure of Ref. 20,

No correlation technique can be considered adequate until inde-
pendent data are included. By combining the 10-deg sharp cone data
of the present study with the more recent work of Berry, et al. (Ref.
23), a complete set of sharp cone, low-density heat-transfer data in
the range 3 T 6, < 30 deg can be correlated. The results are shown
in F1g 16. The Chapman Rubensin viscosity proportionality term
C was calculated for the data of Ref. 23 using the power law u ~ T
where w is a function of T* for u* and T, for ue. Values of T* were
calculated from Eq. (13) and perfect- gas nitrogen. Values of Cg for
each data set are indicated in Fig. 16. Theoretical Blausis- Mangler
and Probstein-Elliott transverse curvature results shown in Fig. 16
were taken directly from Ref. 23 and adjusted by the appropriate
value of C These previous experiments in conical nozzles are com-
pared to the present conical and contoured nozzle data. Some inter-
esting conclusions can be drawn from these results. First, both the
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Blausis- Mangler and Adams theoretical solutions give good agreement
with the entire set of data obtained in conical flow. The small-cone-
angle data, which should be strongly influenced by transverse curva-
ture, do not appear to reflect this influence. The data from the pres-
ent contoured nozzle are above the trend of all of the conical nozzle
results and they agree with the theoretical transverse curvature re-
sults for a 10-deg cone,

An exact analysis of the effect of source flow on the data of Ref.
23 is not possible with the information given. However, an estimate
was made using Eq. (8) and the results indicated that the "estimated"
maximum error of ten percent given in Ref. 23 is considerably low for
the 3- and 5-deg angle cones, and these data should be shifted upward
by a significant amount in Fig. 16. This, of course, would ruin the
correlation over the entire range from 3 < 6. < 30 deg shown, but the
correlation of the low-cone-angle data may be fortuitous in the present
case. The correction does not appear to be large enough to force agree-
ment with the transverse curvature theory. However, it was pointed

VKF Lamlner eory (Ref. lﬂ_uz
s':_aw /(Cel = 0.76 {Re, g1™"“for Pr = 0.71

100 —

Present 10-deq Cone Data Obtained in the
Contoured Nozzle (Fig. 15a)

- -9 aZ10deg 0.8 Z(CHY2 Z0.90
L Transverse Curvature Theory
of Ref. 22 (for 3- and 10-deg
2 Blauslus-Mangler Solution Cones (trom Ret. 23
o 10 from Ref. 73 with
e | (Ct'c=0.85 IN \\ 3 deg
£ _ o2 12 gop p 071%0% 10deg \\
> L Sty /(c,l 0.73 (Reg V2 1or Pr < 0. \ -
& o2
Ret. Gl My (G
) 3 N9to%2 ~0.8
B 5 724 ~0.8 N

Present 10 18.6t0 19.9 ~0.84 {Conical Nozzle)
3 15 18.1t0 4.7 ~0.85
3 20 17.7t0 24.9 ~0.89
3 30 17.910 5.0 ~0.97

1073 L

1 [N | 1 [ B 1 U | 1 [ B |
10?2 1¢® 1 100 1P
Rle.‘

Fig. 16 Correlation of Previous Sharp Cone Data with Present Results
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out in Ref. 23 that the theoretical results cannot be considered entirely
valid at the flow conditions and model size used in that investigation.
For the present Tunnel M zero angle-of-attack data, the limit of the
validity of the transverse curvature theory would be at a lower value
of Ree,g of about 1.5 x 104,

SECTION 1V
CONCLUDING STATEMENT

The results of the present investigation can be summarized as
follows:

1. Stagnation point measurements on blunt 10-deg cones
are in good agreement with previous hemisphere meas-
urements at the same free-stream flow conditions.
Comparison with Cheng's thin shock layer theory is
good if an adjustment is made for differences in den-
sity ratio between Cheng's formulation and the experi-
mental conditions,

2. Correlation of the data from the blunt, slender cone
model at zero incidence is in good agreement with pre-
viously published data.

3. Blunt 10-deg cone heat-transfer-rate distributions in-
dicate local heating rates above thin boundary-layer
theory at values of S/Ry greater than 3.0. Data ob-
tained in both parallel and source flow on long slender
blunt bodies indicate that errors can result due to
source flow effects.

4. Data obtained at angle of attack indicated no significant
crossflow or boundary-layer separation, but errors due
to source flow effects appear to increase with angle of
attack,

5. Data on sharp, slender cones at zero incidence are in
good agreement with previously published data at simi-
lar flow conditions.

6. Correlation of sharp cone data was accomplished using
a reference enthalpy approach extended to an "effective
cone' angle correlation for windward ray data obtained
at angle of attack.
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Source flow effects at & = 0 deg were moderate with a
maximum error of about 25 percent being observed at
the aft end of the largest sharp model. The theoretical
prediction of source flow errors utilized herein appears
to over-estimate the correction necessary at the aft end
of the model and under-estimate the effect at the forward
end.

It is shown that source flow effects on heat-transfer-
rate measurements are significant and care should be
taken in facilities subject to such influences. The tech-
nology is available to design contoured nozzles produc-
ing uniform free-stream flows.
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TABLE |
NOMINAL FLOW CONDITIONS
a. Customary Units
Gas - Ng
Nozzle Contoured Conical Conical
Monitor Probe --- Exit x = 12 in.
Location
pPos atm 19.0 15.2 15.2
T,, °K 2900 2500 2500
H,., Btu/lbm 1500 12175 1275
M, 18.2 18.6 19.9
Re,, in.”1 1250 1120 960
Pos #Hg 6. 00 4,20 2.60
T,, °K 45. 0 35.0 33.0
U,, ft/sec 8165 7350 7575
per lbm/ft3 3.73x10°8 | 3.27x10°6 | 2.22x10°6
A, in. 0.022 0. 022 0.031
9, 1b/ft2 3. 90 2. 80 1.98
Reg, in.”1 45 41 28
Se 15. 2 15.5 16.5
Po-/Po 1.767 x 1074 | 1.56 x 1074 | 1.13x 1074
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TABLE | (Concluded)

b. SI Units
Gas - No
Nozzle Contoured Conical Conical
M°;§z:t§;°be --- Exit x = 12 in,
Po, atm 19.0 15.2 15.2
T,, °K 2900 2500 2500
H,, J/gm 3489 2966 2966
M, 18.2 18. 6 19.9
Re,, cm * 492 442 377
Pe» N/m? 0. 80 0.56 0. 347
T,, °K 45.0 35.0 33.0
U, m/sec 2489 2240 2309
Py kg/m3 5.97x10°9 | 5.24x10°% | 3.56x 1079
A, cm 0. 0559 0. 0559 0. 0787
Qs N/m? 186. 7 134. 0 94. 80
Rey, cm™ ! 17,72 16. 14 11.02
Se 15. 22 15. 54 16.5
Po* /P 1.767x 1074 | 1.56 x107% | 1.13x 1074
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TABLE |l
STAGNATION POINT HEAT-TRANSFER-RATE DATA

Configuration 2, 00 (Fig. 4)

Nozzle dg> Btu/ft2 sec sto K2
Contoured 14.5 0. 37 2.56
Contoured 14. 8 0. 38 2.58

Conical (x = 0 in. ) 8.0 0. 33 2.45
Conical (x = 12 in, ) 6.6 0. 37 1.63
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TABLE 1li
TABULATION OF BLUNT CONE STANTON NUMBERS

a. a=0deg, ¢ =0 deg

. % Flow Bl S/RN
Config. Conditions™*
0.784 11.40 .00 5. 00 7.00 10.0 14,9 19,2 23.5 27.8
2.00 Contoured 0.19710.052]0.030} ~--- --- --- == == -=- --
Conleal 0.230 [0.048[0.025 | --- | --- | --- | --- | --- | -em ] oo
x =0 in,
Conical 0.27410.056 | 0.035| --- --- --- --- --- --- ---
x =12 in.
3.10 Contoured --- --- . 040 0.032 | 0.030 | 0,025 --- -T= T -cT
Conical -=- | --- |o0.039]0.033]0.028 |0.022| --- | --- | --- | ---
x = 0 in.
Conieal --- | --- |0.048]0.040|0.034 |0.026 | --- | --- | --- | ---
x =12 in,
3.11 Contoured | --- | --- |o0.039]0.032]0.029 |0.024| --- |o0.023| --- | ---
3.12 Contoured --- -— .04310.035]0.031]0.025{0.025]0.023 ]0.023 0,022
S‘:ng’al ——- | --- |o0.033]0.029 |0.024 |0.021| --- Jo.017| --- | ---
Conical
, --- | --- ]0.046 | 0.039 |0.0340.031| --- |0.024| --- | ---
x =12 in.
*Figure 4

**Table I
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TABLE {1i (Continued)
b. a =5 deg, ¢ = 0 deg

. " Flow - S/RN =
Config. Conditions**
0.784 |1.40 3.00 . 00 7.00 10.0 14.9 19.2 23.5 27,8
2.00 Contoured --- --- 10,043 --- --- --- -=- == === T
Conical 0.251 |0.065]0.043 | --= | === | === | == | -oo | --- | ---
= 0 in.
Conical 10,302 [0.076]0.048 | --= | === | === | -== | —o= | oo | -
x = 12 in,
3.10 Contoured --- -—- 0. 059 . 048 | 0.046 | 0.040 Sk == = ===
Conical - | --- |0.059|0.049 | 0.045 |0.049 | --- | --= | --- | ---
x = 0 in.
Conical --- | --- |o.068|0.0600.052 [0.042 | --- | ---= | --- | ---
x = 12 in.
3.11 Contoured | --- | --- |0.054|0.047|0.044|0.037| --- {0.038| --- | ---
3.12 Contoured --- ——= 0. 061 .051]0.047 | 0.040 --- 0.038 |0.037 | 0,036
Conicel --= | --- |0.050|0.044 |0.039 [0.030| --- [0.030 [ --- | ---
x = 0 in,
Conical .
, -~ | --- o0.065]0.057 |0.051|0.041 | --- |0.038| --- | ---
x = 12 in.
*Figure 4

**Table 1
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TABLE 11l {Continued)
c. a=10deg, ¢ = 0 deg

x| Flow L S/RN -
Config. Conditions™®*
Flons 0.784 [1.40 [3.00 [5.00 [7.00 [10.0 [14.9 |19.2 |23.5 |27.8
2. 00 Contoured --- --- 10,055 | --- --- &= --- - =" -
Conical 0.2820.088 [0.060| --- --- --- --- --- --- ---
x = 0 in.
Conical 0.330[0.097 [0.067 | --- | === | === | === | === | --- | ---
x =12 in.
3.10 Contoured --- --- 10.077/0.066|0.065 |0.061 | --- _— _— _—
Conical -——- | --- |o0.084|0.0720.067 |0.072]| --- | --- | --= | ---
x =0 in,
Conical -—- | --- |o0.093|0.082{0,075 |0.061| --- | --- | ---= | ---
x =12 in.
3. 11 Contoured --- --- 0.074 ) 0.067 10.064 |0.057 --- 0.056 | --- --
3.12 Contoured —-= | --- |o0.079]0.070|0.064]0.059| --- |o0.053]0.051]0.048
Conical -== | --- |o0.062 |0.066]0.059 |0.050| --- [0.045| --- | ---
x =0 in.
Conical --- | --- |0.090{0.082|0.074 [0.061| --- |0.056| --- | ---
=12 in.
*Figure 4

$¥Table I
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TABLE lil (Continued)
d. a =-5deg, ¢ = 0 deg

g Flow - S/RN -
Config. ™ | Conditions™*
0.784|1.40 |3.00 [5.00 |7.00 [10.0 |14.9 |19.2 [23.5 |27.8
2. 00 Contoured | --- | --- [0.023 | --- | --= | --= | === | -== | === | ---
Conical 0.182]0.037/0.020 | --- | --- --- --- “E- --- ---
x = 0 in.
Comical 16,241 (0.040(0.025 [ === | o= | —oo | -oo | - | -o- | -
x =12 in.
3.10 Contoured --- --- 0.028 | 0.022 1 0.019 (0.016 | --- --- -== --=
Conical -—- | === |o0.023|0.020|0.016 |0.014 | --= | --= | --= | ---
x =0 in.
Conical --- | --- |0.032|0.025 0,021 0.015 | --- | --= | --- | ---
X = 12 in.
3. 11 Contoured | --- | --- [0.027 |0.022 [0.020]0.016 | --- [o0.014| --- | ---
3.12 Contoured | --- | --- |0.027 |0.022 0,017 |0.016 | --- [0.013 [0.013 | 0. 011
Conical --- | --- |o0.021|0.018 |0.014 |0.011 | --- [0.009 | --- | ---
X = 0 in.
Conical --- | --- |o.026 |0.0230.020|0.014 | --- [0,014| --- | ---
x =12 in.
*Figure 4

*#Table 1
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TABLE 111 (Concluded)
6. a=-9deg, ¢ =0 deg

o Flow - S/Ry >
Config. Conditions™**
0.784 |1.40 [3.00 [5.00 |7.00 [10.0 [14.9 |19.2 [23.5 |27.8
2.00 Contoured -—- --- 10.017 | --- --- --- - - == ---
Conical 0.153 |0.028 | 0.013 | --- --- --- --- --- --- ---
x = 0 in,
Conical ~ 10.210{0.0300.018 | === | === | -== | —== | —-= | = | ---
x =12 in.
3.10 Contoured --- ==E 0.021 (0,016 | 0,014 {0,011 --- === === ="
Conlcal --- | --- |o0.017|0.015 |0.012 {0.009 | --- | --- | -== | ---
x = 0 in,
Canical --- | --- |o0.023]0.017{0.014]0.008 | --- | --= | --- | ---
x =12 in.
3:11 Contoured | --- | --- |0.019 !0.016]0.014 |0.010f --- [0.009 | --- | ---
3.12 Contoured | --- | --- [0.021{0.016]0.013[0.011| --- |0.009 |0.008 |0.008
Conleal --- | --- |o0.014]0.012]0.010]0.008] --- [0.006| --- | ---
x = 0 in. .
Conical —-- | --- [o0.017]0.016{0.014]0.009| --- |0.009| --- | ---
x =12 in,
l"Figure4

*¥Table I
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TABLE 1V
TABULATION OF SHARP CONE STANTON NUMBERS

a. a=0deg, ¢ =0 deg

Fl -— x”, inches >
Config. * Cond?tv:ons**
.53 [3.23 |3.92 |4.97 (6.67 |8.17 |9.67 |11.17
3.00 Conical .035]10.030|0.0280.022 | --- --- --- ==
x = 0 in,
Conical .043(0.0380.035(0.029 | --- | --- | --- | ---
x = 12 in,
3.01 Contoured .042)10.040(0.035]0.029 | --- --- === -
3.02 Contoured .04110.03710.035]0.028 | --- 0: 024 [ 0.024 [ 0.022
Conical .038]0.036 | 0.032|0.027 | --- |0.0220.021| ---
x = 0 in.
Conical .046 | 0.040 | 0.036 | 0.030 | --- |o0.024| --- | ---
x = 12 in,
*Figure 4
**Table 1
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TABLE [V (Continued)
b. a=5deg, ¢ =0 deg

- x°, inches =
. X Flow
Config. Conditions™ .
“ 2.53 |3.23 |3.92 |4.97 [6.67 |8.17 |9.67 |[11.17
3. 00 Conical 14 4550.049 [0.042 [0.035 | --- | --- | --- | ---
x = 0 in.
Conical 1 g 062 |0.053 |0.051 (0,045 | --- | === | --- | ---
x = 12 in,
3.01 Contoured | 0.064 | 0. 060 [ 0. 054 | 0, 045 --- --- -== ==
3. 02 Contoured | 0.061 |0.055|0.052|0.043 | --- |0.038 |0.036 |0.034
Conical 0.061 [ 0.057 | 0.051 | 0.043 | --- |0.036|0.032 | ---
x = 0 in,
Conieal 14 469 |0.060 | 0.055 0,046 | --- |0.038| --- | ---
x =12 in,
*Figure4

**Table I
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TABLE [V (Continued)
c. a=10deg, ¢ = 0 deg

¥l >~ x", inches >
Config.* oW ax
Conditions .
.53 [3.23 [3.92 |4.97 |6.67 |8.17 |9.67 |11.17
3. 00 Conical .077 [0.069 | 0.063 |0.049 | --- | --= | - | ---
Conical  |0.087[0.075 |0.072 [0.062 | === | --- | --- | ---
3. 01 Contoured | 0.088]0.082]0.076 [0.062 | --- | --- | --- | ---
3. 02 Contoured | 0,082 |0.074[0.072 [0.058 | --- [0.053 [0.048 0. 046
sonca .088 | 0,081 |0.064 |0.062 | --- |0.050 |0.046| ---
Conical
onica .097 | 0.084{0.078 |0.067 | --- |0.085| --- | ---
x = 12 in.
*Figure4
**Table 1
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TABLE 1V (Continued)
d. a=-5deg, ¢=0deg

901-€L-4 1-003V

0s

- x”, inches >
. %k Flow
Config. Conditions™*
nat 2.53 [3.23 |3.92 [4.97 [6.67 [8.17 |9.67 |11.17
3. 00 Conical 4 o5110.018{0.018 0,012 --- | -== | —== | ---
x =0 in.
Corical 14 029 0.025 [0.022 |0.019 [ --- | --= | --= | ---
x =12 in.
3. 01 Contoured |0.026 )] 0.02310.02110.016| --- --- == ===
3. 02 Contoured |0.025 | 0.023 | 0.021 [0.016| --- [0.015|0.014 [0.012
Conical 15 0241 0.023 |0.019 [0.016| --- |0.0140.012| ---
x = 0 in.
Conical 14 429 (0.026 |0.024 |0.019| --- |0.015 | --- [ ---
x =12 in.
*Figure 4

**Table I
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TABLE 1V (Concluded)
6. a=-9deg, ¢ =0deg

x°, inches

Y

Config:™* Flow
€ | Conditions™**
2.53 [3.23 |3.92 |4.,97 |6.67 [8.17 |9.67 [11.17
3.00 | Conical 0.015 0,013 0.012 [0.008| --- | -== | == | ---
x = 0 in.
Conieal 0.020]0.019|0.016 [0,015| --- | --= | --= | ---
x =12 in,
3.01 Contoured 0.019]0.017}0.015 {0,011 -- --- --- ---
3. 02 Contoured | 0.017 [0.016 [ 0.015 [0.011| --- 0. 010 |0.009 | 0.009
Conlcal 0.015 [ 0.015 | 0.01310.011| --- [0.009 |0oT008 | ---
x = 0 in,
Cenical 0.019 [ 0,017 [ 0.016 |0.013| --- J0.011| --- | ---
x = 12 in,
*Figure4
**Table I
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