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Section 1

## INTRODUCTION AND SUMMARY

Under Contract No. DOT-FA72WA-2782 with the Federal Aviation Administration, Calspan Corporation has been studying the shadowing effects of presently existing or proposed obstructions in the near vicinity of FAA radar and navigational facility antennas. Commercial real estate developers who propose construction work exceeding certain ceriteria contained in FAR, Part 77, must submit the details of this potential obstruction to the FAA. The FAA, in turn, must determine whether the proposed obstruction constitutes a hazard to air nasigation. FAA engineers must determine the potential derogation of ASR, ARSR, ACTCBS and other facilities by examining the limits of the "no detection" zone or "shadowing" which would be caused by the proposed construction. Political and economic factors related to such major construction projects dictate that these engineering predictions be as accurate as possible.

The objective of this program was to develop the necessary mathematics, including a computer program, to predict and define the RF and geometrical shatow of any proposed obstruction in the airspece coverage volume of radar facilities operating in appropriate aeronautical service bands. The RF shadow calculation includes he effects of Fresnel diffraction by the obstacle through the use of Geometrical Diffraction Theory (GDT).

The basic obstacle shape considered was a finite, perfecting conductirg rectangular cylinder. Both the line-oi-sight (geometrical-optic) shadow and Fresnel diffraction effects are calculated by the computed program for arbitrary incidence and observaion angles relative to the obstacle and desired combinations of transmit and receive polarizations. The total field in the presence of the obstruction was determined at a matrix of points on an observation plane at a chosen distance behind the obstruction. Single degradation, relative to the obstacle-free field, was deseribed by providing contour plots of arbitrarily chosen $d B$ levels for that observation plane.

Circularly cylindrical, spherical, and convex polyhedron obstructions were also considered, but only to determine the geometrical shadowing. Such obstruction types are amenable to diffraction theory analysis but the analysis of such effects was not within the scope of the contract.

For all cases, it was assumed that the radar and obstruction were situated on smooth, curved earth having an effective radius equal to fourthirds that of the true radius of the earth.

Details of the computer program, whirh .... $\therefore=\therefore i v e r e d$ to the FAA in July i 972 . are sainained in previously published reports." The program. containing 42 subprograms, was written utilizing Calspan's IBM 370 computer; certain modifications were then made to allow the program to run on a CDC 6400 computer.

There are two separate versions of the program: a batch version which employs a card reader and a high-speed printer, and an interactive version which utilizes a teletypewriter to provide input and output data.

Plots of signal degradation levels (e.g., $-3 \mathrm{~dB},-6 \mathrm{~dB},-10 \mathrm{~dB}$, etc.), caused by an obstruction, are obtained from both a print-plot routine and from a contour plotter (such as a CALCOMP machine). In addition, the printout includes both the normalized complex field and the normalized field magnitude (in dB ) as a two-dimensions! mairix of observation points.

A flight test program was planned and conducted by Calspañ fur the Federal Aviaticn Administration to experimenally validate the computer program developed in the analytical phase of the project. The validation was performed using a rectangular obstruction at three different viewing angles. A helicopter was utilized to simuitaneously transmit both S-band $(3000 \mathrm{MHz})$ and VHF ( 123 MHz ) signals to a ground receive terminal as it traversed selected flight paths behind the obstacles. The helicupter position was monitored with a moving picture samera. A single time-reference was inserted on both the received signal strength recording and the movie frames to relate helicopter position to the appropriate signal level.

[^0]The flight test data was reduced to provide the RF signal attenuation, due to presence of the obstacle in the line-of-sight, relative to the signal obtained at approximately the same range but without the obstacle. This data was compared with the computer predictions of RF attenuation, due to the presence of the obstacle, relative to the free-space signal level. Agreement between the experimental S-band flight test data and predicted behavior of signal levels wes very good, generally within about 2 dB of each other. One discrepancy, in S-band comparisons, was that predicted peaks of about 7 dB in signal level at points localized near the shadow boundaries were not experimentally obstrved. Altnough there are physical arguments which deem the appearance of these peaks credible, it is also possibie that they result from the use of certain approximate methods utilized in providing transition between shadow boundary and geometric diffraction theory analytic furmulations. The discrepancy might also be attributed to differences between the idealized theoretical model and the actual building utilized for the tests.

The easiest and lastest way of resolving this would be to conduct a scale model eyperiment where there would be no differences between assumeri and actual obstacle properties. If the peaks still do not appear, the more involved procedure of reevaluating the analytical procedures should be undertaken.

The Yus sinnal exhbited scalloping and other level changes which it is felt, were not caused by diffraction from the obstacle under test. These signal variations are attributed to ground refractions, other multipath phenomena, and possibly, a nonomnidirectional airborne VHF antenna pattern. Because the recorded VHF signal was not constant, even for helicopter positions far from the obstacles, it was sometimes difficuit to determine the no-perturbation or 0 dB reference level. In many cases, good agreement between theory and experiment can be stained by merely uniformly shifting the reference level assumed in the data reduction by an appropriate amount.

The effects of ground reflections and antenna pattern effects can be incorpcrated into the computer program; this would provide a more accurate model of the electromagnetic configuration.

Measurements of S-kand and VHF signals were also made utilizing spherical and cylindrical obstructions. No theoretical predictions were made for these cases, other than simple geometric optics as provided in the computer. Interestingly, peaks in signal level appeared near the shadow boundaries for many of the sphere tests; they were absent for t.e cylinder. For both the sphere and cylinder, S-band signal level perturbations (on the order of from 2 to 4 dB , one-way) extended out to approximately twice the distance of the shadow boundary projection. Within the shadow region, the signal level was generally much less than the free-space field, although for both the sphere and cylinder a signal peak of typically -3 dB was present over a fairly large region in the center of the geometric shadow. In summary, geometric-op:ical predictions based on the line-of-sifht overestimate the signal loss within the shadow and underestimate the loss outside the shadow.

A study program can be performed to develop appropriate theories that would accurately take into eccount diffraction contributions for spherical and cylindrical obstructions. Such theories could be easily incorporated into the present computer program. Theoretical predictions could be compared with the experimental results already obtained.

The tieoretical analysis of diffraction from a rectangular building, utilizing geometrical diffraction theory, is contained in Section 2 of this report. In Section 3, the flight test validation program is described; results are presented which compare predicted signal levels with the corresponding experimental outcomes. In subsections 3.2.4, 3.3.4 and 3.4.2, dealing with spherical, cylindrical and rectangular obstructions, respectively, conclusions and recommendations for additional study are presented.

## Section 2

## THEORETICAL DISCUSSION

## 2.1 <br> BACKGROUND

2.1.1

General
Perturbation of an electromagnetic field by obstacles placed within the field has been a central topic of continuous experimental and analytical investigation at Calspan for many years. There exists, at present, both detailed theoretical treatments and suitable engineering approximations for handling many problems. This experierce which perrnits the development of engineering approximations and assessment of their accuracy is of fundamental importance in the present study because the rigorous description of the perturbation effects is very complicated. Although this detailed, complex field must be sufficiently understood to permit estimation of field reduction or enhancement effects, the exact, three-dimensional spatially-*arying vector field is much too complex to be practically utilized for engineering purposes. It is noted that the interference phenomena which give rise to the local field maxima an' minima are sensitive to obstacle geometry, ciostacle material, RF wavelength, polarization, orientation relative to the RF transmitting anienna, and distances both from the obstacle and from the antenna.

A portion of this investigation was directed toward development of a computer program to predict the total field distribution due to an intervening rectangular building. One component of the total field distribution is estimated by geometric optics (i.e., unity incident field in the illuminat's region; zero incident field in the shadow region). Of course, geometric oftics is valid only in the limit of vanishing wavelength. In oractical situations, a second component describing diffraction by the obstacle is added to the geometric optics term to obtain a representation of the total field distribution which corresponds with observations. For example, diffraction accounts for nonzero fields observed in the shadow region.

To make the analytical problem tractable, it has been assumed that the building can be modeled by a finite, perfectly-conducting rectangular cylinder. Diffracted fields as:se wheis the incident field illuminates an edge
on the rectangular building. The best description of edge-diffracted fields is Keller's geometrical diffraction theory (GDT). However, GDT diffraction formulas are asymptotic in nature with singularities occurring at the reflection and forward scattering directions. Because the total field distribution at and near the forward scattering direction was also of interest in this program, a second theory was required as well. A modified form of Sommerfeld's half-plane solution was chosen for this situation.

The diffraction results described above apply to two-dimensional obstacles with edges. The fact that a building is three-dimensional had to be included in the theory to obtain reasonably accurate results; that is, the finite edges on the building were assumed to be illuminated by a spherical wave rather than a plane wave. A major portion of the analysis concerns transformation of well-known two-dimensional formulas for application to the three-dimensional problem. By summing the resultant fields diffracted at contributing finite edges on the building and by including the geometric optics field, the total field distribation beyond the obstacle can be estimated.

### 2.1.2 Scattering, Center Concept

One of the most importart concepts that has been applied in recent investigations of short wivelength scattering is that the diffracted fields appear to have localized sources (scattering centers) on the target. In terms of formal electrornagnetic theory, each scattering center is identified with a mathematical discontinuity in the Chu-Stratton radiation integral ${ }^{*}$ - that is to say, with a corresponding physical location on the target at the place where the discontinuity occurs. Simplification of the diffraction interaction in terms of scattering centers rests largely upon the cancellation properties of an integral with oscillating integrand and upon preservation of mathematical continuity except at the recognized geometric discontinuities. Thus, although a surface remote from a discontinuity is assumed to produce a net contribution of zero to the total diffracted field, truncation of the surface could introduce a pronounced discontinuity, and, so, generate a new scattering center. A smooth surface, then, plays a very important, although largely hidden, role in the description of the diffraction interaction.

[^1]According to the scattering center concept, the field reradiated from each center on the target depends primarily upon the local dimensions and the surface conditions of the target. Secondary effects involve interactions between the various centers on the target. The first step in the analysis is to take a body of complex shape and find its individual scattering centers. Next, an analytical theory which accounts for aspect, frequeney, polarization, and bistatic dependence is used to estimate the total diffracted field (primary and secondary contributions) reradiated from individual scattering centers. Finally, the vector and phasor surn of these contributions allows estimation of diffracted fields.

The major simplification attendant upon applications of the scattering center concept is that by treating only a small number of localized regions on the body (the discontinuities), obstacle diffraction can be estimated. Thus, the diffic alty of the computation of high frequency diffraction is unrelated to the actual size of the target and depends only upon the number of important scattering centers (edges). Although large smooth surfaces on the target cannot be ignored when they support specular scattering, appropriate modification of scattering center formulations in these instances does not appreciably complicate the computations.

The scattering center concept is inherent in the geometrical theory of diffraction, which will be discussed in subsection 2.2 .

### 2.1.3 Polarization Matrix

It is well known that the total field depends upon the obstacle shape and material, source-obstacle and obstacle - observation point separations, the i:;cidence and observation angles at which the building is viewed, the frequency of the source, and the polarization of the source and receiving antennac. In particular, if an obstacle is viewed at specific ranges, angles, and with a single frequercy, the total field depends upon polarization.

The total field may be expressed as an explicit function of polarization when matrices are defined which describe the polarization properties of antennas and obstacle. Consider an arbitrarily polarized transmitting antenna; the polarization of this antenna can be represented by the expression

$$
\hat{q}=\left[\begin{array}{c}
\cos \gamma_{t}  \tag{1}\\
e^{j \delta_{t}} \sin \gamma_{t}
\end{array}\right]
$$

where $\hat{q}$ is a unit column matrix defining the polarization of the transnitted wave; $\gamma_{t}$ is an angle which denotes the orientation of the linear polarization that results if $\delta_{t}$ is zero, referred to the horizontal plane; $\delta_{t}$ is a phase angle which can vary from 0 to $2 \pi$ radians. Any wave $f$ olarization is thus specified when $\gamma, \delta$ and the direction of propagation are known. Since the geometric optics contribution ( $\mu_{0.0}$ ) is simply the incident field in the illuminated region,* its polarization is specified by $\hat{y}$ above.

Next consider a receiving antenna, at the observation point, represented by a row matrix $p$ :

$$
\begin{equation*}
\hat{\rho}=\left[\cos v_{1} e^{j \delta} r \sin \prime r\right] \tag{2}
\end{equation*}
$$

It is assumed that "polarization" of a receiving antenna means the polarization of that antenna when it is used as a transmitting antenna. The observed geometric optics field is $u_{G .0} \cdot \hat{p} \cdot \hat{q}$.

The difiracted contribution of the total field measured at the observation point is aisu a function of the polarization matrix $S$ of the obstacle. The polarization matrix $s$ of an arbitrarv obstacle may be expressed as a $2 \times 2$ matrix provided the following two assumptions are valid:

1. The distances between source, obstacle and observation point are large compared to the wavelength and to the dimensions of the building, and
2. The material of the obstacle and intervening medium are such that there are line ar iclationships between field quantities at every point, whatever the incident field.

Furthermore, a great simplification obtains when the obstacle presents a horizontal plane of symmetry; the polarization matrix is then diagonalized. Thus, for the rectangular buildings considered in this report, we may write
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where $u_{d}$ is the sum of fields diffracted by scattering centers (edges) on the building. It is evident in Equation 3 that $u_{\alpha_{N}}$ is the complex diffraction contribution to the total field when source and receiving antennas are linearly polarized with horizontal orientation (i.e., $\gamma_{t}=\gamma_{r}=0 ; \delta_{t}=\delta_{r}=0$ ). Similarly, $u_{d v}$ is the corresponding quantity for the vertical polarization case. It is common practice to reier to $u_{d_{H}}$ and $u_{d_{V}}$ as the principal polarization diffracted fields.

In the diñraction analyses in this report we work with principal polarization diffracted fields. Total fields for arbitrary combination of source- and receiving-antenna polarizations may be determined from the relative orientation of the building and the relation

$$
\begin{equation*}
u_{\text {total }}=u_{G .0} \cdot \hat{p} \cdot \hat{q}+\hat{p} S \hat{q} \tag{4}
\end{equation*}
$$

In the following sections we shall see how $u_{G .0}$ and $S$ are calculated.

### 2.2 DIFFRACTION BY AN INFINITELY LONG EDGE

### 2.2.1 Geometrical Diffraction Theory

Consider a plane electromagnetic wave incident upon a perfectly conducting wedge of infinite extent. Figure lillustrates the coordinate convention employed in describing the diffraction phenomenon. An $X-Y-Z$ coordinate system has been chosen such that the $Z$-axis is coincident with the edge of a two-dimensional wedge having interior angle $2 \alpha_{k}$. The Y -axis is the bisector of the interior wedge angle, and the $\mathrm{X}-\mathrm{Y}$ plane is normal to the edge at the point of diffraction $p$.
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The vector $\mu_{i n c}$ represents the sense and arbitrary direction on an incident ray. The angle between the incident ray and the positive tangent to the edge (negative $Z$-axis) is denoted by $\beta_{k}$. The angle between the projection of the direction of incidence in the plane normal to the edge at the point of diffraction ( $\mathrm{X}-\mathrm{Y}$ or normal plane) and the bisector of the interior wedge angle ( $Y$-axis) is denoted by $\theta_{i n c}$. According to the law of edge diffraction, the family of rays diffracted at the edge point $p$ lie on the surface of a cone with apex coincident with the point of diffraction, and with half-cone angle $\beta_{k}$. One member of this family of diffracted rays is illustrated by the vector $\hat{u}_{\text {diff }}$. Here the projection of $\hat{u}_{\text {diff }}$ in the normal plane makes an angle $\theta_{\text {diff }}$ with the $Y$-axis.

A comprehensive discussion of geometrical diffraction theory (GDT) is given in Reference 3. Briefly, GDT assumes that the diffracted field $u_{\text {diff }}$ arising at point $p$ on an edge is proportional to the incident field $u_{i n c}(p)$ evaluated at that point. Two factors of proportionality calied the divergence factor and the diffraction coefficient must be evaluated. For plane wave incidence on a two-dimensional wedge, the divergence factor is (spo $)^{-\frac{1}{2}}$ where $5_{p} 0$ is the separation between point $f$ on the edge and the observation point 0. Similarly, the diffraction coefficient is obteined from the first term in the asymptotic expansion of the corresponding boundary value solution for the wedge. The resultant expression for the edge diffracted field at the observation point is

$$
\begin{align*}
& u_{\alpha i f f}=u_{i n c_{p}}(p) \frac{e^{-i k s_{p o}-i \frac{\pi}{4}}}{\sqrt{2 \pi k s_{p o}}} \frac{\sin \frac{\pi}{n}}{n \sin \beta_{k}}\left[\left\{\cos \frac{\pi}{n}-\cos \frac{\theta_{d i f f}-o_{i n c}}{n}\right\}^{-1}\right. \\
& \left.\mp\left\{\cos \frac{\pi}{n}+\cos \frac{2 \pi-\theta_{\text {diff }}-\theta_{i n c}}{n}\right\}^{-1}\right]  \tag{5}\\
& \text { when } \\
& \alpha_{k} \leq \theta_{\text {aiff }}, \theta_{i n c} \leq 2 \pi-\alpha_{k} \\
& \left\{\begin{array}{l}
\theta_{\text {Lnc }}, \theta_{\text {diff }} \leq \alpha_{k} \\
\theta_{\text {inc }}, \theta_{\text {diff }} \geq 2 \pi-\alpha_{k}
\end{array}\right.
\end{align*}
$$

where

| $u_{i \sim c_{p}}(p)$ | is the incident plane wave $e^{i k r \cos \left(\theta_{\text {diff }}-\theta_{i n c}\right)}$ calculated at the edge $p$ |
| :---: | :---: |
| spo | is the separation between edge and observation point |
| $\theta_{\text {inc }}$ | is tise angle of incidence |
| $\theta_{\text {diff }}$ | is the angle of difiraction |
| $n$ | $=\frac{2 \pi-2 \alpha_{k}}{\pi}\left(2 \alpha_{k}\right.$ being the interior wedge angle $)$ |
| $\beta_{k}$ | 15 the angle between the incidence ray and the positive tangent to the edge |

and
$k$ is the wave number $(k=2 \pi / \lambda, \lambda$ the wavelength $)$.
A rectangular cylinder is modeled by right-angle wedges ( $2 \alpha_{k}=\pi / 2$ ), so tinat $n$ equals 3/2. The choice of signs in Equation 5 relates to the polarization convention: use the upper sign for vertical polarization (E-vectors parallel to the edge of the wedge) and use the lower sign for horizontal polarization ( $\mathbf{E}$--vectors perpendicular to the edge). Finally, the angular restrictions on Equation 5 exclude contribations from rays which pass through the interior of the obstacle.

The diffracted field has the form of a cylindrical wave emanating from the edge. Due to its asymptotic relation to exact theo $y, u_{d i f f}$ is accurate provided $k s_{m_{0}} \sin \frac{\delta}{2}$ is large. Here $\delta$ is an angie which becomes zero on the reflection ( $\theta_{\text {diff }}=\pi+2 \alpha-\theta_{\text {inc }}$ ) and forward scattering ( $\theta_{\text {diff }}=\pi+\theta_{i n c}$ ) shadow boundaries (see Figure 2). This failing of UDT is apparent in Equation 5, where udiff is singular along the forward scattering 1 direction due to the polarizatiou independent term.

Accurate estimates of wedgediffraction in the forward scattering segion are crucial in the present investigation of obstacle shadowing effects. In the next subsection, we introduce an alternate formulation which is valid in this limited aspect regior,
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### 2.2.2 Sommerfeld's Half-Plant Result

At and near the forward scattering direction, estimates of the total field around a right-angle wedge could be based upon a relatively complicated summation of hypergeometric functions. However, the diffraction process is known to be insensitive to wedge angle in this region. When the wedge is collapsed to a half-plane, the cosresponding result for the diffracted field (Sommerfeld's solution) is a simple combination of Fresnel integrals.

A half-plane is depicted in Figure 3 in terms of the circular cylindrical coordirates ( $r, \theta, z$ ) by $\theta=0$ (upper surface) and $\theta=2 \pi$ (lower surface). The primary source is a plane wave propagating in the plane perpendicular to the z-axis at an angle $\theta_{\text {inc }}$ where $\theta \leq \theta_{\text {inc }} \leq \pi$ is assumed without loss of generality. We are interested in principal polarization values of the total field $u_{\text {total }}$ for small values of $\delta=\pi-\left(\theta_{\text {diff }}-\theta_{\text {inc }}\right)$. Sommerfeld's famous result ${ }^{*}$ is

$$
\begin{array}{r}
u_{\text {total }}=u_{\text {inc }}(0)\left\{\left[\frac{1}{2}+\frac{1+i}{2}\left\{c\left(\frac{\pi}{2} \rho_{a}^{2}\right)-i s\left(\frac{\pi}{2} \rho_{d}^{2}\right)\right\} \operatorname{sgn}\left(\rho_{d}\right)\right]\right. \\
 \tag{6}\\
\left.\mp\left[\frac{1}{2}+\frac{1+i}{2}\left\{c\left(\frac{\pi}{2} \rho_{s}^{2}\right)-i s\left(\frac{\pi}{2} \rho_{s}^{2}\right)\right\} \operatorname{sgn}\left(\rho_{s}\right)\right]\right\}
\end{array}
$$

where

$$
\begin{aligned}
& u_{c n c} c_{p}(0) \quad \text { is the incident plane wave } e^{i k s_{p o} \cos \left(\theta_{d i f f}-\theta_{i n c}\right)} \\
& \text { evaluated at the observation point }
\end{aligned}
$$

$$
\begin{aligned}
\rho_{s} & =2 \sqrt{\frac{k s_{p o}}{\pi}} \sin \left(\theta_{i n c}-\frac{\delta}{2}\right) \\
\rho_{d} & =2 \sqrt{\frac{k s p 0}{\pi}} \sin \frac{\delta}{2} \\
s_{p o} & \text { is the separation between the edge and the observation } \\
& \text { point }
\end{aligned}
$$

and $\quad C(x), S(x)$ are the real, imaginazy parts oi the Fresnel integral.
As we approach the forward scattering direction ( $\delta=0$; from either the illuminated or shadow side, $\mu_{\text {fotal }} \rightarrow \frac{1}{2} u_{\text {inc }}(0)$ which is a well known characteristic of the half-plane solution.
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### 2.2.3 Combined Formulation

Away from the forward scattering direction, geometric optirs plus geometric diffraction theory is a valid representation of the total field

$$
\begin{equation*}
u_{\text {total }}=u_{6.0}+u_{\text {diff }} \tag{7}
\end{equation*}
$$

For plane wave incidence on an infinitely long right-angle wedge, u'diff is given by Equation 5 with $n=3 / 2$. Similarly, $u_{G .0}$. is the incident field evaluated at the observation point 0 .

$$
\begin{equation*}
u_{G .0}=c_{1} e^{i k s_{p o} \cos \left(\theta_{d i f f}-\theta_{i n c}\right)} \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
c_{2} & =1 ; \theta_{\text {diff }} \leqslant \pi+\theta_{i n c} \\
& =0 ; \theta_{\text {diff }}>\pi+\theta_{i n c}
\end{aligned}
$$

The factor $C_{i} i n$ Equation 8 is an explicit reminder of shadowing effects in any geometric optics description.

Sommerfeld's result (Equation 6) gives the trtal field due to plane wave incidence on an infinite half-plane. It also approximates the total field around a right-angle wedge provided observation is close to the forward scattering direction.

Here we evaluate the utility of a combined formulation for the total field about a right-angle wedge. Specifically, we seek a suitable range/ observation angle parameter at which the switch between the two analytical descriptions preserves continuity in predicted fields. Figures 4 and 5 show principal polarization calculations for normal incidence ( $\left.\beta_{k}=\pi / 2\right)$ with $\theta_{i n c}=\pi / 2$ and $k s_{p o}=1000$. The dashed curves exhibit the failure of GDT predictions near the forwardscattering direction ( $\delta=0$ ) die to the singularity contained in the diffraction term $\mu d i f f$. The solid curves show that Sommerfeld's half-plane result is well-behaved in the forward-scattering region, and that it is in essential agreement with asymptotic theory for $|\delta| \geqslant 4$ degrees. The switch-over point corresponds to $\left|\rho_{d}\right|=1.25$, where $\rho_{\alpha}$ is given in Equation 6: Therefore, for $\left|\rho_{\alpha}\right| \geq 1.25$, use the asymptotic representation given by Equation 5; for $\left|\rho_{d}\right|<1.25$, use the half-plane result (Equation 6).



### 2.3 DIFFRACTION BY A FINITE LENGTH EDGE

### 2.3.1 Introduction

A problem in the development of suitable expressions for the present diffraction program arose from the fact that the building producing the diffracted fields of interest is modeled by edges of finite length which may he illuminated at angles other than normal and may, in addition, be illuminated and observed from distances small enough to invalidate the usual planewave (flat-phase-front) approximation.

When the edge has finite length, diffraction occurs in many directions in addition to those satisfied by the law of edge diffraction. Thus, although maximum diffraction can be expected along the cone of diffracted rays in Figure 1, an edge of finite length will produce nonzero fields propagating in other directions,

In the present application, we are interested in nonnormal incidence by waves that may have curved phase fronts because of the relatively long diffracting edges of buildings that may not be extremely great distances from the source of illumination or the point of observation.

It is therefore desirable to establish a simple formalism that can be used to approximate diffracted fields in practical situations. To apply Equation 5 directly to an edge of finite length would be extremely timeconsuming: the field diffracted by an edge, $u_{\text {edge }}$, would be the integral of $u_{\text {diff }}$ at a point on the edge, evaluated over the length of the edge. In the usual situation, the separations between source-obstacle and obstacleobservation point will be many hundreds of wavelengths. Then certain aspects of edge diffraction are well approximated by the behavior at the mid-point of the edge. Specifically, angles and ranges can be assigned those values corresponding to the mid-point, but phase variation along the edge must be retained. On this basis, a simple relation can be derived which transforms the two-dimensional analysis of Section 2.2 to the three-dimensional case of interest.

### 2.3.2 Analysis

Here we consider the relationship between two-dimensional and three-dimensional fields, i.e., between diffraction from an infinitely long and from a finite edge. First we treat the normal plane case, and then expand this result for nonnormal incidence.
i) Normal Plane Case

The procedure and notation to be used for the simple normal plane case is largely that used by van de Hulst (Reference 1). For the infinitely long cylinder, he gives (Reference 1 , page 302) the two-dimensional diffracted field, $u_{2}$, as

$$
\begin{equation*}
u_{2}=\sqrt{\frac{2}{\pi k R}} T(\theta) e^{-i \frac{3 \pi}{4}-i k R} \tag{9}
\end{equation*}
$$

where

$$
\begin{aligned}
k & =\text { wave number } \\
T(\theta) & =\text { angular sca:tering pattern. }
\end{aligned}
$$

It is assumed here that illumination is by a plane wave traveling normal to the axis of the cylinder. Van de Hulst uses a straightforward but relatively complicated way to obtain the diffracted field when a section of length $\ell$ of the cylinder becomes the scatterer (Reference 1, page 305). The field of the resulting three-dimensional wave is.

$$
\begin{equation*}
u_{3}=\frac{l}{i \pi R} T(\theta) e^{-i k R} \tag{10}
\end{equation*}
$$

By taking the ratio of $\mu_{3}$ and $\mu_{2}$, we can establish the relationship between two-dimensional and three-dimensional fields, i.e., between the diffraction from an infinitely long and from a finite cylinder. We get

$$
\begin{equation*}
u_{3}=u_{2}\left[\frac{e^{+i \frac{\pi}{4}}}{\sqrt{R \lambda}}\right] \ell \tag{11}
\end{equation*}
$$

Equation 11 also relates two- and three-dimensional results for diffraction by an edge. In this case the azimuthal angular scattering pattern is determined k ; comparing Equations 5 and 9. We find that

$$
\begin{align*}
& T(\theta)=\frac{e^{i \frac{\pi}{2}}}{2} \frac{\operatorname{sen} \frac{\pi}{n}}{n}\left[\left\{\cos \frac{\pi}{n}-\cos \frac{\theta_{\text {diff }}-\theta_{L n c}}{n}\right\}^{-1}\right.  \tag{12}\\
&\left.+\left\{\cos \frac{\pi}{n}+\cos \frac{2 \pi-\theta_{d i f f}-\theta_{i n c}}{n}\right\}^{-1}\right]
\end{align*}
$$

with all parameters in Equation 12 defined with Equation 5.
In the following development we treat nonnormal incidence of spherical waves on an edge.
ii) Nonnormal Case

The method used by Van ds Hulst to get Equation 10 above becomes quite cumbersome when more complicated scattering geometries are to be treated. In particular, we are interested in nonnormal incidence by spherical waves that may have curved phase fronts because of the relatively long diffracting edges of buildings that may not be extremely great distances írom the source of illumination or the point of observation. It is therefore desirable to establish a simpler formalism that can be used to approximate the diffracted field.

It is very reasonable to assume that the current flowing along the diffracting edge is determined to a large extent by the local incident field, provided the edge is much longer than a wavelength so that resonance effects are unimportant. It is also reasonable to assume that the field observed at a point distant from the edge is determined by radiation from the current elements along the edge. Under these assumptions we can write the field at the observation point as

$$
\begin{equation*}
u_{e d g e}=\rho v \int_{-/ / 2}^{\ell / 2} u_{i n c}(z) e^{-i k\left(r_{5 z}+s_{p o}\right)} d z \tag{13}
\end{equation*}
$$

where $\quad u_{\text {edge }}=$ field diffracted from a finite length edge, $u_{\text {inc }}(z)=$ incident field at a point $z$ on edge,
$r_{s z}=$ distance from source points to a point $\xi$ on edge,
$s_{z O}=$ distance to observation point 0 from a point $z$ on edge,
$\ell \quad=$ length of edge
$V=\sin \beta_{k} \sin \beta_{s}$ where $\beta_{k}\left(\beta_{s}\right)$ is the angle between the incident (observed) ray and the edge
and $P=$ constant, to be determined.
The unknown constant $P$ must take into account the azimuthal scattering pattern of the edge and the divergence of the spherical wave from the edge.

We can most easily obtain this constant by assuming plane-wave incidence normal to the edge. Next we compare this form of Equation 13 with the more rigorous result of Van de Hulst (Equation 10) to obtain

$$
\begin{equation*}
P=\frac{T(\theta)}{i \pi S_{p o}} \tag{14}
\end{equation*}
$$

where $T(\theta)$ is the azimuthal scattering pattern associated $w$ ith the normalincidence, two-dimensional edge diffraction solution.

It remains to interpret Equation 13 when $u_{\text {inc }}$ is a spherical wave emanating from a point source,

$$
\begin{equation*}
u_{i n c_{s}}(z)=\frac{e^{-i k r_{s y}}}{\sqrt{4 \pi} r_{s z}} \tag{15}
\end{equation*}
$$

where $r_{y}$ is the distance from the source to a point $z$ on the finite edge. Substituting Equations 14 and 15 into Equation 13; the result is

$$
\begin{equation*}
u_{e d g e}=\left[\frac{T(\theta)}{i \pi s_{z 0}}\right]\left[\frac{1}{\sqrt{4 \pi} r_{s z}}\right] v \int_{-\frac{1}{2}}^{\frac{1}{z}} e^{-i k\left(r_{0 y}+s_{z 0}\right)} d z \tag{16}
\end{equation*}
$$

In summary, knowledge of the two-dimensional solution of diffraction by an infinite edge (which provides $T(\theta)$ ) followed by application of Equation 16 provides our estimate of three-dimensional diffraction due to spherical wave illumination of a finite edge.

We now introduce the midpoint simplification discussed in subsection 2.3.1. Equation 16 applies for the point source and edge (having finite length $\ell$ ) depicted in Figure 6. It is convenient to consider the edge coincident with the $Z$-axis with raid-point $p$ located at $z=0$. First we make the usual assumption that ranges in the amplitude factors $\subset$ Equation 16 (ice., $r_{5 \xi}, s_{30}$ ) can be replaced by the mid-point values (iv., $r_{s p}, s_{p o}$ ). Second, we retain phase-curvature effects by expanding the z-dependent ranges about the mid-point range

$$
\begin{align*}
r_{s j} & \sim r_{s p}
\end{align*}+z \cos \beta_{k}+\frac{1}{2}\left(\frac{3^{2}}{r_{s p}}\right) \sin ^{2} \beta_{k}-\frac{1}{2}\left(\frac{z^{3}}{r_{s p}^{2}}\right) \cos \beta_{k} \sin ^{2} \beta_{k} .
$$

Equation 17 above is substituted when range appears in a phase term of Equation 16 , since any such range tern which changes by a significant fraction of a wavelength will have an effect on the integration necessary to determine the diffracted field $\mu_{e d g}$. Reflecting the above considerations into our previous result we obtain

$$
\begin{equation*}
u_{e d g e}=\left[\frac{T(\theta)}{i \pi S_{p o}}\right]\left[\frac{1}{\sqrt{4 \pi} r_{s p}}\right] e^{-i k\left(r_{s p}+s_{p o}\right)} \alpha \tag{18}
\end{equation*}
$$
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where

$$
\begin{equation*}
Q=v \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{-i k[(r(z)+s(z)]} d z \tag{19}
\end{equation*}
$$

Efforts to evaluate the integral $Q$ of Equation 19 suggest that a direct integration for phase functions involving powers of $z$ greater than the second is impractical. It appears that the best way to handle excessively large amounts of phase curvature is to break up the edge into shorter sections, each of them short enough so that phase terms through only second order need be incorporated. Then we can evaluate $Q$ as a sum of integrals, each of which permits expression in terms of Fresnel integrals. The details of the evaluation of $Q$ in this manner are presented in Appendix I.

### 2.3.3 Combined Formulation

Collecting results presented in subsections 2.2 and 2.3, we can now present our formulas for estimat:-q diffraction by finite-length edge illuminated by a spherical wave at nonnormal incidence.

In the aspect region away from the forward scatiering direction, simple GDT formulas provide an accurate estimate of edge diffracted fields. From Equations 13 and 18 we have

$$
\begin{equation*}
\left(u_{G 0}\right)_{c d y e}=\left[\frac{e^{-i k r_{s p}}}{\sqrt{4 \pi} r_{s p}}\right]\left[\frac{e^{-i k s_{p o}}}{i \pi s_{p o}}\right] T(\theta) Q \tag{20}
\end{equation*}
$$

The first bracketed term in Equation 20 represents the incident spherical wave evaluated at the edge. The second bracketed term accounts for spherical wave diffraction from the efge. $T(\theta)$ is the azimuthal argular scattering pattern given by Equation 12. Finally, $Q$ is the integral given by Equation 19 which incorporates phase curvature effects across a finite edge.

In the aspect region near and at the iorward scattering direction, Sommerfeld's half-plane soiution is substituted for G. 2 T to avoid the singular behavior of the latter formulation. in this limited region, the two-dimensional total field $\left(u_{s}\right)_{\text {total }}$ is given by Equation 6. To construct the equivalent
diffracted field $\left(u_{g}\right)_{\text {diff }}$ we subtract the incident plane wave. The twodimensional result is

$$
\begin{equation*}
\left(u_{s}\right)_{\alpha_{i} f_{2 \cdot 0}}=u_{i n c_{p}}(0)\left[\left(u_{s}\right)_{t o t a l}-c_{1}\right] \tag{21}
\end{equation*}
$$

Finally, Equation 21 is macdified according to Equation 11 for our application

$$
\begin{equation*}
\left(u_{s}\right)_{d i f f}=\left[\frac{e^{-i k r_{s p}}}{\sqrt{4 \pi} r_{s p}}\right] e^{i \frac{\pi}{4}} \sqrt{\frac{k}{i \pi s_{p o}}}\left[\left(u_{s}\right)_{d i f f}{ }_{2-D}\right] \tag{22}
\end{equation*}
$$

Equation 22 applies for $\left|\rho_{d}\right| \leq 1.25$ ar, stated in subsection 2.2.3.

### 2.3.4 Preliminary Calculation of the Total Field Around a Finite-Length Right-Angle Edge

Figure 7 depicts the source, edge and observation plane in a typicai case. The spherical source is located at a height $z_{s}$ above a flat earth ( $x$-y plane) at a distance $D_{2}$ from the center of the obstacle. A vertical edge extends a finite length $\ell$ above the earth with mid-point elevation denoted by 3 mp . Observation points $O\left(x_{0}, y_{0}, z_{0}\right)$ are constrained to lie on a vertical observation plane which is oriented perpendicular to the line through the source and center of the obstacle. We wish to calculate the total field at the observation plane at a height $z_{0}=z_{s}$.

The total field $u_{\text {sotal }}$ is expressed as

$$
u_{\text {totel }}=u_{G .0 .}+u_{d_{i j f}}
$$

where $u_{6.0}$. is the geometric optics field (equal to $u_{i n e}$ in the illuminated region and zero in the shadow region) and $u_{d_{i f f}}$ for spherical wave incidence on a finite edge is given by Equationa 20 or 22 . In order to spotlight a remaining difficulty in theanalysis, we purposely choose the following combination of parameters: low frequency $\left(\lambda=1.09\right.$ feet), short separations ( $D_{1}=D_{2}=$ 1000 feet). long edge ( $\ell=100$ feet). Eor simplicity, we choose $z_{s}=z_{0}=z_{\text {m. }}=$ 50 feet, so that calculations are made in a plane as a function of distance along the $Y$-axis.
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Figurs 8 is a plot of the square of the absolute value of the normalized total field (vertical poiarization) evaluated along the $Y$-axis at the observation plane. At the point farthest into the shadow region ( $Y=0$ ), calculations are based upon GDT. The shadow field is continuous at $Y=18$ meters, where the switek is made to half-plane formulas. The forward scattering direction corresponds to $\gamma=72$ meters, where a sharp discontinuity is observed. Half-plane formulas are used out to $Y=100$ meters, where the GDT approximation enters, and the latter formulation is employed for all larger values of $Y$.

Based upon previous experience, we can state that predictions based upon GDT are accurate. Similarly, half-plane estimates in the shadow region are well founded. Therefore, the half-plane estimates in the illuminated region shown in Figure 8 must be in error. The proper behavior of the fields under question should provide contiruity with adjacent fields. In the next subsection we identify the cause of error and introduce a compensating modification which improves upon present field estimates based upon the half-plane solution in the illuminated region.

### 2.3.5 Modification to Half-Plane Formulas in the Illuminated Region

The fictitious discortinuity occurring at the forward scattering direction in Figure 8 can be traced to the equivalent diffracted field defined according to Equation 17. There the half-plane diffracted field has a discontinuity which is exactly cancelled by the discontinuity in the geometric optics field (in the half-plane solution, the geometric optics field is the incident plane wave in the illuminated region). The resultant threedimensional diffracted field given by Equation 21 cannot be continuous at the shadow boundary since now a spherical wave is added to obtain the total field.

Mcre real istic estimates of the total field in the illuminated region based upon the half-plane formulas must provide continuity at the forward scattering boundary. This can be achieved by reducing the role of the geomstrics optics fields near the shadow boundary. Towards this end, we have introduced the following modifications.


Recall that the field predictions in the illuminated region switch from the half-plane solution to GDT for $\rho_{d}=1.25$. Denoting this transition value as $\rho_{\alpha_{T}}$, we employ Equation 6 to determine the transition angle $\delta_{T}$ measured from the shadow boundary

$$
\begin{equation*}
\delta_{T} \sim \frac{\rho_{d r}}{\sqrt{\frac{k 5 p_{0}}{\pi}}} \tag{23}
\end{equation*}
$$

Next we form the ratio $\delta / \delta_{T}$, which is zero on the shadow boundary and unity at the transition direction.

First we apply the factor $\delta / \delta_{r}$ to Equation 21 to obtain total field estimates near the shadow line in a two-dimensional analysis

$$
\begin{equation*}
\left(u_{s}\right)_{d_{i f f_{2-D}}}=u_{i n c_{p}}(0)\left[\left(u_{s}\right)_{t o t a l}-c_{1} \frac{\delta}{\delta_{T}}\right] \tag{24}
\end{equation*}
$$

Next we reduce the role of the geometric optics term (spherical wave) at the shadow boundary by assuming

$$
\begin{equation*}
u_{\text {total }}=u_{G .0} \frac{\delta}{\delta_{T}}+u_{d_{i f f}} \tag{25}
\end{equation*}
$$

Comparison of results shown in Figures 8 and 9 show $s$ the effect of incorporating the modified formulas (Equations 24 and 25). Notice the field predictions are essentially continuous through the forward scattering directions. Near the transition point ( $y=100$ ), our formulation underestimates the expected behavior, which is indicated by the dashed curve. However, the suspect predictions are confined to a region less than 10 meters in extent on the observation plane and the error is less than 0.5 dB . Thus, the modified formulation in its present form was employed. It is noted that additional analysis could be fruitful in applications which require more precise estimates.


### 2.4 DIFFRACTION BY A RECTANGULAR BUILDING

### 2.4.1 Geometrical Considerations

This section contains the derivation of geometrical parameters required in applying diffraction formu as to the edges of the finite cylinder. These parameters include specification of source, edge and observation locations, incidence and observation angles, and polarization. The midpoint simplification introduced in subsection 2.3.2 is employed at each edge.

Figure 10 illustrates the source, $s$, rectangular building and observation point, $O$. An arbitrary numbering scheme for corners is shown. The hidden node labelled 8 is flagged in the computer so that edges involving this corner are automatically screened from further consideration. In addition, horizontal edges joining nodes at the ground will be excluded. To illustrate the computation procedure, the geometric parameters associated with edge are derived below.

First calculate the length of edge $E_{15}$

$$
\begin{equation*}
\ell_{95}=\sqrt{\left(x_{1}-x_{5}\right)^{2}+\left(y_{1}-y_{5}\right)^{2}+\left(z_{1}-z_{2}\right)^{2}} \tag{26}
\end{equation*}
$$

and the coordinates of the mid-point on the edge

$$
\begin{equation*}
p_{15}=\left(\frac{x_{1}+x_{5}}{2}, \frac{y_{1}+y_{5}}{2}, \frac{z_{1}+z_{5}}{2}\right)=\left(x_{p_{15}}, y_{p_{15}}, z_{p_{15}}\right) \tag{27}
\end{equation*}
$$

Taking the source coordinates as $s\left(0,0, \xi_{s}\right)$ and observation coordinates as $O\left(x_{\rho}, \xi_{0}, z_{0}\right)$, compute the mid-point ranges

$$
\begin{equation*}
r_{5 p}=\sqrt{\left(x_{p_{15}}\right)^{2}+\left(y_{p_{15}}\right)^{2}+\left(z_{p_{15}}\right)^{2}} \tag{28}
\end{equation*}
$$

$$
\begin{equation*}
s_{p 0}=\sqrt{\left(x_{p, 5}-x_{0}\right)^{2}+\left(y_{p 15}-y_{0}\right)^{2}+\left(z_{p_{15}}-z_{0}\right)^{2}} \tag{29}
\end{equation*}
$$



Figure 10 RECTANGULAR BUILDING: NODE NUMBERING SCHEME

To calculate the angles $\beta_{k}, \beta_{s}, \theta_{i n c}$ and $\theta_{\text {diff }}$ for edge $E_{15}$ using the mid-point simplification, consider the properties of incident, observation and edge vectors. According to the convention depicted in Figure 10, the incidence vector $\bar{I}_{15}$ joins $p_{15}$ to $S$ and the observation vector $\bar{O}_{15}$ joins $p_{15}$ to 0 . The edge vector $\vec{E}_{15}$ originates at the mid-point $p_{15}$ with sense determined by node ranges $r_{1}$ and $r_{5}$. Assume $r_{s} ₹ r_{1}$. Then points in the direction of node 5. Working with the direction cosines ( $l, m, k$ ) of these vectors we have

$$
\begin{aligned}
\frac{\overline{I_{15}}}{\left|I_{15}\right|} & =\frac{\left(-x_{p_{15}}\right) \hat{i}_{x}+\left(-y_{p_{15}}\right) \hat{i}_{y}+\left(3_{5}-z_{p 15}\right) \hat{i}_{z}}{r_{s p}} \\
& \equiv\left(\ell_{I_{15}}, m_{I_{15}}, n_{I_{15}}\right)
\end{aligned}
$$

$$
\frac{\overline{0_{15}}}{\left|0_{15}\right|}=\frac{\left(x_{0}-x_{p, 5}\right) \hat{i}_{x}+\left(y_{0}-y_{p 15}\right) \hat{i}_{y}+\left(z_{0}-z_{p 15}\right) \hat{i}_{z}}{s_{p 0}}
$$

$$
\begin{equation*}
\equiv\left(b_{0,5}, m_{0,5}, n_{0,5}\right) \tag{31}
\end{equation*}
$$

$$
\begin{align*}
\frac{\overline{E_{15}}}{\left|E_{15}\right|} & =\frac{\left(x_{5}-x_{p_{15}}\right) \hat{i}_{x}+\left(y_{5}-y_{p_{15}}\right) \hat{i}_{y}+\left(z_{5}-z_{p_{15}}\right) \hat{i}_{z}}{\ell_{15} / 2} \\
& \equiv\left(\ell_{E_{15}}, m_{E_{15}}, n_{E_{15}}\right) \tag{32}
\end{align*}
$$

The dot product of incidence and edge vectors defines the angle $\boldsymbol{\beta}_{\boldsymbol{k}}$

$$
\begin{gather*}
\beta_{k, g}=\cos ^{-1}\left(\ell_{I_{15}} b_{E / 5}+m_{I_{15}} m_{E, 5}+n_{r_{1 g}} n_{E, S}\right) \\
0 \leq \tilde{\rho}_{k / 5} \leq \pi / 2 . \tag{33}
\end{gather*}
$$

Similarly, the dot product of observation and edge vectors gives the angle $\mathcal{F}_{\mathrm{s}}$

$$
\begin{equation*}
\beta_{S_{15}}=\cos ^{-1}\left(\ell_{0,5} \ell_{E_{15}}+m_{0,5} m_{E_{19}}+n_{0,5} n_{E_{15}}\right) \tag{34}
\end{equation*}
$$

where $\pi / 2 \leq \beta_{s_{15}} \leq \pi$ in the forward-scattering hemispinere.
To obtain $\theta_{i n c}$ and $\theta_{\text {ditf }}$, first construct the direction cosines of the interior bisector of the wedge passing through $\rho_{15}$. Calculating the coordinates of points $\rho_{+6}$ and $\rho_{L 8}$ in the manner of Equation 27, the bisector is ${ }^{*}$

$$
\begin{align*}
\frac{\overline{B_{15}}}{\left|B_{15}\right|} & =\frac{\left(\frac{x_{p_{46}}+x_{p_{28}}}{2}\right) \hat{i}_{x}+\left(\frac{y_{p_{46}}+y_{p_{28}}}{2}\right) \hat{i}_{y}+\left(\frac{z_{p_{46}}+z_{p_{28}}}{2}-z_{p_{15}}\right) \hat{i}_{z}}{\sqrt{\left(\frac{x_{p_{46}}+x_{p_{58}}}{2}\right)^{2}+\left(\frac{y_{p_{46}}+y_{p_{28}}}{2}\right)^{2}+\left(\frac{z_{p_{46}}+z_{p_{28}}}{2}-z_{p_{15}}\right)^{2}}}  \tag{35}\\
& \equiv\left(e_{B_{15}}, n_{B_{15}}, n_{B_{15}}\right)
\end{align*}
$$

The vector $\overline{\sigma_{15}}$ is depicted in Figure 11 along with an intermediate incidence angle $\theta_{i n c_{15}}^{\prime}$ and the desired incidence angle $\theta_{i n C_{15}}$. Take the dot product of $\overline{I_{15}}$ and $\overline{\delta_{15}}$ to obtain

$$
\begin{gather*}
\theta_{i n c_{15}}^{\prime}=\cos ^{-1}\left(\ell_{1,5} \ell_{d_{1,5}}+m_{I_{15}} m_{0,5}+n_{[15} n_{0,5}\right) \\
0 \leq \theta_{i n c_{1, ~}^{\prime}}^{\prime} \leq \pi \tag{36}
\end{gather*}
$$

Referring to the right-angle spherical triangle in Figure 11, the law of cosines gives

$$
\begin{gather*}
\theta_{i n c, 5}=\cos ^{-1}\left(\frac{\cos \theta_{i n c}^{\prime}}{\sin \beta_{k, 5}}\right)  \tag{37}\\
\theta \leq \theta_{\text {inc } 15} \leq \pi
\end{gather*}
$$
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Figure 11 SPHERICAL TRIANGLE FOR INCIDENCE ANGLE

Similar steps lead to the determination of $\theta_{\text {diff }}$. Referring to Fig:re 12, the intermediate observation angle $\theta_{d i f f_{15}}^{\prime}$ is constructed from the dot product of $\bar{O}_{15}$ and $\bar{B}_{15}$.

$$
\begin{gather*}
\theta_{d i f f_{15}}^{\prime}=\cos ^{-1}\left(\varepsilon_{0,5} l_{0,5}+m_{0,5} m_{B_{i 5}}+n_{0,5} n_{B_{15}}\right) \\
0 \leq \theta_{d i f f_{15}}^{\prime} \leq \pi \tag{38}
\end{gather*}
$$

From the right-angle spherical triangle in Figure 12

$$
\begin{gather*}
\theta_{\text {diff }_{15}}=2 \pi-\cos ^{-1}\left(\frac{\cos \theta_{d i f f, 5}^{\prime}}{\sin \beta_{5 / 5}}\right)  \tag{39}\\
\pi \leq \theta_{\text {diff }_{15}} \leq 2 \pi
\end{gather*}
$$

This completes the calculation of mid-point parame ters required in the evaluation of diffraction by the finite-length cylinder edge $E_{15}$. It remains to introduce the polarization convention relating antenna polarization and edge orientation.

In subsection 2.3, we derive expressions for the amplitude and phase of the principal-polarization fields diffracted by an edge on a finite rectangular cylinder. Because of the orthogonality of principal polarizations and the principle of superposition, the diffracted contribution can be calculated for any combination of source antenna polarization, edge orientation, and receiver antenna polarization. We will be concerned with six fixed combinations of source-receiver antenna polarization:"

1) V/V Transmit Vertical and Receive Vertical
2) H/H Transmit Horizontal and Receive Horizontal
3) V/LC Transmit Vertical and Receive Left Circular
4) H/LC Transmit Horizontal and Receive Left Circular
5) V/RC Transmit Vertical and Receive Right Circular
6) H/RC Transmit Horizontal and Receive Right Circular

The roles of "transmitter" and "receiver" may, of course, be interchanged in accordance with the reciprocity principle.


Figure 12 SPHERICAL TRIANGLE FOR OBSERVATION ANGLE

In the vertical polarization case, the E-vector associated with the linearly polarized antenna lies in the plane containing the direction of propagation and the Z -axis of the primasy reference system. The horizontal polarization case is orthogonal to the vertical polarization case. Left circular polarizatior is a counter $=l o c k w i s e$ wave receding or a clockwise wave approaching Right circular polarization is the opposite sense to left circular polarization.

Formulas which give the difiraction contribution from an edge for each polarization case are constructed using the polarization scattering matrix (see subsection 2.1.3). It is oniy necessary to interpret the antenna polarization parameter $\gamma$ defined in Equations 1 and 2 in terms of edge orientation. Let $\gamma_{f}^{\prime}\left(\gamma_{r}^{\prime}\right)$ be the angle between the $z$-axis and the normal to the plane containing the incident (observation) vector and the edge. The following relations follow from the polarization convention adopted in subsection 2.1.3.

1) $\mathrm{V} / \mathrm{V}$

$$
u_{e d g e}=u_{e \alpha g e_{H}} \cos \gamma_{t}^{\prime} \cos \gamma_{r}^{\prime}+u_{e d g e} e_{V} \sin \gamma_{t}^{\prime} \sin \gamma_{r}^{\prime}
$$

2) $\mathrm{H} / \mathrm{H}$

$$
u_{e d g e}=u_{e d g e_{H}} \sin \gamma_{t}^{\prime} \sin \gamma_{r}^{\prime}+u_{e d g e v} \cos \gamma_{t}^{\prime}=0 \operatorname{s} \gamma_{r}^{\prime}
$$

3) $\mathrm{V} / \mathrm{L} \mathrm{C}$

$$
u_{\text {edge }}=u_{\text {edge }}^{H} \left\lvert\, ~ \frac{\cos \gamma_{t}^{\prime}}{\sqrt{2}}+u_{\text {edge }} \frac{\sin \gamma_{t}^{\prime}}{\sqrt{2}} e^{j \frac{\pi}{2}}\right.
$$

4) H/LC

$$
u_{e d g e}=u_{e d g e}^{H} \frac{\operatorname{sen} \gamma_{t}^{\prime}}{\sqrt{2}}+u_{e d g e} \frac{\cos \gamma_{t}^{\prime}}{\sqrt{2}} e^{j \frac{\pi}{2}}
$$

5) $\mathrm{V} / \mathrm{RC}$

$$
u_{e d g e}=u_{e d g e} \frac{\cos \gamma_{\epsilon}^{\prime}}{\sqrt{2}}+u_{e d g e} \frac{\sin \gamma_{t}^{\prime}}{\sqrt{i}} e^{-j \frac{\pi}{2}}
$$

6) $H / R C$

$$
\begin{equation*}
u_{e d_{g}}=u_{e \alpha_{g} e_{N}} \frac{\sin \gamma_{t}^{\prime}}{\sqrt{2}}+u_{e \alpha_{g} e_{V}} \frac{\cos \gamma_{t}^{\prime}}{\sqrt{2}} e^{-j \frac{\pi}{2}} \tag{40}
\end{equation*}
$$

1a !equation 40, $u_{\text {edge }}$ is the horizontal-polarization component of the field solution (where the lower sign is used in Equations 5 or 6). Similarly, $u_{\text {edge }}$ is the vertical-polarization component of the field solution (where the upper sign is used in Equations 5 or 6). Treating each edge of the obstruction by Equation 40, and summing the contributions from all edges, we obsain the proper diffraction component $\hat{\rho} 5 \hat{q} \quad$ introduced in Equation 4. It remains to determine the polarization parameters $\gamma_{t}^{\prime}, \gamma_{r}^{\prime}$.

Figure 13 depicts the geometry for the incidence orientation angle $\beta_{k, 5}$. First construct the unit vector $\frac{\overline{N_{1}} I_{15}}{N_{I, g} \mid}$ which is normal to the plane containing the incidence vertor $\overline{\bar{F}}_{15}$ and the edge vector $\bar{E}_{15}$ :

$$
\begin{equation*}
\frac{\bar{N}_{15}}{\left|N_{I_{15}}\right|}=\frac{1}{\sin \beta_{k_{15}}} \frac{\overline{E_{15}}}{\left|\bar{E}_{15}\right|} \times \frac{\overline{I_{15}}}{\left|I_{15}\right|} \tag{4i}
\end{equation*}
$$

Next obtain the angle between the normal and the $z$-axis

$$
\begin{gather*}
\cos \gamma_{t}^{\prime}=\frac{\bar{N}_{I, 5}}{\left|N_{I, 5}\right|} \cdot \hat{\iota}_{z} \\
\gamma_{t}^{\prime}=\cos ^{-1}\left\{\frac{1}{\sin \beta_{k 15}}\left(\ell_{E_{15}} m_{I_{15}}-m_{E_{15}} \ell_{r_{15}}\right)\right\} \tag{42}
\end{gather*}
$$

Similarly, the observation orientation angle $\gamma_{r}^{\prime}$ involves the unit vector $\frac{N_{c_{i s}}}{N_{0, i}}$ which is normal to the plane containing the edge vector and the observation vector $\bar{O}_{15}$. Referring to Figure 14,

$$
\begin{equation*}
\frac{\bar{N}_{0,5}}{\left|N_{O_{i 5} \mid}\right|}=\frac{1}{\sin \beta_{5 ; 5}} \frac{\bar{E}_{15}}{\left|E_{15}\right|} \times \frac{\bar{D}_{15}}{\left|O_{15}\right|} \tag{43}
\end{equation*}
$$

with the angle hetweer the normal and the $z$-axis given by

$$
\cos \gamma_{r}^{\prime}=\frac{\bar{N}_{0,5}}{\left|N_{0,5}\right|} \cdot \hat{\imath}_{\}}
$$



Figure 13 INCIDENCE ORIENTATION ANGLE


Figure 14 OBSERVATION ORIENTATION ANGLE
so that

$$
\begin{equation*}
\gamma_{r}^{\prime}=\cos ^{-1}\left\{\frac{1}{\sin \beta_{5,5}}\left(\ell_{E_{15}} m_{0,5}-m_{E_{15}} \cdot \ell_{0,5}\right)\right\} \tag{44}
\end{equation*}
$$

### 2.4.2 Sample Calculations for Isolated Edges

In this section the final diffraction formulas of subsection 2.3 are combined with the geometrical considerations introduced in subsection 2.4.1. As a step in the checkout of the computer program, the present discussion is limited io the total field around isolated edges on the rectangular cylinder. Section 2.4.3 contains calculations of the total field around the rectangular cylinder, considering all contributing edges.

For simplicity, we choose a uniform square cylinder with sidelength 100 feet. (All distances in this section are giver in feet unless otherwise noted.) An omnidirectional radiator (source) is located at $\{0,0,50$ ) with wavelength $\lambda=1.09$ feet (near 1000 MHz ). Both vertical or horizontal polarization are considered. The distances separating the building centroid from the source or observation plane are equal $\left(D_{1}=D_{2}\right)$.

### 2.4.2.1 Vertical Edge

Consider the total field around a finite vertical edge (specifically the edge with nodes 1 and 5 shown in Figure 10 ) on a square building placed on a flat earth. Let the vertical edge be 100 in height. By choosing $z_{0}=50$ and $\mathcal{z}=50$, the source, observation elevation and mid-point of the edge lie in a horizontal plane.

Figure 15 is a top view of this horizontal plane when one face of the specified edge is normal to the line joining the source and the y-axis of the observation plane. The separation of both the source and observation plane from the building centroid is taken to be 1000 . The continuous curve in Figure 16 is a plot of the total field as a function of $y$ for vertical polarization. For $y \leq 50$, the observation points lie in the shadow of both geometric optics and the singly-diffracted field arising at edge $E_{15}$. As $y$ increases beyond 50 ieet, the diffraction contribution from the isolated vertical edge is


Figure 15 PLAN VIEW OF LAYOUT FOR RECTANGULAR BUILDING

seen. Notice the small discontinuity in field estimates occurring at $y=76$; at this point calculations switch from GDT to the half-plane formulation. For the assumed configuration, the forward scattering direction corresponds to $y \sim 105$. Half-plane formulas are employed out to $y=135$, where the di ccontinuity between these results and those based upon GDT is apparent. For $y>135$, GDT is used to obtain the familiar oscillation observed in the total field. Finally, the best estimate of fields near discontinuities in the predicted curve is shown as dashed lines. In this instance, errors in the calculations are less than the granularity of the final computer plot.

Figure 17 is a top view of the same horizontal plane where one face of the specified edge lies at 45 degrees with respect to the line joining the source and the $y$-origin of the observation plane. Figure 18 shows calculations of the total field in the region $0 \leq y \leq 200$ for horizontal polarization. Notice that singly-diffracted fields extend to $y=0$ for this orientation of the building. The major observation is that discontinuities in predictions are reduced for the nonnormal face case.

### 2.4.2.2 Horizontal Edge

Next we examine the totail field around the isolated horizontal edge $\boldsymbol{E}_{56}$ depicted in Figure 10. Figure 19 shows a side view of the square obstacle wher the specified edge lies perpendicular to the line joining the source and the z-axis of the vertical observation plane. Figure 20 is a plot of the magnitude of the total field calculated at observation points along the z-axis, for horizontal polarization. Both geometric optics and the singly diffracted field are completely shadowed by the top of the building for $j \leqslant 100$ feet. The transition from GDT to the half-plane formulation occurs at $z=125$ feet, and the switch back to GDT is made at $z=180$. For $z>180$, the calculated field exhibits the damped oscillation (with distance) characteristic of the illuminated region.


Figure 17 PLAN VIEW OF LAYEUT FOR RECTANGULAR BUILDING



Figure 19 - SIDE VIEW OF SQUARE OBSTACLE


### 2.4.2.3 Comments

The results shown in Figures 16,18 and 2.0 are representative of many such calculations for isolated edges which were made to facilitate compilation of the computer program for the rectangular building. These figur.s illustrate the dependence of edge scattering upon aspect angle, edge orientation and polarization. They also indicate the presence of discontinuities which are sufficiently small so that prediction capability for practical applications is not degraded.

### 2.4.3 Sample Calculation Considering All Contributing Edges

Examples of a full calculation area presented in Section 3.2 for the rectangular obstruction utilized in the flight test validation. Computergenerated plots are shown which provide $d B$ contours of the field strength relative to the field strength under free-space conditions. In addition, Figures 73,74 , and 75 show lateral plots similar to those presented in the previous section.

### 2.5 GEOMETRICAL-OPTIC SHADOWING

The computer program developed by Calspan provides the capability of plotting the genmetric shadow of spherical, cylindrical and polyhedral obstructions at arbitrary observation planes.

Geometric-optics, valid for vanishirg wavelength, predicts that the field within the geometric shadow of an obstruction is identically zero while the field outside the geometric shadow is unperturbed by the obstacle. Obviously, geometric-optics neglects the effects of diffraction.

Experimental field measurements for a helicopter flying within the shadow of a sphere and cylinder are presented in Sections 3.3 and 3.4. It is shown that predictions based upun geometric-optics are not accurate for the conditions of the cases considered.

### 3.1 GENERAL DISCUSSION

A flight test program was conducted to provide experimertal data which could be used to evaluate the accuracy of the predictions provided by the computer program. As noted earlier, the analytic model provides for the calculation of electromagnetic fields diffracted from a rectangular building (of perfect conductivity) with arbitrary dimensions (length, width, height) at an arbitrary orientation with respect to the radar facility. The relative signal level ${ }^{*}$ is calculated, for a given frequency, at arbitrarily chosen (position and number) vertical planes behind the building (perpendicular to a common line through the radar site and the center of the building). 'The calculation is made in each plane at points spaced closely enough to yield an accurate picture of the perturbed field.

Tests were conducted utilizing a reztangular obstruction. Comparisons between theoretical predictions and the experimental resulte were made for the rectangular obstruction; very good agreement has been obtained. Spherical and cylindrical obstructions were also investigated in the tests. For the latter two obstruction types, for which diffraction effects are not provided by the computer program, the experimental results are described and compared with simple geometric shadow calculations.

A helicopter was utilized to simultaneously transmit both S-band and VHF signals as it traversed selected flight paths behind the obstacle. Received signals were recorded using ground-based equipment. The aircraft traverses were flown at altitudes verying between 290 to 2200 feet and distances 2650 to 13, 000 feet behind the obstructions. The aircraft progress was filmed in the tests. A flashing light in the camerafield-of-view, synchronized with event markers on the receiver recorders, served tc correlate aircraft position with data records.
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### 3.1.1 Preliminary Considerations

At program initiation, an airborne survey in the Buffalo, New York area was undertaken to identify rectangular, cylindrical, and spherical obst-uctions which could be used for validation and testing purposes. Specific sites were chosen on the basis of accessibility, relative isolation of the structure, and surrounding topography.

Prior to conducting the actual flight tests, a study of each selected site was made. This included the determination of equipment placement and flight test planning to identify landmarks and other navigational aids which were used during the flight tests to establish the various flight profiles. For the rectangular building, the orientation of those buildings as shown on the maps later proved to be inaccurate and thus introduced obliqueness between the desired and actual flight paths (see Section 3.1.5).

Concurrent with the preliminary surveys and flight planning stages, all the equipment associated with the tests was collected, assembled and bench checked to ensure proper operation.

For the tests, a one-way transmission path was employed (i.e., transmission from helicopter to ground). Initially considered was a radar type of measurement which would have resulted in a two-way path, the aircraft being used as a reflector. This would have yielded measurements dependent on the aircraft radar cross section (RCS) (i, e., the aircraft reflection properties). Aircraft RCS is however dependent upon polarization and fluctuates rapidly with time (scintillates) due to aspect angle changes. Therefoie, even without an obstruction, the received signal would have varied in amplitude and these variations would mask those due to obstacle diffraction. Thus, a one-way measurement procedure was selected.

The reciprocity theorem of electromagnetics asserts, in effect, that the received signal will remain the same if the relative positions of transmitting and receiving antennas are reversed. Therefore, for ease of accessibility and control, the receiving and recording equipment were based on the ground.

It should be nuted, for a two-way transmission path (radar) the $d B$ signal strength changes due to presence of the obstacle shown in subsequent sections would change by a factor of two.

### 3.1.2 Experimental Procedures

Appropriate S -band transmitting equipment and antennas were installed in the helicopter for the flight tests. The VHF transmission channel utilized the helicopter's onboard transmitter and antenna. Receiving equipment and recorders were allowed to warm-up and stabilize prior to dita recording. Dry runs were made to ensure proper operation of all equipment and to verify communication procedures between the aircraft and base.

The microwave receivers were tuned each time during the "approach" phase of the run by adjusting the LO frequency for maximum receiver output. The data run then followed immediately and was recorded. The VHF receiver required no adjustment after initial tuning.

Typical flight test profiles are ; ${ }^{\prime}$ ustrated in Figure 21 for the case of the rectangular obstruction in which $\mathfrak{t}$ ae different obstruction orientations were viewed. For the spherical and cylindrical obstructions only one viewing angle was empioyed because of the obstruction symmetry. For each orientation, the flight tests ircluded traverses for both horizontally and vertically polarized S-band transmissions as well as simultaneous vertically polarized VHF transmissions. For each of two ranges (three, for the sphere), such as denoted by R1 and R2 in Figure 21, three constant altitude azimuth "cuts" were made. At the beginning and end of each run, the pilot radioed the altitude and air speed of the helicopter. The aircraft altimeter was initially set to zero upon landing at the test site.

After each run calibration tests were performed. A signal generator with a calibrated output attenuator was connected to the respective receivers and the receiver cutput recorded as a function of sigrial input level. Calibration records were made in 5 dB steps over the full dynamic range of each receiver.

### 3.1.3 Instrumentation

The airborne S-band transmitting equipment and antennas were mounted on a plywood board; the entire unit was easily transportable and conveniently installed on the helicopter at the test site. (See Figures 22 through 25.) An RF switch was employed to select either a vertical or

Figure 21 CONCEPTUAL PLAN V!EW OF TEST SITE; TYPICAL TEST PROFILES


S-BAND TRANSMITTING SYSTEM
(FRONT VIEW)
Figure 25


Figure 22 S-BAND TRANSMITTING SYSTEM


Figure 24 S-BAND TRANSMITTING SYSTEM
horizontal polarized transmit horn. Figure 26 shows a block diagram of the microwave and VFF transmitting and receiving equipment.

The microwave transmitter consisted of a solid-state source (Frequency Sources, Type FS14R) operating nominall; at 3006 MHz , with a RF power output of 700 mW . The transmitter operated from a well regulated power supply which eliminated, for practical purposes, frequency shift due to input voltage variations. Frequency drift as a function of operating temperature was approximately 50 kHz fer degree. $F$, well within limits for these tests. A single-pole double-throw mir.rowave switc' was used to select the transmit polarization. The transmit horn antenna gain was 10 dB , the beamwidth approximately 55 degrees. In normal level flight of the helicopter the transmitted beam main lobe axis was in the horizontal plane perpendicular to the main aircraft axis.

The ground based S-band receive terminal consisted of 15 dB gain horn antennas above a ground plane covered with RF absorber, Eccosorb CV3 material, as shown in Figure 27. The antenna beam is deflected up from the horizon by approximately 10 degrees thereby reducing effects of ground reflections. The RF absorber below the receive antenna served to shape the antenna pattern near the herizon plane to further reduce ground reflection effects. All flights were conducted well within the $3 \pm$ R azimuth and elevation plane beamwidths ( 35 degrees and 14 degrees, respectively) of the griund reneive antenna.

Each receiver consisted o: a low noise TWT amplifier (NF 8.0 dB ), a mixer-preamplifier, and a logarithmic post-amplifier and detector. The IF center frequency was 30 MHz and the bandwidth 2 MHz . The IF logarithrnic post-amplifier provided a DC out:put which was propurtiosal to l'garithm of the input signal level ( dB scale)., The outputs of the receivers wure recorded on a chart recorder. The sensitivity of each receiver was approximately -100 dBm at the TWT input and the dynamic range was in excess of 60 dB . Photographs of the receiving and recording equipment are shown in Figures 28 , 29 and 30.

Figure 28 BLOCK DIAGRAM OF EQUIPMENT LAYOUT


The VHF transmission frequency was 123 MHz . The ground based VHF receiver consisted of a NEMS Clarke Type 1501 superheterodyne receiver with sensitivity of $r 105 \mathrm{dBm}$ and a dynamic range, with $A G C$, of approximately 60 dB . The AGC voltage was used to measure the received signal level. The transmitting and receiving antennas consisted of quarterwave ground plane monopoles. The receiving monopole is seen in Figures 31 and 32 which also show a typical configuration of the ground station operation.

### 3.1.4 Tracking

In order to compare and correlate the measured data with the predicted effects, it was important to be able to relate the aircraft position to the recorded signal amplitude data. For this purpose, a movie camera recorded aircraft flight and position relative to the obstruction on film. For correlation of flight position with signal recordings during data runs, automatic timing signals were fed simultaneously to the chart recorder and a light emitting diode (LED) was placed in the field of view of the camera. The light flashes on the film records could be correlated in the analysis of the data with the timing marks recorded on the chart recorder. The movie camera and the LED are shown in position in Figure 33.

### 3.1.5 Position Determination and Error Analysis

The motion pictures were analyzed using a framing/analysis projector to determine the position of the helicopter. The geometrical parameters are defined as follows (see diagram)



Figure 31 VHF RECEIVING ANTENNA


Figure 32 VHF RECEIVING ANTENNA


Figure 33 MOVIE CAMERA AND LED

$$
\begin{array}{ll}
\left(\frac{\omega}{2}\right)_{t r u e} & \text { is the true half-width of the obstruction } \\
d_{1} & \begin{array}{l}
\text { is the distance between the camera and plane } \\
\text { containing maximum projected dimensions of } \\
\text { the obstruction }
\end{array} \\
d_{2} & \begin{array}{l}
\text { is the distance between the flight path ground } \\
\text { track and the plane containing the maximum } \\
\text { projected dimension of the obstruction }
\end{array} \\
\frac{\omega}{2}\left(d_{1}+d_{2}\right) \quad \begin{array}{l}
\text { is the projected half-width of the obstruction } \\
\text { at a distance }
\end{array} \\
\ell\left(d_{1}+d_{2}\right) \quad \begin{array}{l}
\text { is the true position of the helicopter }
\end{array}
\end{array}
$$

From the laws of similar triangles, we have

$$
\begin{equation*}
\frac{l\left(d_{1}+d_{2}\right)}{h\left(d_{1}\right)}=\frac{\left(d_{1}+d_{2}\right)}{d_{1}} \tag{45}
\end{equation*}
$$

or

$$
\begin{equation*}
l\left(d_{1}+d_{2}\right)=\frac{d_{1}+d_{2}}{d_{1}} \cdot l\left(d_{1}\right) \tag{46}
\end{equation*}
$$

Now, on the film analysis projection screen, onto which an arbitrary, fixed grid was affixed, the following is observed:
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$$
\begin{equation*}
\frac{l\left(d_{p}\right)}{\ell_{\text {photo }}\left(d_{l}\right)}=\frac{\left(\frac{w}{2}\right)_{t r u e}}{\left(\frac{w}{2}\right)_{\text {photo }}} \tag{47}
\end{equation*}
$$

Then

$$
\begin{equation*}
\ell\left(d_{1}\right)=\frac{\left(\frac{w}{2}\right)_{\text {trae }}}{\left(\frac{w}{2}\right)_{\text {photo }}} \cdot \ell_{\text {photo }}\left(d_{1}\right) \tag{48}
\end{equation*}
$$

where $\left(\frac{\omega}{l}\right)_{\text {photo }}$ and $l_{\text {photo }}\left(d_{l}\right)$ are in arbitrary units.
Substituting $\ell\left(d_{1}\right)$ from Equation 48 into Equation 46 yields

$$
\begin{equation*}
\ell\left(d_{1}+d_{2}\right)=\frac{d_{1}+d_{2}}{\alpha_{1}} \cdot\left(\frac{\omega}{2}\right)_{\text {true }} \cdot \frac{l_{\text {photo }}}{\left(\frac{\omega}{2}\right)_{\text {photo }}} \tag{49}
\end{equation*}
$$

Equation 49 formed the basis of the determination of the true position of the helicopter.

Since all of the parameters in Equation 49 are not precisely known, an error analysis was performed to determine the uncertainty in $\ell\left(d_{1}+c_{2}\right)$ The total error, $\Delta l$, may be written

$$
\Delta l=\frac{\partial l}{\partial d_{1}} \delta d_{1}+\frac{\partial l}{\partial d_{2}} \delta d_{2}+\frac{\partial l}{\partial l_{\text {photo }}} \delta l_{\text {photo }}+\frac{\partial l}{\partial\left(\frac{\omega}{2}\right)_{\text {photo }}} \delta\left(\frac{\omega}{2}\right)_{\text {photo }}(50)
$$

The procedure is straightforward. Typical values used for the errors associated with the parameters are

$$
\begin{aligned}
\delta d_{1} & \sim 0.10 \text { feet } \\
\delta d_{2} & \sim 20 \text { to } 40 \text { feet } \\
\delta l_{p} h_{o} t_{s} & \sim 0.05 \text { (arbitrary units) } \\
\delta\left(\frac{\omega}{2}\right)_{\text {photo }} & \sim 0.05 \text { (arbitrary units) }
\end{aligned}
$$

The resultant $\Delta \ell$ will be indicated in the data presented in the following sections by a horizontal line associated with a given data point.

Another uncertainty was in the exact altitude of the helicopter. During some runs, an altitude change occurred due to winds, buffeting and other factors. An altitude variation of $\pm 30$ feet from that radioed by the pilot was assumed as typical. This altitude variation was translated into a possible signal amplitude variation by using calculated signal amplitude versus altitude curves. The possible signal amplitude variation due to this is indicated by a vertical bar associated with each data point.

An additional source of uncertainty occurred with respect to tests utilizing the rectangular obstruction. The flight trajectory was somewhat skewed; that is, it was not perpendicular to a line extended from the camera through the center of the obstruction (see diagram below). As a result, in order to use Equation 47, it was necessary to change the value of $d_{2}$ to minimize the error in the determination of $\ell$. The uncertainty, however, occurred in the computation of predicted signal levels. That is, because the observation plane was constantly changing, it would have been necessary to make a prohibitive number of computer runs. Therefore, only a small number of computer runs were made to cover the range change of the observation plane during the flight tests and linear interpolation on the $d B$ scale was employed between the planes for which calculations were performed. Because the occurrence and positions of interference maxima and minima are very dependent on range, some error due to the interpolation is expected. It may in fact be possible to miss a localized maximum or minimum.


### 3.2.1 Description of Experimental Layout

An isolated spherical water tank, located on the premises of Moog, Inc., East Aurora, New York was selected for the spherical obstruction for which diffraction experiments were performed. Photographs of the tank are shown in Figire 35. Dimensional information of the experimental configuration is contained in Figure 34.


Figure, 34 | EXPERIMENTAL SET-UP FOR SPHERE DIFFRACTION STUDY
A description of the equipment utilized to conduct the experiment and the experimental procedures employed have been presented in Section 3.1.

### 3.2.2 Scope of Tests Performed

Table 1 shows the scope of tests performed including the various ranges, altitudes and polarizations along with definition of the corresponding test number. For all teäts, only vertical polarization was utilized in the VHF meadurement, whereas both horizontally and vertically polarized signals were recorded at S-band.


TAKEN FROM APPROXIMATE POSITION OF MOVIE CAMERA; LOOKING WEST

(LOOKING NORTHWEST)

Figure 35 SPHERICAL WATER TANK USED AS TEST OBJECT (LOCATED IN EAST AURORA, NEW YORK)

Table I
SPHEKICAL OBSTRUCTION SCOPE OF TESTS PERFORMED
A. RANCE FROM OASTACLE:
HEAGHT OF PRONECTION OF EPHERE TOP:* ' HEIGHT OF PROECTION OF EPHEFE BOTTOM:*
$2460 \pm 72$ foet
$438 \pm$ fort
$313 \pm 1$ fot

| rest number | average** Altifude (if AGL) | $\begin{aligned} & \text { S-DAND } \\ & \text { MOLARIZATION } \\ & (\\|=3004 \text { MAKz } \end{aligned}$ | $\begin{gathered} \text { VHF } \\ \text { POLARIZATLOM } \\ (\mid=123.4 \text { MHz }) \end{gathered}$ | POSITION <br> (AB SEEN EY CNMERA) | results shown in figure |
| :---: | :---: | :---: | :---: | :---: | :---: |
| M111 | 540 | V | $V$ | AEDVE SHACOW TOP | 36 |
| M112 |  | H | v |  |  |
| M121 | 600 | $v$ | $v$ | GRAZING SHADOW TOP | 37 |
| M122 |  | N | V |  |  |
| E!:3: | 200 | V | $v$ | WITHIN CYLINORICAL SUPPORT SHADNW | 38 |
| M132 |  | N | v |  |  |
| M141 | 437 | $v$ | V | WITHIN SPWERE SHADOW | 39 |
| M142 |  | H | V |  |  |

$$
\begin{array}{ll}
\text { 8. RANGE FROM OESTACLE: } & 5700 \pm 72 \text { fee: } \\
\text { WEIGHT OF PRONECTION OF SPHERE JOP:* } & 815 \pm 9 \text { feer } \\
\text { MEIGHI OF PRONECTION OF SPHERE BOTTOM:* } & 591 \pm 6 \text { feet }
\end{array}
$$

| TEAT <br> NLMEER | averace* Altituoe. (ft AGL) | SBANO polarization (f + 3008 MH2) | $\begin{aligned} & \text { VHF } \\ & \text { POLARIZAYION } \\ & \text { if }=123.4 \text { MHz } \end{aligned}$ | POSITION IAS SEEN BY CANERAI | RESULTS SHOWN IN FIGURE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| M211 | 700 | V | $v$ | WITHIN SPHERE SHADOW | 40 |
| M212 |  | H | $v$ |  |  |
| M221 | 921 | $v$ | $v$ | ABOVE SPHERE SHAOJW | 41 |
| M222 |  | H | v |  |  |
| M231 | 532 | $v$ | $v$ | WITHIN CYLINOAICAL SUPPORT SHADOW | 42 |
| M23s |  | H | $v$ |  |  |

c. RANGE FROM OASTACLE:

HEIGHT OF PROUECTION OF SPHERE TOP:* $1.421 \pm 9$ foet
HEIGHT OF PROLECTION OF sMHERE BOTTOM: - $1.029 \pm$ feat

| TEST aumeen | AVERAGE•• <br> ALTITUOE <br> (fiACL) | S.BANO MLARIZATION (f - 3006 MHz) | VHF <br> polarization <br> (f - 125.4 MHA) | POSITION <br> (AS SEEN B CAMFRA) | RESULTE SHOWN in finure |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Mal1 | 1545 | $v$ | $v$ | AEOVE GHADONTOP | 43 |
| M 212 |  | H | V |  |  |
| mat1 | 1325 | $!$ | $v$ | Within sphere SHADOW | 44 |
| W622 |  | v | $v$ |  |  |
| M 2331 | 1000 | $v$ | $v$ | WITHIN CVLINDAICAL SUPMORT SHADOW | 45 |
| ma32 |  | H | $v$ |  |  |
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### 3.2.3 Experimental Results

Figures 36 through 45 show recorded signal level ( dB relative to no obstruction) as a function of distance along the flight path. The centerline of the water tank is taken to be at the origin. Positive numbers denote positions to the right of the centerline. On each figure is a draving showing the water tank and the relative flight paih altitude. The numbe's on the flight path arrow indicate the helicopter altitude ${ }^{*}$ at the beginning and end of a test run. The geometric shadow of the spherical obstruction is denoted by the dashed lines. Other coordinate prsitions are also indicated on the recordings; the error ranpes associated with the indicated positions are also shown. For cases when the flight path is such that the helicopter is shadowed by the water tank, the boundaries of the shadow region are denoted by $\begin{array}{cc}\hat{i} & \\ i & \\ s & \\ & \end{array}$.

Both S-band ( $f=3006 \mathrm{MHz}$ ) and VHF ( $\mathrm{f}=123.4 \mathrm{MHz}$ ) data are presented. The reference signal level of 0 dB was chosen to correspond to the relatively unperturbed signal level at helicopter pusiticas along the test flight path quite far from the water tank. The sigilal level ( dB ) shown are for one-way transmission. For a two-way path (e.g., radar), the dB change would increase by a factor of two.

The calculation of diffraction effects from spherical obstructions was not within the scope of the present program. We note, for the present, that basic creeping wave diffraction analysis indicates that when horizontal polarization (HP) is employed, the major contribution to the observed signal occurs from a horizontal plane through the obstacle; and, similarly, for a vertically polarized signal, major effects are caused by vertical plane cuts through the obstacie. Thus, more interference efiects a expected for the horizontally polarized signal than the vertically polarized signal sin:e the cylindrical support effectively disrupts one component of the VP signal. More detailed analyses would have to be performed to provide an accurate description of the scattering. The flight test results presented here could be used for comparison with results of such a theoretical model of diffraction effects.

[^8]

Figure 37 RELATIVE SIGNAL STRENGTH VS DISTANCE FROM YEST CENTERLINE
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Figure 39 REL.ATIVE SIGNAI. STRENGTH VS DISTANCE FROM TEST CENTERLINE
FOR SPHERICAL WATER TANK; $d_{1}=891 \mathrm{FT}, \mathrm{d}_{2}=2650 \mathrm{FT}$, ALTITUDE $=$
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Figure 44 RELATIVE SIGNAL STYENGTH VS DIGIANCE FROM TEST CENTERLINE ALTITUDE $=1325 \mathrm{FT}$

Finure 45 RELATIVE SIGNAL STRENGTH VS DISTANCE FROM TEST CENTERLINE

Additionally, we note that, if geometrical optics is assumed to be valid, the field would be equal to the unperturbed field everywhere except within the geometric shadow when the field would vanish. As will be shown later, the predictions of geometrical optics are not very accurate."

Results for tests M111 and M112 are shown in Figure 36. For these runs, the flight path was above the projected shadow of the water tank. The vertically and horizontally polarized signal levels varied by only about 1 dB throughout the test run. A noise-like modulation can be seen on the VHF signal. This modulation occurred on every VHF signal recorded during the flight test program. The period of the modulation, upon close inspection of the data trace, corresponds to a frequency of 3050 cycles (revolutions) per minute. The helicopter engine speed was nominally 3100 rpm . Because the engine drives various electrical generators, it is probable that the modulation originates in the power supply to the VHF transmitter.

The average VHF level may be obtained by drawing a line representing the average of the fluctuations. It is noted that, in Figure 3b, the average VHF signal remained virtually constant during ti:e test run.

Figure 37 shows results for a lower altitude trajcetory; in test M121, the flight path just grazed the top of the shadow; whereas, in test M122, the flight path fell sumewhat below the top of the skadow. In both M:21 and M122, the average VHF signal changes by about 1 dB throughout the run ond doesn't appear to be influenced by the water tank. However, both the VP and HP S-band signals do appear to exhibit level changes that are due to the presence of the tank. For the vertically polarized case (M121), maxima ( $>1 \mathrm{~dB}$ ) occur just before and just after the sphere shadow boundaries while a minimum of -2 dB occurs when the helicopter is directly over the top. For the HP case, the signal level, after reaching a maximum of about +1 dB , decreases to about -6 dB when the helicopter is shadowed by the sphere.

Tests M131 and M132 were flown at an altitude of 290 fee:; the trajectory was such that the helicopter was shadowed by the cylirdrical support. The S -band perturbations caused by the structure are clearly shown in Figure 38. Interference maxima and minima occur within the vicinity of the obstruction and are visible beyond four sphere diameters

Geometrical optics would provide a reasonable estimate of the field at a range, $R$, from the obstacle such that $R \ll d^{2} / \lambda$, where $d$ is the characteristic length or diameter of the sphere. At VHF, $\alpha^{2} / \lambda$ equals 113 feet while at $S$-band, $a^{2} / \lambda$ equals 2743 feet, for the sphere.
(or 20 cylinder support diameters) away from the obstruction. For the HP case, variations occur which change the signal level from +1 dB to a maximum of +4 dB at the sphere shadow boundaries at $\pm 50$ feet. The signal level then decreases to a low of -4 dB prior to the helicopter's entering the cylinder shadow. When the helicopter is within the shadow, the signal level increases to about 0 dB . A slight dip to -2.5 dB occurs at the cylinder centerline. The pattern is quite symmetrical as is expected.

For the HP case, the features are generally the same as described above. The peak that occurs near the sphere shadow is at +1 dB while the minimum which occurs just before the cylinder shadow is at -9 dB . At aircraft positions of -87.3 feet and +89.9 feet, minima of -6.3 and -7.5 dB occur, respectively.

The average VHF signal remains relatively constant throughout both runs at a level of about -2 dB . ${ }^{\text {. In run M132, there is a unexplained }}$ decrease in level to about -7 dB at positions between 60 and 90 feet. It is believed that this signal level change is not due to scattering from the obstacle.

Results for a flight path through the center of the spherical shadow (Runs M141 and M142) are shown in Figure 39. The sphere sha ow boundarie', occur at $\pm 60$ feet. For the VP case, the signal level begins to lecrease near -120 feet, roughly twice the sphere shadow width; a local minimum of -13.8 dB occurs at the obstacle centerline. At the shadow boundaries. the signal is down 5 dB .

The outstanding feature of the VP case is the large maximum which occurs when the helicopter is directly behind the obstacle; the signal level increases to -2.5 dB from a low of -36 dB at two points within the shadow. It appears, as before, that major perturbations occur out to distances approximately equal to twice the shadow boundary half-width. The larger va:iations seen in the HP case relative to the VP case are explainable from creeping wave diffraction theory, as previously discussed in this section.

[^9]The VHF signal level remains virtually unchanged; VHF communications would not be affected by the obstacle.

The second set of measurements was performed for a helicopter-toobstacle range of 5700 feet. Table 1 gives test details and Figures 40, 41 and 42 show results.

Figure 40 gives results for a flight path within the sphere shadow. For both M211 and M212, the VHF signal undergoes very little change. Both the VP and HP signals have broad peaks ( 0 dB ) at the center of the shadow. The minima within the shadow are -14 dB in the VP case and -17 dB in the HP case. As before, it appears that perturbations are significant out to distances approximately equal to twice the shadow boundary half-width.

The trajectory in Figure 41 ( $\mathrm{Runs} \mathrm{M} 221, \mathrm{M} 222$ ) is well above the obstruction. The VHF and both S-band signals (vertical and horizontal polarizations) remain constant throughout the run.

Results for a flight path through the cylindrical support (Runs M231, M232) are shown in Figure 42. Peaks in signal level (+l dB) occur before the helicopter reaches the sphere shadow boundary ( -11 : ieet). The signal level is -5 dB on the shadow boundary for both VP and HP cases. The HP case exhibits larger signal variations and a local maximum occurs within the shadow.

The VHF signal remains relatively unchanged although there appears to be a slight decrease in level (to -2 dB ) when the helicopter is in the shadow.

Data for the third set of measurements with the spherical obs,truction are shown in Figures 43, 44, and 45. In Figure 43, tise flight path was abo:e the shadow top. Perturbation to VHF and both S-band signals is negligible.

A flight path through the center of the shadow is shown in Figure 44. For botn VP and iiP cases, a local maximum of -6 dB occurs in the center of the shadow. Threc interference cycles occur within the sisdow regic for both cases. The VHF signal is unaffected, except for a slight decrease of level to -2 dB near the center of the shadow.

In Figure 45, results for a flight path through the cylindrical support are shown. Both VP and HP S-band signals exhibit the same features. Just before and just after the shadow boundaries $( \pm 194$ feet), peaks in the signal $(+2 \mathrm{~dB})$ occur. The level within the shadow region is approximately -3 dB . The VHF signal level is virtually unaffected.

### 3.2.4 Conclusions

For all cases considered, the VHF signal level is, for practical purposes, unaffected by the presence of the spherical water tank. The ratio of sphere diameter to wavelength for these tests was 92 at S-band and 3.8 at VHF.

For flight paths above or just grazing the shadow top. the S-band signals are not significantly affected by the obstruction. However, for flight paths into the shadow region, $\mathrm{s}_{\mathrm{g}}$ milficant perturbations do orcur. Although maxima occur within the shadow region, the signal level is generally much less than the unperturbed level. Variations in signal level occur beyond the shadow region. Perturbations of from 1 to 4 dB were evident for aircraft distances out to approximately twice the shadow boundary half-width. The horizontally polarized $S$-band signal exhibited greater fluctuations than the vertically polarized case.

It is obvious that a simple geometric optics prediction would be grossly in error for the test conditions run. As noted earlier, theoretical techniques for analyzing the diffraction from shapes of this type do exist and these could be developed for addition to the computer program.

### 3.3 DIFFRACTION FROM A CYLINDRICAL OBSTRUCTION

### 3.3.1 Description of Experimental Layout

The experimental measurements of diffraction from a cyiindrical obstruction were performed using a large, isolated cylindrical water tank which is located in Corfu, New York. Figures 46 and 47 show several photographs of the tank. An elevation view of the experimental configuration is shown in Figure 48


Figure 48 EXPERIMENTAL SETUP FOR CYLINDER DIFFRACTION STUDY

A description of the equipment utilized to conduct the experiment and of the experimental procedures employed were presented in Section 3...

### 3.3.2 Scope of Tests Performed

Table 2 describes the flight tests performed with the cylindrical obstruction. On the day of the flight test, a haze developed (after testing had begun) which decreased visibility considerably both for the pilot and in. the ground crew. For this reason, it was necessary to limit the testing at the farthest range to only one altitude. Ranges, altitudes and polarizations pertinent to each test are shown in the table along with corresponding test rumbers.


Figure 46 CYLINDRICAL WATER TANK USED AS TEST OBJECT (LOCATED IN CORFU. NEW YORK)

Table II
CYLINDRICAL OBSTHUCTION
A. RANGE FROM OBSTACLE: $\mathbf{6 3 0 0} \pm \mathbf{0 0}$ foet
HEIGHT OF PRONECTION OF CYLINDER TOP:-

| TEST <br> NUMBER | AVERAGE** ALTITUDE (ft AGL) | $\begin{gathered} \text { S-BAND } \\ \text { POLAR1ZATION } \\ (\mathrm{f}=\mathbf{3 0 0 6} \mathrm{MHz}) \end{gathered}$ | $\begin{gathered} \text { VHF } \\ \text { POLARIZATIOI; } \\ \text { (f = 123.4 MHz) } \end{gathered}$ | POSITION <br> (AS SEEN BY CAMERA) | RESULTS SHOWN in figure |
| :---: | :---: | :---: | :---: | :---: | :---: |
| C111 | 1125 | $V$ | $v$ | ABOVE SHADOW BOUNDARY TOP | 48 |
| C112 |  | H | V |  |  |
| C121 | 775 | V | $V$ | WITHIN CYLINDER SHADOW | 50 |
| C122 |  | H | V |  |  |
| C131 | 390 | V | $v$ | NEAR BOTTOM OF CYLINDER SHADOW | 51 |
| C132 |  | H | $v$ |  |  |

B. RANGE FROM OBSTACLE: $13,300 \pm \mathbf{8 0}$ feet
HEIGHT OF PROJECTION OF CYLINDER TOP:* $1,943 \pm 17$ feet

| TEST NUMBER | AVERAGE** ALTITUDE (ft AGL) | $\begin{aligned} & \text { S-BAND } \\ & \text { POLARIZATION } \\ & \{\mathrm{f}=3006 \mathrm{MHz}\} \end{aligned}$ | VHF $f_{i}=123.4 \mathrm{MHz}$ ) | POSITION <br> (AS SEEN BY CAMERA) | RESULTS SHOWN If FIGURE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| C221 | 1000 | V | $V$ | WITHIN CYLINDER SHADOW | 52 |
| C222 |  | H | $v$ |  |  |

OTHER TEST RUNS IN THIS SERIES WERE NOT POSSIBLE BECAUSE OF POOR VISIBILITY CONDITIONS.

- REFERENCED TO S-bAND HORNS POSITION
** 30 feet, ALTIMETER SET TO ZERO AT INSTRUMENTATION SITE.


### 3.3.3 Experimental Results

The recorded S-band and VHF signals are presented in Figures 49 through 52. The dB signal level changes shown are for one-way transmission.* The first set of measurements was for a range of 6300 feet between the obstruction and helicopter flight path. Figure 49 shows results for a flight path above the top of the cylinder shadow. Both VP and HP S-band signals are virtually unperturbed.

The VHF signal exhibits a noise believed to be caused by an improper electrical ground. (This noise was not the same as that described on page 80.) The average VHF signal was unaffected by the obstruction, however.

Figure 50 (Run Cl21) shows the measured VP signal level for a flight path within the region of shadowing by the cylindrical obstruction, again at a range of 6300 feet. The vertically polarized signal exhibited variations of about +3 dB out to beyond four shadow boundary half-widths. Beginning at about - 185 feet relative to the plane containing the ground-based receiving antenna and the tank symmetry axis, the signal level began to decrease. Within the shadow region ( $\pm 116$ feet), the diffracted field was quite symmetrical. A broad local maximum ( -5 dB ) occurred foilowing the first minimum within the shadow. The level then reached a minimumi of -30 dB and near the certer of the shadow, the signal level was approximately -20 dB . Note also that two smaller local maxima occurred near the center of the shadow region.

As we have previously seen, "major" diffraction effects seem to occur within a region extending out to twice the shadow boundary half-width ( +232 feet).

During Run Cl22, the recorde: gain was not properly adjusted to compensate for the lower output from the HP receiver; and, hence, the full dynamic range needed to record the signal level within the shadow boundary
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Figure 50 RELATIVE SIGNAL STRENGTH vs DISTANCE FROM TEST CENTERLINE FOR
CYLINDRICAL WATER TANK; $\mathrm{d}_{\mathbf{1}}=\mathbf{9 6 2}$ FT, $\mathrm{d}_{\mathbf{2}}=\mathbf{6 3 0 0}$ FT, ALTITUDE $=7715 \mathrm{FT}$
$\cdot$
was not provided. Citere are some features however that were preserved. Following small changes in amplitude, the signal level-began to decrease at abcut -194 feet. At the shadow boundary, the level was about -5 dB (roughly the same value as for the VP case). Three maxima are seen to occur within the shadow boundaries. The central maximum within the shadow reached a level of -10 dB .

The VHF signal decreased slowly and reached a minimum of -8 dB when situated at - 306 feet (i.e., to the left of the obstacle). The signal then increased in level to a maximum of 0 dB (the unperturbed value) behind the water tank. Upon leaving the shadowed region, the signal again began to decrease to about -7.5 dB , reaching that level at a position of around 336 feet. Further analysis would be required to determine whether the indicated behavior is due to the presence of the obstacle or whether the result is due to ground effects, antenna pattern chançes, or other causes.

The results are shown in Figure 51 for Tests Cl31 and C132, during which relatively low altitude fiight paths were flown. The VP signal level changes encountered here were similar to those of the previous VP test, but the null at the center of the shadow (see C12l) was absent.
At the shadow buundaries, the signal level was -5 dB . The deef nulls within the shadow reached -30 dB and the broad peak at the center of shadow reached -9 dB . For the HP case (Cl32), sufficient dynamic range to view the signal nulls within the shadow was not provided, due to improper gain adjustments previously described. At the shadow boundaries, the signal level is approximately -5 dB . Small arnplitude changes $(-3 \mathrm{~dB})$ occurred at positions away from the obstruction.

Considering both C131 and C132, the VHF signal exhibits a scalloped pattern which appears throughout the extent of the run. There appeared to be a slight increase in average VHF signal level when the helicopter was within the obstruction shadow. In some regions, the VHF level dropped to -10 dB . Detailed analysis would be required to assoss the effects of ground reflections, antenna pattern effects, and the effect of the obstruction itself to determine the source of the VHF signal fluctuations.

Figure 51 RELATIVE SIGNAL STRENGTH vs DISTANCE FROM TEST CENTERLINE FOR

A second set of runs was attempted for an obstacle-to-helicopter range of 13,300 feet. However, due to extremely bad visibility conditions, results for only one altitude were obtained. These results are shown in Figure 52, The HP receiver channel was adjusted to provide sufficient dynamic range for these runs.

The signal level for both the VP and HP cases remained below -5 dB when the helicopter was within the shadow of the cylindrical water tank. The HP signal showed three broad maxima within the shadow; the deepest null was at -27 dB . The VP signal also showed the two broad peaks, each within the outer third of the shadow region. Closer to the center of the shadow, the VP signal also showed the two broad peaks, each within the outer third of the shadow region. Closer to the center of the shadow, the VP signals fluctuated more than the HP signal did. The deepest null for the VP case reached - 26 dB .

For both cases, perturbations due to the obstruction occurred out to distances approximately equal to twice the shadow boundary half-width. Variations of about $\pm 3 \mathrm{~dB}$ in the VHF signal level occurred throughout the run.

### 3.3.4 Conclucions

For flight paths within the shadow region of the cylindrical obstacle, both S-band signals (VP and HP) exhibited significant loss (-25 dB). Because two-way transmission (radar) would entail losses equal to twice those measured, it is very likely that an aircraft would not be visible to a radar when the aircraft was in the shadow region of the obstruction utilized for our test. Signal level perturbations generally occurred for aircraft positions within approximately twice the shadow boundary half-width of the obstacle.

During some of the runs, the VHF signal level varied by 10 dB and this change occurred prior to entry into the shadow region. Behind the shadow, the VHF level generally increased. The source of this signal level variation was not firmly established.

$\%$

Figure 52 RELATIVE SIGNAL STRENGTH vs DISTANCE FROM TEST CENTERLINE FOR

A simple geometric optics prediction would overestimate the amount of loss within the shadow and underestimate the loss in regions outside of but near the shadow boundary.

Theoretical techniques for analyzing diffraction from cylindrical structures are available and this capability could be added to the computer program.

## 3.4 <br> DIFFRACTION FROM A RECTANGULAR OBSTRUCTION

Rectangular obstructions selected for the flight tests, which closely approximate the theoretical model utilized in the computer program, were the water intake gate buildings located on the Robert Moses Parkway near Niagara Falls, New York. Figures 53 and 54 show aerial photographs of the buildings. Certain features of the site are evident. Firstly, the buildings are isclated from each other and from other obstructions. Also, test flight paths were over the water area where relative freedom from other obstructions prevailed. Barely visible in Figure 54 are three towers and a bridge which possibly caused some multipath effects in the VHF channel during some of the measurements. Figure 55, looking east, shows a number of towers which tay also have had an effect upon the VHF results. The ground equipment was based on the northern side of the expressway as indicated in Figure 54.

Both of the buildings were utilized, in different tests, to attain the three orientations desired. The east building provided a "look" at a bioad face (B-series) from the location marked (1). From the same location, the west building provided a look at an intermediate angle (A-series). To provide a look at the narrow face of a rectangular building ( N -series), the receiving van was moved eastward to location (2) until the desired view of the west building was obtained.

The faces of the buildings are all metal and set on concrete ioundations. Figures 56 through 59 are photographs of the buildings. Certain deviations from the theoretical model are evident. First of all, the top of each building is peaked, not flat. Additionally, eight vertical aluminum ribs or fins protrude from the broad faces and top $\mathfrak{c}$ the tuilding. Finally, the broad faces of the building are constructed of stainless steel panels which

not perfectly flat, but have a shallow faceted pattern. It is not expected that the facets are of major importance. For the B-series, the facets in view of the recsiver are shielded from the airborne transmitter. For the N -series, the fins shadow the facets and form a periodic structure. The possible effects of this are discussed in the N-series section. For the A-series, it is believed that the fins were of much more importance than the facets in affecting scattering from the structure.

The effects of the nonflat roof and of the fins on the roof have not been specifically isolated or assessed.

Despite these differences between the theoretical model and the experimental obstruction, the following sections demonstrate that good agreement between theoretical predictions and experimental results has been obtained.
3.4.1 Comparison Between Theory and Experiment
3.4.1.1 Broad Face View (B-series)
3.4.1.1.1 Description of Experimental Layout

Figure 60 shows both plan and elevation views of the experimental configuration for the B -series tests. All relevant distances and dimensions are noted on the figure. The plan view was plotted using the developed computer program and is one of the outputs provided.

### 3.4.1.1.2 Scope of Tests Performed and Data Reduction

Table 3 shows the scope of tests performed at this orientation. For both Group A and Group B, the range from the obstacle is given, not as a single number, but as an extent of variation. This resulted from having a flight path which was oblique to the test centerline. * Having an oblique flight path somewhat complicated the comparison of experimental and theoretical data (see Section 3.1.5).

[^11]
Figure 60 EXPERIMENTAL LAYOUT FOR B-SERIES

Table III
RECTANGULAR OBSTRUCTION, B-SERIES SCOPE OF TESTS PERFORMED
A. RANGE FROM OBSTACLE:
HEIGHT OF PROJECTION OF OBSTACLE TOP: * 2
4120 TO $4400 \mathrm{ft}^{1}$
570 ft

| $\begin{aligned} & \text { TEST } \\ & \text { NUMBER } \end{aligned}$ | AVERAGE** <br> ALTITUDE (ft AGL) | S-BAND POLARIZATION (f $=\mathbf{3 0 0 6} \mathrm{MHz}$ ) | VHF POLARIZATION ( $\mathrm{f}=123.4 \mathrm{MHz}$ ) | RESULTS SHOWN IN FIGURE |
| :---: | :---: | :---: | :---: | :---: |
| B111 | 655 | $V$ | $v$ | 67 |
| 8112 |  | H | $v$ |  |
| B121 | 950 | V | v | 68 |
| B122 |  | H | V |  |
| B131 | 400 | $v$ | V | 69 |
| B132 |  | 11 | $v$ |  |

B. RANGE FROM OBSTACLE:

HEIGHT OF PRONECTION OF OBSTACLE TOP: *3

8250 TO $8760 \mathrm{ft}^{1}$
1068.8 ft

| $\begin{gathered} \text { TEST } \\ \text { NUMBER } \end{gathered}$ | AVERAGE** <br> ALTITUDE <br> (ft AGL) | S-BAND POLARIZATION $(\mathrm{f}=3006 \mathrm{MHz})$ | VHF polarization (f $=123.4 \mathrm{MHz}$ ) | RESULTS SHOWN in figure |
| :---: | :---: | :---: | :---: | :---: |
| B211 | 1150 | $v$ | $v$ | 70 |
| B212 |  | H | v |  |
| 8221 | 1650 | V | $v$ | 71 |
| B222 |  | H | $v$ |  |
| 8231 | 650 | $v$ | $v$ | 72 |
| B232 |  | H | $v$ |  |

"REFERENCED TO S-bAND HORNS' POSITION
** $\pm 30$ feet ; ALTIMETER SET TO ZERO AT INSTRUMENTATION SITE.

1. result of oblioue flight path.
2. CALCULATED AT 4120 ft .
3. CALCULATED AT 8250 ft .

Figures 61 through 66 show computer-generated plots of dB contours for vertical and horizontal polarization (S-band) and for VHF (vertical polarization). Indicated on the plots are the altitudes associated with specific test runs. These plots were not used to provide the comparison data; such data were obtained from the computer printout of the ncirmalized signal level (in dB ) at a specific observation plane of interest. Only one observation plane is shown for each of the two major range changes. We note, however, that computer data was obtained at several observation planes within the range variations shown for both Groups A and B.

Figures 61 through 66 also indicate that the aircraft altitide did not remain constant but changed during the course of some of the runs. The altitude lines shown in the figures are connected between the values reported by the pilot at the beginning (left side of figuxu) aid end (right side of figure) of a given run.

### 3.4.1.1.3 Experimental and Theoretical Data Comparison (R-Series Tests)

The flight test and theoretical data for the B-series tests are shown in Figures 67 through 72 . The VHF signal was recorded for both 5 -band passes (horizontal and vertical polarization); only one recording is presented because the data are similar.

The theoretical data is denoted in the figures by a cross $(+)$. The length of the vertical line represents the uncertainty in signal level resulting from an uncertainty in altitude; the horizontal line represents an uncertainty in helicopter position (see Section 3.1.5 for further details). The aircraft speed was assumed to be constant when it was shielded behind the obstruction from view of the camera. This assumption was needed to determine the helicopter's position.

In Figure 67, very good agzeernent is evident for both polari\%ations of the S-band signal. The VHF signal, on the left side of the building, is scalloped and appears to be from 5 to 10 dB lower than the predicted values. This region represents the beginning of the run where several potential VHF multipath sources exist, suck as a bridge and several towers. It is also possible that ground and/or water reflections may account for the result (see Figure 55). Further into the run, agreement becomes much better.


Figure 61 FLIGHT PATHS, B1X1-SERIES, S-BAND, VERTICAL POLARIZATION


Figure 62 FLIGHT PATHS, B1X2-SERIES, S-BAND, HORIZONTAL POLARIZATION

Figure 63 FLIGHT PATHS, BIXY-SERIES, VHF, VERTICAL POLARIZATION
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Runs B121 and B122 (Figure 68) were for an altitude of 950 feet; good agreement was obtained for all recorded signals.

The next set of traverses was at altitude of 400 feet. Runs B13 and B132 are shown in Figure 69. The S-band predictions agree reasonably well with recorded data. It is noted, however, that not every peak or null has been predicted. This may be partially due to the fact that the olservation (geometric) plane range changed linearly because of the oblique flight path. The theoretical predictions were of necessity obtained for a set of discrete observation planes. Because of the relatively short wavelength ( 10 cm ) it is expected that interference effects (superposition of incident and scattered fields) will be sensitive to small changes in the observation point. To illustrate this, Figures 73,74 and 75 show the variation in signal level as a function of range (from the center of the obstruction) for the three orientations of the rectangular building. It is noted that the location of minima and maxima is dependent upon range. Other factors, such as the deviation of the building from the theoretical model, could possibly account for minor discrepancies.

The VHF signal shown in the Figure 69 (Run B131) shows the scalloped effect seen on previous data. The average level appears to be about 10 dE lower than expected (for the incoming flight). The reference level of 0 dB was taken as the average signal level reached on the right side of the recording (at the end of the run). The gradual change in level occurring as the helicopter flew its traverse was also noted during tests with the cylinder and sphere. This could possibly be due either to the pattern of the VHF monopole mounted on the underside of the helicopter or to ground effects.

Flight test and theoretical data for the second range (Figure 70) are shown in Figures 70, 71 and 72. At an altitude of about 1160 feet (Figure 70), good agreement is obtained for all signals recorded. Runs B22l and B222, shown in Figure 71, were performed at an altitude of 1650 feet, well above the top of the shadow. Recognizing that the 0 dB reference level for the vertically polarized $S$-band signal should have been set slightly higher, good agreement is evident. The VHF signal exhibited scalloping during the incoming phase of the ilight but agreement in the right half of the recording is excellent.

Figure 74 LEVEL VARIATION AS A FUNCTION OF RANGE, A1X1-SERIES

Figure 72 gives results for an altitude of 650 feet, where flight into the obstruction shadow occurred (Runs B231 and B232). For both the vertically and horizontally polarized signals, agreement between the experimental results and theoretical predictions is quite good except in the region just outside the shadow boundaries. A peak in the signal level is predicted whereas the measured signa! decreased monotonically resulting in about a 10 dB difference between the measured and the predicted signal levels in this region.

The predicted signal level peak arises from the 0 -factor (see equation 19, Section 2.3.2). At large distances between source and obstruction, the obstruction is illuminated by a nearly planar phase front giving rise to focusing in the direction of a line from the source to the center of the edge. The reason that the peaks did not appear in the flight test may be due to several factors. For the particular obstacle orientation and aircraft altitude employed during those runs, the theoretical model should rovide a good representation. Because agreement between theory and experiment is very good for runs which do not intersect the shadsw boundary, it may be that the formulation utilized in the region around the shadow boundary (and to connect the GDT theories on both sides of the shadow boundary) is incomplete. Further investigations would be required to establish the cause of this discrepancy.

The predicted and measured VHF signal levels agree within the central portion of the shadow region but from about ${ }_{-}^{+} 300$ feet "outward" the measured signal is 5 to 8 dB lower than expected. This difference is probably due to ground effects and/or a deviation of the airborne antenna pattern from omnidirectional.

### 3.4.1.2 Arbitrary Angle View (A-Series)

### 3.4.1.2.1 Description of Experimental Layout

Figure 76 shows both plan and elevation views of the experimental configuration for the A-series tests. Relevant distances and dimensions are noted on the figure. The pian view was plotted using the computer program developed on this project.


### 3.4.1.2.2 Scope of Tests Performed

Table 4 describes the tests performed at this obstacle orientation. The actual flight path was not perpendicular to the line extended between the ground terminal and the obstruction; thus, the distance to the observation plane varied linearly during the test runs. The consequences of th are discussed in detail in Section 3.4.1.1.

Figures 77 through 82 show an overview of the tests performed. Data corresponding to maximum and minimum distance of the observation plane from the obstacle are shown along with the flight path altitudes associated with a given test number. The initial and final altitudes indicated are those reported by the pilot.

When analyzing the film record for this series, the vertical center line of the front face of the building was arbitrarily established as the zero distance reference for the horizontal axis (aiscissa). The computer runs, however, employed the center of the projection of the obstacle as the reference. For correspondence, the theuretical data was shifted 50 feet to the lefl for the closer range and 110 feet to the left for the farther range. The abscissa for the riots has been shifted to correspond to the data records.

Also denoted on Figure 77 are important reference lines for the building. These are iabeled $a, b, c$, and $d$ and correspond to identically labeled lines on the data recordings.
3.4.1.2.3 Experimental and Theoretical Data Comparison (A-Series Tests)

Flight test and theoretical data for the A-series tests are shown in Figures 83 through 88. The horizontal and vertical extent of the data "points" show the uncertainty in signal level due to possible aircraft altitude and lateral position rariations.

For Runs Alll and All2, the helicopter altitude was 1500 feet, which placed the flight path above the obstruction shadow. The chosen plotting scale utilized for computer predictions inadvertently limited the altitude at

## Table IX <br> RECTANGULAR OBSTRUCTION, ASERIES SCOPE OF TESTS PERFORMED

A. RANGE FROM OESTACLE:
HEIGHT OF PROSECTION OF OBSTACLE TOP: *2

3300 TO $3850 \pi^{1}$
756.3 ft

| TEST NUMBER | AVERAGE** <br> ALTITUDE (ft AGl.) | $\begin{aligned} & \text { S-BAND } \\ & \text { POLARIZATION } \\ & \text { (f }=3006 \mathrm{MHz}) \end{aligned}$ | $\begin{gathered} \text { VHF } \\ \text { POLARIZATION } \\ (\mathrm{f}=123.4 \mathrm{MHz}) \end{gathered}$ | RESULTS SHOWN IN FIGURE |
| :---: | :---: | :---: | :---: | :---: |
| A111 | 1500 | $V$ | $v$ | 83 |
| A112 |  | H | V |  |
| A121 | 900 | $V$ | V | 84 |
| A122 |  | H | V |  |
| A131 | 400 | $V$ | V | 85 |
| A132 |  | H | V |  |

B. RANGE FROM OBSTACLE:

HEIGHT OF PROJECTION OF OBSTACLE TOP: *3

6850 TO 7700 ft $^{1}$
1460.4 ft

| TEST nUMBER | AVERAGE** <br> ALTITUDE <br> (ft AGL) | $\begin{aligned} & \text { S.BAND } \\ & \text { POLARIZATION } \\ & (f=3006 \mathrm{MHz}) \end{aligned}$ | $\begin{aligned} & \text { VHF } \\ & \text { POLARi2ATION } \\ & (f=1 \hat{2} 3.4 \mathrm{MHz}) \end{aligned}$ | RESULTS SHOWN IN FIGURE |
| :---: | :---: | :---: | :---: | :---: |
| A211 | 2200 | $V$ | $v$ | 86 |
| A212 |  | H | $v$ |  |
| A221 | 1000 | $v$ | v | 87 |
| A222 |  | H | V |  |
| A231 | 500 | $v$ | $v$ | 88 |
| A232 |  | H | V |  |

* REFERENCED TO S-bAND HORNS' POSITION
** $\pm 30 \mathrm{ft}$; ALTIMETER LET TO ZERO AT INSTRUMENTATION SITE.

1. RESULT OF OBLIQUE FLIGHT PATH
2. CALCULATED AT 3300 ft
3. CALCULATED AT 6850 ft


Figure 77 FLIGHT PATHS, A1X1-SERIES, S-BAND, VERTICAL POLARIZATION

Figure 78 FLIGHT PATHS, A1X2-SERIES, S-BAND, HORIZONTAL POLARIZATION






Figure 82 FL!GHT PATHS, A2XY-SERIES, VHF, VERTICAL POLARIZATION


Figure 84 COMPARISON BETWEEN THEORY AND EXPERIMENT, RELATIVE SIGNAL STRENGTH

Figure 85 COMPARISON BETWEEN THEORY AND EXPERIMENT, RELATIVE SIGNAL STRENGTH
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Figure 86 COMPARISON BETWEEN THEORY AND EXPERIMENT, RELATIVE SIGNAL STRENGTH vs DISTANCE FROM TEST CENTERLINE, RUNS A211 AND A212; $\mathrm{d}_{1}=412 \mathrm{FT}$.
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+ DENOTES THEORETICAL RESULTS
Figure 87 COMPARISON BETWEEN THEORY AND

which calculations were made to 1200 feet. Although calculations at 1500 feet were not available, it was felt that the 1200 foot altitude would provide results that would reasonably approximate the true situation. Predictions for all three cases are in good agreement with the experimental results. The VHF signal does, however, exhibit a decrease in level in the region of -50 feet. An additional computer run would have had to be made to see if theory predicts this. It was felt that the expense of doing that was not justified since there is much other data available for VHF comparisons.

Runs Al2l and Al22 (Figure 84) were performed for an altitude of 900 feet, also above the top of the geometric shadow projection. Agreement between S-band predictions, both for VP and HP is excellent. The VHF signal is lower that predicted by about 5 dB . It is possible that the 0 dB reference level" should have been set "higher" on the recording which would bring the theoretical and experimental data into closer agreement. For the A-series obstacle orientation and flight trajectories, the towers, that possibly caused multipath effects in the B-series tests, are not considered to be significant scatters.

Figure 85 shows results for Runs A131 ard Al32. The aircraft passed through the geometric shafow of the building on the se runs. S-band agreement is quite good. Because * of the oblique flight path, it was not expected that every peak or null within the shadow would be predicted from the discrete set of observation planes uitilized. For example, in Run A131, at -200 feet, a null is predicted whereas a peak was recorded. The discrepancy is about 7 dB . In Run A132, a similar result is obtained near -200 feet. Also, a peak is predicted at -150 feet which does not appear on the recording.

Good agreement is obtained for the VHF signal if the reference level of the calculated points is raised by about 10 dB . The null that is predicted just outside of line d does not appear on the recording.

[^12]The next set of figures show results for an observation plane range of approximately 7000 feet. Runs A211 and A212, at an altitude of 2200 feet, provided trajectories over the top of the geometric shadow. S-band agreement is quite good; VHF agreement is good provided the 0 dB reference is moved "upward" one major division, or about 5 dB .

Figures 87 and 88 show results for flight trajectories within the geometric shadow; the helicopter altitudes were 1000 feet and 500 feet, respectively. In Run A221, peaks just outside the shadow boundaries (lines a and d) are predicted for the vertically polarized signal but were not experimentally observed. The same is true for the horizontally polarized signal in Run A222. Otherwise,the predicted S-band signal agrees quite well with experimental results. The VHF predictions are in fairly good agreement with results in most places. A sharp decrease in level is predicted in the region between 600 and 700 feet (see Figure 82). Such a decrease does occur between 550 and 600 feet. It is known that the spatial distribution of the diffraction field is sersitive to the angular orientation of the building and it is probable that the assumed angle is slightly in error.

Figure 88 shows data from Runs A231 and A232 taken at an aircraft altitude of 500 feet. Peaks are predicted near the shadow boundary but do not appear in the experimental data for both VP and HP S-band signals. Agreement is otherwise quite good. For the VHF signal, a shift in the average level brings the results into fairly good agreement.

### 3.4.1.3 Narrow Face View (N-Series)

### 3.4.1.3.1 Description of Experimental Layout

Figure 89 shows both plan and elevation views of the experimental configuration for this series of tests. Relevant informatior is shown.


Figure 89 EXPERIMENTAL LAYOUT FOR N-SERIES

### 3.4.1.3.2 Scope of Tests Performed

Table 5 describes the tests performed for the narrow face series. The flight path was only slightly oblique, thus the change in the observation plane range was not as large as it was for the two previous series.

Figures 90 through 95 show an overview of the tests performed.

### 3.4.1.3.3 Experimental and Theoretical Data Comparison (N-Series Tests) <br> Results for the narrow face view series are container in

 Figures 96 through 101. Excellent agreement is shown for Runs Nill and N112 for VP, HP, and VHF signals. For Runs N121 and N122, agreement is again excellent. The VHF signal is noted to be assymmetrical, contrary to what is expected for the symmetrical obstacle configuration. The assymmetry is probably due to multipath and/or a non-omnidirectional VHF antenna pattern.The final set of runs for the closer range is
shown in Figure 98. The aircraft altitude of 400 feet provided a trajectory within the shadow of the obstruction. Agreement between the theoretical predictions and the experimental $S$-band results is quite good. It is noted that peaks in signal level are predicted near the shadow boundaries; as before, the peaks do not appear in the experimental results. The measured VHF signal level exhibited variations during the test; between -200 and -80 feet, and again between 120 and 200 feet. The exact cause of the level changes is not known but may be due to multipath or possibly due to the fins protruding from the building.

Test runs at a distance of approximately 8000 feet between the observation plane and the obstruction are shown in Figures 97, 100 and 101. Figures 93 and 94 show that the trajectories of N211 and N212 pass through very localized contours of -3 to $-6 d B$ decreases in signal level. These points are shown on the figures. The measured data does not, however, show these decreases. The -3 dB contours have a vertical extent of 150 feet,

Trble:
RECTANGULAR OBSTRUCTION, N-SERIES SCOPE OF TESTS PERFORMED
A. RANGE FROM OBSTACLE:

MEIGHT OF PROIECTION OF OBSTACLE TOP: ${ }^{2}$

3300 TO $3400 \mathrm{ft}^{1}$
633.5 tt

| TEET | average** AlTITUDE (f) ACL) | $\begin{aligned} & \text { SBAND } \\ & \text { POLARIZATION } \\ & (f=3008 \text { MHE) } \end{aligned}$ | $\begin{aligned} & \text { VHF } \\ & \text { POLARIZATION } \\ & \\|=123.4 \mathrm{MHz}) \end{aligned}$ | RESULTS SHOWN IN FIGURE |
| :---: | :---: | :---: | :---: | :---: |
| $N 111$ | 901 | V | Y | 96 |
| N112 |  | H | V |  |
| M121 | 755 | V | $v$ | 97 |
| N122 |  | H | V |  |
| N131 | 400 | V | v | 98 |
| N132 |  | H | V |  |

$\begin{array}{lll}\text { e. RANGE FROM OBSTACLE: } & 8000 \text { TO } 8350 \mathrm{ft} \\ & \text { HEIGHT OF PRONECTION OF OBSTACLE TOP: }\end{array}$

| $\begin{aligned} & \text { TEBT } \\ & \text { NUMADEE } \end{aligned}$ | aVERAGE** <br> ALIITUDE <br> (t ACL) | s-BAND POLARIZATION $(f=3008 \mathrm{MHz})$ | VHF <br> POLARIZATION <br> (f = 123.4 MHz ) | RESULTS SHOWN IN FIGURE |
| :---: | :---: | :---: | :---: | :---: |
| N211 | 2200 | $v$ | V | 99 |
| N212 |  | H | V |  |
| N221 | 1670 | V | V | 100 |
| N222 |  | H | V |  |
| N231 | 888 | V | $v$ | 101 |
| N232 |  | H | v |  |

- REFERENCED TO S-BAND HORNS' POSITION
** $\pm 30 \mathrm{Ht}$ : ALTIMETER SET TO ZERO AT INSTRUMENTATION SITE

1. result of oblioue flighy path
2. CALCULATED AT 3300 ft
3. CALCULATED AT 8000 ft



rigure 91 FLIGHT PATHS, N1X2-SERIES, S-BAND, HORIZONTAL POLARIZATION

Figure 92 FLIGHT PATHS, N1XY-SERIES, VHF, VERTICAL POLARIZATION
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Figure 99 COMPARISON BETWEEN THEORY AND EXPERIMENT, RELATIVE SIGNAL STRENGTH vs DISTANCE FROM TEST CENTERLINE, RUNS N211 AND N212; $\mathrm{d}_{1}=496 \mathrm{FT}$,
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Figure 100 COMPARISON between theory and experiment, relative signal strength
and it is not likely that an altitude er ror could have caused missing the regions. Therefore, it is suggested that the discrepancy is ciue to the differences between the idealized mocicl assurned in the computer program and the actual building which, as has been pointed out, has metallic fins which protrude irom its sides and top.

The trajectories of Runs N221 and N222 were again above the top of the geometric shadow. The extent of the -3 dB S-band contour shown in Figures 93 and 94 is about 50 feet. Corresponding decreases do not appear. on the recordings. Otherwise, agreement is very good. The VHF results are likewise in good agreement.

The final set of runs is shown in Figure 101. Large peaks in signal level at ${ }^{+}-300$ feet are predicted for the $S$-band case but were not observed during the test. It is felt that model differences are again the callse of this effect. Agreement within the shadow region is good. Within ${ }^{\dagger} 15$ feet, single order diffraction takes place from only the roof of the building. The difference between theory and experiment within this region is probably due to differences between the idealized model and the actual fimed and peaked roof.

For the VHF case, differences between theory and experiment appear to correspond to those observed for a within-the-shadow trajectory for the nearer range (see Run N131). Where increases in VHF signal level are predicted (e.g., +6 dB at ${ }_{-}^{+} 300 \mathrm{fe} \in \mathrm{t}$ ), the recorded signal was generally less than 0 dB with a trend toward an increase in level near the center of the shadow.

It is likely that the fins on the building are the major causes of the differences observed between flight test data and theory. The spacing betweon the fins is approximately 8 feet which is also equal to the VHF wavelength; thus, strong interference effects due to multiple scattering are like' $\%$ to be present.


### 3.4.2 Conclusions

In general, good agreement between theoretical predictions and experimental results for all three orientations of the rectangular building has been obtained.

The S-band results are particularly good (generally within 2 dB ). One difference (on the order of 7 dB ) was the appearance of peaks in predicted signal level near the shadow boundaries. Such peaks were not experimentally observed." it was noted previously that, for the assumed theoretical model, the peaks result from the 'focusing effect" of edges being illuminated by nearly planar phase fronts. Deviations of the actual building from the model could pessibly account for the difference, although for the B-series, where the theoretical model is a good representation of the actual building (for low altitude, within-the-shadow flights), the difference still exists. It is possible that the ana!ytical method of combining GDT and half-plane formulas might be a contributing source of the predicted signal peaks. The shadow boundary formulation is discussed in Section 2.3.5

The analytical metnods employed in the shadew boundary region should be reexamined to determine if the predicted peaks in signal level near the shadow boundary are the result of approximations employed in the theoretical development.

It was noted that the average VHF signal level appeared to change gradually during the test runs. It is likely that a nonomnidirectiona! airborne VHF antenna pattern was the cause of this signal level variation. Thus it was sometimes difficult to choose the no-perturbation or 0 dB reference level. In many cases, it appears that a shift in this reference level is all that would be required to bring VHF results, on the average, into fairly good agrement with predictions.

Scalloping also appeared on many recorded VHF signals. The scalloping is probably attributable to ground reflections and/or multipath from towers and a bridge in the vicinity of the test object. For lower frequency

[^14]signals, normally accompanied by wide beamwidth (if not omnidirectional) antenna patterns, multipath effects can become significant. Improvements in the calculated data could be made in this case by incorporating into the computer program ground reflection effects.

Finally, it is again noted that, for the N -series, metallic fins protrude "rom the sides and top of the building. The spacing between the fins is 8 feet which is also approximately equal to the VHF wavelength. Thus, interference effects are expected to be present. Therefore, some of the differences between the theoretical and experimental results could be attributed to the differences between the idealized theoretical model and the actual structure.

## Section 4

## CONCLUSIONS

For the rectangular building, agreement between the experimental S-band flight test data and predicted behavior of signal levels was very good, generally within 2 dB of each other. One discrepancy was that predicted peaks of about 7 dB in signal level at points near the shadow boundaries were not experimentally observed. Although there are physical arguments whicli deem the appearance of those peaks credible, it is also possible that they result from the use of certain approximate methods utilized in providing transition between shadow boundary and geometric diffraction theory analytic formulations.

The easiest and fastest way of resolving this would be to conduct a scale model experiment where there would be no differences between assumed and actual obstacis properties. If the peaks still do not appear, the mure involved procedure of reevaluating the analytical procedures should be under.taken.

The VHF signal exhibited scalloping and other level changes which, it is felt, were not caused by diffraction from the obstacle under test. These signal variations are attributed to ground refractions, other multipath phenomena, and possibly, a nonomnidirectional airborne VHF antenna pattern. Because the recorded VHF signal was not constant, even for helicopter pusitions far from the obstacles, it was sometimes difficult to determinn - the no-perturbation or 0 dB reference level. In many cases, good agreement between theory and experiment can be obtained by merely uniformly shifting the reference level assumed in the data reduction by an appropriate amount.

The effects of ground reflections and antenna pattern effects can be incorporated into the computer program; this would provide a more accurate model of the electromagnetic configuration.

Measurements of S-band and VHF signals were also made utilizing spherical and cylindrical obstructions. No theoretical predictions were made for these cases, other than simple geometric optics as provided in the romputer. Interestingly, peaks in signal level appeared near the shadow boundaries for many of the sphere tests; they were absent for the cylinder.

For both the sphere and cylinfer, $S$-band signal level perturbations (on the order of from 2 to 4 dB , one-way) extended out to approximately twice the distance of the shadow boundary projection. Within the shadow region, the signal level was generally much less than the free-space field, although for both the sphere and cylinder a signal peak of typically -3 dB was present over a fairly large region in the center of the geometric shadow. In summary, geometric-optical predictions based on the line-of-sight overestimate the signal loss within the shadow and underestimate the loss outside the shadow.

A study program can be performed to develop appropriate theories that would accurately take into account diffraction contributions for spherical and cylindrical obstructions. Such theories could be easily incor porated into the present computer program. Theoretical predictions could be compared with the experimental results already obtained.
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Appendix I
EVALUATION OF THE Q-FACTOR

### 1.0 INTRODUCTION AND SUMMARY

The appendix presents an analysis of the effects of illumination and observation of a scattering edge at angles not normal to the edge. Effects of moderate amounts of phase-front curvature are accounted for through the use of a fresnel-integral formulation.

The $Q$-factor calculation is comprised of two subroutines, one called after the incidence direction and related information has been computed and another called for each observation point of interest. The second subroutine is thus called hundreds or thousands of times for each call of the first subroutine which now includes computations that need only be performed once for each incidence angle.

This appendix describes the computational procedures, gives flow charts for the two subroutines, and demonstrates the accuracy of the analysis in certain limiting cases.

### 2.0 LARGE CURVATURE OF INCIDENT WAVEFRONTS

For very long edges and very short radar wavelengths, incident wave curvature is treated by considering the edge as a collection of shorter edges; it must be recugnized that the diffraction coefficient, which is ignored here except as a factor to be supplied from another subroutine, will in fact differ slightly for each of the shorter edges; this effect is expected to bc of minor importance and is not being accounted for in the overall diffraction program because it would greatly increase computation time and complexity.

Let us consider the distance from the source point to each point on the scattering edge; the geometry is shown in Figure 102.

Preceding page blank


Figure 102 BASIC EDGE GEOMETRY

The distance is given by the approximation

$$
\begin{equation*}
r_{i}=R_{i}+z \cos \beta_{k}+\frac{1}{2}\left(\frac{z^{2}}{R_{i}}\right) \sin ^{2} \beta_{k}-\frac{1}{2}\left(\frac{z^{3}}{R_{i}^{2}}\right) \cos \beta_{k} \sin ^{2} \beta_{k}-\frac{1}{8}\left(\frac{z^{4}}{R_{i}^{3}}\right) \sin ^{2} \beta_{k}\left(1-5 \cos ^{2} \beta_{k}\right) \tag{51}
\end{equation*}
$$

where the variables are as shown in Figure 102. Because the distance appears in a phase term, any terms that change it by a significant fraction of a wavelength will have an effect on the integration necessary to determine the diffracted field, $u_{p}, i . e .$,

$$
\begin{equation*}
u_{p}=\left(\frac{T(\theta)}{i \pi R_{s}}\right)\left(\frac{u_{0}^{\prime}}{R_{i} \sqrt{4 \pi}}\right) v \underbrace{\int_{-\frac{l}{2}}^{\frac{\ell}{2}} e^{i k\left(r_{i}+r_{s}\right)} d z}_{Q} \tag{52}
\end{equation*}
$$

where

$$
\begin{aligned}
T(\theta) & =\begin{array}{l}
\text { diffraction coefficient supplied from another } \\
\\
\text { portion of computer program, }
\end{array} \\
u_{0}^{\prime} & =\text { incident field amplitude, and } \\
v & =\sin \beta_{k} \sin \beta_{s}
\end{aligned}
$$

and other variables are shown in Figure 102.
Efforts to evaluate the integral of equation (52) suggest that a direct invegration for phase functions involving powers of 2 above the second are impractical. Suppose, instead, that we break up the edge into shorter
subsections, each of them short enough so that only phase terms through $z^{2}$ need be incorporated. Now we can evaluate the integral as a sum of integrals, each of them over a length of edge short enough to permit use of the fresnel-integral solution to equation 52 under the assumption that and higher-order terms are negligible. This approach does complicate the logic of the computer program, but it appears to be the best way to handle excessively large amounts of phase-front curvature.

The first problem is to establish the best way in which to break up the edge into sufficiently short segments. In Figure 103 is shown the geometry for the case in which there are five segments on the edge. In general, the program allows for up to 15 segments; only odd numbers of segments are used because then the midpoint of the middle segment is also the midpoint of the total edge. We are supplied with $R_{L_{3}}, R_{s_{3}}, \beta_{k_{3}}$, and $\beta_{s_{3}}$ from a previous subroutine. These parameters are the ones we normally use, since normally only one segment is needed (i.e., $N=1$ ). In the N -segment case, the subscripts on the parameters supplied are $n_{m}=(N+1 / 2)$. We must compute all of the quantities $R_{i_{n}}, R_{s_{n}}, \beta_{k_{n}}$ and $\beta_{S_{n}} \quad$ for use in the integration which has now become
$Q=V \int_{-\frac{1}{2}}^{\frac{\ell}{2}} e^{-i k\left(r_{i}+r_{s}\right)} d z=\sum_{n=1}^{N}\left(\frac{R_{i_{n m}}}{R_{i_{n}}}\right)\left(\frac{R_{s_{n m}}}{R_{s_{n}}}\right) e^{i k\left(R_{i_{n}}-R_{i_{n m}}\right)} e^{i k\left(R_{s_{n}}-R_{s_{n m}}\right)}$
where

$$
\begin{equation*}
Q_{n}=v_{n} \int_{-\frac{l}{2 N}}^{\frac{l}{2 N}} e^{-i k z\left(\cos \beta_{k_{n}}+\cos \beta_{s_{n}}\right)-i k z^{2}}\left(\frac{\sin ^{2} \beta_{k n}}{2 R_{i_{n}}}+\frac{\sin ^{2} \beta_{s_{n}}}{2 R_{s_{n}}}\right) d z \tag{54}
\end{equation*}
$$



Figure 103 SUBDIVISION OF EDGE INTO SHORTER SEGMENTS

In equation 53, the summation contains ratios of ranges to compensate for the varying distances of the edge segments from the source and the receiver; range effects are neglected for the various elements in the integration along the edge, but in the case of a very long edge, for which $N$ exceeds unity, it seems reasonable to include range-correction factors for the segments. The phase factors shown in equation 53 are very important, because they are (approximately) accounting for the large amount of phase curvature that makes it inaccurate to evaluate $Q$ with a single integration. Thus we have reduced the phase variation within the integrand by subdividing the edge and now must account for that phase curvature by using appropriate phase shifts for the contributions of the segments of the edge. Obviously this approach can yield only approximate results: $N$ must approach infinity for $Q$ to approach the correct value. It does seem quite certain, however, that the accuracy obtained using the present approach will be more than adequate for the intended application.

The next question that must be considered is how to determine the number of segments to be used. Consider equation 51 , which gives the distance to a point located $z$ units from the center of the line segment of interest. Also, assume we have a single segment for the moment. Then, if we are to be able to use the approximation involving the removal of $z^{3}$ and higher-order terms from equation 51 , we must have a negligible phase shift contribution from these terms; that is,

$$
\begin{equation*}
\left|\frac{l^{3}}{16 R_{i}^{2} \lambda} \sin ^{2} \beta_{k}\left[\cos \beta_{k}+\frac{l}{8 R_{i}}\left(1-5 \cos ^{2} \beta_{k}\right)\right]\right| \ll 1 \tag{55}
\end{equation*}
$$

is required if these terms are to be dropped. Replacing $1 / 16 \lambda$ by $k / 100$, since $k$ is available in the program, we can rewrite the criterion as

$$
\begin{equation*}
\left|\frac{k l^{3}}{R_{i}^{2}} \sin ^{2} \beta_{k}\left[\cos \beta_{k}+\frac{\ell}{8 R_{i}}\left(1-5 \cos ^{2} \beta_{k}\right)\right]\right| \ll 100 \tag{56}
\end{equation*}
$$

In the program, we require that the quantity on the leit-hand side be less than 10 , noting that this approach is conservative since the amount of correction is generally much less than the value shown in the left side of inequality 56 since that quantity is computed for the worst case of $z=\ell / \lambda$. The computational approach is simple: we compute the left-hand side of inequality 56. If this quantity is less than 10 , we set $N=1$ and proceed as before. If the quantity is greater than 10 , we set $N=3$, replace $\ell$ by $\ell / 3$, and recompute the left-hand side of the inequality. Note that is cubed so the resulting quantity is only of the order of $1 / 27$ of its previous value. Again the inequality is tested. The procedure continues until either an N is found such that the inequality is satisfied or else $\mathrm{N}=15$, the maximum value allowed in the present program. Values of N greater than 15 would occur only for such a long edge and such a close radiator that mary other assumptions in our general approach would also fail, so this limitation is not a severe one in terms of operational capability. In any case, veiy large values of $N$ would lead to greatly increased computation tirnes.

Note that this establishment of $\mathbf{N}$ is based only on the source-toedge distance; if the source is far from the edge and the receiver is close to the edge, $N=1$ will be used. If both source and receiver are close to the edge, the breakdown will still be effected and the method will lead to valid results. Note that the only real effect of breaking the edge down into a set of N shorter edges is to improve the accuracy of the phase terms of the integrand so that the Fresnel-integral results will be valid. The penalty in computer time lies in the necessity to evaluate $N$ different $Q_{n}$ values and to add these $Q_{n}$ values, with appropirate amplitude and phase adjustment, to obtain the overall $Q$ value for a given combination of incidence and observation angles. Note that we choose $N$ by making computations on successively shorter and shorter sections of edge centered on the center of the overall edge and that further checks, using sections near the ends of the overall edge, could be made but are not necessary since the values obtained near the ends would differ but little from those at the center, and, in any case, we are only trying to satisfy, in a general way, inequality 56.

Once $N$ has been established, it is necessary to compute other parameters for later use. If $N=1$, very little computation is necessary in the first subroutine, Q1, which is called only once for each incidence angle (see Section 3). If $N$ exceeds unity, the quantities $R_{L_{n}}$ and $\beta_{k_{n}} \quad$ must be computed for the $N$ values of $n$; these computations are made in subroutine Q1. or each observation point, $\quad R_{s_{n}}$ and $\beta_{s_{n}}$ must be computed in subroutine Q2, which is called once for each observation point (see Section 5). Because we will only have $\mathrm{N}>1$ for relatively short source-to-edge distances, we can compute the distance tc the center of each segment of the edge straightforwardly from the law of cosines, viz.

$$
\begin{equation*}
R_{i_{n}}=\left\{R_{i_{n m}}{ }^{2}-R_{i_{n m}}\left(\frac{l}{N}\right)(N+1-2 n) \cos \beta_{k_{n m}}+\left(\frac{l}{2 N}\right)^{2}(N+1-2 n)^{2}\right]^{\frac{1}{2}} \tag{57}
\end{equation*}
$$

where $R_{i n m}$, the distance to the center of the overall edge, is a vailable from a previous subroutine, as is $\beta_{k_{n m}}$, the angle at the center of the overall edge; $(l / 2 N)(N+1-2 n)$ is simply the amount by which the center
of the $n^{\text {th }}$ edge segment is offset from the center of the overall edge (see Figure 103). The incidence angles could be solved for but they are really not needed: what are needed are the sines and cosines of these angles, quantities that are found from the formulas

$$
\begin{equation*}
\sin \beta_{k_{n}}=\frac{R_{i_{n m}} \sin \beta_{k_{n m}}}{R_{i_{n}}} \tag{58}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos \beta_{k_{n}}=\frac{R_{i_{n m}} \cos \beta_{k_{n m}}-\frac{l}{\lambda N}(N+1-2 n)}{R_{i_{n}}} \tag{59}
\end{equation*}
$$

Since all of the quantities required in equations 58 and 59 are already available, computation of the required sines and cosines is very rapid. Finally, we compute in $Q Q 1$ the (complex) constants required in equation 54 ,

$$
\begin{equation*}
F=\frac{R_{i_{n m}}}{R_{i_{n}}} e^{i k\left(R_{i_{n}}-R_{i_{n m}}\right)} \tag{60}
\end{equation*}
$$

For the distances and angles from the edge segments to the receiver, formulas essentially identical to equations 57 through 59 are used in subroutine QQ2. The only modification required there is one that (for the $N>1$ situation) is necessitated by the fact that the distances to the receiver may be very great and thus may iead to errors in the square-root computation in equation 58; in addition, elimination of the square root operation can save time. Therefore, the values of $R_{s_{n m}}$ greater than 30,000 meters we use a series approximation to equation 57 ,

$$
\begin{equation*}
R_{s_{n}}=R_{s_{n m}}-\left(\frac{l}{2 N}\right)(N+1-2 n)\left[\cos \beta_{s_{n m}}-\frac{\sin ^{2} \beta_{s_{n m}}\left(\frac{l}{2 N}\right)(N+1-2 n)}{2 R_{s_{n m}}}\right] \tag{6i}
\end{equation*}
$$

which provides good accuracy in short computation tises, tine latter consideration being very important in a subroutine called as many times as QQ2 is

### 3.0 SUBROUTINE QQ1

Subroutine QQ1 computes certain quantities that will be needed later in the program. Inputs to $Q Q 1$ are

| AK | $=$ wave number $(=2 \pi / \lambda)$ (meters ${ }^{-1}$ ) |
| :--- | :--- |
| AL | $=$ length of (overall) edge (meters) |
| RSP | $=$range from source to center of edge (meters) <br> $\left(=R_{i_{n m}} \quad\right.$ in discussion in Section 2) |
| $\mathrm{BETAK}=$ | angle line of sight makes with edige (radians) <br> $\left(=\beta_{k_{n m}} \quad\right.$ in discussion in Section 2) |

which are determined in earlier subroutines. As indicated in Section 2, the primary purpose of subroutine $Q Q 1$ is to establish $N$, the number of segments into which the edge is to be subdivided, and to compute other quantities for later use.

Outputs from subroutine QQ1 are
RJ (J) $\quad=\quad$ range from center of $J$ 'th segment to source
(meters) (= $R_{i n} \quad$ for n'th segment in Section 2)
$\operatorname{SNBETK}(J)=\sin \beta_{k_{n}} \quad$ in Section 2 (equation 58)
$\operatorname{CSBETK}(J)=\cos \beta_{k_{n}} \quad$ in Section 2 (equation 59)
$\operatorname{CFACT}(J)=$ normalization factor $F$ (equation 61)
NSG $\quad=\quad$ number of segments ( $N$ in Section 2)
AX $\quad=\quad \mathrm{AL} / \mathrm{NSG}$ (meters)
The basic flow within subroutine $Q Q 1$ is shown in Figure 104. Note that if $N=1$, the resual situation, most of the subroutine is bypassed and relatively few computations need be made. The indices $J$ in the quantities defined above range from 1 to NSG. All of the computations in this subroutine were discussed, and appropriate equations were given, in Section 2.


Figure 104 FLOW DIAGRAM FOR SUBROUTINE QQ1

### 4.0 MODIFIED ASYMPTOTIC APPROXIMATIONS TO FRESNEL-INTEGRAL EXPRESSIONS

The most important part of the evaluation of the $Q$ factor is the integration indicated in equation 54. By restricting the maximum length of the edge segments, we assure that the use of terms only up to order $z^{2}$ is a valid approximation. We can perform the integration exactly and obtain

$$
\begin{equation*}
Q_{n}=V_{n} \sqrt{\frac{\pi}{2 a_{n}}} e^{i \frac{b_{n}^{2}}{a_{n}}}\left[\left\{c\left(Y_{n}+Z_{n}\right)-C\left(Y_{n}-Z_{n}\right)\right\}-i\left\{s\left(Y_{n}-Z_{n}\right)-s\left(Y_{n}-Z_{n}\right)\right\}\right] \tag{62}
\end{equation*}
$$

where

$$
\begin{aligned}
& Y_{n}=b_{n} \sqrt{\frac{2}{\pi a_{n}}} \\
& Z_{n}=\frac{\ell}{n} \sqrt{\frac{a_{n}}{2 \pi}} \\
& a_{n}=\frac{k}{2}\left(\frac{\operatorname{sen}^{2} \beta_{k_{n}}}{R_{i_{n}}}+\frac{\sin ^{2} \beta_{s_{n}}}{R_{s_{n}}}\right) \\
& b_{n}=\frac{k}{2}\left(\cos \beta_{k_{n}}+\cos \beta_{s_{n}}\right)
\end{aligned}
$$

and we use the Fresnel integrals

$$
\begin{align*}
& C(z)=\int_{0}^{2} \cos \left(\frac{\pi}{2} t^{2}\right) d t  \tag{63}\\
& S(z)=\int_{0}^{2} \sin \left(\frac{\pi}{2} t^{2}\right) d t \tag{64}
\end{align*}
$$

Direct evaluation of $Q_{n}$ using standard subroutines for the Fresnel integrals is used for small $Y$ and $Z$ values, * but if these values become ver large, as they may, overflows can occur in the computer. If either argument is less than 5, we use the IBM subroutine directly, as before, to evaluate equation 62. The argument supplied to this subroutine must be $\frac{\pi}{2} x^{2}$

[^15]rather than $x$ because of the different definition they have used for the Fresnel integrals. Note that the algebraic sign of the Fresnel integrals is lost (because of the squaring of the argument before the subroutine is called); provision therefore has to be made to give the computed Fresnel integrals the same signs as the original arguments.

We have developed an accurate asymptotic form that can be used for arguments as small as 5. This expansion is based upon the asymptotic expansion given at the bottom of page 322 of Reference 2, i.e.,

$$
\left.\begin{array}{rl}
C(x) \\
S(x) \tag{65}
\end{array}\right)=0.5 \pm\left(0.5185099-\frac{0.0968}{x^{4}}\right) \frac{\sin \left(\frac{\pi}{2} x^{2}\right)}{x} .
$$

where the upper signs and functions are used for $\dot{C^{\prime}}(x)$, and the lower signs and functions, for $S(x)$; the error is less than $3 \times 10^{-7}$ for greater than 5. Using these asymptotic expansions in equation 62 and doing considerable algebraic juggling, we ubtain the form

$$
\begin{gather*}
Q_{n}=V_{n} \sqrt{\frac{\pi}{2 a}}\left[\frac{1}{\sqrt{2}} F R T e^{i \frac{b^{2}}{a}}+e^{-i \frac{a}{4}\left(\frac{l}{N}\right)^{2}}\{[(C F 1+C F 2) \sin (A R G)-(C F 3-C F 4) \cos (A R G)]\right. \\
 \tag{66}\\
+i[(C F 1-C F 2) \cos (A R G)+(C F 3+C F 4) \sin (4 R G)]\}]
\end{gather*}
$$

where

| ACl | $=0.3183099$ |
| ---: | :--- |
| $\mathrm{AC2}$ | $=0.10132$ |
| AC 3 | $=0.0968$ |
| AC | $=0.154$ |


| YPZ | $=$ | $\mathrm{Y}+\mathrm{Z}$ |
| :---: | :---: | :---: |
| YMZ | = | Y-Z |
| FRT | = | $\operatorname{sgn}(\mathrm{YPZ})=\operatorname{sgn}(\mathrm{YMZ})$ |
| YPZC | = | YPZ ${ }^{3}$ |
| YMZC | = | YMZ ${ }^{3}$ |
| YPZF | = | YPZ ${ }^{4}$ |
| YMZF | $=$ | YMZ ${ }^{4}$ |
| CFl | = | (ACl-AC3/YPZF)/YPZ |
| CF2 | = | (ACl-AC3/YMZF)/YMZ |
| CF3 | = | (AC2-AC4/YPZF)/YPZC |
| CF4 | = | (AC2-AC4/YMZF)/YMZC |
| ARG | = | $\pi \mathrm{YZ}$ |

and other variables are as previously defined. Variables in the list above are the same ones used in computer subroutine QQ2. The first te rm will generally be zero (i.e., FRT $=0$ ), in which case the first phase factor need not be computed. This formulation is the basic one used in subroutine QQ2, discussed in the next section.

Note that only two sines and two cosines will normally be required for those cases in which the first term does not appear. Computation time is therefore less tian is required for use of the IBM subroutines, since their subroutine CS must be called twice, requiring a sine and a cosine computation each time, plus a sine and a cosine for the exponential in front of equation 62.

When the distances from the edge to the source and the observer become very large, $N=1$ and the conventional far-field result is obtained; this expression is

$$
\begin{equation*}
Q \sim l V \operatorname{sinc}(b l) \tag{67}
\end{equation*}
$$

In Section 6 we denonstrate that our computer program does, in fact, yield results approaching equation 67 using equation 66. Because it appears very unlikely that equation 67 will be a legitimate approximation in the situations of interest on this project, we have not included provisions for computing Q from equation 67, although this equation is obvously much better
computationally. If sater usage of the program should be desired for diffraction from relatively short edges at great distances (to both source and receiver), it will be relatively easy to include a provision for using this approximation.

### 5.0 SUBROUTINE QQ2

This subroutine is called once for each observation angle. The inputs to the subroutine are AK, AL, RJ(J), SNBETK(J), CSBETK(J), CFACT(J), NSG, and AC, all of which are obtained from subroutine QQ1, plus RPO and BETAS, the quantities $R_{s_{n m}}$ and $\boldsymbol{\beta}_{s_{n m}}$ discussed in Section 2. The latter two variables are obtained from a geometry subroutine preceding $Q_{2}$.

The basic flow of subroutine QQ2 is shown in Figure 105, If NSG is not unity, the ranges and angles to the edge segments must be computed using equations analogous to equations 57 through 61 of Section 2. Then the basic quantities necessary to compute the Fresnel integrals are computed. Depending upon YPZ anc. YMZ, either the exact formulation (equation 62) or the asymptotic formulation (equation 66) is used. When NSG $>1$, the basic computations and Fresnel-integral computations must be repeated NSG times and the results appropriately summed to obtain $Q$, the desired output of QQ2.

### 6.0 CHECKOUT OF COMPUTER PROGRAM SUBROUTINES

In this section we consider some basic checks that have been made.
First, consider the fact that when the smaller of YPZ and YMZ exceeds 5, subroutine QQ2 switches from Equation 62 to Equation 66 as itis basis for computing $Q$. It is desirable that the transition be smooth to avoid the introduction of discontinuities in the output at such a point. Although the approximation used in equation 66 is very accurate, the equation is obviously very different from equation 62; further, examination of the IBM subroutine CS indicatss that a quite different asymptotic expansion is used the re because they switch to the asymptotic form at (their) argument value of 4, corresponding to our argument 1.596. Consequently, good agreement between these very


Figure 105 FLOW DIAGRAM FOR SUBROUTINE 002
different forms suggeits very strongly that both formulations are working correctly. In Figure 106 is shown the $Q$ value for a particular example having $N=1$; the small circles correspond to values computed from equation 62, and the crosses, to values computed from equation 66. It is obvious that the two formulations are leading to results that agree very well, because the lines $t$ hrough the computed points are very smooth.

For situations in which the edge must be subdivided into segments the behavior of $Q$ becomes quite complex because we effectively have a near field situation in which the field behavior cannot be computed simply. It is therefore very difficult to establish the validity of the program in this situation. We have made some trial runs leading to $\mathrm{N}=3$ and have shown that the program logic is able to function in this case. Transition regions in which the Fresnel-integral computations switch from equation 62 to equation 66 seem to behave properly (in the $N>1$ case, it is possible to use one of these formulations for some of the segments and the other formulation for other segments).

Finally, we have made a check run for distances great enough to satisfy equation 67 very slosely. For an edge 300 feet lor.g and an $X$-band $\operatorname{radar}(\lambda=0.1$ foot $), Q$ was computed for normal incidence and observation at angles very near normal; it was assumed that source and receiver were each $10^{9}$ feet from the edge. Even at this very great distance, a small imaginary part was obtained for $Q$ (although certainly not a large enough contribution to be of practical concern); errors in the real part are very small as well. The results obtained, as shown in Table VI, verify that the computer program does yield results in close agreement with the far-zone anproximation but only if very great distances are involved. For the same parameters as were used here but ranges to source and receiver of $10^{7}$ feet, the approximation is fairly good in general form but significant errors do exist in the real part; in addition, the imaginary part then starts to become significant. For distances of $10^{6}$ feet, siill a considerable distance in the context of the present application, the approximation becomes quite poor; not only are the real parts of $Q$ poorly predicted, but the imaginary parts become comparable in magnitude to the real parts, whereas the imaginary

# Table VI <br> COMPARISON OF COMPUTED Q VALUES WITH FAR-ZONE APPROXIMATION 

Observation
Angle (rad)
1.5707960
1.5708952
1.5709944
1.5710936
1.5711432
$Q_{\text {far zone }}$
91.440023
78.769011
46.852322
10.879805
-3.559492
91. 439468 - i0. 043088991
78.847198-i0. 032505315
46.977310-i0. 006677389
10.995770-i0.019518994
-3. 467960 - io. 028038964


Figure 106 EXAMPLE OF CONTINUITY OF Q AT TRANSITION BETWEEN EQUATIONS 62 AND 66
parts are zero under the approximation of equation 67. For shorter edges and/or longer wavelengths, of course, the approximatiop can be satisfactory at shorter distances.

Appendix II
REFORMULATION OF BISECTOR COMPUTATION

Utilizing the notation in the figure below, the equations shown below provide a more general formulation for calculating an angle bisector.

$$
\begin{aligned}
& \frac{\bar{P}_{1528}}{\left|P_{1528}\right|}=\frac{\left(X_{P_{28}}-X_{P_{15}}\right) \hat{i} x+\left(Y_{P_{28}}-Y_{P_{15}}\right) \hat{i} y+\left(Z_{r_{28}}-Z_{P_{15}}\right) \hat{i}}{\sqrt{\left(X_{P_{28}}-X_{P_{15}}\right)^{2}+\left(Y_{P_{28}}-Y_{P_{15}}\right)^{2}+\left(Z_{P_{28}}-Z_{P_{15}}\right)^{2}}} \\
& =\left(\ell_{P_{1520}}, m_{P_{1528}}, n_{P_{1528}}\right) \\
& \frac{\bar{P}_{15 \% 6}}{\left|P_{15+6}\right|}=\frac{\left(X_{P_{46}}-x_{P_{15}}\right) \hat{i} t+\left(Y_{P_{46}}-Y_{P_{15}}\right) \hat{i} y+\left(Z_{P_{46}}-Z_{P_{15}}\right) \hat{i} z}{\sqrt{\left(X_{P_{46}}-X_{P_{15}}\right)^{2}+\left(Y_{P_{46}}-Y_{P_{15}}\right)^{2}+\left(Z_{P_{46}}-Z_{P_{15}}\right)^{2}}} \\
& =\left(L_{P_{1546}}, m_{P_{1546}}, n_{P_{1546}}\right) \\
& \frac{\bar{B}_{15}}{\mid B_{15} \hat{q}}=\frac{\left(\ell_{P_{1528}}+\ell_{P_{15+6}}\right) \hat{i} x+\left(m_{P_{1528}}+m_{P_{15+6}}\right) \hat{i} y+\left(n_{P_{1528}}+n_{P_{1546}}\right)}{\sqrt{2}} \\
& =\left(\mathcal{L}_{B_{15}}, m_{B_{15}}, n_{B_{15}}\right)
\end{aligned}
$$


[^0]:    Repori No. AG-5082-E-2, "Compute: Operator's Manual" and Report No, AG-5082-E-3, "Computer Progxammer's Manual," George Gaidasz and George P. Bein, Calspan Corporation, Buifalo, New York 14221.

[^1]:    *See Stratton, J.A., "Electromagnetic Theory," McGraw-Hill Book Co., Inc., pp. 464-470.

[^2]:    $u_{G .0}=0$ in shadow region.

[^3]:    A. Sommerield, Optics. Academic Press, New York, 1954, Chapter V.

[^4]:    Equation 35 applies for a cubical structure only. A more general fornulation for computing the angle bisector was later developed. See Appendix II.

[^5]:    Relative signal level is defined as the ratio of the totil field at a point in space with the obstacle present to the field that would exist at that poir.t in the absence of the obsiacle.

[^6]:    ${ }^{\$}$ The variable is a function of the argument contained in the parenthesis.

[^7]:    - aefenenceo to seano hoons position
    - ${ }^{+} \mathbf{3 0}$ tren. ALTIMETER SET TO ZERO AT INSTRUMENTATION SITE.

[^8]:    +30 feet; altimeter set to zero at test site.

[^9]:    It was sometimes difficult to determine the precise 0 dB (no perturbation) level. The VHF signal exhibited slow linear changes even when far from the obstruction. It is probable that the slowly-varying change in level is due to the influence of the helicopter body on the VHF antenna resulting in a nonomnidirectional VHF patiern. An independent measurement of the VHF antenna pattern was not made.

[^10]:    *For a two-way path (e.g., radar), tine dB level would change by a factor of two.

[^11]:    Defined as a horizontal line from the receive horns extending through the center of the oostruction and terminating at the observation plane.

[^12]:    *Judged to be where perturbations do not occur in signal level.

[^13]:    vs DISTANCE FROM TEST CENTERLINE, RUNS N111 AND N112; $d_{1}=496$ FT, $d_{2} \approx 3300$ FT
    Figure 96 COMPARISON BETWEEN THF.OR'/ AND EXPERIMENT, RELATIVE SIGNAL STRENGTH ALTITUDE $\approx 991$ FT

[^14]:    "Interestingly, peaks just outside the shadow boundaries were experimentally observed during the sphere tests.

[^15]:    *In subsequent discussions of evaluation of the Fresnel-integral expressions, the subscript n's are omitted; note that all. .tevaluations are performed independently for each $n$ value required.

