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PREFACE 

This publication is one of a group of handbooks prepared under the auspices 
of the Engineering Handbook Office, Duke University, as part of the Engineering 
Design Handbook Series. Presented in this handbook are the basic information 
and fundamental principles essential to the design and development of infrared 
systems for military applications. 

A great deal of information already has been published describing time- 
proven IR systems and technology; whereas, little or no information has ap- 
peared in open literature, such as this, describing the significant recent advances 
in IR technology and systems development. Therefore, the approach to this 
topic departs from the time-honored treatment of the subject of infrared tech- 
nology. No attempt is made to present a complete exposition of the overall 
infrared discipline, but rather, most of the material is devoted to the significant 
technological advance« of recent years. 

Recent requirements for tactical nighttime surveillance and detection 
capabilities have introduced new challenges. The result has been the successful 
development and application of multi-element arrays of IR detectors for re- 
connaissance and surveillance. This approach has increased considerably the 
effectiveness of IR systems in the field of combat as well as in global defense 
systems. Noteworthy advances have been made in the areas of low-light-level 
television and long wavelength infrared. The implementation of IR searchlight 
and laser sources has further improved the range capability of IR systems, and 
has added a new capability to infrared technology—direct measurement of 
range or distance. It is in the light of these advances that the bulk of this book 
has been prepared. This handbook, therefore, is intended to complement the 
previously-published IR literature by bridging the gap between the historically- 
proven, well-documented technology and the advancing state-of-the-art. 

The material is presented in a form which will be most useful to the gradu- 
ate engineer who must become informed about the technology and operational 
performance of present-day IR systems and who appreciates their attendant 
advantages and limitations. This handbook is also intended to aid the professional 
engineer concerned with the design and development of new systems. 

The information contained in this handbook consists of contributions from 
many infrared specialists engaged in the design and development of IR systems 
and associated hardware at the Electronics Division of Aerojet-General Corpora- 
tion, Azusa, California. A list of contributors is given on page xxx. Special credit 
should be given to I. M. Maine, Program Manager, and to the following principal 
investigators: M. L. Bhaumik and M. A. Levine for Chapter 2, S J. Halasz for 
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Chapter 4, and S. T. Braunheim for Chapter 5. A credit should be given to 
J. A. Lopez, who edited the various sections of the book and made it possible 
that a consistent list of symbols be available for each chapter and for the entire 
book. 

Particular credit goes to Mr. R. R. Entwhistle, Mr. S. L. Hall, and Miss 
Peggy Nash who patiently and accurately edited the entire manuscript. i 

The material is organized in a logical structure, which, I hope, will result in .. * 
maximum usefulness of the information. The reader is introduced to the funda- 
mental elements of IR radiation, the basic laws governing the nature of infrared 
radiation and transmission. The target and background infrared signatures are 
then outlined and the techniques for signal detection and background discrimina- 
tion are described. Each discrete element of the conventional IR system is dis- 
cussed including optics, detectors, signal-processing electronics, and associated 
support systems. Passive as well as active IR systems presently in existence are 
described.  Design  considerations and optimization techniques are presented. 

The essential equations which describe systems operation are drawn from 
sound and proven sources and are presented without proof. References are 
included 4$ the end of each chapter. A selected bibliography is presented at the 
end of this^handbook. 

Chapter 1 gives a short history of infrared technology and the significant 
military applications. _ , \ 

Chapter 2 introduces basic infrared terminology and describes the sources 
of IR radiation, laws governing this radiation, atmospheric transmission and A 
absorptioh,; radiation from targets of military interest, and background radiation. v.- 

Chapter 3 describes the basic tools needed for the transmission and detec- 
tion of infrared signals. The optical elements are analyzed as are their charac- 
teristics and basic design parameters, thermal as well as mechanical. Sources of 
target illumination, including lasers and their applications, are noted. The 
characteristics of IR receiving systems, including various infrared detectors, are 
studied in terms of fabrication techniques, cooling requirements and, finally, 
performance. Signal-processing techniques (including spatial filtering, scanning 
aperture, and temporal filtering) and display also are discussed in this chapter. 

Chapter 4 describes the operation of the most commonly-used passive and 
active infrared systems. The discussion includes the principles of imaging systems 
(including scanners), image tubes, viewers, and sights, Search equipments dis- 
cussed include trackers, radiometers, interferometers, spectrometers, and hybrid 
systems. Active systems include illuminators, viewers and sights, range finders, 
communication, data transmission, and weapon applications. 

Chapter 5 discusses system design approaches and operational requirements. 
Systems analyses entail target and background definition, baseline design con- 
cepts, and trade-off techniques. The design of a sample infrared system is 
analyzed at the end of this chapter. 

A separate publication, AMCP 706-128, has been prepared in order to 
present classified information dealing with target signatures of military interest, 
IR technology, and classified military systems. 

K. Seyrafi 
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The Engineering Design Handbooks fall into two basic categories, those 
approved for release and sale, and those classified for security reasons. The 
Army Materiel Command policy is to release these Engineering Design Hand- 
books to other DOD activities and their contractors and other Government 
agencies in accordance with current Army Regulation 70-31, dated 9 
September 1966. It will be noted that the majority of these Handbooks can 
be obtained from the National Technical Information Service (NTIS). 
Procedures for acquiring these Handbooks follow: 

a. Activities within AMC, DOD agencies, and Government agencies other 
than DOD having need for the Handbooks should direct their request on an 
official form to: 

*i Commander   - 
'; Letterkenny Army Depot 

ATTN:  AMXLE-ATD 
Chambersburg, PA 17201 

b. Contractors and universities must forward their requests to: 

National Technical Information Service 
Department of Commerce 
Springfield, VA 22151     • 

(Requests for classified documents must be sent, with appropriate "Need to 
Know" justification, to Letterkenny Army Depot.) 

Comments and suggestions on this Handbook are welcome and should be 
addressed to: 

Commander 
US Army Materiel Command 
ATTN:  AMCRD-TV 
Alexandria, VA 22304 

(DA Forms 2028 (Recommended Changes to Publications), which are 
available through normal publications supply channels, may be used for 
comments/suggestions.) 
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L^CL^I 
PREFACE 

This publication is one of a group of handbooks prepared for the U. S. 
Army Materiel ComWnd under the auspices o/the Engineering Handbook 
Office, Duke University, as part of the Enginee/ing Design Handbook Series. 
Presented in this HEfridbook are the basic ^formation and fundamental 
principles essential to\the design and development of infrared systems for 
military applications. 

A great deal of information has alreAdy been published describing 
time-proven IR systems! and technology; i*nereas, little or no information 
has appeared in open literature, such as thii, describing the significant recent 
advances in IR technology and systems development. Therefore, the 
approach to this topic leparts from the time-honored treatment of the 
subject of infrared technology. No attempt is made to present a complete 
exposition of the overall infrared discipline, but rather, most of the material 
is devoted to the significant technological advances of recent years. 

Recent requirements foV tactical nighttime surveillance and detection 
capabilities have introduced new challenges. The result has been the 
successful development ana application of multi-element arrays of IR 
detectors for reconnaissance! and surveillance. This approach has considera- 
bly increased the effectiveness of IR systems in the field of combat as well as 
in global defense systems. Noteworthy advances have been made in the areas 
of low-light-level television aad lojig-wavelength infrared. The implemen- 
tation of IR searchlight and feser/sources has further improved the range 
capability of IR systems, and »as added a new capability to infrared 
technology—direct measurement pi range or distance. It is in the light of 

/is book has been prepared. This handbook, 
lent the previously-published IR literature 
the historically-proven,   well-documented 
of the art. 

these advances that the bulk of 1 
therefore, is intended to comple| 
by   bridging   the   gap   between 
technology and the advancing sta 

The material is presented jh ä form which will be most useful to the 
graduate engineer who mustjhecqrne informed about the technology and 
operational performance of present-day IR systems and who appreciates 
their attendant advantages ana limitations. This handbook is also intended to 
aid the professional engineer concerned with the design and development of 
new systems. / 

The information contained in thiä handbook consists of contributions 
from many infrared specialists engaged in the design and development of IR 
systems and associated Rardware at l|he Electronics Division of Aerojet- 
General Corporation, Aaüsa, California! Mr. I. M. Maine was the Program 
Director and Dr. K. Seymfi, Technical Ec\itor. 

The material is organized in a logical structure which will result in 
maximum usefulness &f the information! The reader is introduced to the 
fundamental elements/of IR radiation, thepasic laws governing the nature of 
infrared radiation am transmission. Thettarget and background infrared 
signatures are then outlined, and the tecftniques for signal detection and 
background discrimination are described. VEach discrete element of the 
conventional IR system is discussed including optics, detectors, signal- 
processing electronrcs, and associated suppirt systems. Passive as well as 
active IR systems presently in existence are described. Design considerations 
and optimization techniques are presented. 

j-YZHsA"" 
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The essential equations which describe systems Aperation are drawn from 
sound and proven sources, and are presented without proof. References are 
included at the end of each chapter. A selected additional Bibliography is 
presented at the end of \his handbook. 

Chapter 1 gives a shor 
military applications. 

i history of infrared technology and the significant 

Chapter 2 introduces baste infrared terminology and describes the sources 
of IR radiation, laws governuig this radiation, atmospheric transmission and 
absorption, radiation from gargets of military interest, and background 
radiation. 

Chapter 3 describes the bfesic tools nedded for the transmission and 
detection of infrared signals. Tne optical elements are analyzed as are their 
characteristics and basic design\parametersi thermal as well as mechanical. 
Sources of target illumination, including msers and their applications, are 
noted. The characteristics of IR jeceiving systems, including various infrared 
detectors, are studied in terms djf fabric^ltion techniques, cooling require- 
ments and, finally, performance^ Signa^processing techniques (including 
spatial filtering, scanning aperture! temporal filtering, and display) are also 
discussed in this chapter. \      j 

A / 
Chapter 4 describes the operation of Jthe most commonly-used passive and 

active infrared systems. The discussijdn includes the principles of imaging 
systems (including scanners), image| tubes, viewers, and sights. Search 
equipment discussed includes tracke/l, radiometers, interferometers, spec- 
trometers and hybrid systems. ActiySe ^ystems include illuminators, viewers 
and sights, rangefinders, communication, data transmission, and weapon 
applications. ji      \ 

<■:        \ 

1 I Chapter 5 discusses system design approaches and operational require- 
ments. System analyses entail target and background definition, baseline 
design concepts, and trade-off l^chnique|. The design of a sample infrared 
system is analyzed at the end of jthis chapter. 

I '' 
A separate publication, AIVfCP 706-12& has been prepared in order to 

present classified information' dealing with target signatures of military 
interest, IR technology, and classified military systems. 

1 \ 
The Handbooks are readily available to £11 elements of AMC, including 

personnel and contractors jliaving a need 4nd/or requirement. The Army 
Materiel Command policy p to release these |Engineering Design Handbooks 
to other DOD activities And their contractors and to other Government 
agencies   in   accordance /with  current ArmV  Regulation  70-31,  dated  9 
September 1966. Procedures for acquiring thebe Handbooks follow: 

a. Activities withi 
official form from: 

AMC and  other DOIy agencies order direct on an 

Commanding Officer 
Letterkenny Army Depot 
ATTN: AMXLE-ATD 
Chambersburg, Pennsylvania 17201 
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b. Contractors who have Department of Defense contracts should submit 
their requests through their contracting officer wjth proper justification to: 

Commanding Officer 
Letterkenny Army Depot 
ATTN: AMXLE-ATD 
Chambersburg, Pennsylvania 17201 

c. Government agencies other than DODyhaving need for the Handbooks 
may submit their request fiirectly to: 

Commanding Officer 
LetterlWny Army D^pot 
ATTN:UMXLE-AT1 
Chambe\sburg, Pennsylvania 17201 

or 
Commanding General 
U. S. ArmV Matefriel Command 
ATTN: AMCAM-ABS 
Washingtori, D/C. 20315 

d. Industries not having Govdahment contracts (this includes colleges and 
Universities) must forward their jrequests to: 
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CHAPTER  1 

INTRODUCTION* 

1-1   DEFINITION  OF  INFRARED 
SPECTRUM 

The infrared (IR) region of electromagnetic 
radiation consists of that portion of the spec- 
trum located between the longest visible wave- 
lengths and the shortest microwave wavelengths. 
The IR spectral band is many times as broad as 
the visible optical spectrum which ranges from 
about 0.3 to 0.72 micron. The IR band is, 
therefore, divided somewhat arbitrarily into the 
following three regions for convenience: 

1. The near IR between 0.72 - 1.2 microns 
2. The intermediate IR between 1.2 - 7.0 mi- 

crons 
3. The far IR between 7.0 -1000 microns 

Recently, many IR systems have been developed 
for operation in the 8- to 30-micron region. This 
region, which is a subclass of the far IR region, is 
conventionally referred to as the Long- 
wavelength (LWL) Infrared Region. 

1-2 MILESTONES IN THE  DEVELOPMENT 
OF INFRARED TECHNOLOGY 

This chapter contains a cursory survey of the 
significant milestones in the advancement of 
infrared technology and its application. A more 
detailed account of the development and appli- 
cations of IR technology is given by Smith, 
Jones, and Chasmer11 and by Arnquist2 . 

The actual discovery of infrared radiation was 
the result of Sir William Herschel's pioneering 
experiments in 18001 . While investigating the 
distribution of thermal energy among various 
colors of solar radiation, Herschel found that 
thermal energy increased toward the red end of 
the visible spectrum and continued beyond the 
visible region. He concluded that radiant energy 
exists beyond the visible region. He called this 
radiation "invisible radiation". Further experi- 
ments by Herschel indicated that IR radiation 
obeys the same laws as does visible light. 

* Written by K. Seyrafi. 
1" Superscript numbers refer to References at the end of 

each chapter. 

Herschel's discovery opened a new frontier in 
optical science. It did not lead to any further 
advancement for almost twenty years, however, 
due primarily to the lack of detectors more 
sensitive than the thermometer. Although prog- 
ress during the nineteenth and early twentieth 
centuries was not dramatic, significant advance- 
ment has been made during the past 30 years. 

In 1830, L. Nobili developed the thermo- 
couple which detects IR radiation with a higher 
degree of sensitivity than does the thermometer. 
Within five years, M. Melioni developed an even 
more sensitive sensor by integrating a large 
number of thermocouples and called it a "ther- 
mopile". The development of the thermocouple 
and thermopile are considered to be the first 
important steps in the advancement of IR 
technology. 

During 1830-1840, Sir John Herschel, the son 
of Sir William Herschel, continued his father's 
work and supported his father's conclusion 
regarding the nature of IR radiation. He main- 
tained that IR radiation and visible light are 
similar in many basic respects. This opinion was 
the cause of considerable controversy until 1847 
when Fizeau, Foucault, and Knoblauch illus- 
trated that IR radiation exhibits interference 
effects in exactly the same way as does visible 
light. 

In 1843, E. Becquerel discovered the photo- 
graphic and phosphorescent effects of IR radia- 
tion. In 1880, S. P. Langley invented the first 
bolometer which is considerably more sensitive 
than the thermopile. A bolometer consists of a 
thin wire whose ohmic resistance changes as the 
result of the heat generated by the incident 
radiation. 

In 1920, T. W. Case3 developed the photo- 
conductive "Thalofide Cell" detector which is 
more sensitive and has faster response character- 
istics than thermocouples and bolometers. Al- 
though the principles of photoconductivity were 
discovered by Willoughby Smith4 in 1873 using 
selenium, Case should be credited for actually 
developing and implementing the photocon- 
ductor detector for use as an active IR infrared 
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transmitter and receiver system having an opera- 
ting range of over 18 miles1. His device stimu- 
lated widespread interest in IR in this country 
and abroad. 

In 1876, Adams and Day discovered the 
photovoltaic detector (selenium) and in 1934, 
Kikoin and Noskov developed the first photo- 
electromagnetic detector (cuprous oxide). 

In 1904, Bose* discovered the photosensitive 
property of lead sulfide (galena). Later on, in 
1917, during a routine investigation of 162 
materials, Case5 reported the photoconductor 
properties of lead sulfide (PbS). 

In 1944, Cashman developed the first practi- 
cal PbS detectors in this country6. Lead sulfide 
detectors had been previously developed by 
Gudden7 in Germany during the 1930's and 
were used in some of their IR systems during 
World War II. Cashman's development marked 
the beginning of a rapid expansion in IR 
technology and systems application in this coun- 
try. 

Later on during the late 1940's and early 
1950's, Cashman, McFee, and Levinstein ex- 
tended .PbS technology into lead selenide 
(PbSe), lead telluride (PbTe),; and indium anti- 
monide (InSb) detectors. 

Another significant technological advance was 
the development of a pneumatic IR detector by 
Marcel Golay in 1946. The Golay detector is still 
considered the best detector for long-wavelength 
IR applications because of its uniform spectral 
sensitivity. 

During the late 1940's, the first extrinsic 
photoconductor detectors were discovered by 
Burstein8. The spectral response of detectors 
such as gold-doped germanium (Ge:Au), zinc- 
doped germanium (Ge:Zn), and copper-doped 
germanium (Ge:Cu) was found to extend to 
about 40 microns. Later on, the discovery of a 
mercury-doped germanium detector (Ge:Hg), 
having a high-sensitivity response up to 14 
microns, was reported by Borrello and Levin- 
stein9 . Most of these detectors required cooling 
to temperatures ranging from 4° to 40° K. 

* Patent ~755 840. "Detector For Electrical Disturb- 
ances," Jagadis C. Bose, Calcutta, India, assignor of 
one-half to Sara Chapman Bull, Cambridge, Mass., filed 
Sept. 30, 1901, Serial No. 77,028 (No model). 

In 1959, Lawson10 described the first pseudo- 
binary detector (mercury-cadmium telluride) as 
having a spectral response that could be ex- 
tended to 40 microns. This detector, in contrast 
to other LWLIR detectors, required cooling only 
to about 77°K (liquid nitrogen). 

Today, because of the availability of highly- 
sensitive detectors in the range of about 0.7 to 
40 microns, the most useful part of the IR 
spectrum can be detected with almost the same 
sensitivity as visible light. 

1-3 MILITARY APPLICATION 

Although IR has been part of the scientific 
world for over 150 years, its application for 
military purposes has only taken place within 
the last 40 years. Secure signaling, detection of 
objects in the dark, and detection of and homing 
on military targets by their natural IR radiation 
are a few of the many military applications of 
IR._systems. During World War I, the Americans, 
British, and Germans produced IR devices which 
were, for the most part, experimental. 

In 1920, S. Hoffman11 described a passive 
imaging system which utilized a thermopile and 
galvanometer. This system could detect a man at 
600 feet and an airplane at nearly 1 mile. 

During the 1930's, IR systems found then- 
way slowly into the military arsenals. The 
advent of World War II, however, accelerated the 
tempo of activity in this area. During 1940- 
1941, the Optics and Camouflage Branch of the 
National Defense Research Committee and 
Office of Scientific Research and Development 
was assigned the responsibility for developing 
the military potential of optics and IR systems. 

During 1947-1955, the growing military de- 
mand for IR systems necessitated close technical 
coordination between the military and contract 
groups of the rapidly developing Southern Cali- 
fornia infrared community. Consequently the 
Office of Naval Research <ONR) Branch Office, 
Pasadena, California, sponsored a series of 
meetings under the leadership of W. N. Arn- 
quist12 . Initially these gatherings were called 
"The Conference on IR Instrumentation", and 
then, as the emphasis shifted to systems, the 
"Guided Missile Infrared Conference". An effec- 
tive information exchange and discussion forum 
were thus provided for the relatively new work- 
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ing groups in the area. The attendance at these 
conferences grew at such a rapid rate that by the 
mid-1950's it was no longer possible to continue 
on such an informal basis. Instead, formal 
meetings, called "Symposiums", replaced the 
informal conferences within the necessary secu- 
rity regulations. In November 1955, the name 
"Infrared Information Symposium" (IRIS), was 
formally adopted. IRIS symposiums have been 
convened regularly at least once a year ever 
since. IRIS has provided an effective means for 
exchanging information and stimulating new 
ideas for the advancement of IR research and 
technology. Other activities of ONR that stimu- 
lated developments in IR, especially during 
1950-55, were Project Metcalf, a comprehensive 
review of the Navy's IR program and special 
liaison with the British through ONR's London 
Branch Office12. 

Today, various basic types of IR systems are 
used in conjunction with tactical weapons in 
military arsenals throughout the world. The 
brief summary which follows is a description of 
some of the more notable applications of IR 
systems. 

1-3.1   IR  IMAGING SYSTEMS 

Development of the RCA infrared image tube 
by Morton, Ramberg, and Zyorykin2 is consid- 
ered to be the most significant IR development 
in the United States during the 1930's. The 
device converts IR radiation into visible light. 

The first and most notable military appli- 
cation of near-IR technology during World War 
II involved use of the IR imaging tube mounted 
on small arms for use by foot soldiers13 . Named 
the Sniperscope, it was used successfully during 
night operations. Infrared illuminators and re- 
ceiving devices were used for night driving and 
battlefield surveillance by all the major powers. 

1-3.2   INFRARED MISSILES 

Chronologically, the next step in the advance- 
ment of IR occurred as a result of its successful 
application for air-to-air and air-to-surface mis- 
sile guidance. The Germans developed an IR 
antiaircraft missile detection system during the 
early 1930's, to the point where piston-engine 
bombers could be observed at distances up to 
five km. However, they were not successful in 

implementing this latter capability in an opera- 
tional system. 

In this country, the use of IR in the missile 
field reached its peak after World War II. The 
most successful developments in the 1950's were 
the Navy SIDEWINDER air-to-air missile and 
the Air Force FALCON homing missile14 . The 
SIDEWINDER missile is 5 in. in diameter, 9 ft 
long, and weighs 150 lb. It can be carried by a 
variety of aircraft, including the F84, F-104, and 
FJ-4. 

The FALCON missile was developed by the 
Air Force to complement a radar-guided missile. 
These missiles are about 6-1/2 in. in diameter, 
about 6-1/2 ft long, and weigh slightly more 
than 120 lb. Used in F102A and F-89H inter- 
ceptors, the missile's tracking capability is such 
that it can be launched many miles from the 
target. 

Beginning about 1958 and extending to the 
early 1960's, the REDEYE missile was developed 
for the Army, to provide the foot soldier with a 
defense against low-flying aircraft. The 20-lb 
missile, which is less than 3 in. in diameter and 4 
ft long, is aimed and fired from a shoulder- 
mounted launch tube. 

1-3.3  INFRARED FIRE CONTROLS 

The first IR fire control system for search, 
acquisition, and tracking became operational in 
the mid-1950's. A gunsight was developed at this 
time for the F-104 aircraft, and the AAA-4 IR 
fire control system was developed in the early 
1960's by the Navy. 

An early version of a down-looking (3 to 5 
microns) IR reconnaissance system was devel- 
oped by the Air Force in the early 1960's. 

Recent breakthroughs in the fabricating of 
large arrays (consisting of LWIR sensors, cryo- 
genic cooling, and LWL optics) have further 
increased the potential capability of IR high-res- 
olution fire-control systems, unmatched by any 
other system at this time15'16 . Forward-looking 
IR Reconnaissance (FLIR) systems, designed for 
mounting on airborne platforms, provide arma- 
ment system operators with IR target detection, 
acquisition, recognition, and angle information. 
The FLIR systems, developed specially for 
nighttime use, provide real-time display of the 
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terrestrial scene within the field of view of the 
sensors. 

1-3.4 TAIL-WARNING SYSTEMS 

Infrared systems are also used for detecting 
missile plumes. An IR search system for use in 
the detection of attacking missiles was devel- 
oped by the Air Force as a tail-warning system 
for a fighter aircraft and became operational in 
the mid-to-late 1960's. 

1-3.5 SPACE APPLICATIONS 

The first spaceborne high-resolution IR tem- 
perature mapping system was launched aboard 
the Nimbus 1 satellite into an earth orbit in 
196417. The Nimbus infrared detector, sensing 
in the 3.4- to 4.2-micron region, provided the 
first nighttime cloud pictures with a ground 
resolution of about two nmi. 

Nimbus 1 performed temperature measure- 
ments with a resolution of about 1°K making it 
possible to map gradients in ocean currents, ice 
caps, land masses, and cloud formations. Fur- 
thermore, because of the correlation between 
cloud temperature and cloud altitude (a 1°K 
temperature change is comparable to a 1000-ft 
change in altitude), the IR picture provided a 
simple and effective method of determining 
cloud altitude. 

1 3.6 SPECTROSCOPY 

Infrared spectroscopy plays a key role in 
detection systems for military applications. Eval- 
uation of targets and background in terms of 
spectral intensity has provided considerable in- 
formation for use in the design of effective 
detection and homing systems. It has also 
provided an enormous amount of information 
about the sun, planets, and stars. New low-tem- 
perature stars have been discovered18. Terres- 
trial atmospheric phenomena and the atmos- 
pheres of other planets are being investigated. 

In biology and medicine, infrared techniques 
are continually finding new uses and applica- 
tions. Spectroscopy has made possible the study 
of plant diseases as well as the characterization 
and identification of fossils. 

1-4 ADVANTAGES AND DISADVANTAGES 
OF INFRARED SYSTEMS 

Infrared systems offer a distinct advantage 
over other detection devices, such as radar or 
visible optics, by being able to operate in the 
passive mode. This makes IR systems impervious 
to detection and countermeasures by methods 
which are effective against active systems such as 
radar. In addition, the passive IR systems are less 
complex by the absence of transmitter hard- 
ware. The fact that most natural objects radiate 
in the IR region makes IR wavelengths most 
attractive for passive systems. 

A summary of the advantages of IR systems 
includes: 

1. Small size and lightweight compared to 
comparable active systems 

2. Low cost compared to active systems 

3. Capable of passive or active operation 

4. Effective against targets camouflaged in 
the visible region of the optical spectrum 

5. Day or night operation 

6. Greater angular accuracy than radar 

7. No minimum range limitation 

8. Minimum    requirement    for    auxiliary 
equipment. 

The performance limitations of IR systems 
are imposed mostly by atmospheric conditions. 
Humid atmosphere, fog, and clouds present 
serious limitations. The problems can be briefly 
summarized as follows: 

1. Lack of all-weather capability (in opera- 
tion within the atmosphere) 

2. Line-of-sight detection capability only 

3. Requirements for cryogenic cooling dur- 
ing LWL operation. 

Notwithstanding these inherent limitations, 
IR technology faces an ever-expanding future 
made possible by the recent dynamic advances 
in the development of components such as 
solid-state detectors and detector arrays, cooled 
optics, cryogenic electronics, and IR lasers. 
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CHAPTER 2 

INFRARED PHYSICS* 

2-1   BASIC  IR SYMBOLS 
AND DEFINITIONS 

During the advance of IR technology, various 
symbols have evolved as "standard" symbols 
while others have been used at the whim of the 
authors. The system of symbols used in this 
handbook is based on the recommendations of 
the Office of Naval Research1. Special care has 
been given to distinguish intrinsic material prop- 
erties such as absorptivity a from total sample 
properties such as absorptance a. Some symbols 
occasionally have two functions. For instance, t 
can mean either time or total transmittance. 
Where confusion might possibly occur, the terms 
are carefully explained in the accompanying 
text. The standard symbols are given in Table 
2-1. 

Table 2-2 is a dictionary of the basic radio- 
metric terms used in infrared physics. Spectral 
radiometric terms are the same as the corre- 
sponding radiometric terms but are defined per 
unit wavelength, per unit frequency or per unit 
wavenumber. They are evaluated at a specific 
wavelength, frequency or wavenumber. Symbols 
for spectral radiometric quantities are formed by 
adding subscripts X, v, or v, respectively, referring 
to where the quantities are to be evaluated. For 
example, H\ is the irradiance per unit wave- 
length evaluated at wavelength X, Typical units 
would be w cm"2 ß "'. The relation between H 
andHx is 

H = HXAX    or    H, 
dH 

'*"*     U1     "*        9X 

where AX is a small wavelength interval about X. 

Table 2-3 is a list of the most commonly used 
physical constants for infrared physics. The 
standard symbols for the constants is also given. 
A complete list and discussion are given in Ref. 2. 

2-2  RADIATION  LAWS 

2-2.1   KIRCHHOFF'S  LAW 

Kirchhoff's Law states that, for any tempera- 
ture and any wavelength, the emissance of an 
opaque body in an isothermal enclosure is equal 
to its absorptance. Thus 

e(X,T)-o(X, T) (2-1) 

This law is a consequence of the Conservation 
of Energy which requires that the energy emit- 
ted by the body be equal to the energy absorbed 
by it under isothermal conditions. Thus 

w =eW    - aW " emitted      KnBB      u"BB w. absorbed (2-2) 

For a blackbody, e = a = 1 by definition. For 
real materials emissance depends on the material 
and the finish (see Table 2-4). 

More generally, the Conservation of Energy 
says that light incident on a surface is either 
reflected, transmitted, or absorbed. Thus 

r + t + a = 1 (2-3) 

For an opaque object, t = 0. Therefore 

r + a = 1 (2-4) 

Using Kirchhoff's Law, Eq. 2-1 gives 

♦Written by M. L. Bhaumik and M. A. Levine 

r = 1 - e 

for an opaque object. 

(2-5) 
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TABLE 2-1. STANDARD SYMBOLS 

SYMBOL NAME TYPICAL UNITS 

a 
A 
BB 
BG 
e 
E 
GB 
H 
J 
N 
P 
r 
S 
T 
t 
U 
it 

V 
W 

w 
a 
e 

X 

v 

V 

P 
T 

n 

absorptance % 
area cm2 

blackbody — 
background — 
emissance % 
photon energy erg 
gray body — 
irradiance w cm"2 

radiant intensity w sr"1 

radiance w sr"1 cm~2 

power w 
reflectance % 
line intensity (absorber content)"1 cm 
absolute temperature °K 
transmittance % 
energy J 
energy density Jem"3 

volume cm-3 

radiant emittance (flux density) w cm"2, (J sec * cm"2 

absorber content "atm-cm", "pr-cm" 
absorbtivity cm"1 

emissivity % 
wavelength cm 
frequency Hz, (sec"1) 
wavenumber cm"1 

density gem"3 

transmissivity cm"1 

solid angle sr (steradian) 
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TABLE 2-2. BASIC RADIOMETRIC TERMS 

TERM DEFINITION 

Absorber content 

Absorptance 

Absorptivity 

Blackbody 

Emissance 

Emissivity 

Energy density 

Graybody 

Irradiance 

Point source 

Power 

Radian 

Radiance 

Radiant emittance 

Radiant intensity 

Reflectance 

Reflectivity 

Steradian 

Transmittance 

Wavelength 

Wavenumber 

The equivalent pathlength through a gaseous absorber (par. 2-4) 

The fraction of irradiance that is absorbed by a sample placed 
in the path of the incident light 

The absorptance per unit pathlength through a material 

An ideal radiator or absorber with unit emissivity 

The fraction of radiant emittance of a real surface relative to a 
blackbody surface 

The fraction of radiant emittance of an ideal surface (opaque, 
optically smooth, flat) relative to a blackbody surface 

The energy per unit volume contained in the electromagnetic 
fields 

A radiator or absorber with constant emissivity less than one; 
i.e.,   e GB <1 for all A 

The power per unit area incident upon a surface 

A radiating surface both characteristic dimensions of which are 
small compared with the source-to-observer distance 

Energy per unit time 

The unit of angular measure, which is the angle for which the 
subtended arc length of a circle is equal to the radius of the 
circle (Fig. 2-1) 

Radiant power per unit solid angle per unit area of source 
projected normal to the solid angle 

The power per unit area, or the energy per unit time per unit 
area, radiated from a surface. Radiant emittance is an energy 
flux. 

Radiant power per unit solid angle from a point source 

The fraction of irradiance that is reflected from a real surface 

The fraction of irradiance that is reflected from an ideal surface 
(perfectly smooth and flat) 

The unit of solid angular measure, being the subtended surface 
area divided by the radius squared for a solid angle at the center 
of a sphere (Fig. 2-2) 

The fraction of irradiance that is transmitted through a sample 
placed in the path of the incident light 

The distance between two successive crests in the electromagnetic 
field of light traveling through a vacuum 

Reciprocal of wavelength in centimeters. Wavenumbers are pro- 
portional to the photon energy of the light (E = hcv) where 
v = lfK. 
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FIGURE 2-1.   Angle 9 in Radians 

Q =a —7y   (steradian  ) 

FIGURE 2-2.   Solid Angle Q. in Steradians 
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TABLE 2-3. PHYSICAL CONSTANTS 

Planck's constant 

Speed of light 

Boltzmann's constant 

Stefan-Boltzmann 
constant 

Wein's constant 

Electronic charge 

Capacivity of vacuum 

Permeability of vacuum 

Electron mass 

Proton mass 

Avogadro's number 

h 6.6256 X 1(T34  w sec2 

c 2.9979 X 1010 cm sec"1 

k 1.3805 X IG-23 w se^K"1 

8.617 X 10-seV)°K^ 

a 5.6697 X 10~12 w cm"2 °K^ 
1.354 X 10"12 cal sec"1 cm"2 °K^ 
3.658 X 10-" win."2 °K^ 

a 0.28978 cm °K 

e 1.6021 X IO"19 C 

€ 
o 

8.8543 X 10"12 Fm"1 

^o 
4?r X 10 "7 H m-1 

m 
e 

9.109 X io-28 g 

m 
p 

1.673 X io-24 g 

NA 6.023 X 1023 per gmole 

= 1.602 X 10"19 w sec 

= 8.617 X 10"s eV) 

= 1.24 M 

1 electron volt 

Energy of 1°K 

X (1 eV) 

2-2.2 PLANCK'S LAW 

The spectral energy flux, or spectral radiant 
emittance WK from a blackbody was derived 
empirically by Planck8 who had to postulate 
that radiation consisted of discrete quanta of 
energy hc/\ in order to fit a smooth curve to the 
experimentally measured spectral distributions 
of radiant emittance from blackbodies. The 
expression he derived was 

A plot of W\ vs A will result in the familiar 
blackbody radiation curves for various tempera- 
tures (Fig. 2-3). 

2-2.3 RAYLEIGH-JEANS LAW 

For long wavelengths (far IR) at not too low a 
temperature, 

hc/\kT< 1 (2-7) 

Wx 
C, 
j^   ryvanr^j , w cm 

The constants are 

C, = 1-nc2h = 3.7415 X IO"12 w cm2 

C2 - hc/k = 1.4388 cm °K 

c ~ speed of light 
h - Planck's constant 
ft = Boltzmann's constant 
X = wavelength, cm 

(2-6)     which permits the exponential to be expanded 
in a power series. Thus 

W, 27TckT/XA (2-8) 

which is the Rayleigh-Jeans Law. Notice that it 
does not depend on h and therefore is not of 
quantum mechanical origin. 
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TABLE 2-4.   EXPERIMENTAL VALUES OF EMISSIV1TY* 

MATERIAL 
300°K RADN. 

ON78°K 
SURFACE3 

ROOM TEMP.4 

14M RADN. 
ON2°K 

POLISHED 
SURFACE5 

293°K RADN. 
ON 90° K 

SURFACE6 

273° K RADN. 
ON 77°K 

SURFACE7 

Al-clean 
polished foil 0.02 0.04 0.011 0.055 0.043 

Al-plate 0.03 

Al-highly 
oxidized 0.31 

Brass-clean 
polished 0.029 0.03 0.018 0.046 0.10 

Brass-highly 
oxidized 0.6 

Cu-clean 
polished 0.015-0.019 0.02 0.0062-0.015 0.019-0.035 

Cu-highly 
oxidized 

Cr-plate 0.08 
0.6 
0.08 0.065 0.084 

Au-foil 0.010-0.023 0.02-0.03 0.026 

Au-plate 0.026 

Monel 0.2 0.11 

Ni-polished 0.045 

Rh-plate 0.078 

Ag-plate 0.008 0.02-0.03 0.023-0.036 

Stainless steel 0.048 0.074 

Sn-clean foil 0.013 0.06 0.013 0.038 

Soft solder 0.03 0.047 

Glass 0.9 0.87 

Wood's metal 0.16 
  

* Note:  Reference is made in column heads to references listed at end of Chapter 2. 
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2-2.4 WIEN'S LAW 

For short wavelengths, 

hc/\kT > 1, 

hence Planck's Law reduces ,to 

2nc7h 

(2-9) 

Wx = -   exp   f-/ic/(XÄT)]   (2-10) 

which is known as Wien's Law. 

2-2.5 STEFAN-BOLTZMANN  LAW 

The radiant emittance from a blackbody WBB 
can be obtained by integrating Eq. 2-6 over all 
wavelengths. Thus 

W BB -fvx-(^9> T,-r4 <2-n> 
which is the Stefan-Boltzmann Law. The Stefan- 
Boltzmann constant a for various units is listed 
in Table 2-3. 

2-2.6 WIEN'S DISPLACEMENT LAW 

The maximum value of Wx occurs at some X 
called X       . Wx in Eq. 2-6 is of the form 

W. =\-*fCKT). 

Setting 

gives 

d\ 

T = 

= 0 
X = X 

d[lnf(XT)] 
d(\T) 

(2-12) 

(2-13) 

(2-14) 

where a is a constant. Eq. 2-15 is Wien's 
Displacement Law. Solving the transcendental 
equation numerically for XmfflcT gives a = 
0.2898 cm °K. 

2-3 RADIANT ENERGY TRANSMISSION 

2-3.1   RADIANT INTENSITY FROM A 
POINT SOURCE 

A point source is a radiator all the dimensions 
of which are small compared to the source-to- 
observer distance. There are two basic types, the 
isotropic point source and the Lambertian point 
source. 

2-3.1.1  Isotropic Point Source 

The isotropic point source radiates uniformly 
in all directions, thus the radiant intensity J is 

(2-16) 
> w sr 

4JT 

where P is the total power radiated by the 
source. 

Geometrically, the importance of an isotropic 
point source is that it presents the same radia- 
ting area to the viewer when looked at from any 
direction. It is assumed, of course, that the 
source, being small, has a uniform temperature. 

2-3.1.2  Lambertian Point Source 

A Lambertian "point" source is flat and does 
not present the same area to the viewer from all 
directions. Since the color does not change with 
the position of the viewer, he must assume that 
the radiant emittance is proportional to the 
apparent, or projected, area of the source. Thus 

X = X 

dP 

On kWA cos 6 (2-17) 

For a given temperature T, evaluating X at Xmc 
is equivalent to evaluating XT' at Xmax T. Hence 

X      T = — — 
d [InfjXT)] 

d(\T) 

= o   (2-15) 

X      T mo* 

where A is the area of the source, 6 is the angle 
of the viewer with respect to the normal, and h 
is a proportionality constant (Fig. 2-4(A)). 
Integrating Eq. 2-17 over a hemisphere above 
the plane of dA (Fig. 2-4(B)) one gets the total 
radiated power 
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/ kW A cos i 

•Jhern iap her 

(2-18) 

= kWAl l  cos 6 (2TT sinö d6) = (vk)WA 

SinceP=WA, therefore ft = rr1.  Thus 

WM cos 
, w sr (2-19) 

This is called Lambert's Law. 

2-3.2 RADIANT ENERGY DENSITY 

Radiant energy density is the quantity of 
radiant energy per unit volume. 

2-3.2.1   Energy Density for Col I i mated  Irradiance 

Collimated irradiance means that the flow of 
radiant energy is neither divergent nor conver- 
gent. Hence the energy flow down a tube of 
cross section dA is uniform and the energy 
density is constant. Therefore, for a tube of 
length ct, where t is the length of time during 
which energy entered the tube, and c is the 
speed  of light, 

U 
V 

HtdA 
ctdA 

H 
c 

(2-20) 

Thus the irradiance on any cross section of the 
tube is 

H = uc (2-21) 

This is also the radiant emittance from the same 
crpss section. 

2-3.2.2  Energy Density Within an Isothermal 
Enclosure 

The temperature within an isothermal en- 
closure is a constant. Therefore the energy flux 
uc is a constant regardless of direction. Other- 
wise, there would be a net transfer of energy 
along some direction indicating a temperature 
difference somewhere. Therefore a calculation 
of the energy density next to a wall of the 
enclosure is sufficient. 

The radiant emittance is given by 

dQ, 
dW = (i")' 4TT 

(2-22) 

The factor 1/2 is because half the energy density 
is from irradiance and half from emittance as 
noted above. Integrating Eq. 2-22 over the hem- 
isphere of Fig. 2-4(B) gives 

W = 
uc 

(2-23) 

Thus the energy density within an isothermal 
enclosure is 

AW 
(2-24) 

As an example, consider a 300°K isothermal 
enclosure. 

_ 4W _ 4ffT4 _ 4 X 5.67 X 10"12 X (300)4 

3X 10! 

= 6.1X 10"12 J cm 

As a second example, consider the energy 
density above the earth's atmosphere due to the 
sun. The solar irradiance is about 0.13wcm"' 
and is nearly collimated. Therefore 

= H_=    0.13 
"    c     3X 1010 = 4.3X 10"12 J cm 

2-3.3 TRANSFER OF RADIANT POWER 

2-3.3.1  An Object in Space 

An object in space receives energy from warm 
celestial bodies and radiates energy into space. 
Space can be considered a perfect absorber with 
no emittance, i.e., space is cold. Therefore, for a 
uniformly painted metal plate suspended in 
space near the earth and normal to the sun, the 
incident energy is eA X 0.13 w cm 2, neglecting 
radiation from other sources. The emitted 
energy is 2eAoTA, where the 2 occurs because 
both sides of the plate emit. Thus, at equilib- 
rium, 

eA X 0.13 = 2eAoTA 

0.13 = 2X 5.67 X 10'12 X r* 
r=327°K 

If one side of the plate is black (e = 1) and the 
other is unpainted (e = 0.1) then, with the black 
side facing the sun, 

IX AX 0.13 = (1+ 0.1) AoT4 

0.13 = 1.1 X 5.67 X 10~12 X T4 

T=380°K 
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(A) 

HEMISPHERE 

(B) 

FIGURE  2-4.   Geometry of a Lambertian Source 
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With the shiny side facing the sun, 

0.1 X A X 0.13 = (1 + 0.1) AoT* 
0.013 = 1.1 X 5.67 X 10-'2 X T4 

T= 213°K 

2-3.3.2    Transfer Between Two Infinite Planes 

For two opaque plane-parallel infinite surfaces 
with emissances e, and e2 and temperatures 
T2 > Ti, one can calculate the net radiant 
emittance W^-M from surface 2 to surface 1. 
Surface 2 has a radiant emittance e2oT2 ■ Of 
that emittance e t e2 a T$ is absorbed by surface 
1 and {1 - ex)e2oT2 is reflected. Then 
(1 - e2 )(1 - el)e2aT2 is reflected back toward 
surface 1. Of that radiant emittance, 
ex (1 - e2 )(1 - ex )e2 oT2    is absorbed, etc. Thus 

W, ., =aT2
4   [e,e2 + e,(1 - e2)(l-el)e2 + e, (1 - e2 )2 (1 - e, )2 e2 + .. .1 (2-25) 

Summing the series gives 

W^2 =oT$ 

Similarly, 

Wt^2 -aT,4 

e, e 1 ^2 

Ll- (1-<?,)(!- e2 ) 

exe2 -i 

l-(l-e,)(l-c2) J 

(2-26) 

(2-27) 

Therefore W2 ~> r is given by 
net 

w2 w, w,. a(T2
4 - T?) 

eie2 

l-{l-e,)(l-e2) 
(2-28) 

A   more   extensive   study   of  the   transfer   of 
radiant power is given in Ref. 4. 

As an example, consider a black plate (e^ =1) 
at 2°K facing an electropolished copper plate 
(e2 =0.01) at 4°K. The net radiant emittance 
from the warmer copper plate to the cooler 
black plate is 

W 2-M net 

5.67 X 10'n(44 - 24)X IX 0.01 

1 - (0) (0.99) 
1.36 X 10-nw cm"2 

Note   that   the   commonly   accepted   formula, 
W2 o(e2 T2

4 - e2 T,4 ), yields 
-7.6 X 10"11 wem"2 indicating that 

the cooler plate is heating up the warmer one. 

2-11 



2-3.4 IRRADIANCE AS A FUNCTION OF  RANGE 2-3.4.2 Extended Source 

2-3.4.1  Point Source 

A small receiving area dA is oriented normal 
to the line of sight at a distance R from a point 
source. It subtends a solid angle d£2 = dAjR2. 
From the definition of radiant intensity J as the 
power radiated per unit solid angle from a point 
source, the power incident on the receiving area 
is 

dP = JdSl (2-29) 

and the power per unit area is the irradiance H 
given by 

H = 
dP _ J 

dA   " R2 (2-30) 

The concept of radiant intensity cannot be 
usefully applied to an extended source (one 
that subtends a finite solid angle to the viewer). 
However, in calculating irradiance H the extended 
source is divided into elemental areas dA and an 
expression is obtained for the radiant intensity 
of each. Contributions from each elemental 
source area to the irradiance are then integrated 
to obtain the total irradiance. 

If 0 is the angle between the line of sight and 
the normal rii to one of these small areas, and <j> 
is the angle between the line of sight and the 
normal n2 to the surface at which the irradiance 
is being determined, the irradiance is calculated 
as 

As an example, consider the irradiance at 
400 cm from a 2 cm radius sphere with emittance 
If = 3w cm"2 if the receiving area is slanted 60° 
to the line-of-sight. 

JdA/R2      Jcosd 
H 

Thus, 

dA/cos 6 R2 

WA cos 0 
sou Tee 

4TTR
2 

3X4 
H = 

7T   £ X 

4jtf400)2 = 3.75 X 10"s w cm"2 

"-/■ 

dJ 
R2 I 

A 

WdA cos 6 
nR2 cos 9 

(2-31) 

For example, assume that a plane circular area 
Pi of radius a has an emittance W. What is the 
irradiance at a point located on the axis of the 
circle at a distance b, in the plane P2 parallel to 
the source: 

dA = 2n x dx 
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Since the receiving surface is parallel to the 
emitting surface, 0=0. The elemental area 
consisting of an annular ring of diameter x and 
width dx has an area dA = 2nxdx therefore 

Using Eq. 2-19 with 0 = 0 gives 

H - n2 R1 (2-35) 

tf =     f — cos2 0 

-IT    / 

2nxdx 

x2 + b2 

(*2 + b2) 

2xdx 

(*2 + b2) 

(2-32) 

Let y = x2 + b2 ; then dy = 2#dx. When x = 0, 
y = b2; when « = a, y = a2 + b2. The integral 
becomes 

H-Wf 

2 2 
• + b     dy 

2 y 

Wb2 

-W[l 
b2 

= W 
a' + 0' / \a2 + b2 

(2-33) 
In the case where the receiving surface is very 

close to the emitting surface (b < a),H = W which 
simply illustrates that all the radiation emitted 
by unit area of the source passes through unit 
area of the receiver. At the opposite extreme, 
where b> a 

H = 
Wa2 

b2 
WA 
nR2 (2-34) 

which is the same as Eq. 2-30 as expected. 

2-3.5 CALCULATION AIDS 

Since equations such as Planck's are difficult 
to use directly in actual calculations, several 
devices have been specifically devised. These 
include, in order of increasing accuracy, nomo- 
graphs, radiation slide rules, blackbody tables, or 
computer storage data. 

Nomographs are multi-scaled graphs designed 
so that a straight line drawn through a known 
point on each of two scales will provide an 
unknown's value on a third scale (Ref. 9, p. 20). 
Nomographs are not used extensively because of 
their inherent inaccuracy. 

The General Electric Radiation Calculator 
(Ref. 1, pp. 11-17) is the most commonly used 
of various radiation slide rules. Radiation slide 
rules are sufficiently accurate for preliminary 
design calculations. 

Blackbody data (Ref. 1, p. 21) are available 
for use in calculating more precise values than 
are possible with slide rules, but these data 
tables are  more  difficult  to  use. 

Precise radiometric calculations require the 
use of highly accurate computerized data and 
direct, conventional calculation methods. 
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2-3.5.1 Use of GE Radiation Calculator 

Many of the blackbody expressions given in 

pars. 2-2 and 2-3 can be calculated by means of 
a special slide rule such as the General Electric 
Radiation Calculator shown in Fig. 2-5. At a 
single setting, the following data can be read: 

INDEX TEMPERATURE 

(1) CENTIGRADE 
(2) KELVIN 
(3) FAHRENHEIT 
(4) RANKINE 

°c 
°K = °C+ 273 
°F = (°C + 40) 
°R = °F+ 460 

40 

RADIANT EMITTANCE 

(5) w = WATTS/SQ CM 
(6) WATTS/SQ IN. 
(7) BTU/SQ FT/HR 

Total emittance, W0-~,   for various emissivities 
(emissances) and in various units 

SPECTRAL EMITTANCE 

(8) Wx       = WATTS/SQ CM/MICRON 
AX AT MAXIMUM 

Wx (9) — vs X 
Kmcoc 

(10)     vsX 
Wo — 

(11) MAX vs X 

(12) WAVES/CENTIMETER 

Spectral emittance at Xmax with e = 1. 

Multiplying (8) by (9) gives spectral emittance at 
X with e - 1. 

Multiplying (5), (6) or (7) by (10) gives / WKd\ 
0 

for any given emissivity used in (5), (6) or (7). 
Wavelength X at which W    is a maximum. 
(Note: This is maximum energy flux per unit 
wavelength interval. It is not maximum photon 
flux per unit wavelength interval.) 
This scale converts X max to v max m\- 

IRRADIANCE 

(13) 

(14) 

INCIDENT ENERGY IN WATTS/CM2 

FOR 1 CM2 SOURCE AT INDEX 
TEMPERATURE 

vs 
RANGE (CENTIMETERS) 

(NAUTICAL MILES) 

TRANSMISSION SPECTRA OF THE 
ATMOSPHERE 2000 YD (1 SEA MILE) 
OF 17 MM PRECIPITABLE WATER 

PHOTON EMITTANCE 

(15) PHOTONS/SEC/CM2 

(16) PHOTON ENERGY AT X? 

ELECTRON VOLTS 
IN 

Multiply   (11)   by   source  area  (cm2)   to  find 
irradiance H at ranges from 1 meter to 1000 
nautical miles. 

Transmission coefficient t vs wavelength X over 
1 nautical mile horizontally at approximately 
80% relative humidity, 80° F. This graph is inde- 
pendent of index temperature setting. 

Total  photon   flux   for  a  blackbody at index 
temperature. 
^       he 

in electron-volts. 

There is also a C, D scale slide rule for simple calculations. 
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2-3.5.2 Sample Calculations 

The following sample problems are stated and 
solved by direct calculation or by using the GE 
Radiation Calculator. 

Example 1 

Setup: A blackbody being used for testing is 
set to a temperature of 1000°C. (A 
blackbody aperture of 0.6 in. dia 
(approx.   2/n   in.   dia)   is   assumed.) 

Problem A: Calculate  the radiant emittance 
of the blackbody. 

1. Solution (by direct calculation): 
a. Convert °C to °K: 

1000°C =  1000+273 
= 1273°K 

b. Using   the   formula  for   the   Stefan- 
Boltzmann Law: 
W = oT4 

= 5.67 X 10"12 X (1273)4 

Answer:    W = 14.9 w cm"2 

2. Solution (using the GE Radiation  Calcu- 
lator): 
Align CENTIGRADE pointer of TEM- 
PERATURE scale with 1000 scale indi- 
cating W = WATTS/SQ CM. Since the 
radiation source is a blackbody, read the 
indication at 1 on the EMISSIVITY scale. 

Answer:    W - 14.9 wem'2 

Problem B:   Calculate the radiant power of 
the source. 

Solution (by direct calculation): 
a. Convert aperture size in inches to area 

in cm2. 
A = nr> 

A = - sq in. 

Since 1 sq in. = 6.45 cm2 

A = 2.05 cm2 

b. Using the formula for radiant power as 
a function of radiant emittance: 

P = WA (all other factors remain- 
ing constant) 

- 14.9 wem"2 X 2.05 cm2 

Answer: P = 30.6 w 

Problem C:   Calculate   the   spectral    radiant 
emittance Wx in the wavelength 
interval between 2.5 and 3/u. 

1. Solution (by direct calculation): 

Determine the total amount of radiant 
energy falling below each wavelength 
by integrating Planck's equation over 
the interval X = 0 to each given wave- 
length (A = 2.5 or A = 3.0). The answer is 
the difference between the two radiant 
quantities. 

2. Solution (using the GE Radiation Calcu- 
lator): 
Set the CENTIGRADE pointer of the 
TEMPERATURE scale to 1000°C posi- 
tion.   Observing the    "<h\    scale which 

indicates the "Percentage increment, of 
energy falling below any wavelength for 
a blackbody at temperature T", note 
that 45 percent falls below 3ß and 31.5 
percent falls below 2.5/J. 

Since the total energy = 14.9 w cm"2 

Answer: 

Wx - 14.9 X (0.450- 0.315) 
= 14.9X 0.135 

W\ = 2.00 wem"2 (approx.) 

Problem D: Determine the wavelength at the 
point of peak radiation of the 
1000° C source. 

1. Solution (by direct calculation): 

Using Wien's Displacement Law: 
2897 

^ max        rp / o T7- \ 

2897 

Answer: 

1273 

2.27p 

2. Solution (using the radiation calculator): 

Retain TEMPERATURE at the same 
setting. Read MAX point on  -S>-K scale. 

= 2.27ju 

Example 2 

Setup: An oxidized steel graybody is heated 
to 2000°K. 

Problem: Calculate the radiant emittance of 
the object. 

1. Solution 1 (by direct calculation): 

a. Calculate the blackbody emittance of 
2000° K using the Stefan-Boltzmann 
Law. 

W = oT* 
W = 90.8 w cm"2 
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b. Using emissance tables, determine the 
emissance of oxidized steel, (e of 
oxidized steel <*> 0.8). 

c. Transpose the formula for emissance: 
W 

e = ^^__  to w = e WBB 
WBB 

= 0.8 X 90.8 
W=   72.6 wem"2 

Solution 2 (using the radiation calcu- 
lator): 

Set the KELVIN pointer to the 2000° 
position. The radiant emittance at the 
0.8 position of the EMISSIVITY (emis- 
sance) scale is approximately 72 w cm""2. 

Example 3 

Setup: The irradiance H at a point 5 ft from a 
radiation source is 20 w cm"2. 

Problem: Determine the irradiance at a point 
20 ft from the source (disregarding 
atmospheric attenuation). 

Solution (using the Inverse Square Law): 

*-*(0 
=  20 

20 

20 

m 
H2 = 1.25 w cm"2 

2-4 ATMOSPHERIC TRANSMISSION 

In passing through the atmosphere, infrared 
energy is attenuated before it is detected and 
measured. The two main causes of attenuation 
are molecular absorption by several minor con- 
stituents of the atmosphere and scattering due 
to the presence of particles of matter in the 
atmosphere (aerosols). Molecular absorption 
occurs mainly in several more or less narrow 
absorption bands, and is due to the ability of 
certain molecules to go from one state of 
vibration-rotation to another, thereby absorbing 
(or emitting) a photon. In addition, scattering 
causes attenuation of an incident beam of 
radiation because in the scattering process the 
energy is redistributed into ali directions of 
propagation and lost to the observer. 

2-4.1   EXTINCTION COEFFICIENT 

The   spectral   transmittance   f(X)  through  a 
path x of uniform atmosphere is 

f(X) = exp [~K(X)x] (2-36) 

where K(X) is the extinction coefficient at the 
discrete wavelength X. K(X) is the sum of the 
molecular absorption coefficient a(X) and the 
scattering coefficient ß(k). Thus Eq. 2-36 can be 
written as 

£(A) = exp j- [<x(\) + 0(A)]*j 

= exp [ -a(X)x ] +  exp [- ß(X)x] 

(2-37) 

The scattering and absorption coefficients, and 
therefore the extinction coefficient, depend on 
wavelength, atmospheric density, and the atmos- 
pheric composition. Care must be used when 
applying Eqs. 2-36 or 2-37 since the properties 
of the atmosphere, and hence its absorption, 
may change over the path x. To account for 
these changes, Eq. 2-36 can be written in inte- 
gral form as 

t(\) = exp r*2 
J   Kx(Wx 

L   *i 

(2-38) 

If a finite wavelength interval, AX = A2 - \i, is 
considered, then the average transmittance t in 
the interval AX is 

X, 
/ r(X)dX (2-39) 

Eq. 2-39 implicitly contains Eq. 2-38 and is hard 
to evaluate exactly. Therefore, various approxi- 
mations to Eq. 2-39 are used, depending on the 
wavelength region and attenuating medium con- 
sidered. In certain cases, either scattering or 
molecular absorption is negligible, and one need 
only consider one attenuation process. Since the 
transmittance due to scattering is a slowly 
varying function of wavelength, it will often be 
justified to take that part of the transmittance 
due to scattering out of the integral and replace 
it by an average value, especially if the interval 
X i - X2 is small. 
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2-4.2 MOLECULAR ABSORPTION 

2-4.2.1  Absorption Coefficient 

Radiation traveling through the atmosphere 
undergoes attenuation, defined here by absorp- 
tion coefficient a, which is a function of the 
wavenumber v (or wavelength X = 1/f^- The 
transmittance of a beam of light passing through 
a given amount of absorber w in the atmospheric 
path is given by 

t(v) = exp [-a(V)w} (2-40) 

For gases, the units of a (?) and w are unusual. 
The generic term for the units of w is "absorber 
content", a unit of length. The simplest absorber 
content unit is the "atmosphere-kilometer". An 
atm-km is one kilometer of pathlength through 
the atmosphere at standard temperature and 
pressure with the "normal" amount of absorber 
present—such as 03, C02, H20, etc. Since 
"normal" is difficult to ascertain, the atm-km is 
usually normalized to the "atmosphere- 
centimeter". The atm-cm is one centimeter of 
pathlength at standard temperature and pressure 
(STP) through the absorber alone. For example, 
"normal" atmospheres contain 3X 10"4 parts by 
volume of C02. Thus 1 atm-km of air with the 
normal amount of C02 is equivalent to 30 
atm-cm of C02 alone. 

Water vapor is still further normalized to 
"precipitable-centimeters". Water vapor in units 
of precipitable centimeters is the thickness in 
centimeters of the water along the path if it 
were condensed to liquid. Thus 

lü(pr-cm) = (pathlength in cm) X [p(H2 O vapor) in g cm-3 ] (2-41) 

Water vapor concentration is also found in 
units of g(H2 0)/kg(air) at STP, called mixing 
ratio. The conversion from g/kg to 
pr-cm(H2 0)/km(pathlength) is 

g<H'°>   -     352 
kg(air) Öö-Z LT(°K) 

~P(atm) pr-cm (H2 O) 
km(pathlength)_ (2-42) 

The dimensions of a are (absorber content)-1 

such as (atm-km)-1, (atm-cm)-1 , (pr-cm)-1 . Note 
that these are actually units of reciprocal length. 

The wavenumber dependence of the absorp- 
tion coefficient a is extremely complex in the 
IR. IR absorption bands consist of many narrow 
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absorption lines each corresponding to a partic- 
ular transition of the absorbing molecule from 
one vibration-rotation state to another. Trans- 
mission calculations will usually rely on band 
models which take into account the band 
structure parameters such as line width, spacing 
between lines, and line intensities. 

There are three basic methods of calculating 
atmospheric absorption values. The first requires 
high-resolution spectral data or theoretical calcu- 

lations of exact line positions on a high-speed 
computer10'11'12 . Computers are programmed 
to perform high-resolution transmission calcu- 
lations which can then be averaged to provide 
transmission curves for lower resolution. A 
detailed discussion of this method is contained 
in Ref. 10. The application of this method to 
H2 O and C02 transmission is described in Refs. 
11 and 12. The second method entails esti- 
mating,    from   a   theoretical   standpoint,   the 

§ 

en 
m 
< 

100 
0 

100 
0 

100 
0 

100 
0 

100 

100 

100 

-1 I !_ 

-—)f 

~v\ 
-1 1 L_ L_ 

CO 

CH, 

_1 1 J__.— I    I 

N20 

J 1 H...L...  , ... I J_„ L L_ L„ I l-l      '—. L_ 

C0„ 

,hi I i I U i L j L 
8000 5000 3000 2000   1400 1000 800 

WAVENUMBER   (cm     ) 
J I I I I I I I        I J I        I 

1      2      3      4      5      6      7      8      9     10    11    12    13    14    15 

WAVELENGTH   (\JL) i0/^'u-. 

FIGURE 2-6.    The Near-infrared Spectra of Solar Irradiation and of CO, CH4, N20, 03, C02. and H20 

219 



average transmission in a small wavelength inter- 
val containing many absorption lines as a 
function of certain band parameters13 . The 
numerical values of the band structure param- 
eters can be determined from experimental 
observations, and the resultant absorption 
effects then determined for any path length. 
This method is particularly useful for estimating 
medium-resolution (Ai>X 10 to 50 cm"4) trans- 
mission curves and provides the envelope of the 
absorption bands rather than their fine struc- 
ture. The theory behind this method is discussed 
in par. 2-4.2.3, while the data and its application 
are considered in par. 2-4.2.4. The third method 
involves the use of formulas which are derived 
empirically to fit available data. It is applicable 
to low resolution systems for which the spectral 
bandpass completely encompasses one or more 
molecular bands. These formulas, which can be 
used to predict transmissions for a wide range of 
conditions, are also presented in par. 2-4.2.4. 

2-4.2.2 Absorber Constituents 

Molecular absorption in the atmosphere is 
primarily due to carbon dioxide (C02), water 
vapor (H20), and ozone (03). Other minor 
constituents which also contribute to the ab- 
sorption include nitrous oxide (N2 O), carbon 

monoxide (CO), and methane (CH4 ). Fig. 2-6 
illustrates the IR transmission characteristics of 
the atmosphere due to these constituents. Be- 
tween 14 microns and the microwave region of 
the spectrum, water vapor is a strong absorber 
and practically no transmission would be appar- 
ent in this region. Ref. 14 surveys the measure- 
ments of concentration of the minor absorbing 
constituents in the atmosphere. 

For most problems of practical interest, at- 
mospheric concentrations of CH„, CO, N2 O, 
and C02 are assumed to be constant. Small 
variations of a few percent occur for C02, 
especially near the ground15 . Concentrations of 
N2 O, CO, and CH4 are found to be the most 
variable (deviations ranging from 50 to 100% are 
not unusual). However, because of the relatively 
low density of these minor constituents, the 
variation does not significantly affect transmis- 
sion calculations. The concentration of ozone, 
which is variable, peaks between the altitudes of 
20 and 30 km where it is produced through the 
photodissociation of oxygen by ultraviolet 
radiation16 . Ozone diffuses and is convected 
downward by atmospheric turbulence and 
winds17 . Upon reaching the ground, it reacts 
upon organic materials. Ozone can also be 
created near the ground due to various chemical 
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agents. Typical ozone profiles are shown in Fig. 
2-7. Total ozone content depends on latitude 
and season (Fig. 2-8). 

The water vapor concentration is highly vari- 
able, especially near the ground. The water 
vapor profile is closely related to the tempera- 
ture profile of the atmosphere. These two 
profiles (temperature and mean H2 O) for the 
Gutnick18 standard atmosphere are presented in 
Fig. 2-9. The third profile included in Fig. 2-9 
corresponds to a saturated atmosphere. The 
water vapor content decreases rapidly with 
altitude up to the tropopause (^12 km) above 
which both the temperature and the water vapor 

content cease to decrease. Good measurements 
of water vapor content above the tropopause are 
difficult to make because this content is so 
small. It therefore is not surprising that the 
measurements above the tropopause seldom 
agree. It is assumed that the volume mixing ratio 
of water vapor above the tropopause is either 
constant (dry stratosphere) or increases as the 
temperature rises (wet stratosphere). 

Table 2-5 lists the mean values of absorber 
concentrations in the atmosphere and the ab- 
sorber content along a 1 km pathlength at sea 
level. 
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TABLE 2-5. ABSORBER CONCENTRATIONS IN THE ATMOSPHERE 

REF.    CONSTITUENT 
MOLECULAR MASS,    CONCENTRATION,    CONTENT IN 1 KM PATH 

G/MOLE % BY VOLUME AT SEA LEVEL 

Variable 1 - 5 X 10"3 atm-cm 
{10"*) 

3.2 X 1(T2 32 atm-cm 

Variable 0.1~2 pr-cm 
(1 - io-3) 
1.7 X 10^ 1.6 X 10 J atm-cm 

1.2 x 10 s 1.2 X 10"2 atm-cm 

5X 10"5 5    X 10"2 atm-cm 

15 O, 

14 CO. 

14 H20 

14 CH4 

14 CO 

15 N20 

48 

44 

18 

16 

28 

44 

2-4.2.3 Absorption Models 

The theoretical models used for the computa- 
tion of medium resolution transmission (AD = 10 
to 50 cm"5 ) are discussed in the following 
paragraphs'. 

2-4.2.3.1 — Absorption Due to a Single Line 
2-4.2.3.2 — Absorption Due to an Assembly 

of Independent Lines 
2-4.2.3.3 — The Elsasser Band Model 
2-4.2.3.4 - The Goody Model 
2-4.2.3.5 — Other    Less    Frequently    Used 

Models 
2-4.2.3.6 — Selective   Absorption   of Plume 

Radiation 

where 

iS = line intensity, (absorber units)"' - cm"1 

7 = half-width at half maximum, cm"1 

i>0 = position of centerline, cm"1 

The Lorentz line shape is shown in Fig. 2-10. 
The integral of a(i>) over all wavenumbers is 
equal to the line intensity S. The line half-width 
7 depends on the pressure P and the absolute 
temperature Tas13 

7=7 
»)' 

(2-44) 

2-4.2.3.1 Absorption Due to a Single Line 

In the lower atmosphere, all lines constituting 
an 1R band are assumed to have the Lorentz line 
shape for which the absorption coefficient is 
given by 

,_      S 
ot(v) =  -   . 

■n    | [v »or + y 
(2-43) 

For most H2 O and C02  lines at STP, y   ranges 
from 0.03 to 0.15 cm"1. 

The Lorentz line shape, arising from molec- 
ular collisions, is valid only for low altitudes. 
Above 30 km, the line shape for COz and H2 O 
become Gaussian19. For C02 it is questionable 
whether the wings of Eq. 2-43 are valid even at 
low altitudes, i.e., when {v- v0)2 > y. 
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ABSORPTION COEFFICIENT 
2   -1 

(atm-cm  ) 

WAVENUMBER   (era"1) 

FIGURE   2-10.   LorenU Line Shape 

The total absorption a A v in a band A i> centered 
at v0 —and due to a single Lorentz line viewed 
through a constant temperature, constant pres- 
sure pathlength containing an amount w of 
absorber—is 

°Wll>-M^]| *-" 
where a represents the average absorption over 
the interval AP. If Ai> >y, then Eq. 2-45 can be 
approximated by 

r 
aAv = I 

—'    _   CO 

)  , r     -Swy/n      1 

f 
df, cm 

Although Eqs. 2-45 and 2-46 can be evaluated in 
terms of Bessel's functions20 , it is more usual to 
make weak and strong line approximations. 

(2-45) 

(2-46) 
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The weak line approximation corresponds to 
pathlengths and line intensities such that the 
exponent at the center line Sw/iry is much less 
than one. In that case, the exponential can be 
expanded in a power series. Keeping only the 
first two terms, the integral then easily yields 

aAP = Sw, cm" (2-47) 

Thus, for the weak line approximation, the total 
absorption depends linearly on pathlength w. 

In the strong line approximation Sw/ny>l, the 
line saturates for several half-widths about its 
center. The absorption is so great that only on 
the wings of the line can any shape be seen. 
Since (P-P0 )2>y2 before the exponential be- 
comes important, the y2 in the denominator of 
the exponent can be dropped. Eq. 2-46 is then 
integrated to give* 

<xAi> = 2(Sywy (2-48) 

Thus, for the strong line approximation, the 
total absorption depends on the square root of 
pathlength w. 

For pressures less than 1 atmosphere, and for 
most IR absorption bands of interest, the lines 
constituting the bands may be considered as 
strong under path conditions resulting in any 
appreciable absorptance (20% or more). The 
noted exception is ozone whose lines cannot be 
assumed to be strong even at 25 km altitude 
except for very long pathlengths. 

2-4.2.3.2 Absorption Due to an Assembly 
of Independent Lines 

If the total absorption of a band is due to the 
sum of the total absorptions of the lines in the 
band, then the lines are considered 
independent21 . Thus independent means 

aAc 2 {AAv) = Z a,AP (2-49) 

Summed over all n lines in the band. The 
individual lines themselves may be either strong 
or weak and still may be independent. Thus 

aAc =  .' 

2 S,w 
i = 1 

(weak lines) 

(2-50) 

2 (S;7,«;)1/2     (strong lines) 
i = i 

If the lines have an average line strength S and 
an average spacing d in cm"1, then the average 
absorptance is 

wS 
d 

w 
(weak lines) 

(strong lines) 
(2-51) 

2-4.2.3.3 The Elsasser Band Model 

The Elsasser absorption band model22 is 
comprised of a series of regularly spaced, iden- 
tical Lorentz lines. It is applicable to the IR 
bands of symmetric top molecules23 ; i.e., CO, 
C02, N2, CH4. The lines comprising the IR 
bands of these molecules are evenly spaced. 
Their intensities, however, vary20. Hence only 
portions of the bands can be represented accu- 
rately by the Elsasser model. The absorption 
coefficient of an Elsasser band is obtained from 
Eq. 2-43 by summing over all the lines. The 
average absorptance in an interval containing 
many  lines,  in the strong line approximation 

(- \ny 
> llis found22 to be 

a = erf 
/y nSyw   \ 
\       d     ) 

(2-52) 

where the error function (erf) is defined as 
X 

erf(x) =——  Jet2dt 

where d is the spacing between lines. Eq. 2-52 is 

valid only if the overlap parameter^—-r- is much 

smaller than 1. The error function is tabulated in 
many standard mathematical tables*1,2S. A fit of 
H20 transmission measurements to the error 
function is shown in Fig. 2-11. If the argument 

♦The   integration   is   done   by:   (1)   letting     x=v-v   ; 

(2) changing to y = 7; (3) inserting an integrating fac- 
tor a in exponent; (4) differentiating with respect to a; 
(5) integrating with respect to y; and, (6) integrating 
with respect to d over the range 0 to 1. 

t 2rr7 
,     is referred to as the overlap parameter because it 

contains the ratio of the line half width y to the 
(average) spacing between lines d and expresses the 
extent of "overlap" between lines. 
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of the error function is much smaller than 1, 
there is little overlap between lines and Eq. 2-52 
reduces to 

(2-53) 

Thus,   the   absorptance   varies  proportionately 
with the square root of the path length. The 

condition 
2-ny 

<  1 holds for the IR bands of 

CO, C02, N3 O, CH4 if the pressure is less than 1 

atmosphere. The condition — > 1 will hold for 
ny 

any appreciable absorption (a ^ 20% or greater 
for most bands at sea level). Therefore, Eq. 2-52 
is valid in most cases of interest. When the con- 

dition — > 1 does not apply, the transmittance 
ny 

27r'y 
will be a function of the two parameters —r~ and 

■j (Ref. 22). Table 2-6 lists these band parameters 

for C02 transmission. The coefficient y0 that 
appears in Table 2-6 is defined by Eq. 2-44 and 
corresponds to a pressure P0 = 1 mm of Hg and 
to a temperature T0= 300°K. 
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TABLE 2-6.  BAND PARAMETERS S/d AND  2TTyJd  FOR C02 

2TT7O ; 

2.6434 O.330OE-03 ** 
d 

0.4550E-05 
2.6504 .1600E-02 •3750E-04 
2.6674 • 37O0E+OO .1351E-03 
2.6724 .5000E+00 .5O0OE-O3 
2.6738 .500OE+OO .630OE-03 
2.6802 .55OQE+OO .1000E-02 
2.6831 .880OE+OO .6136E-03 
2.6882 .8600E+00 .3256E-03 
2.6911 • 5400E-KDO .36IIE-O3 
2.6940 .88OOE+O0 •2955E-03 
2.6969 .520OE+OO .6250E-03 
2.7027 •7000E+00 .4929E-03 
2.7086 . 7400E-HDO •3784E-03 
2.7137 .62O0E4OO .7177E-03 
2.7211 •4400E+00 .8864E-04 
2.7322 .1500E+00 .6667E-04 
2.7397 .2500E-01 .6O0OE-O3 
2.7473 .76OOE-OI .9868E-03 
2.7548 .36OOE+OO .7222E-03 
2.7579 .5500E+00 .5455E-03 
2.7609 .58OOE+OO .4397E-03 
2.7663 .53OOE+00 .2453E-03 
2.7685 .3300E+00 .2455E-03 
2.7739 .2600E+00 .923IE-03 
2.7778 .4200E+00 .6667E-03 
2.7801 .4700E+00 •5745E-03 
2.7855 .4400E+00 •3750E-03 
2.7917 .29OOE+OO .24I4E-03 
2.7941 .l600E+00 .35O0E-O3 
2.8027 .1300E+00 .2692E-03 
2.8129 ♦7000E-01 .1200E-03 
2.8153 •3700E-01 .1568E-03 
2.8177 .2700E-01 .1444E-03 
2.8241 .1700E-01 .H76E-03 
2.8281 •5000E-02 .3300E-03 
2.8345 •3000E-02 .5167E-03 
2.8433 •3900E-02 •5O41E-03 
2.8514 •3300E-02 •5000E-03 
2.8555 .2400E-02 .5417E-03 
2.8620 .1000E-02 .450OE-03 
2.8686 •3000E-04 .3233E-02 
2.8752 .0000E+00 •0000E+00 
2.8810 •0000E+00 .OOOOE+OO 
4.1490 .OOOOE+OO •OOOOE+00 
4.1580 .2600E-05 .lOOOE-05 
4.1670 •5900E-02 .5000E-O5 
4.1750 .2400E+00 .8000E-04 

* The values in this column correspond to a pressure of 1 mm Hg. 
For sea level conditions the values in this column should be multiplied bv 760. 

** 0.3300E-03 = 0.3300 X 10"3. 
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TABLE 2-6 (Continued) 

WAVELENGTH, ß 

4.1840 
4.1930 
4.2020 
4.2110 
4.2190 
4.2280 
4.2370 
4.2460 
4.2550 
4.2640 
4.2740 
4.2830 
4.2920 
4.3010 
4.3100 
4.3190 
4.3290 
4.3380 
4.3480 
4.3570 
4.3670 
4.3760 
4.3860 
4.3960 
4.4050 
4.4150 
4.4250 
4.4350 
4.4440 
4. 4540 

S/d 

0.9940E-O1 
.9800E4O0 
. 5046E-K31 
.1464E+02 
.2728E+02 
• 3363E-K)2 
.3363E+02 
.2562E+02 
.1344E+02 
.2316E+02 
.2592E+02 
.2472E+02 
.2070E+02 
.I698E+O2 
.1219E+02 
.7500E+O1 
• 5000E-+01 
•2915E+01 
♦2020E+O1 
.1298E-HD1 
.686OE-KX) 
.3762E+OO 
.4599E+00 
.6090E+00 
.589OE+OO 
.56IOE+OO 
.3833E+00 
.2496E+00 
.I855E+OO 
•8D24E-01 

0.1815E-02 
.7568E-O3 
.7632E-03 
.8O26E-O3 
.H58E-O2 
.1500E-02 
•1553E-02 
.1605E-02 
.1684E-02 
.1576E-02 
.1421E-02 
.1355E-02 
.1211E-02 
.1435E-02 
.12Ö3E-02 
.1316E-02 
.1316E-02 
.1448E-02 
.1342E-02 
.1448E-02 
.1290E-02 
.1302E-02 
.8289E-03 
.5527E-03 
.5000E-03 
.4342E-03 
.4800E-03 
.6851E-03 
.9218E-03 
.1013E-02 

* The values in this column correspond to a pressure of 1 mm Hg. 
For sea level conditions the values must be divided by 760. 
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2-4.2.3.4 The Goody Model 

The statistical, or Goody, absorption band 
model26'27 is best suited for asymmetric top 
molecules23, such as ozone and water vapor, 
whose line positions appear randomly distrib- 
uted within a band, and whose line intensities 
vary widely. This model assumes that both 
absorption line positions and intensities must be 
specified by probability functions. The absorp- 
tion in an interval Av is then calculated by a 
statistical averaging process. The selected inter- 
val Av must be sufficiently large to give validity 
to statistical averaging. However, since the statis- 
tical properties of an absorption band will 
usually vary from one absorption region of the 
band to another, the Av interval selected must 
not be too large. It is assumed that there is equal 
probability of finding a line centered at any 
wavelength inside the interval Av; that all lines 
have the same half width y; and that the 
normalized probability of a line having intensity 
S is p(S). 

If the line intensities have an exponential 
distribution with average value S0, then p(S) - 

-    exp   - 
'JO 

the interva 

S 

Av is found to be26 

and the average absorptance in 

a - 1 -exp wS0 

d   1 + 
u>Sp\ •'* 
try 

(2-54) 

where d is the average space between lines. 

If the line intensities are all equal, 

/ + 

1 - exp S0wd 
TJ(D

2
 + 72) 

dP (2-55) 

When the lines saturate at their centers, Eqs. 2-54 
and 2-55 reduce to 

exp y/S0yw (2-56) 

When there is little overlap between lines, 

and Eq. 2-56 is reduced to Eq. 2-53. 
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The band parameters relevant to the Goody 

model Eqs. 2-54 and 2-56 are %- and §°—. These 

parameters for H3 O and 03 are tabulated in Ref. 
14, These values for H20 are reproduced in Table 
2-7 (for sea level conditions). The coefficient y0 

that appears in Table 2-7 is defined by Eq. 2-44 
and corresponds to a pressure P0 = 1mm Hg and 
to a temperature T0 = 300° K. 

2-4.2.3.5 Other Less Frequently Used Models 

Other band models developed are variations 
of those mentioned above and do not differ 
sufficiently to justify a detailed discussion here. 

The random Elsasser model is a model in 
which several Elsasser bands with different line 
spacings and intensities overlap in a given wave- 
length interval. 

In the doublet model, one considers the 
absorption due to two Lorentz lines of the same 
intensity which overlap. 

The Curtis model is a variation on the Elsasser 
band model in which the line intensities are not 
equal. 

Another model takes into account occasional 
gaps which may occur between lines in a band 
and which have a strong influence on the 
transmission behavior of the band for very long 
paths. In this model, a gap of varying width 
between two random arrays of lines is consid- 
ered and the transmission characteristics are 
related to the gap width. 

The quasi random modei is the most compli- 
cated in that it takes into account the fact that 
lines are neither uniformly spaced nor com- 
pletely randomly spaced. A detailed knowledge 
of the band structure is required and the aid of 
an electronic computer is essential10 . 

Most of the band models are discussed in Ref. 
13. 
2-4.2.3.6 Selective Absorption of Plume Radiation 

The previous discussion applies only to the 
absorption of graybody radiation. In some appli- 
cations, however, the emitter (target) is a hot gas 
(i.e., plume or flame radiation), and the emission 
spectrum is composed of many narrow emission 

2ny 
* Note  that  the overlap parameter ~J^  is the ratio of 

these two parameters. 

lines. If the emitting gas is the same as one of 
the minor constituents of the atmosphere (C02 

or H2 O, for example), the target radiation will 
be subjected to selective absorption by the 
atmosphere. The result will be higher average 
absorptance for this radiation than for black- 
body radiation. If the emitter is sufficiently hot 
(T> 600°KforCO2 and T> 1200°K for H2 O), 
or thick enough so that its emissance approaches 
one; then (1) this selective absorption of the 
atmosphere will be small28 ; (2) the emitting gas 
may be assumed to radiate as a graybody insofar 
as transmission calculations are concerned; and 
(3) the results of the previous paragraphs may 
then be applied. 

2-4.2.4 Absorption Calculation 

In order to apply the theoretical analysis of 
par. 2-4.2.3 to the actual calculation of molec- 
ular absorption in the atmosphere, two more 
points need examination: (1) spectral location 
and bandwidth of detection system, and (2) 
conversion of actual paths through the atmos- 
phere to equivalent sea-level paths. 

The ideal situation would be that in which the 
spectral resolution of the detection system is the 
same as that of the laboratory data available. 
The direct use of laboratory data is then 
possible. But this is rarely the case. In general, 
one must refer to laboratory data of higher 
resolution than that of the detection system. If 
the bandwidth of the system is larger than 50 
cm-1, the band models discussed in par. 2-4.2.3 
can be used to calculate the (average) transmit- 
tance at each wavenumber inside the bandwidth 
of the detection system and the average trans- 
mittance over the band can be derived by 
averaging. If the spectral bandwidth of the 
detecting system is so large that it completely 
encompasses one or more absorption bands, 
transmission calculations can be simplified by 
calculating the total absorptions of the bands 
rather than the absorptances at each wavelength. 

The narrow band absorption data to which 
band models can be applied are discussed in par. 
2-4.2.4.1. The use of wideband absorption data 
for the determination of total band absorption is 
presented in par. 2-4.2.4.2. Justification for the 
use of equivalent sea-level paths and then- 
method of calculation are given in par. 2-4.2.4.4. 
Some sample problems are worked out in par. 
2-4,2.4.4. 
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Extensive tabulations of C02, and H2 O trans- 
mittances for various atmospheric paths and 
absorber contents have been compiled11,12'29. 

2-4.2.4.1 Narrow-band Absorption Data 

Narrow-band absorption is that for which the 
spectral resolution of the measuring instrument 
is 10 to 50 cm4 . This resolution is sufficiently 
narrow such that only a small portion of an 
absorption band is measured, but sufficiently 
wide such that the theoretical considerations of 
par. 2-4.2.3 (Absorption Models) apply. A great 
amount of laboratory data on absorption by 
C02

29 , H20
30 , and by other minor atmos- 

pheric constituents29'31 except ozone are avail- 
able. Unfortunately, only little laboratory data 
on ozone are available32'33 . Other data for the 
atmosphere as a whole34'35 are available for 
sea-level paths of various lengths. 

Many attempts have been made since the 
publication of laboratory data29'30'31 to fit the 
data to the band models discussed here. Tables 
2-8 and 2-9 give a summary of the data and 
references to investigators who reduced the data. 

The band parameters derived for C02 and 
H2 O from the experiments in Refs. 29 to 31 are 
listed in Tables 2-6 and 2-7. From these param- 
eters, it is possible to calculate the coefficients 
entering in Eqs. 2-52 <C02) and 2-54 (H2 O), and 
to compute the transmission at any wavelength 
if the amount of absorber w is known. 

An example of the data available on the 
6.3-micron vapor band, taken from Ref. 30, is 
shown in Fig. 2-11. The curves in the figure 
represent absorption across the band for a single 
water-vapor path-length as a function of total 
pressure. Table 2-9 from Ref. 14 lists the 
absorption bands and absorption data source 
references. 

An example of the use of these data for 
finding the transmission curve is given in Fig. 
2-1238 . (Note that units on the abscissa of Fig. 
2-12 are expressed in "atmospheric kilometers" 
rather than  "atmospheric  centimeters" as ex- 

pressed in Table 2-9.) The experimental data on 
C02 at 2.7 microns in Fig. 2-12 is fitted to an 
error function curve. 

Ref. 14 contains a description of a computer 
program which can be used for calculating 
transmissions between 1 and 20 microns. 

2-4.2.4.2 Wide-band Absorption Data 

Wide-band absorption is that which is meas- 
ured by an instrument with a spectral bandwidth 
completely encompassing an absorption band. 
For example, if all lines of a given band are 
between the wavelength limits of 1.75 and 2.00 
microns, the wide-band absorption would be 
measured by an instrument with a spectral 
passband between 1.5 and 2.5 microns. To avoid 
problems with instrument passband width, 
which for the above-mentioned band could 
extend in width from 0.25 micron to infinity, 
wide-band absorption is measured in absolute 
units, microns. An absorption of 0.1 micron 
would mean that the integrated absorption in 
the band would be equivalent to total absorp- 
tion in a 0.1-micron interval. Thus, for the 1.75- 
to 2.00-micron band above, total absorption can 
range from 0 to 0.25 micron. The wide-band 
absorption data for the various bands of carbon 
dioxide and water vapor are listed in Tables 2-10 
and 2-11. These tables list the effective pressure 
pe as total pressure plus the absorber partial 
pressure. For atmosphere transmission problems, 
the absorber partial pressure can be neglected. 

2-4.2.4.3 Atmospheric Windows 

As illustrated in Fig. 2-6, attenuation by the 
atmosphere is weak in the following window 
regions: 

Microns 

1 
1.2 
1.5 
2.1 
3.5 
4.5 

8 

1.1 
1.3 
1.8 
2.4 
4 
5 
14 
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TABLE 2-7.  BAND MODEL PARAMETERS S/d AND S/(2nya)  FOR  H20 

WAVELENGTH, p 
2.16000 
2.18000 
2.20000 
2.24000 
2.28000 
2.33100 
2.33645 
2.3^192 
2.34742 
2.35294 
2.35849 
2.36407 
2.36967 
2.37530 
2.38095 
2.38663 
2.39234 
2.39808 
2.40385 
2.40964 
2.41546 
2.42131 
2.42718 
2.43309 
2.43902 
2.44499 
2.45098 
2.45700 
2.46305 
2.46970 
2.47400 
2.48020 
2.48320 
2.48760 
2.49380 
2.50130 
2.50500 
2.50880 
2.51180 
2.51890 
2.52400 
2.52840 
2.53610 
2.53940 
2.54450 
2.54970 
2.55620 

S/d 
0.7030E-03** 

.9430E-03 

.1680E-02 

.7590E-03 

.3070E-01 

.5650E-01 

.566OE-01 

. 7930E-01 

.7980E-01 

.8390E-01 

.8820E-01 
•9310E-01 
.9890E-01 
.1040E+00 
.1090E+00 
.1150E+00 
.1210E+00 
.1250E-HD0 
.9580E-01 
.1370E+00 
.1500E+00 
.I62OE+OO 
.I86OE+OO 
.2180E+00 
.2490E+00 
.2910E+00 
•3970E+00 
.6460E+00 
.7490E+00 
.438OE+OI 
.2530E-+OI 
.665OE-&1 
.528OE+01 
.563OE-+01 
.1000E+02 
.9860E+01 
.1030E-K32 
.1590E-HD2 
.1390E+O2 
.2600E+02 
.3450E+02 
•51Ö0E4O2 
•9200E+02 
■ 7220E-+O2 
.1440E+03 
.9060E+02 
.1120E+03 

S/(2ny0)* 

O.8675E+00 
.1157E-K)1 
.2078E+01 
•935ÖEHO0 
•3791E+02 
.6790E+02 
.6800E+02 
.8210E+02 
•7880E+O2 
.8240E+02 
.8640E+02 
.8670E4O2 
.9270E+02 
.9910E+02 
■9920E+02 
.1030E+03 
.1050E+03 
.IO5OE+O3 
.5260E+02 
♦ 9790E+02 
.1030E+03 
.9810E+02 
.1060E4O3 
.1320E+03 
.I69OE+O3 
.1760E+03 
.249OE+O3 
.4390E+03 
.4850E+O3 
.511OE+05 
.2320E+05 
.2110E+05 
.3920E+05 
.3140E+05 
.2150E+05 
.1670E+05 
.5090E+05 
.3630E+05 
• 3070E-K)5 
.2480E+05 
.1730E+06 
.9290E+05 
.1150E+06 
.1030E+06 
.1520E+06 
.5650E+06 
.2700E+06 

* The values in this coiumn correspond to a pressure of 1 mm Hg. 
For sea level conditions the values in this coiumn should be multiplied by 760. 

** 0.7030E-03 = 0.7030 X 10"3. 
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TABLE 2-7   (Continued) 
WAVELENGTH, n S/d S/(27T7o)* 

2.56280 0.l4lOE-K)4 O.669OE+O7 
2.56610 .4570E+03 .85OOE+O6 
2.570TO .2590E+03 .1310E4O6 
2.57730 .2320E+03 .II5OE+O6 
2.58400 •8130E403 .1300E+07 
2.58930 • 5980E-IO3 .788OE+O6 
2.59200 .1020E+04 .1310E+O7 
2.597^0 .2880E+03 .1310E+06 
2.60210 A95OE+O3 .2020E+06 
2.60890 .29^0E+03 .1270E+06 
2.6aMo .if070E+03 .1360E+06 
2.62190 .2510E+03 .17^0E+06 
2.62880 .2380E+03 .6220E4O5 
2.63370 .965OE+O2 A9OOE+O5 
2.63990 .1260E-HD3 .567OE4O5 
2.Gk^>kO .1130E-fO3 .7030E-+O5 
2.650k) .1930E+03 .788OE+O5 
2.667*4-0 .6180E-KD3 .1530E+06 
2.672^0 A890E+03 .H9OE+06 
2.67380 .6090E403 .I85OE+06 
2.68020 .3050E403 .804OE+05 
2.68310 .3090E+03 • 86i+OE+05 
2.68820 .2150E-tO3 .7070E4O5 
2.69110 .2590E+03 .798OE+O5 
2.69^0 • 3070E-H33 .888OE-+O5 
2.69690 •1^70E+03 .4340E-K55 
2.70270 .1310E+03 .483OE+05 
2.70860 • 2^90E-K)3 .3050E+05 
2.71370 .2130E+03 .1200E+06 
2.72110 .5790E+03 .309OE+O6 
2.73220 .1240E+03 .718OE+05 
2.73970 .4950E+03 .2020E-H36 
2.7V730 .1390E-K)3 .6l50E-K)5 
2.75^80 .2780E+03 .689OE+O5 
2.75790 .2730E+03 .IIOOE+O6 
2.76090 .2660E+03 .1520E+06 
2.76630 .2940E+03 .6690E+05 
2.76850 .2500E+03 .6640E+05 
2.77390 .1710E+03 .6460E+O5 
2.77780 .1900E-+03 .7200E+05 
2.78010 .1800E+03 .7630E+05 
2.78550 .2300E+03 .8U60E405 
2.79170 .1130E+03 .6270E+05 
2.79^10 .872+OE+02 A970E405 
2.80270 .2550E+03 .1320E+06 
2.81290 .1000E+03 .1150E+06 
2.81530 .1050E+03 .9170E+05 
2.81770 .1360E+03 .9230E+05 

* The values in this column correspond to a pressure of 1 mm Hg. 
For sea levei conditions the values must be divided by 760. 
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WAVELENGTH, ß 
2.82410 
2.82810 
2.83450 
2.84330 
2.85140 
2.85550 
2.86200 
2.86860 
2.87520 
2.87770 
2.88100 
2.88600 
2.89440 
2.90280 
2.91040 
2.91460 
2.91630 
2.92400 
2.93080 
2.93260 
2.94120 
2.94810 
2.95070 
2-95510 
2.96120 
2.97180 
2.97620 
2.98950 
2.99400 
3.00300 
3.00750 
3.01390 
3.02110 
3.02480 
3.03030 
3.03580 
3.03950 
3.04410 
3.04880 
3.05340 
3.06000 
3.06750 
3.07220 
3.07790 
3.08360 
3.08830 
3.09410 
3.09890 

TABLE 2-7 (Continued) 

S/d 

0.817OE+O2 
.6120E+02 
.1070E+03 
•3740E+02 
.6000E+02 
.8030E4O2 
.3870E+02 
.2830E+03 
• 1500E+02 
•1490E+02 
.15OOE+02 
.1540E+02 
•5910E+01 
.389OE+O2 
.803OE+OI 
.8730E+05 
.816OE+OI 
•2600E+02 
.4l40E-fOl 
.3810E-HD1 
.7170E+01 
.1560E+02 
.1210E+02 
.II6OE+O2 
.2320E4O1 
•1570E+02 
.1340E+02 
.2050E+01 
.8180E+01 
.6850E4O1 
• 8010E+01 
.474OE+OI 
.1120E+02 
•7720E+01 
.8140E+01 
.9810E+01 
.8430E+01 
.1010E-KD2 
.1670E+02 
.76OOE+OI 
• 8280E-fOl 
.968OE+OI 
.7190E+O1 
.1280E+02 
.7030E+01 
•8860E+01 
.8630E4O1 
.625OE+OI 

S/(2TTTO)* 

0.1300E-HD6 
.9380E+05 
.6000E+05 
♦6240E+05 
•5740E+O5 
.6880E+05 
.3490E-+05 
.5200E+05 
.1800E+05 
.1600E+05 
.1780E+05 
.7930E4O4 
.8930E+04 
• 5700E-K35 
.1130E+05 
.1070E+05 
.1550E+05 
.2480E+05 
.4920E+04 
•9710E+04 
•6610E+04 
.3020E+05 
.5430E+05 
.172OE+05 
.2470E+04 
.1240E-HD5 
.2130E+05 
.6270E+04 
.1630E+05 
.3000E+05 
•8370E-K)5 
.1500E+05 
•9920E+04 
•5220E+05 
-1490E+05 
.6650E+04 
.2450E+05 
.2390E-K)5 
.1770E4O5 
.3210E+05 
.1940E+05 
.1190E+05 
.4480E-MD5 
.2190E+05 
•1050E4O5 
• 7010E-+O4 
.3130E+05 
.4900E+O4 

* The values in this column correspond to a pressure of 1 mm Hg. 
For sea level conditions the values must be divided by 760. 
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TABLE 2-7  (Continued) 

VELENGTH, ju S/d S/(2T77O )* 

J.10750 O.986OE4O5 0.166OE+O5 
3-11620 • Ö430E+01 .II5OE-+O6 
3-12110 .978OE+01 .1U40E+05 
3.12500 .8120E+01 .9550E+Oi4- 
3.12990 •2200E+01 .2480E+04 
3.13^80 .1420E+01 .1470E+04 
3-13970 .7670E+01 .9380E+04 
3.1W70 •71O0E+O1 .7250E+O4 
3.1^960 A280E+01 • 35tl-OE+04 
3.15^60 • 921+OE-HDO .8li+OE+03 
3.15960 .4570E+00 .23OOE+O3 
3.16U60 .2700E+O0 . 1260E-+O3 
3-16960 •2290E4O0 .1020E+03 
3.17^60 .42Ö0E+00 .3300E+03 
3.17970 .1300E+01 .1310E+0U 
3.18^70 .1560E4O1 .1280E-H04 
3.18980 .73itOE+01 •8010E+04 
3.19^90 ♦1130E+02 .1380E+05 
3.20000 .1100E+02 .7690E+oJi 
3.20510 .1000E+02 .8070E+04 
3.21030 .I29OE4O2 .HOOE+05 
3.215^0 .1110E+O2 .1000E-fO5 
3.22060 .1290E+02 • 107OE+05 
3.22580 •1^50E+02 .796OE+O4 
3.23100 .1110E+02 .6^20E+0i+ 
3.23620 .878OE+OO .5260E+03 
3.2*1150 .4870E-HD1 .8410E+04 
3.2>+680 .1020E+02 .ltoOE+05 
3.25200 .6ii70E+00 .507OE+03 
3.25730 A350E+01 . 91^+04 
3.26260 .1500E-H32 .4610E+O5 
3.26800 • 3330E-HD1 .4670E+01! 
3-27330 .6UO0E+00 -4150E+03 
3.27870 .1210E+01 .1070E-K)4 
3.28400 .6470E+00 .5820E+03 
3.28950 .19i+0E4Ol .36lOE+Oif 
3.29^90 .1480E+02 .1590E+05 
3.30030 .8U70E+01 .8880E+04 
3.30580 .5160E+01 .kSkCEiOh 
3.31130 .3830E+01 .to90E+o4 
3.31670 .2010E+01 .3860E+0U 
3.32230 .I37OE+OI .1560E+0U 
3.32780 .1710E+00 •9100E4O2 
3.33330 .1090E+00 .6100E+02 
3.33890 .^ÖOE+OO .5050E+03 
3.3^50 .I87OE-HDI .278OE+OU 
3.35000 .2880E+00 .1670E+03 
3.35570 .5690E+00 • 5050E-K)3 

* The values in this column correspond to a pressure of 1 mm Hg. 
For sea level conditions the values must be divided by 760. 
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TABLE 2-7 (Continued) 
WAVELENGTH, p S/d S/(2ny0 )* 

5.36130 0.53OOE+O1 0.9430E4O4 
3.36700 .1120E+01 .II5OE+04 
3-37270 .1130E+01 .IO9OE+04 
3-37840 .2020E+00 .1310E+03 
3.38410 .8970E+00 .1220E+04 
3.38980 .1790E+01 .2220E-KD4 
3.39560 .1730E-HD1 .2150E+04 
3.4oi4o .2480E-H30 .1640E+03 
3- 40720 .I68OE+OO .1030E+03 
3.41300 .83IOE+OO • 1050E+04 
3.41880 •7170E+00 • 8840E+02 
3.42470 .3320E4O0 .2800E+03 
3.43050 .2030E+0O .1330E-HD3 
3.43640 .306OE+OO .1980E-K)3 
3.44230 .5290E4O0 ♦5510E4O3 
3-44830 .209OE+OO .1590E-HD3 
3.45420 .1720E+00 .9160E+02 
3.46020 .H3OE+OO • 5260E-HD2 
3.46620 .1110E+00 .8360E4O2 
3.47220 .2280E-HD0 .1600E+03 
3.47830 .II9OE+OO •5210E+02 
3.48430 •5310E-01 .3610E+02 
3.49040 .809OE-OI .4460E+O2 
3.49650 .1130E+00 • 7350E+02 
3.50260 •914OE-01 .7050E402 
3.50880 .884OE-01 .3830E-+02 
3.51490 .8620E-01 .3520E+02 
3-52110 .1290E+00 .4770E+02 
3.52730 .8300E-01 ■ 5230E-K32 
3.53360 .8390E-01 •5400E+02 
3-53980 .8380E-01 .5270E+02 
3.54610 .5250E-01 .3780E+02 
3.55240 .1490E+00 .6220E+02 
3.55870 .7630E-01 .4830E-+O2 
3.56510 .4390E-01 .2310E+02 
3-57140 .1550E-K)0 •5310E+02 
3-57780 .I3OOE+OO • 7100E-HD2 
3.58420 .1140E+00 .7830E+02 
3.59070 .1900E4O0 .1270E+03 
3.59710 .3280E-01 • 3700E-HD2 
3.60360 .4260E-01 •4600E+02 
3.61010 .768OE-OI .4670E+O2 
3.61660 .383OE-OI .2620E402 
3.62320 .3470E-01 .4360E+02 
3.62980 •5920E-01 ■5410E4O2 
3.63640 .4990E-01 .4o60E+02 
3.64300 .3820E-01 .2830E+02 
3.64960 • 5970E-01 •3140E4O2 
3.65630 .4700E-01 .3650E+02 

* I*16 values in tnis column correspond to a pressure of 1 mm He 
e or sea level conditions the values must be divided by 760. 
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WAVELENGTH, ju 
3.66300 
3.66970 
3.6765O 
3.68320 
3.69OOO 
3.6969O 
3-70370 
3.71060 
3.71750 
3.J2kkO 
3-73140 
3.73830 
3.7^530 
3.75230 
3-75940 
3.76650 
3.77360 
3.78070 
3.78790 
3.79510 
3.80230 
3.80950 
3.81680 
3.82410 
3.831^0 
3.83880 
3.84620 
3.85360 
3.86100 
3.86850 
3.87600 
3.88350 
3.89110 
3.89860 
3.90630 
3.91390 
3.92160 
3.92930 
3.93700 
3.94480 
3.95260 
3.96040 
3.96830 
3.97610 
3.98410 
3.99200 
4.00000 
4.00800 
4.01600 

TABLE 2-7 (Continued) 

S/d 
O.557OE-OI 

.3780E4O0 
•3920E+00 
.1420E+00 
.836OE-OI 
.5330E-01 
•3540E-01 
.5580E-01 
•3530E-01 
.2320E-O1 
.68OOE-OI 
.5100E-01 
.589OE-OI 
.6220E-01 
.588OE-OI 
.2320E-01 
•4420E-01 
•7120E-01 
.2710E-01 
.2290E-01 
■5940E-01 
.4120E-C1 
.2190E-01 
•3480E-01 
.4780E-01 
.2030E-01 
•2070E-01 
•3790E-01 
.2900E-01 
•1940E-01 
.238OE-OI 
•3180E-01 
.2400E-01 
.1940E-01 
.2220E-01 
.2270E-01 
.2700E-O1 
.1990E-01 
.2120E-01 
.2010E-01 
.2230E-01 
.196OE-01 
.2120E-01 
.1940E-01 
.2340E-01 
.2180E-01 
.2440E-01 
.2110E-01 
.2000E-01 

S/(2T77O )* 

0.6290E+O2 
.2020E4O3 
.1070E+03 
.4180E+02 
.2240E+02 
.I73OE+O2 
.2590E-H32 
.4030E4O2 
•3110E+02 
• 3740E-HD2 
• 5990E-H32 
.42bOE^2 
.1230E+03 
.5760E+02 
.4920E+02 
.3890E4O2 
A39OE4O2 
.5250E+02 
•5420E4O2 
.2650E+02 
. 4740E4O2 
.4130E+02 
.2760E402 
• 3410E+02 
•3550E4O2 
.2970E-K)2 
.2980E+02 
.3000E+02 
.2920E+02 
.30OOE+O2 
.328OE+02 
.2620E+O2 
•3350E4O2 
•4070E+02 
.2830E4O2 
.2450E+02 
• 3510E-K32 
•5500E+02 
.2770E+02 
.3180E4O2 
.5290E+02 
• 3400E+02 
•3420E+02 
.3870E+02 
♦5750E4O2 
.387OE+O2 
•3930E4O2 
.4200E+02 
.4120E+02 

* The values in this column correspond to a pressure of 1 mm Hg. 
For sea level conditions the values must be divided by 760. 
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TABLE 2-7 (Continued) 

WAVELENGTH, (i 

4.02400 
4.03200 
4.04000 
4.04900 
4.05700 
4.06500 
4.07300 
4.08200 
4.08900 
4.09800 
4.10700 
4.11500 
4.12400 
4.13200 
4.14100 
4.14900 
4.15800 
4.16700 
4.17500 
4.18400 
4.19300 
4.20200 
4.21100 
4.21900 
4.22800 
4.23700 
4.24600 
4.25500 
4.264oo 

S/d 

0.2090E-01 
•3400E-01 
.2570E-01 
.2150E-01 
.2260E-01 
.2200E-01 
.4970E-01 
.3280E-01 
.2200E-01 
.2610E-01 
•4970E-01 
♦9700E-01 
.2490E-01 
.2340E-01 
.3190E-01 
•2740E-01 
.2380E-01 
.2560E-01 
•3550E-01 
.4990E-01 
.2750E-01 
.2800E-01 
.2530E-01 
.5360E-01 
.1170E+O0 
• 3480E,-01 
.3360E-OI 
.2980E-01 
.3190E-01 

S/(2nyo)* 

0.4l6OE-H02 
.6320E-HD2 
.4680E+02 
.4190E+02 
.409OE+O2 
.4000E+02 
.7810E-HD2 
• 5280E-HD2 
.3910E+02 
.3880E+02 
•7320E+O2 
.1660E+03 
•3870E402 
.4l60E+02 
.477OE+O2 
.387OE+O2 
•3770E-HD2 
.4810E+O2 
.582OE+O2 
.6llOE-r02 
•3910E4O2 
•3570E+02 
.4050E-MD2 
.6970E+02 
.2070E+03 
.3700E+02 
.386OE-KD2 
.3360E+02 
.3490E+02 

* The values in this column correspond to a pressure of 1 mm Hg. 
For sea level conditions the values must be divided by 760. 
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Band and Limits 

15M; 11.7 -18.5M 

10.4M and 9.4M 

5.2M; 5.05 - 5.35M 

4.8M; 4.65 - 5.05M 

4.3M; 4.0-4.65M 

2.7M; 2.66-2.82M 

2.0M; 1.92-2.1M 

1.6M; 1.52-1.66M 

1.4M; 1.38 -1.47M 

TABLE 2-10. WIDE-BAND ABSORPTION OF CARBON 

Total Absorption (aA? in M
_1
 ) 

-0.15 + 1.24 log w + 1.06 logpe 

6.5 X 10"5 w,/2p°e
A 

2.75 X 10M w1'2 p0/7 

0.051 + 0.063 log w + 0.058 logpe 

- 0.100 + 0.056 log w + 0.050 logpc 

- 0.126 + 0.078 log w + 0.067 logpe 

-0.012 logu) logpe 

+ 1.97 X lO"4 wU2 p°-39 

- 0.2144 + 0.0552 log w + 0.0456 log pe 

1.61 X 10" w V2   n0.38 
Pe 

1.14 X 10"s win p°-41 

DIOXIDE 3° 

Remarks 

Also see Refs. 29, 31 

For data see Ref. 29 

Also see Ref. 31 

Also see Ref. 31 

Also see Refs. 29, 31 

w < 4 atm-km 

w > 4 atm-km 

Also see Refs. 29, 31 

Total absorption < 0.02M 

Total absorption > 0.02M 

Also see Ref. 31 

Also see Ref. 31 

Also see Ref. 31 

NOTE:  1. All logs to the base 10. 
2. w = atm-cm;pe = mm Eg. 
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Band and Limits 

6.3JU;4.75-8.7JU 

3.2M; 3.08 -3.57M 

2.7M; 2.3-3.08M 

TABLE 2-11. WIDE-BAND ABSORPTION OF WATER VAPOR x 

Total Absorption (aAi> in^"1 ) 

1.87M; 1.67-2.08^ 

1.38/*; 1.19-1.56/1 

l.lju; 1.05-1.19/i 

0.94M; 0.89-1.00 M 

1.21 + 0.87 log w + 0.62 log pe 

0.041 w1/2p°-3 

0.23u;1/2p°e
32 

0.246 + 0.180 log w + 0.109 \ogpe 

0.0445 + 0.0810 log w + 0.0505 logpe 

0.0304 winp°e
3 

0.0384 + 0.0875 log w + 0.0376 logjo. 

0.00375 wy2p°26 

0.00335 wll2p°e
ai 

Remarks 

Questionable validity for 
w < 0.001 pr-cm or 
pe < 10 mm Hg. 
Also see Ref. 31 

Also see Ref. 31 

Valid for total absorption 
< 0.15M 

Valid for total absorption 
> 0.15M 
Also see Ref. 31 

Valid for total absorption 
< 0.097 

Valid for total absorption 
> 0.097 
Also see Ref. 31 

Valid for total absorption 
< 0.067 

Valid for total absorption 
> 0.067 

NOTE:   1. All logs to the base 10. 
2. w = pr-cm; pe - mm Hg. 
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FIGURE 2-12.   Experimental Fit of Burch and Williams Data to Error Function Absorption at 2.7 Microns 

By far the largest window extends from 8 to 14 
microns. Elder and Strong39 and Streete39A 

have related the wide-band transmission in each 
window to the amount of water vapor in the 
path. Their data should be used with caution 
since it is difficult to eliminate the effect of aero- 
sol scattering (especially at wavelengths less than 
5 microns) from absorption due to water vapor. 
The transmittance inside a window region is 
expected to vary as follows: 

t - (1 - Cy/w) exp [-(aw + ßaX)]   (2-57) 

where 

C = constant to be determined 
a = continuum absorption coefficient due to 

water vapor 
w = amount of water vapor in the path 

ßa = aerosol scattering coefficient 
(par. 2-4.3.1) 

X = path length 

The second term on the right hand side of Eq. 
2-57 is due to the few water vapor lines that 

may exist in the window and is only important 
for short paths. The continuum absorption 
coefficient a is the sum of the contributions of 
all the distant water vapor lines in the neigh- 
boring bands and is a slowly varying function of 
wavelength. The measurements of Ref. 39 
clearly show the effect of the exponential in Eq. 
2-57 and the exponential variation of transmit- 
tance with w. Careful measurements in the 8- to 
14-micron window have been performed in Refs. 
40 and 41 to separate the effect of water vapor 
absorption from aerosol scattering. A plot of a 
in Eq. 2-57 vs wavelength A is shown in Fig. 
2-13. Transmission curves in the 8- to 14-micron 
window taking into account all these effects can 
be found in Ref. 42. Recent unpublished meas- 
urements by Burch indicate that absorption due 
to water vapor in the 8- to 14-micron window is 
strongly dependent on water vapor partial pres- 
sure. Thus at altitudes above a few kilometers 
where this partial pressure is down by an order 
of magnitude as compared to sea level, absorp- 
tion due to water vapor should be negligible. 
This should apply also to the other windows. 

2-45 



\ 
\ 
\ 

3 

^—^ 
.-1 < 

\ 
\ 
\ 

\ 
\ 
\ 

0      \ 
\ 

 
B

ES
T 

F
IT

 
 

TH
EO

R
ET

I 

\ 
\ 

i  V 
\   \ 
\   \ 

\     \ 
\    } 
\     1 
\ 
\ 
1 
1 
1  o 
1 
/ 
/ 
/    1 
/   / 

/ / 

o 
CM 

oo 

o 

I—I 

o 
I—I 

o 

o 
I—I 

o 

CO 
o o 

■£ 

is o 
OS 

H 

w 
> 

,g 
C 

CM 

UJ 

._(uio-jd)   INSIDI^aOD NOIiaHOSSV 

2-46 



2-4.2.4.4 Equivalent Sea-level Path 

The problem of atmospheric absorption is 
complicated by the fact that in most cases the 
paths considered are slant paths along which the 
temperatures and pressures vary. The discussion, 
and results in the previous paragraphs apply only 
to the case of constant pressure and temperature 
paths. 

2-4.2.4.4.1  Equivalent-path Absorption Calculations 

It is possible under certain conditions, how- 
ever, to reduce a slant path through the atmos- 
phere to an equivalent sea level path in which 
pressure and temperature are constant. The 
reduction can be easily justified if either the 
weak line or the strong line approximation 
holds27 . If the line intensities are not too 
dependent on temperature, the results are as 
follows: 

(1) Weak Line Approximation: 
The equivalent absorber content is w 

given by 

/   W i) 
Path 

dh 
cos 6 

(2-58) 

where $(h) is the absorber concentration 
(atm-cm km"1 ), h is the altitude (km), and 9 is 
the zenith angle. The absorptance will be given 
by the first of Eq. 2-50. 

(2) Strong Line Approximation: 
The pressure and temperature corrected 

absorber content in a slant path is defined by43 

w =  ftth) C dh 
cos 0 Pih) 

273 "1   1/2 

[T(h)] 

and the average pressure in the path is 

w 

(2-59) 

(2-60) 

where p(h) is the pressure in atmospheres at 
altitude h, T is the temperature in degrees Kelvin 
and w is given by Eq. 2-58. Transmission 
through a slant path can then be obtained from 
any of the models discussed above (see the 
second part of Eqs. 2-50 and 2-56) either by 
replacing w wherever it occurs by w, or by 
replacing y by yp where y is the line half-width 
at sea level. 

To evaluate the integrals in Eqs. 2-58 and 
2-59, it is necessary to know $(h), T(h), and 
p{h). A discussion of absorber concentration was 
given in par. 2-4.2.2 and 'i(h) can be obtained 
from Table 2-5. A typical temperature profile is 
given in Fig. 2-9 and the pressure, which can be 
assumed to decrease exponentially with altitude, 
is given by 

p = exp (- ft/7.5), atmospheres 

where h  is in  km and 7.5  km represents 
average scale length of the atmosphere. 

the 

In the case of the Goody model, it can be 
shown44 that the absorptance is given by an 
equation analogous to Eq. 2-54 which holds in 
both the weak and the strong line limits. 

a ~ 1 - exp WSn 

(i + ^Y d 1 + 

(2-61) 

where p is defined by Eqs. 2-59 and 2-60, and w 
by Eq. 2-58. 

2-4.2.4.4.2 Equivalent-path Absorber Contents 

A typical atmospheric measurement situation 
is illustrated in Fig. 2-14, in which observer A, at 
an altitude h, , views object B, at altitude h2, 
along a slant path, at zenith angle d. The exact 
calculations of absorber content along this path 
are quite complex. There are certain simplifica- 
tions however, which, for most problems, will 
permit rapid estimates of absorber contents to 
be made. If the zenith angle 0 is less than 85 
deg, the curvature of the earth can be ignored 
and absorber contents estimated by dividing 
vertical path contents by cos 0. Values for w 
(uncorrected curve) and w (pressure-corrected 
curve), for a vertical path extending from any 
altitude to a point outside the earth's atmos- 
phere, may be obtained from Fig. 2-15 for any 
gas with constant mixing ratios (C02, CH4, 
etc.). Values for w and w are given in atm-km 
but may be converted to atm-cm by using Table 
2-5. Water vapor w and if values can be obtained 
from Fig. 2-16 for a dry model atmosphere and 
a wet model atmosphere45 . 

Another situation which lends itself to sim- 
plified calculations involves slant paths near 
horizontal and path altitudes which vary only 
slightly  (they can only occur for path lengths 
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less than 100 km). In this case, for a uniformly 
distributed absorber such as C02, 

and 

w= woexp[- ft/7.5] (2-62) 

w=u/0exp[-2ft/7.5] (2-63) 

where 

ft = path altitude, km 
wa   = absorber content for the same path length 

at sea level 

Absorber values w for ozone and water vapor 
may be approximated from Pigs. 2-7 and 2-9, 
respectively. It should be understood, however, 
that values for any actual problem can vary 
considerably from those given in these figures. 
Approximate values for w for ozone and water 
vapor can be obtained by multiplying the w 
values by exp (- ft/7.5). 

ZENITH ANGLE 

FIGURE 2-14.    Geometrical Relation Between Observer A and Object B 
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2-4.2.4.5 Examples of Atmospheric Transmission 
Calculations 

Problem 1: Compute the absorptance of C02 

at 2.7 microns along an atmospheric slant path 
extending between 15 and 20 km altitude for a 
zenith angle of 60 degrees. 

Solution: The discussion of C02 transmission 
(par. 2-4.2.3.3) indicates that for pressures less 
than atmospheric and for appreciable absorption 
(i.e., the strong line approximation) the error 
function defines the transmission curve. In Fig. 
2-12 just such a function is implemented using 
2.7-micron, C02 transmission data obtained 
from laboratory measurements. The problem is, 
therefore, reduced to finding the appropriate 
C02 path length. 

The equivalent sea level paths w to be used in 
the strong line approximation is given by Eq. 
2-59. As discussed in par. 2-4.2.4.4.2, the w 
values can be determined from the pressure 
corrected curve in Fig. 2-15. Over a vertical path 
between 15 and 20 km 

wu = 0.068 - 0.018 = 0.05 atm-km 

Since the path in question has a zenith angle of 
60°, w for the path will be 

w w /cos 60° = 0.1 atm-km 

Referring to Fig. 2-12, then, the absorptance of 
C02 at 2.7 microns is 0.42. Alternatively, the 
transmittance t can be determined from the 
band parameters for C02 listed in Table 2-6. At 
2.7 microns, S/d equals 0.7 and 
2TT yjd = 4.93 X 10"*. From the last column of 
Table 2-5 w can be converted to atm-cm, 
Ü5 = 0.1 X 32 = 3.2 atm-cm. The argument of the 
error function in Eq. 2-52 is 

Problem 2: Determine the transmittance of 
the atmosphere between 1.65 and 2.15 microns 
over a 20-km path at an altitude of 10 km (no 
clouds). 

Solution: The broad band approximation of 
Tables 2-10 and 2-11 provides the simplest 
method of computation. (Tables 2-10 and 2-11 
show that the 1.65- to 2.15-micron region 
completely encompasses the 2-micron C02 band 
and the 1.8-micron H2 O band.) At 10 km, the 
atmospheric pressure is 200 mm of Hg, the C02 

path length is given by Eq. 2-62; the path can be 
transformed into atm-cm by means of Table 2-5. 

w = 20 exp (- 10/7.5) = 5.28 atm-km 

= 5.28 X 32 = 169 atm-cm 

These values are used in the approximation in 
Table   2-10 to determine the total absorption 

aAP -1.97X 10"*Wtn(pe)039 

= 1.97X 10J,(169)1/2(200)039 

= 0.0202 micron"1 

This value for ocAv is sufficiently close to the 
absorption limit of 0.02 micron"1 wherein this 
approximation is valid, thereby, making this an 
acceptable value. 

The mean water-vapor content for a 20-km 
path at 10 km is determined from Fig. 2-9 as 
as 0.022 pr-cm and from Table 2-11 

aA? = 0.053 (0.022)1/2(200)03 

= 0.0385 micron"1 

Since ctAi> is smaller than 0.097 and, therefore, 
in the range of the approximation used, it is 
acceptable. The total absorption for the two 
bands is 0.0385 + 0.0214 ~ 0.060 micron. The 
transmittance for the 1.65- to 2.15-micron 
region  is  thus 

(2-64) 

^XpX^°'7X4'fX^X 760X 3.2 

Therefore, 

= 0.42 

t=l- erf(^/0A2) 

= 0.35 

r = l 
0.060 

(2.15- 1.65) 
= 0.88 

2-4.3 SCATTERING 

As a beam of radiation traverses a medium, it 
is attenuated by scattering processes as well as 
the absorption processes previously discussed. 
Scattering occurs whenever a scattering center 
(drop of water, particle of dust, molecule, etc.) 
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causes the spatial redistribution of the radiation 
incident on it. Scattering processes which occur 
include: (1) nonresonant scattering by bound 
electronic or molecular systems, (2) diffraction 
of radiation by the scattering centers, (3) reflec- 
tion of radiation from the surface of the scat- 
tering centers, and (4) refraction of radiation 
through the scattering center. The first two 
processes deal primarily with scattering centers 
that are small compared to the incident radiation 
wavelength, while the second two processes are 
applicable to large scattering centers. The two 
general categories of molecular scattering and 
aerosol scattering are discussed in this paragraph. 

2-4.3.1  Scattering Coefficient 

The scattering coefficient is related to atmos- 
pheric transmission in the following manner. 
Neglecting all absorption processes, transmission 
t(\) defined as the ratio of the transmitted 
radiation intensity to the incident radiation 
intensity over a path length X is given by 

t(\) = exp[-ßs (h,\)X] (2-65) 

where ßs(h,\) is the total scattering coefficient. 
The total scattering coefficient ßs depends on 
the altitude h and the radiation wavelength A. It 
can be considered as the sum of the two separate 
scattering coefficients, ßm (h,\) the molecular, 
scattering coefficient, and ßa(ft,A) the aerosol 
scattering coefficient. Since molecular scattering 
deals with light scattered by particles much 
smaller than the radiation wavelength, the Ray- 
leigh scattering theory is used to determine the 
value of ßm . However, aerosol scattering which 
involves scattering particles that may be com- 
parable in size to the radiation wavelength 
follows the Mie theory46 . 

The molecular scattering coefficient ßm is the 
product of the Rayleigh scattering cross section 
aR and the number density of molecules M. A 
table of M for various altitudes is given in Ref. 
47. The scattering cross section oR is given by 

ff« -  ~-S)^P~(6^W)       (2"66) 

where 

ns ~ index of refraction of air at STP 
M = molecular number density at STP, cm"3 

X = wavelength of the radiation, cm 
5 = depolarization factor for the medium 

The most recent depolarization data (a table 
of 5 is given in Ref. 53) gives a value of 0.035. 
Due to the X^ dependence, molecular scattering 
becomes negligible compared to aerosol scattering 
for wavelengths greater than approximately 1 
micron35. 

Theoretically, aerosol scattering can be cal- 
culated by means of the Mie scattering theory 
in the following manner: 

The aerosol scattering coefficient ßa is given 
by46 

/r max 
r2M(h,r)K(x,n)dr 

(2-67) 

where 

r = particle radius, cm 
M{h,r) = number density of particles at altitude 

h as a function of r, cm'3 

K(x, n) = efficiency factor defined as the ratio 
of scattering cross section to geometri- 
cal cross section 

x = size parameter defined as the ratio of 
the circumference of the particle to 
the wavelength of the radiation 

n = index of refraction of the particles 

The value of M(h,r) is discussed in Refs. 48, 49, 
and 50. The value of K(x,n), given by the Mie 
theory46, is the exact mathematical solution to 
an infinite, plane, monochromatic, electromag- 
netic wave scattered from a perfect sphere of any 
radius and any index of refraction, Since K(x,n) 
is a very complex function, this integral is 
generally not evaluated (Ref. 16 is an exception). 
Assuming that the size distribution of the par- 
ticles remains constant with altitude5', an experi- 
mental approximation for determining ßa(h,\) is 
given by 

ßa(K\) = ßa(0,\) 
M(h) 
M{o) 

(2-68) 

where 

ßa(o,\) = scattering coefficient at sea level, cm"1 

M(h) = aerosol number density at altitude h 
M(o) = aerosol number density at sea level 
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Since both ßa(o,\) and M(  , depend on the 

geographical and meteorological conditions, only 
representative values of ßa(h,\) are determined 
and some general trends noted. A representative 
value of |3a(o,X), derived from data given in 
Ref. 48 for a clear atmosphere {meteorological 
range = 25 km), is given by 

ß0(o,X) ■ 0-124 A~043, km M (2-69) 

where X is in microns. This wavelength depend- 
ence of ßa is only applicable for wavelengths 
less than 2.3 microns and meteorological ranges 
greater than 9 km. For wavelengths between 2.3 
and 10 microns, the wavelength dependence 
seems to disappear. Beyond 10 microns, the 
scattering coefficient decreases with wavelength48. 
The constant, 0.124, increases as the meteorolog- 
ical range decreases (par. 2-4.3.2). For a light fog, 
the value of the scattering coefficient is about 0.7. 

Representative values of the normalized aero- 

sol  number density    -■ ~ can be determined 

from experimental data found in Ref. 52 for a 
clear atmosphere and are shown as a function of 
altitude in Fig. 2-17. 

As an example, for X = 2 microns, 0a(o,2) = 
0.092 km"1. At an altitude of 5 km 

S = 3X 10- 
M{o) 

Therefore, 

ßa(5,2) = 2.76X 10~3 km"1. 

For comparison, the molecular scattering 
coefficient is calculated from Rayleigh's theory 
of scattering under the same conditions. Here, 
the molecular number density M at 5 km is 
1.53 X 1019 cm"3 and the index of refraction n is 
1.0002729 for X = 2 microns53. Therefore, since 

8TT
3
 (5.46 X 10") 

^m     (3)(2X 10^)4(2.55X 1019) 

= 3.86X 10"'° cm"1 

= 3.86 X 10"s km"1 

,2 OMV1™*10** 

Since molecular scattering is negligible com- 
pared to aerosol scattering (and ignoring absorp- 
tion) the transmission t(\) over a 10-km path X 
at 5-km altitude is given by, Eq. 2-65, 
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t(X)  =exp[-ßaX] 

-exp[- 0.028] 

= 97% 

2-4.3.2 Meteorological Range 

Meteorological range is defined as a 2 percent 
contrast between a distant nonreflecting, non- 
emissive target and the horizon sky. Contrast is 
the absolute difference in sky and target inten- 
sities divided by their sum. The condition of 2 
percent contrast corresponds to the average 
person's capability for distinguishing a large 
black object from the horizon sky. The meteoro- 
logical range R    can be further defined as 

Ä» - 
3.9 

ß. 
(2-70) 

which relates the meteorological range Rm in 
km to the scattering coefficient ßs in km"1 (Ref. 1) 
Thus, meteorological range is a convenient 
parameter to describe atmospheric scattering in 
the visible region. 

2-4.3.3 Atmospheric Scintillation 

Localized as well as large-volume inhomogene- 
ities in the index of refraction of the atmosphere 
will affect a beam of radiation passing through 
the atmosphere. Small or localized variations in 
the refractive index cause portions of the beam 
to be refracted away from the direction of the 
main portion of the beam. These small index 
variations also affect the wavefront (cross- 
sectional relative phase) of the propagating 
radiation. Large scale variations in the atmos- 
pheric index of refraction cause the entire beam 
to be refracted. 

The spatial variations of atmospheric index of 
refraction, caused by atmospheric temperature 
and pressure gradients, fluctuate in time and 
space. This condition of a turbulent inhomoge- 
neous atmosphere causes intensity fluctuation as 
well as angular variation in a collimated beam of 
light propagating through it. This time variation 
in intensity of the received beam is termed 
scintillation, while the degradation of the image 
formed with the received radiation, due to the 
angular variation, is termed image dancing. 
Perhaps the two most common manifestations 
of these atmospheric effects are the blurring of 
stellar images and the propagation and detection 
of laser beams. 

The angular deviation of starlight due to its 
passage through the atmosphere causes a blur- 
ring of the telescope image of that star 
(independently of the optical resolution of the 
telescope itself). This phenomenon of image 
dancing is evident when high-resolution optical 
systems are used and long atmospheric paths 
exist. Short exposure times tend to improve 
image quality by "freezing" the temporal fluc- 
tuations of the atmosphere. With this technique, 
an image may be shifted from the optical axis of 
the imaging system or possibly distorted but the 
image blur will be reduced. The effects of 
atmospheric turbulence on the formation of 
images of exo-atmospheric objects can also be 
minimized by operating at high altitudes so that 
the atmospheric path is reduced. Also, atmos- 
pheric turbulence is diminished at night when 
thermal gradients are less pronounced. The 
atmospheric limitation to optical resolution of 
exo-atmospheric objects is about 1 sec of arc54 . 

In addition to image dancing, the intensity of 
received radiation will fluctuate as inhomogene- 
ities of the atmospheric index of refraction bend 
portions of the radiation away from the finite 
collecting aperture. The larger the collecting 
aperture, the less will be the relative effect of 
atmospheric scintillation. Fig. 2-18 illustrates 
the dependence of stellar intensity scintillation 
on aperture sizess. 

A detailed theoretical analysis of wave propa- 
gation in the turbulent atmosphere can be found 
in Ref. 52. The degradation of images by the 
atmosphere and the restoration of such images is 
thoroughly treated in Ref. 56. 

These same atmospheric turbulence effects 
also cause destructive interference to take place 
within a collimated laser beam as it propagates 
through the atmosphere57 and, therefore, intro- 
duces an intensity modulation on the beam. 
Here, atmospheric index of refraction heteroge- 
neousness disturbs the wavefront of a propa- 
gating laser beam so that some portions of the 
beam interfere with other portions. Therefore, 
instead of receiving a beam whose cross section 
has a uniform intensity, the beam is spatially 
broken up into many filaments of light58 . These 
filaments vary in intensity and position with 
time so that the energy received depends on 
exposure time and on the size of the collecting 
optics, i.e., on the amount of temporal and 
spatial   integration  of the received  energy.   If 
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integration time is short (or if a short pulse of 
energy is to be received), turbulence may break 
up the beam so that no energy is incident on the 
receiver. The temporal fluctuation of laser 
energy received over a 90-mile atmospheric path 
by a 3-in. aperture is depicted in Fig. 2-1959 . 
This amplitude modulation due to atmospheric 
turbulence must be considered when attempting 
to detect information carried as an amplitude 
modulation on a light beam. 

Since atmospheric turbulence distorts the 
phase of a propagating wave, a receiving system 
employing heterodyne detection of an optical 
signal will also be adversely affected by turbu- 
lence (heterodyne detection is discussed in Chap- 
ter 3). If there were no atmospheric turbulence, 
a plane wavefront would be received, and the 
signal-to-noise ratio would increase in proportion 
to  the amount of energy collected. However, 

since heterodyne detection depends on a definite 
phase relation between the signal and local 
oscillator beam, the random phase distortion of 
the signal beam caused by atmospheric turbu- 
lence increases the noise in the heterodyne 
process. The smaller the collecting aperture, the 
more uniform the phase of the radiation across 
it; therefore, increasing the diameter of the 
collecting aperture d beyond a critical diameter 
do results in very little improvement in the 
signal-to-noise ratio60 . Fig. 2-20 illustrates the 
dependence of d0 upon wavelength X and 
altitude h of the collecting aperture for hetero- 
dyne detection of coherent exo-atmospheric 
radiation. The scale on the left ordinate of Fig. 
2-20 pertains to nighttime conditions, while the 
scale on the right pertains to daytime conditions. 

Ref.  61  contains the results of an intensive 
survey of the literature dealing with scintillation. 
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2-5 TRANSMISSION OF INFRARED RADIA- 
TION THROUGH OPTICAL MATERIALS 

Infrared   radiation   can   be  described  as  an 

electromagnetic wave phenomenon. The spec- 

trum of infrared radiation is between the visible 
and microwave regions. (See Fig. 2-21.) 
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2-5.1   MAXWELL'S EQUATIONS 

Electromagnetic waves are described mathe- 
matically by Maxwell's Equations62,63'64 . 
These equations are 

where 

and 

V   D    = p (2-71) 

ot 
(2-72) 

V X E -if (2-73) 

V   B    = 0 (2-74) 

D = e0 E+ P = eE (2-75) 

ff =  —B    M= -B (2-76) 
Mo 

The Lorentz force F on a charge q, movL 
with velocity u, is given by 

F = q(E +u X B) (2-77) 

where 

F  = force (vector), newton = kilogram-meter 
second"2 (N = kg^m-sec"2) 

q   = charge (scalar), coulomb (C) 

v    ~ velocity (vector), meter second"1 (m-sec"1 ) 

For a medium with no free electrical charges, 
p = 0 and J = 0. Thus Eqs. 2-71 through 2-74 
reduce to 

V D    = 0 

VX B = ne 

VX E = - 

V B    = 0 

or 

3r 

(2-78) 

(2-79) 

(2-80) 

(2-81) 

D = displacement (vector), 
coulomb meter 2(C-m2) 

P   = polarization (vector), 
coulomb meter"2 (O m"2) 

E = electric field (vector), 
volt meter"1 (V-m"1) 

B = magnetic induction (vector), 
weber meter"2 (Wb-rn"2) 

Af = magnetization (vector), 
weber meter"2 (Wb-m"2) 

H = magnetic field (vector), 
ampere-turn meter"1 

J  - electric current density (vector), 
ampere meter"2 (A-m*2) 

p   = charge density (scalar), 
coulomb meter'3 (O m"3) 

e0 = permittivity of free space (scalar) 
107 

4TTC2 farad meter"1 (F-m 1) 

ß0 = permeability of free space (scalar) 
= 4TT X 10"7henry meter"1 (H-m"1) 

c   = speed of light 
= 2.998 X 108 meter sec"1 (m-sec"1) 

2-5.2 UNITS 

Maxwell's Equations in par. 2-5.1.1 are in 
"rationalized mks units". Other systems of units 
are possible and, of course, all give the same 
physical results. The other popular system is 
Gaussian units. In Gaussian units, Eqs. 2-71 
through  2-77  are written  as 

V -D    = 4irp (2-82) 

C               Cot 
(2-83) 

C       dt 
(2-84) 

V   B    = 0 (2-85) 

D = E + AirP = eE (2-86) 

H= B      4ITM =    ~ B (2-87) 

F = q(E + -vX B) (2-88) 

The conversion between the units for the various 
quantities is given in Table 2-12. 
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TABLE 2-12. CONVERSION TABLE OF PHYSICAL QUANTITIES 

PHYSICAL QUANTITY SYMBOL RATIONALIZED MKS GAUSSIAN* 

Capacitance C 1 farad (F) = 9X 10" cm 

Charge Q 1 coulomb (C) = 3X 109statcoulombs 

Charge density P lCm"3 = 3 X 103 statcoul cm"3 

Conductivity a 1 mho m"1 = 9 X 109 sec"1 

Current I 1 ampere (A), (C sec"1) = 3 X 109statamperes 

Current density J 1 Am-2 = 3 X 105statamp cm"2 

Displacement D lCm"2 = 12TT X 10s statvolt cm"1 

3 X 105 statcoul cm"2 

Electric field E 1 volt m"1 (V m'1) = 1/3 X 10^* statvolt cm'1 

Energy w, u 1 joule (J) = 107 ergs 

Force F 1 newton (N) = 10s dynes 

Inductance L 1 henry (H) = 1/9 X 10"n stathenry 

Length I 1 meter (m) = 102 centimeters (cm) 

Magnetic field H 1 ampere-turn m"1 = An X 10"3 oersted 

Magnetic flux 4>,F 1 weber (Wb) = 108 gauss cm2 (maxwells) 

Magnetic induction B 1 Wb m"2 = 104 gauss 

Magnetization M 1 Wb m"2 = 1/4TT X 104 gauss 

Mass m 1 kilogram (kg) = 103 grams (g) 

Polarization P 1 Cm"2 = 3X 10s statcoul cm-2 

12TT X 10s (statvolt cm"1) 

Potential *, V 1 volt (V) = 1/300 statvolt 

Power P 1 watt (w) = 107ergs sec"1 

Resistance R 1 ohm = 1/9 X lO^seccm-1 

Time t 1 second (sec) = 1 second (sec) 

Work W 1 joule (J) = 107 ergs 

»Except for exponents, all factors of 3 should be replaced by 2.997930 ± 0.000003 for accurate work. 

2-5.3 BOUNDARY RELATIONS 

In solving electromagnetic problems, it often 
is necessary to relate vectors in medium 1 with 
vectors in medium 2 across an interface with 
normal n. These can be derived from Eqs. 2-71 
through 2-74 or from Eqs. 2-78 through 2-81. 
For uncharged media, the relations are 

(E2-E,)X n = 0 (2-89) 

(Dt-D^-n = 0 

(H2-Ht) X n = 0 

(B2-B1)-n = 0 

(2-90) 

(2-91) 

(2-92) 

For media with free charges present, an 
unusual case for infrared work, the charges at 
the interface, both moving and static, affect the 
boundary relations. The relations are 
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(E2-El)X n = 0 (2-93) 

(£>,-•£>, )•/* = a (2-94) 

(H2 -H\)X n = Js (2-95) 

{B2-Bi)-n = 0 (2-96) 

and 

where a is the surface charge density and Js is 
the   surface   current density  at  the  interface. 

2-5.4 PLANE WAVES 

To see the wave nature of Maxwell's Equation, 
substitute Eq. 2-79 into the curl of Eq. 2-80 thus 
obtaining 

vx   (vxj)-,«-!£- (2.97) 

In one dimension, this is easily seen to be 

32£ d2E 
dt1 (2-98) 

which   is   a   wave   equation   with  propagation 
velocity  lA//ie  . 

The plane wave solution to Eq. 2-98 is 

E = E0e
ikx-juJt (2-99) 

where 

k  = — = V^ico (2-100) 

By  analogy,  in  three dimensions the plane 
wave solutions of B and E are: 

E{x,t)   = elE0e
ik-'-ioJt 

B(*,t)   = t1B0e»-'-tut 

(2-101) 

(2-102) 

where E, and e2 are the unit vectors denoting 
the polarization. Substituting Eqs. 2-101 and 
2-102 into Eqs. 2-78 and 2-81 gives 

6i • * - 0,    e2 ■ k = 0 (2-103) 

Thus E and B are transverse waves, i.e., their 
polarizations are normal to the direction of 
propagation k. 

Substituting Eqs. 2-101  and 2-102 into Eq. 
2-80 gives 

j [(* X e) E - co eB] e *•*-!"> = 0      (2-104) 

Thus 

fcXe. 
=  e2 (2-105) 

Bo   ~   — E0     -   yJjJL^Ea (2-106) 

Eq. 2-105 says that m, , e2, and k are mutually 
perpendicular. 

2-5.5 POYNTING VECTOR 

The Poynting vector S is essentially the energy 
flux. In an unchanged medium, 

S =  EX H*   = - £XB* (2-107) 

where *  denotes the complex conjugate.     Sub- 
stituting Eqs. 2-101 and 2-102 gives 

S = -(c, Xe2) £0S0 =i£0B0|       (2-108) 

Thus, the time average value S of S is 

s = i£^ =lv/T£°2  (2-109) 

Note that since S is power per unit area and E0 

is in volts per unit length,   / —  is an impedance. 

2-5.6 REFRACTIVE  INDEX 

The index of refraction n is the ratio of the 
speed v of waves propagating through a real 
material relative to the speed c of waves prop- 
agating through free space. Thus 

n ~ 
ck 

v     to 
(2-110) 

In a slightly conductive medium, the electro- 
magnetic waves are damped due to joule heating 
of the medium. To show this, Eqs. 2-101 and 
2-102 are rewritten as: 

, jan-x-jwt E(x,t) =eie-0-*   E0e- (2-111) 

B(x,t)  = e^-""'1   B0e"~'*-jU3t (2-112) 

where n is a unit vector in the direction of k, and 

k = a + jß (2-113) 

Using Ohm's Law, 

J = oE (2-114) 

for isotropic media, and substituting it into 
Eq. 2-72, one can solve Eqs. 2-71 through 2-74 
with p = 0 to get 

[k2- (iieoj2 + jtiou)]E = 0 (2-115) 
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Thus 

k2 - (neu;2) + j(iuooj) = neco2(l + j 

Therefore 
(2-116) 

•I- pieco 
1 + ("V Veto / 

± 1 

(2-117) 

Sometimes, the index of refraction is con- 
sidered the complex quantity. The index of 
refraction  is  then  written  as 

n(l-jn) = —= (a + jß) 
CO 

(2-118) 

where K is the absorption index.  Therefore 

n = 
ca 

1 + (±) + 1 

± = 
a 

a 

^W + 1 

(2-119) 

(2-120) 

2-5.7 SNELL'S LAW 

Consider light incident at an angle i upon an 
interface of two media, 1 and 2, with the incident 
light being in medium 2. (See Fig. 2-22.) For the 
incident light, both the Et vector and the Bt 

vector vary as 

*il. 
*-■/ 

, jMj-Xj-ji^t (2-121) 

Similarly, the refracted light varies as 

-;CJ( (2-122) 

Taking the x-direction parallel to the interface, 
the y-direction also parallel but normal to the 
direction of incidence, and the ^-direction normal 
to the interface, then Eqs. 2-121 and 2-122 can 
be written explicitly as 

*i\ exp[)4^ (x sin i + z cos i) - ju t]   (2-123) 

B'\ ~ exp[/'^(x sin r 4- z cos r) ~ ;wt]   (2-124) 

At the interface 2 = 0, the incident vectors and 
the refracted vectors must have the same phases. 
(Otherwise the boundary relations, Eqs. 2-89 to 
2-92, could not possibly be satisfied everywhere 
on the interface.) Therefore 

sin i 
v-, 

sm_r_ (2-125) 

Rewriting Eq. 2-125 in terms of ?72 and 77! gives 
Snell's Law: 

sin i . 
sin r 

HL 
V2 

(2-126) 

If sin i > TJ i /172, then sin r > 1 which cannot be. 
Therefore, for sin i > 77, /?72 there is no refracted 
light beam. This is called total internal reflection. 

2-5.8 REFLECTION COEFFICIENT 

In the notation of par.  2-5.7, the reflected 
vectors are of the form 

jjji- exp[7^ (x sin 1 - z cos i') - jut] (2-127) 

At z = 0, this expression must match Eq. 2-123. 
Thus 

= 1 (2-128) 

To find the amplitudes of reflected vectors Et< 
and Bti, the boundary relations, Eq. 2-89 to 
Eq. 2-92, must be used. There are two distinct 
cases that must be considered; when the electric 
vector Et of the incident light is (1) in the plane 
of incidence, and (2) perpendicular to the plane 
of incidence. Fig. 2-22 is drawn in the plane of 
incidence. 

The results are 62>bXM : 

(1)   Et parallel to the plane of incidence: 

E, 

sin 2/- + ( —\ sin 2i 

(2-129) 
Ulli sin 2i 

sin 2r + (?.) sin 2i 

(2)   Ei perpendicular to the plane of incidence: 
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£.- 

IlL 
Ei 

1- 
ß 2 tan i 
ß i tan r 

1 + 
ß2 tan i 
ß i tan r 

2 

1 + ^2 tan i 
ß i tan r 

(2-130) 

The B vectors can be obtained from Eqs. 2-105 
and 2-106 for each medium. 

In general, for infrared optical materials, 
ß2 - ßi • i-e., infrared materials are usually non- 
magnetic. Then Eqs. 2-129 and 2-130 reduce to: 

(1)    Case 1: 

Ei'            tan (i- r) 
E(            tan(j'+r) 

Er                 2 cos i sin r (2-131) 
Ei         sin (i + r) cos (i - r) 

(2)    Case 2: 

£,'   _.       sin(i - r) 
Et             sin (i'+r) 

Er    _    2 cos i sin r 
£.              sin (i + r) 

(2-132) 

For normal incidence, i = r = 0. Then both 
cases reduce to 

Et'    _          T?i   -  T?j               £r     _ 172          /9-13PU 
£,. 7?1   +   T?2 Ijl   + Vi 

where the incident light is in medium 2. 

The reflectivity p is defined as 

f- (I'T 
Thus, for ß2 = ßi , 

tan2 (i - r) 
P 

sin2(/- r) 

(2-134) 

(2-135) 
tan2(i+r)    1     sin2(i'+r) 

For unpolarized light, i.e., light with an equal 
probability per unit time of E, being parallel or 
perpendicular to the plane of incidence, 

P = 2 (P+P.) 2-136 

If Eq. 2-135 is substituted into Eq. 2-136, then 
Eq. 2-136 becomes the Fresnel formula for 
reflectivity. 

For normal incidence, i = r = 0. Thus from 
Eq. 2-133, 

V?l +1?2  / 
(2-137) 

2-5.9 BREWSTER'S ANGLE 

There is the possibility of incident light being 
refracted with no reflected wave. From Eq. 2-131 
it is clear that 

El_ 
E, 

0 for i + r = W2 (2-138) 

for incident light with the electric vector Et 

parallel to the plane of incidence. This particular 
angle of incidence is called the Brewster's angle 
iB . From Snell's Law, Eq. 2-126, the Brewster's 
angle is 

arctan 
V?2 

(2-139) 

Since at i - iB the parallel component is 
entirely transmitted, the reflected component 
must be entirely perpendicular. Thus, reflection 
off a surface at the Brewster's angle is a means of 
obtaining linearly polarized light, or light with 
the electric vector £,, in a single, fixed direction. 

2-5.10 POLARIZATION 

A light wave is linearly (or plane) polarized if 
the end of the electric vector moves in a straight 
line (the electric vector moves in one plane). 
A light wave is circularly (elliptically) polarized 
if the end of the electric vector moves in a circle 
(ellipse). If, when looking along the direction of 
propagation from a fixed point in space, the 
electric vector rotates clockwise it is right-handed; 
if counterclockwise, then it is left-handed. 

This is described mathematically by separating 
the electric vector into components as 

E =  (Ee +Ee )e
ik*-iu>t 

4-   + -    - 

where 

Vv^ ( El ±7^2 ) 

(2-140) 

(2-141) 

and ei, e2    are orthogonal and perpendicular to 
k 

e3 = j-,   the direction of propagation of E. The 

standard types of polarization then are 
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linear: E+ = E 
right circular: &- 0 
left circular: E.= 0 
right elliptic: K,< E 
left elliptic: E.< E+ 

25.11  ANTI-REFLECTION  COATINGS 

In par. 2-5.5 it was noted that /M had the 

dimensions of an impedance. With this analogy 
to transmission lines established, one can insert a 
quarter-wave matching section between the two 

media of Fig. 2-22 and obtain a proper imped- 
ance match with no reflections. The three 
impedances   are 

^--J%iu V3 
e3 

To be correctly matched, 

t?3-\A?2^7 

(2-142) 

(2-143) 

The  quarter wave refers to one-quarter wave- 
length in medium 3. 

This approach is discussed in Ref. 63, Chapter 
7. 

MEDIUM 2 

X 

MEDIUM   1 

Pj »   S2 »   n2 *  ^2 

FIGURE 2-22.   Incident, Refracted, and Reflected Light Beams at the Interface of Two Media (drawn in the plane of 
incidence! 
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2-5.12 DIELECTRIC WAVEGUIDES AND CAVITIES 

For most applications, the sizes and/or toler- 
ances of the boundaries of the media through 
which the infrared light is propagating are, in 
general, large compared to the wavelengths of 
the light. Two important exceptions are dielec- 
tric waveguides (optical fibers) and laser cavities. 

Infrared light propagates down a dielectric 
waveguide by internal reflections off the outside 
surface of the dielectric fiber. This requires a 
nonabsorbing dielectric with a high index of 
refraction. The nonabsorbing characteristic is 
required so that the transmission will be high. 
The high index of refraction is needed so that 
the light must hit a surface at a small angle to 
the normal in order to escape. 

If two dielectric waveguides are placed within 
about one wavelength (in the external medium) 
of each other, then there will be radiative 
coupling and energy will be lost from one fiber 

to the other. In optical fiber imaging devices, 
this is one source of optical crosstalk. 

The study of dielectric waveguides is basically 
by analogy with conventional waveguides. Max- 
well's Equations are solved subject to the bound- 
ary conditions of the guide. Nodes are deter- 
mined, propagation modes numbered, etc. Ref. 
62, Chapter 8, contains a good introductory 
discussion. 

In a relatively short length of dielectric 
waveguide, if the ends are reflecting, then the 
guide becomes a dielectric, or optical, cavity. 
Optical cavities form the resonant circuits of 
lasers. 

2-5.13 SPECTRAL TRANSMISSION 
OF OPTICAL MATERIALS 

Typical spectral transmission curves for rep- 
resentative, useful IR optical materials are shown 
in Fig. 2-23. Additional information on these 
and other materials is given in Fig. 2-24. 
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F/GURE 2-23.    Transmission Curves for Representative IR Optical Materials 
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2-6 SOURCES OF NATURAL RADIATION 
2-6.1  BACKGROUND RADIATION 

Background radiation can be due to self- 
emission and reflected or scattered radiation 
from terrain, sea surface, the atmosphere, and 
atmospheric objects (aerosols) or celestial 
objects, or it can be due to various combinations 
of these. 

The gross features of background radiation 
from earth, air, and sea sources are shown in an 
idealized fashion in Fig. 2-25. Below 3 microns, 
the background is dominated by reflected and 
scattered solar radiation, In this region then, the 
spectral distribution of radiation will approxi- 
mate that of a 6000° K blackbody, and the 
actual radiance will depend upon the reflection 
and scattering properties of the particular back- 

ground. Beyond 4.5 microns, the background is 
dominated by thermal emission from earth and 
air objects (near 300°K). Between 3 and 4.5 
microns, background radiation is at a minimum. 
The radiance of the earth beyond 5 microns, as 
seen from a balloon at 37 km, is shown in Fig. 
2-26. Atmospheric effects are seen to have a 
strong influence on the shape of the radiance 
curve beyond 5 microns. The radiance is larger 
in the atmospheric window (8 to 14 microns) 
than in the atmospheric absorption bands at 6 to 
15 microns. This is because the earth is warmer 
than the surrounding atmosphere; therefore, 
emission from the atmosphere in its strong 
emission bands (at 6- and 15-micron bands) is 
weaker than emission of radiation from the 
earth, which escapes with hardly any attenua- 
tion in the 8- to 14-micron window. 
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2-6.1.1  Terrain 

Terrain radiation in the daytime and at 
wavelengths shorter than 4 microns is dominated 
by sunlight and by the reflectivity of the objects 
constituting the terrain. The reflectivity of 
background objects at wavelengths shorter than 
3 microns ranges from 0.03 (bare ground) to 
0.95 (fresh snow)65'68 . Beyond 4 microns the 
radiation from the terrain is dominated by 
terrain self-emission which depends on the tem- 
perature of the terrain objects and on their 
emissivities. Table 2-13 lists emissivity and re- 
flectance values of some typical background 
objects in the IR65 . This table clearly shows 
that most terrain objects beyond 3 microns will 
have an emissivity larger than 0.8. Table 2-14 
lists infrared emissivities of snow and ice 
particles68 . In the daytime the temperature of 
the background objects is related to their optical 
properties in the visible and IR regions (6 to 15 
microns), their thermal contact with the air, and 
their heat conductivity and capacity69 . Assum- 
ing that the maximum irradiance of a back- 
ground object due to sunlight is 0.10 w cm"2, 
and that the background object is a perfect 
absorber in the visible and a perfect emitter in 
the IR, the object can be expected to reach a 
temperature of 90° C. In reality since few objects 
face directly into the sun and because of heat 
conduction in the body and thermal contact 
with the surrounding air, a maximum tempera- 
ture of 50° C is not at all unusual. Assuming that 
the surrounding air temperature is 15° C, the 
expected maximum contrast of a background is 
shown in Fig. 2-27. (The contrast can be 
somewhat greater in the 8- to 12-micron window 
where an object with high reflectivity and, 
therefore, low emissitivity would reflect the cold 
radiation from the sky but make no thermal 
contribution of its own.) The cooling rate of 
background objects at nighttime will depend on 
their heat capacity, heat conductivity, thermal 
contact with the surrounding air, IR emissivity 
in the 8- to 12-micron band, atmospheric humid- 
ity, and cloud cover69,70 . In a very dry location 
when there is no cloud cover, all the thermal 
radiation in the 8- to 12-micron band will be 
radiated into space and objects will cool down 
rapidly.   Vegetation  which   is in close contact 

with the surrounding air, and water surfaces 
(lakes, rivers, ocean) which have large heat 
capacities will radiate fairly evenly during the 
day and night. Fig. 2-28 shows typical diurnal 
variation in radiance from various terrain back- 
grounds71 . Daytime spectral radiances from 1 to 
6 microns of various terrain features72 are 
shown in Fig. 2-29, which also shows a large 
spread in radiance values at wavelengths shorter 
than 3 microns where scattering of solar radia- 
tion predominates. Beyond 4 microns the radi- 
ance values of the various terrain features differ 
little. Concrete and a brick wall have a higher 
temperature than grass and radiate more at 
wavelengths longer than 4 microns. At wave- 
lengths shorter than 3 microns snow is an 
excellent scatterer of solar radiation and gives 
the highest radiance values while grass, on the 
contrary, has the smallest reflectivity to sunlight 
at wavelengths shorter than 3 microns and yields 
the smallest radiance values. 

Relative radiance measurements are often of 
more importance to system designers than the 
measurement of radiance itself. Of particular 
importance, will be to know the times during 
the day and night when the spectral radiances of 
different terrain features are identical, and when 
contrasts are therefore at a minimum. These 
times are called crossover times. Measurements 
of crossover times of various terrain features 
considered two by two have been made and 
these times are found to vary widely depending 
on the objects considered70 . Several examples 
are presented in Figs. 2-30, 2-31, and 2-32. 
Contrasts in the spectral region extending be- 
yond 4 microns are at a minimum on very 
cloudy and on rainy days. 

What is considered as a background or as 
terrain to one person may be considered as a 
target or a field of operations to another. It is, 
therefore, not surprising that a considerable 
amount of measurements and information on 
the infrared radiance of terrain is classified. 
Among this classified information are infrared 
photographs of terrain during the day and night 
at low and high altitudes, studies of the diurnal 
and seasonal variation of radiation from terrain, 
and studies of the seasonal dependence of the 
crossover points70'73"79. 
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FIGURE 2-29.   Daytime Spectral Radiance of Miscellaneous Targets 
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TABLE 2-13.  REFLECTANCE p AND EMISSIVITY e OF COMMON TERRAIN FEATURES* 

0.7 -1.0 M     1.8- 2.7 ju        3-5/; 8-13 M 

Green Mountain Laurel 
Young Willow Leaf (dry, top) 
Holly Leaf (dry, top) 
Holly Leaf (dry, bottom) 
Pressed Dormant Maple Leaf (dry, top) 

Green Leaf Winter Color — Oak Leaf (dry, top) 
Green Coniferous Twigs (Jack Pine) 
Grass — Meadow Fescue (dry) 
Sand — Hainamanu Silt Loam — Hawaii 
Sand — Barnes Fine Silt Loam — So Dakota 

Sand — Gooah Fine Silt Loam — Oregon 
Sand — Vereiniging — Africa 
Sand — Maury Silt Loam — Tennessee 
Sand — Dublin Clay Loam — California 
Sand — Pullman Loam — New Mexico 

Sand — Grady Silt Loam — Georgia 
Sand — Colts Neck Loam — New Jersey 
Sand — Mesita Negra — lower test site 
Bark — Northern Red Oak 
Bark — Northern American Jack Pine 
Bark — Colorado Spruce 

p =   0.44      e =    0.84     e =    0.90     e =    0.92 
0.46 0.82 0.94 0.96 
0.44 0.72 0.90 0.90 
0.42 0.64 0.86 0.94 
0.53 0.58 0.87 0.92 

0.43 0.67 0.90 0.92 
0.30 0.86 0.96 0.97 
0.41 0.62 0.82 0.88 
0.15 0.82 0.84 0.94 
0.21 0.58 0.78 0.93 

0.39 0.54 0.80 0.98 
0.43 0.56 0.82 0.94 
0.43 0.56 0.74 0.95 
0.42 0.54 0.88 0.97 
0.37 0.62 0.78 0.93 

0.11 0.58 0.85 0.94 
0.28 0.67 0.90 0.94 
0.38 0.70 0.75 0.92 
0.23 0.78 0.90 0.96 
0.18 0.69 0.88 0.97 
0.22 0.75 0.87 0.94 

* Estimated average values of reflectance p, or emissivity e,=  1 - p. 
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TABLE 2-14. TOTAL EMISSIVITY OF SNOW AND ICE PARTICLES 

MATERIAL TEMP, °F EMISSIVITY NO. OF 
MEASUREMENTS 

Snow 

Fine particles similar to frost 
particles in size. 

(1) Depth 3/8 in. on aluminum foil 11.5-19.5 0.825 20 

(2) Depth 3/8 in. on aluminum foil        15    -19.5 0.820 9 

Ice 

Plane sheet 1/16-in. thick 8.5 0.964 2 

Artificial 0.8 - 18.9 0.97 10 

Coarse particles 1/32-in. diameter 
(approx) granular snow 13.0-21.0 0.887 12 

Artificial ice crushed and refrozen 
particle size approx 1/16-in. diameter 12.9 0.950 4 

Frost 

Fine 0    -20.0 0.985 - 
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FIGURE 2-30.   Relative Contrast of Deciduous Trees to Short Grass 
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0 = NO CONTRAST 

1 = SLIGHT CONTRAST 

2 = GREAT CONTRAST 

FIGURE 2-32.   Relative Contrast of a Small Asphalt-surfaced Concrete Bridge to an Asphalt Roadway 

2-6.1.2 Sea 

The gross features of the spectral radiance 
curve for the sea background is similar to the 
background spectrum shown in Fig. 2-25. Be- 
yond 4 microns the radiation is due to thermal 
emission and, because of the opaqueness of 
water80 , the effective blackbody temperature 
will be that of the first few millimeters of the 
sea surface. The emissivity of the sea is substan- 
tially unity for all viewing situations except 
those in which the line of sight is nearly parallel 
to the sea surface1. Below 4 microns, sea 
background radiance is due to reflected sky 
radiance. The reflectivity of the ocean (albedo), 

as measured by various satellites, has been found 
to be about 7 percent81,82,83 . It should be 
noted, however, that reflectivity and emissivity, 
particularly near the horizon, will be a function 
of the smoothness of the water surface. This can 
be seen in Fig. 2-3 384 which gives the albedo of 
the sea versus solar angle. Since the average 
reflective properties of water in the 2 to 
15-micron band approximate closely those in 
the visible, Fig. 2-33 can be used to estimate 
reflected sky radiance from the sea in the 
infrared. Fig. 2-34 shows the reflection coeffi- 
cient versus wavelength of a plane water surface 
for various angles of incidence. This coefficient 
was calculated from normal reflectivity data. 
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tions regarding the effect of multiple reflection. 
True values are expected to lie between the indicated limits- 

FIGURE 2-33.   Reflectivity of Solar Radiation vs Sun Angle for Various Sea-surface Roughnesses 
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2-6.1.3 Clouds 

Clouds can affect the operations of optical 
systems in two important ways. The radiance of 
the clouds due to scattered or emitted radiation 
can be sufficient to prevent proper operation of 
the system, or the physical presence of the 
clouds can mask the radiation from the objects 
which the system was designed to detect. 

There are ten main classifications of clouds: 
cirrus, cirrocumulus, cirrostratus, altocumulus, 
altostratus, nimbostratus, stratocumulus, stratus, 
cumulus, and cumulonimbus, These ten genera 
together with their characteristic cloud base 
heights, thicknesses, and microstructures are 
listed in Table 2-158S . It should be noted that 
the cloud base heights listed in the table vary 
somewhat with altitude, particularly for high 
clouds in polar regions where base heights can be 
2 to 3 km lower than those listed1 . Cloud top 
heights are extremely variable, particularly for 
cumulonimbus clouds, which occasionally reach 
to the tropopause86 . 

The general envelope of cloud radiance is 
illustrated in Fig. 2-25. Below 4 microns, clouds 
reflect the incident sunlight, and appear as 
6000° K graybodies. This radiation will, of 
course, be modified by atmospheric, liquid 
water, and ice crystal absorption. Beyond 4 
microns cloud radiation is principally due to the 
thermal radiation of the cloud itself. 

Table 2-16 gives albedos, the ratio of light 
reflected to that incident, for the 0.5- to 
0.7-micron region for various cloud types, as 
measured by TIROS87 . A typical spectrum for 
the 1.2- to 2.5-micron region, for a high altitude 
ice cloud is presented in Fig. 2-35. Minor 
absorption in the 1.4- and 1.8-micron region is 
due to water vapor, and the dips at 1.5 and 2.0 
microns appear to be characteristic of ice crystal 
clouds but not of water droplet clouds88 . A 
typical cloud spectrum for the 2.5- to 
3.5-micron region is given in Fig. 2-36. Atmos- 
pheric absorption can be noticed at 2.68 and 
around 3.3 microns and, in conjunction with ice 
absorption, at 2.8 microns. 
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TABLE 2-16. 0.5- to 0.7-MICRON ALBEDOS FOR VARIOUS CLOUD TYPES 

TYPE ALBEDO COMMENTS 
NO. OF 

MEASUREMENTS 

Cumulonimbus 0.92 Large and thick 8 
Cumulonimbus 0.86 Small, top ~ 6 km 1 
Cirrostratus 0.74 Thick with lower clouds and 

precipitation 
7 

Cirrostratus 0.32 Alone, over land 1 
Cirrus 0.36 Alone, over land 2 
Stratus 0.64 Thick, ~ 0.5 km, over ocean LI 
Stratus 0.42 Thin, over ocean 2 
Stratocumulus 0.60 Masses within cloud sheet over ocean 4 
Stratocumulus 0.68 Masses within cloud sheet over land 3 
Cumulus and Stratocumulus 0.69 Masses within cloud sheet over land 4 
Cumulus of fair weather 0.29 Masses within cloud sheet over land 2 

TABLE 2-17. CALCULATED THICK CLOUD EMISSIVITIES 

WAVELENGTH, MICRON DROP RADIUS, MICRON EMISSIVITY 

4.6 
7.0 
8.5 

10.0 
10.0 
10.0 
10.0 
11.0 
11.9 
13.5 

6 
6 
6 
1 
2 
6 

12 
6 
6 
6 

0.722 
0.809 
0.847 
0.983 
0.939 
0.897 
0.803 
0.960 
0.960 
0.944 

Beyond 4 microns, cloud radiation is due to 
the thermal emission of the cloud itself and to 
reflected earth radiation. Table 2-17 presents 
some calculated emissivities for thick clouds 
composed of droplets of various sizes89 . Even 
thin clouds can cause an appreciable radiation. 
Measurements made on cirrus clouds that were 
thin enough that they could not be seen visually, 
showed radiation in the 8- to 13.5-micron region 
of some 1-5 X 10^ w cm"2 sr90.Fig. 2-37 shows 
a cumulus cloud spectrum based on measure- 
ments taken from Pikes Peak91 . The ambient 
temperature of the cloud was -10° C while that 
of the observatory was +10° C. The effects of 
atmospheric absorption and emission around 6 
and 15 microns are clearly indicated by the 
approximation of the radiation in these spectral 

regions to that of a +10° C cloud to reach the 
measuring instrument. 

There are various methods of estimating the 
probability of cloud-free lines-of-sight through 
the atmosphere92 . Most of these deal with data 
on cloud cover (percent of sky filled with 
clouds) such as that found in Ref. 1 and regular 
Weather Bureau reports. Some measurements are 
available, however, and the sometimes surprising 
results cast some doubt on the validity of any of 
the above-mentioned approximation methods93 . 
Fig. 2-38 depicts the combined clear lines-of- 
sight data for the Northern Hemisphere. Five 
viewing angles, from the nadir to +90°, are 
represented for measuring aircraft altitudes of 
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from 1,000 to 40,000 ft. Figs. 2-39 and 2-40 
present clear line-of-sight probabilities for winter 
in the Northern Hemisphere. Measurement air- 
craft altitude was between 25,000 and 35,000 

ft. Fig. 2-39 is the probability of a clear 
line-of-sight to the horizon and Fig. 2-40 of a 
clear line-of-sight at an angle 30° above the 
horizon. 
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2-6.1.4 Celestial Background 

At very high altitudes, the main sources of 
background radiation are the stars, moon, sun, 
and planets. All of these sources produce radia- 
tion by self-emission. The moon and planets also 
reflect a relatively large amount of solar radia- 
tion due to their lower temperatures. Actual 
measurement data covering the entire spectral 
region of these sources is not available; however, 
such data can be derived by assuming that the 
source of radiation is a blackbody emitter. 
Radiometrie observations of celestial sources at 
several wavelengths indicate that this is a valid 
and practical assumption. 

Most observations performed in astronomy 
have been made with the eye and are classified 
in terms of visual magnitude. For infrared work, 
it is convenient to be able to convert from visual 
magnitudes directly into irradiance at some 
desired infrared bandpass. Being able to convert 

the measurement data in this fashion gives the 
infrared designer access to the great quantity of 
star observation data which is classified by 
means of visual magnitude. 

The problem faced by the infrared designer in 
deriving his data can best be visualized by 
referring to Fig. 2-4194 which shows the spec- 
tral irradiance of several of the brightest visual 
and red stars as a function of wavelength. The 
vertical line centered at 0.5 micron designates 
the visual magnitude mu of the star where the 
vertical line intersects the irradiance curve for 
that star. It can be seen from Fig. 2-41 that stars 
having the same visual magnitude may possess 
greatly different irradiances at infrared wave- 
lengths. Conversely, stars may possess the same 
irradiances in part of the infrared region but 
possess different visual magnitudes. This is true 
because blackbody curves are determined by 
two points. One point, the peak irradiance, is 

SIRIUS 
ACHERNAR 
RIGAL 
MIRA 
CRUCIS 
ALTAIR 
BETELGEUX 
VEGA 
ANTARES 
R. HYDRAE 
ß  GRUIS 
POLLUX 
ß CENTAURI 
CANOPUS 
ARCTURUS 
ANTARES 

r CAPELLA 

5.0  10.0 20.0 50.0 100.0 

WAVELENGTH (micron) 

FIGURE 2-41.   Spectral Irradiance of the Brightest Visual and Red Stars As a Function of Wavelength 
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determined by Wien's Displacement Law, Eq. 
2-15, par. 2-2.6. The other point, the visual 
magnitude, determines the point of intersection 
of the irradiance curve with the vertical line at 
0.5 micron. A similar curve can be drawn for the 
moon and the planets; however, radiation from 
these sources has components of self-emission 
and reflected sunshine as shown in Fig. 2-42. A 

graphical solution for the irradiance over any 
spectral band can be obtained by drawing a 
similar curve for any source. However, a more 
direct method which does not involve plotting a 
new curve for each source can be employed. 
This method illustrates the point that only the 
temperature and the visual magnitude are neces- 
sary as explained in the subsequent paragraphs. 
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FIGURE 2-42.   Major Planet Solar Reflection and Emission 
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TABLE 2-18. VISUAL MAGNITUDES AND EFFECTIVE TEMPERATURES 
OF PLANETS AND THE BRIGHTEST VISUAL AND RED STARS 

NAME 
VISUAL MAGNITUDE 

m„ 
EFFECTIVE TEMPERATURE 

T, °K 

Moon and Planets 
1. Moon (full) 
2. Venus 
3. Mars 
4. Jupiter 
5. Mercury 
6. Saturn 

Stars 
1. Sirius 
2. Canopus 
3. Rigel Kent (double) 
4. Vega 
5. Capella 
6. Arcturus 
7. Rigel 
8. Procyon 
9. Achernar 

10. B. Centauri 
11. Altair 
12. Betelguex (variable) 
13. Aldebaran 
14. Pollux 
15. Antares 
16. d Crucis 
17. Mira (variable) 
18. B Gruis 
19. RHydrae (variable) 
20. RMonocerotis95 

21. Orion IR Star95 

22. Cygnus   IR Star96 

■12.2 
-4.28 
2.25 

■2.25 
■1.8 
0.93 

■1.60 
0.82 
0.01 
0.14 
0.21 
0.24 
0.34 
0.48 
0.60 
0.86 
0.89 
0.92 
1.06 
1.21 
1.22 
1.61 
1.70 
2.24 
3.60 

5,900 
5,900 
5,900 
5,900 
5,900 
5,900 

11,200 
6,200 
4,700 

11,200 
4,700 
3,750 

13,000 
5,450 

15,000 
23,000 
7,500 
2,810 
3,130 
3,750 
2,900 
2,810 
2,390 
2,810 
2,250 

650 
700 

A list of the brightest visual and red stars, 
their visual magnitude when brightest, and their 
effective temperatures are tabulated in Table 
2-18. The data in Table 2-18 come from Ref. 
94 with the addition of data of some of the 
more recently measured infrared stars. The 
spectral irradiance curves for infrared stars are 
shown in Fig. 2-43, 2-4495 , and 2-4596 . The 
brightness of celestial bodies is designated in 
visual magnitudes mv and is a function of the 
visible irradiance received from the source 

mv = - 2.5 log, Im. (2-144) 

where 

mv - visual magnitude 
Im = visible irradiance from a zero source, 

w cm"2 

I0 = 3.1 X 10~13 w cm"2 , visible irradiance 
from a zero magnitude source 

Eq. 2-144 is plotted in Fig. 2-46 as a function 
of visible irradiance. 

Since the visible irradiance refers to the capac- 
ity of radiation to produce the sensation of light 
on the standard eye, it is not a convenient quan- 
tity to use when applying the results to infrared 
detectors. It can, however, be expressed in terms 
of more fundamental quantities 
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IM =[HflB(T)HFu(T)],wcm-2 (2-145) 

where 

HBB (T) = blackbody irradiance of source, w cm"2 

FV{T) = visual fraction of the total blackbody 
irradiance 

T = source temperature, °K 

The function FV{T) is evaluated by computing 
the following integral and is plotted in Fig. 2-47 
as a function of temperature: 

f[WBB(T,\)]d\ 
(2-146) 

where 

WBB (T,\) = blackbody emittance, w cm"2 

Rv(^) = spectral response of standard eye 
X = wavelength, microns 
T = source temperature, °K 

Substituting Eq. 2-145 into Eq. 2-144 and 
rearranging terms, the solution for the black- 
body irradiance is found by: 

HBB (T) 
3.1 X 10"13 _2 

Fi;(r)[antilog1o(0.4mJ'WCm 

(2-147) 
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FIGURE 2-43.   Normalized Spectral Irradiance of R, Monocerotis As a Function of Wavelength 
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Eq. 2-147 illustrates the fact that the total 
blackbody irradiance is determined by the visual 
magnitude and the temperature of the source. 
The source temperature is used in conjunction 
with Fig. 2-47 to obtain the value of the visual 
fraction FV(T). 

In the design of infrared systems, the designer 
is concerned with the irradiance in a specified 
spectral band in either the detector band or a 
narrow filter band. In order to obtain the 
irradiance in a spectral band, Eq. 2-147 is used 
in conjunction with Fig. 2-4897 . Fig. 2-48 is a 
plot of the fraction of irradiance below a 
specified wavelength as a function of source 
temperature at various wavelengths. This same 
information can be found on a radiation slide 
rule. The relationship of the spectral class of the 
stars to star temperature is also shown in Fig. 
2-48. The percent of irradiance below a specified 
wavelength for a source at a known temperature 
is found by the intersection of the temperature 
line with the wavelength curve. For the percent 
of irradiance within a spectral band, the differ- 
ence is taken of the percentages corresponding 
to the wavelengths of the band limits. The values 
obtained from Fig. 2-48 are expressed in per- 
centages. The 100-percent value in Fig. 2-48 
corresponds to the value obtained from Eq. 
2-147. 

Table 2-19 contains a list of the number of 
stars brighter than a given magnitude97 . It is 
also of interest to obtain a similar list of stars 
which applies to the infrared wavelengths. Such 
a list can be generated by counting the number 
of stars brighter than a given irradiance calcu- 
lated at the infrared wavelengths. The calcula- 
tion is described in the paragraphs which follow 
and is based on the detected irradiance. 

It has been previously stated that the visible 
irradiance is not a convenient quantity to apply 
to infrared wavelengths since it refers to the 
capacity of radiation to produce the sensation of 
light on the standard eye. There is, however, an 
infrared counterpart which is detected irradiance 
Hd. Detected irradiance refers to the capacity of 
radiation to produce a response at the detector. 

Hd = [HBB (D] [Fd (D] , w cm2       (2-148) 

HBB (D = blackbody irradiance of source, 
w cm"2 

Fd(T) = detected fraction of the total black- 
body irradiance 

T = source temperature, ° K 

The function Fd(T) is evaluated by computing 
the following integral and is plotted in Fig. 2-49 
as a function of source temperature for various 
spectral bands using a mercury doped germanium 
detector: 

Fd(T) 
flWBB(T,\)} [i*D(M]dA 

/   [WBB(T,\)]d\ 
(2-149) 

where 

WBB (T,X) = blackbody emittance, w cm"2 

RD (X) = spectral response of detector and 
filters 

X = wavelength, microns 
T = source temperature, °K 

TABLE 2-19.  ESTIMATED NUMBER OF STARS 
BRIGHTER THAN A GIVEN 
MAGNITUDE 

NUMBER OF STARS 
MAGNITUDE    PHOTOGRAPHIC VISUAL 

where 

0 2 
1 12 
2 40 
3 140 
4 360 530 
5 1,030 1,620 
6 2,940 4,850 
7 8,200 14,300 
8 22,800 41,000 
9 62,000 117,000 

10 166,000 324,000 
11 431,000 870,000 
12 1,100,000 2,270,000 
13 2,720,000 5,700,000 
14 6,500,000 13,800,000 
15 15,000,000 32,000,000 
16 33,000,000 71,000,000 
17 70,000,000 150,000,000 
18 143,000,000 296,000,000 
19 275,000,000 560,000,000 
20 505,000,000 1,000,000,000 
21 890,000,000 
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Having determined the biackbody irradiance 
HBB (T) from Eq. 2-147 and the detected 
fraction Fd(T) from Fig. 2-49, we compute the 
detected irradiance for any star by substituting 
the values into Eq. 2-148. Since HBB (T) is 
determined by the temperature and visual mag- 
nitude of the star, it would be necessary to 
compute a new value of HBB(T) for each visual 
magnitude and each spectral class. It would also 
be necessary to determine a new value for Fd (T) 
for each spectral class. It is possible, however, to 
simplify these calculations once the spectral 
region is chosen. 

The 8- to 14-micron band is an infrared band 

of interest because of the atmospheric window 
at this band and because the presently available 
LWL detector (mercury doped germanium de- 
tector) has its maximum response over this 
region. Having chosen the 8- to 14-micron band, 
it is possible to restrict the calculations to only 
those stars in the K and M spectral classes. This is 
justified by the fact that the K and M stars will 
contribute the greatest part of the infrared 
radiation in this spectral region. By the same 
token, there are possibly a large number of 
infrared stars missing from the count by virtue 
of the fact that the cooler stars have so little 
radiation at shorter wavelengths they might have 
never been observed. 
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Table 2-20 contains the results of carrying out 
the calculations just described. Column 1 con- 
tains the visual magnitude. Columns 2 and 3 are 
the star count of K and M stars from Barnhart 
and Mitchell98 . Columns 4 and 5 contain the 
detected irradiance produced by each star having 
that magnitude for the K and M stars. The next 
step is to add up all K and M stars having a given 
detected irradiance or greater, the results of 
which are shown in Fig. 2-50. 

Due to the proximity of the moon, a lot more 
can be said about it than simply representing it 
as   a blackbody  source.  Without  getting into 

great detail about the surface temperature, it is 
worth mentioning that measurement of the 
lunar surface was accomplished by Surveyor I 
which made a soft landing on the moon on 2 
June 1966. Fig. 2-51 shows the temperature 
curve for the lunar surface at the Surveyor I 
site". It can be seen from this figure that at 
local noon the temperature reaches 390° K. By 
one day past local sunset the temperature 
dropped to 130° K. The actual moon irradiance 
which reaches an instrument will depend upon 
the particular sun-moon-instrument-target geom- 
etry. 
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The solar spectral radiation curve is shown in 
Fig. 2-52'00. Fraunhofer lines are observed in 
the visual and ultraviolet portions. In the infra- 
red, however, very few Fraunhofer lines are 
present and the sun emits as a uniform 6000° K 
blackbody. 

Extended celestial sources of infrared are of 
interest to the system designer as they could 
affect   the   system  sensitivity   by  raising  the 

background level. G. Neugebauer and Robert 
Leighton95 have generated an infrared map of 
the galactic center measured at 2 to 2.4 microm- 
eters. The results of their survey are shown in 
Fig. 2-53. Related to this point is the spatial 
distribution of the stars. Such a list is given in 
Table 2-21 which shows the number of stars 
brighter than a given photographic magnitude as 
a function of galactic latitude. 
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2-6.2 TARGET RADIATION 

From the standpoint of infrared physics there 
can be no real distinction between targets and 
backgrounds. The interest of the moment is the 
only criterion for such classification and, partic- 
ularly   in   the   case   of   structures  and  terrain 

features, a target in one situation may well form 
part of the background in another. Certain 
objects of military interest frequently fall into 
the category of targets and will be treated here 
insofar as security restrictions will permit. Inev- 
itably this treatment must be of a generalized 
and fragmentary nature. 
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FIGURE 2-54.    Flow Chart for Plume Radiation Calculations 
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2-6.2.1  Rockets and Missiles 

Rockets and missiles act as infrared sources in 
a variety of ways, varying in importance accord- 
ing to the stage and type of flight. From launch 
to sustainer burnout (powered phase), the most 
intense source of radiation is the exhaust plume 
(see par. 2-6.2.2). The structure and radiance of 
the plume depend strongly on the ambient 
atmospheric pressure and velocity, a particularly 
relevant point when considering those devices 
which fire over a range of altitudes. Base heating 
by the plume can cause parts near the rear of a 
rocket to radiate significantly as graybodies. In 
addition, radiation from the hot exhaust nozzle 
and combustion chamber itself may be directly 
observable in the rear aspect. Scattering of this 
radiation by solid particles in the plume, the 
searchlight effect, may contribute to the radi- 
ance in other directions too, especially for solid 
fueled devices. 

Aerodynamic heating at supersonic velocities 
will cause the surface of the vehicle to radiate as 
a graybody. During exit from the atmosphere 
this will be significant, if at all, only in the 
forward aspect in which the plume is partially 
obscured. During re-entry much higher tempera- 
tures are attained—aerodynamically heated sur- 

faces, the wake of hot ablation products, and 
shock heater air are strong sources. 

2-6.2.2 Plume Radiation 

Determination of the radiant flux from a 
plume is a complex problem in 

(1) Fluid dynamics and thermochemistry, 
to determine the thermodynamical structure and 
chemical composition at various altitudes, and 

(2) In physical optics, to find the net 
spectral radiance of the resultant heterogeneous, 
nonisothermal, nonisobaric gas mass. Fortu- 
nately it appears that, except at very high 
altitudes, these two aspects may be considered 
independently. Some idea of the steps necessary 
in a first principle's calculation of this type are 
illustrated in Fig. 2-54 and some qualitative 
remarks are included in the subsequent 
paragraphs. 

2-6.2.2.1 Chemical Composition 

The spectral distribution of the plume 
radiation depends on the constituent molecular 
species. A representative selection of liquid 
fuel/oxidizer combinations is given in Table 2-22 
together with their major and minor combustion 

TABLE 2-22. COMBUSTION PRODUCTS FOR A SELECTION 
OF LIQUID PROPELLANTS 

FUEL OXIDIZER MAJOR PRODUCTS MINOR PRODUCTS 

Hydrazine (N2 H4) 
Hydrazine (N2 H4) 
Hydrazine (N2 H4) 
Hydrazine (N2 H4) 

Chlorine Trifluoride 
Fluorine 
Hydrogen Peroxide 
Oxygen 

HF, N2, HCl 
HF, N2 

H2 O, N2, H2 

H2 O, N2, H2 

H2,H, Cl 
H2,F,H 
H, OH 
H, OH 

Hydrogen 
Hydrogen 

Fluorine 
Oxygen 

H2, HF 
H2, H2 0 

H 
H, OH 

RP-l(C,oH2Q) Oxygen 
Ethyl Alcohol (C2H5OH) Oxygen 
UDMH [(CH3 )2N2H2 ]      IRFNA (HN03 + N02 

+ N2 O + HF)* 
50/50 (UDMH + Nitrogen Tetroxide 

Hydrazine) (N2 04) 

CO, H20, C02,H2 

H20, CO, C02, H2 

H20, N2,CO, C02,H2 

H2 O, N2, C02, H2 

H, OH, O, 02 

H, OH, O 
H, OH, O, NO, HF 

H, OH, O, NO, 02 

Pentaborane (B5 Hg) Nitrogen Tetroxide 
(N204) 

H2, N2, HBO,, B2 O, H, BO, H20, B202,OH, 
O, NO 

* Note: UDMH 
IRFNA 

unsymmetrical dimethyl hydrazine 
inhibited red fuming nitric acid 
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products under practical conditions. The ex- 
haust composition, particularly for minor con- 
stituents depends on the oxidizer/fuel ratio and 
the operating conditions of the motor. As an 
example of this dependence, Table 2-23 gives 
the combustion products of LOX/RP-1 propel- 
lant for various oxidizer/fuel ratios. It should be 
noted that, for most efficient operation, rocket 
motors are run fuel rich, so that a considerable 
amount of the exhaust will be combustible 
material. This will mix and react exothermically 
with atmospheric oxygen to form the after- 
burning zone, which is characteristic of rocket 
plumes at low altitude, and cause an increase in 
plume temperatures of as much as 500° K. 
Afterburning does not always occur in the 
immediate vicinity of the nozzle. This ignition 
delay is due to the fact that the mixed region 
has to reach a finite minimum thickness in order 
to support combustion. As the altitude increases 
the degree of afterburning must decrease as 
atmospheric oxygen decreases. 

In addition to the molecular species, there 
may be a number of particles present. While the 
amine fuels are relatively clean, the hydro- 
carbons produce varying amount of carbon 
particles. Solid fueled rocket exhausts are rich in 
particles. The combustion products of an alumi- 
nized polyurethane are given in Table 2-24. Note 
the large proportion of Al2 03 which may be in 
the form of solid particles or liquid, perhaps in a 
supercooled  state101 .  The efflux may include 

TABLE 2-23.   LOX/RP-1 COMBUSTION PRODUCTS 
IN MOLE PERCENT CALCULATED 
AT CHAMBER PRESSURE 1000 PS1A, 
EXIT PRESSURE 14.696 PSIA 
WITH SHIFTING EQUILIBRIUM 

O/F RATIO 

SPECIES 3.0 2.6 2.2 1.8 

H20 42.52 40.17 31.70 18.28 
CO, 30.92 22.96 14.94 10.70 
CO 17.92 27.43 35.65 39.90 
H2 3.71 8.12 17.68 31.14 
OH 2.08 0.33 — — 
H 0.84 0.41 0.03 — 
O 0.38 0.01 — — 
o2 1.64 0.03 — — 

other solid matter due to ablation of the nozzle; 
also, burnrate controllers in solid fuels can 
introduce particles such as ferric-oxide. 

For more detailed information on the calcula- 
tion of exhaust jet composition and on specific 
fuels the reader is referred to Refs. 101, 102, 
103. 

TABLE 2-24. COMBUSTION PRODUCTS 
FOR METALLIZED SOLID 
PROPELLANT POLYURE- 
THANE + 13% Al 

Species H20 C02 CO    H2    HC1 A1203 N, 

Weight 4.8   3.8   35.13.4   20.2 24.6    8.1 

2-6.2.2.2 Plume Structure 

A typical low altitude plume structure for a 
motor burning liquid propellant is depicted in 
Fig. 2-55. Immediately downstream from the 
nozzle is a region known as the undisturbed 
cone where the composition is essentially ho- 
mogeneous and isothermal. Outside this cone, 
mixing with the ambient atmosphere occurs and 
is accompanied by afterburning. 

As the altitude increases above the design 
optimum, the gases at the nozzle exit become 
increasingly underexpanded compared with the 
ambient atmosphere. Outside the undisturbed 
cone they expand rapidly and the kinetic tem- 
perature falls. The sort of variation to be 
expected is depicted in Fig. 2-56. For a clustered 
engine configuration the situation is complicated 
by the mutual interaction of the individual jets. 
Fig. 2-57 illustrates the temperature and pres- 
sure structure calculated for the near field of a 
Saturn II exhaust. In the far field the plume 
structure will be similar to that for a single 
motor. 

Any efflux of particles will modify the plume 
to some extent, though it is believed that there 
is only weak coupling in two-phase flow, and 
that the situation is adequately represented by 
considering the effect of the gas plume on the 
particles, but not vice-versa. The temperature 
and velocity of the particles at the nozzle tend 
to lag that of the gases, i.e., the temperature will 
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tend to be higher and the velocity lower. In the 
plume they segregate according to size, which is 
generally of the order of microns but may vary 
by more than an order of magnitude. This 
segregation—defined by the limiting stream- 
lines within which all particles of a given size are 

contained and the modification of these stream- 
lines with altitude—is illustrated in Figs. 2-58 
and 2-59 respectively. Typical near and far field 
isotherms are shown in Figs. 2-60 and 2-61. 
Note that shock heating at the Mach disc reheats 
the particles. 
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AFTERBURNING 
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INTERCEPTING 
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FIGURE 2-SS.   LOW Altitude Plume Structure 
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26.2.2.3 Infrared Emission 

The spectral radiance of the plume will 
consist of molecular band emissions super- 
imposed upon a continuum due to emission and 
scattering by any particles present. The centers 
of the main infrared emission bands of molec- 
ular species commonly appearing as combustion 
products are given in Table 2-25. Fig. 2-62 is a 
spectra of the near field of a LOX/RP-1 exhaust 
showing the strong H20 and C02 emission 
characteristic of hydrocarbon fuels. In Fig. 2-63 
an emission spectrum of HF is shown. Note the 
presence of significant emission in the (3,2) and 
(2,1) bands at this temperature, in addition to 
the (1,0) fundamental. Of particular interest is 
the fact that this molecule emits quite strongly 
in the 2.3- to 2.4-micron spectral range where 
atmospheric transmission is comparatively good, 
especially at high altitudes. 

shows a calculated spectrum for the near field of 
a rocket burning an aluminized solid propellant, 
and demostrates the importance of the particles' 
role in such plumes. 

While it is not too difficult to predict the 
local radiance of small homogeneous volumes of 
the plume in thermodynamic equilibrium, pre- 
diction of the total spectral radiance as seen by 
a distant observer is extremely complex. As 
opposed to transmission problems which may be 
treated by a relatively simple absorption rela- 
tion, the calculations for the emission/ 
absorption problem require solution of the 
radiative transfer equation. For a discussion of 
this equation, and the utility of various band 
and plume models in its solution, the reader is 
referred to open literature, e.g., Refs. 104 and 
105. 

Since their diameters are of the same order as 
the infrared wavelengths of interest, the particles 
cannot be expected to emit exactly as gray- 
bodies, but rather as Mie particles'*6 . Fig. 2-64 

TABLE 2-25. MAJOR EMISSION BANDS 
FOR COMMON MOLECULAR 
COMBUSTION PRODUCTS 

SPECIES APPROXIMATE BAND CENTERS, 
MICRON 

H20 1.14, 1.38, 1.88, 2.66, 2.74, 3.17,6.27 
co2 2.01, 2.69, 2.77, 4.26, 4.82, 15.0 
HF 1.29, 2.52, 2.64, 2.77, 3.44 
HC1 1.20, 1.76,3.47 
CO 1.57, 2.35, 4.66 
NO 2.67, 5.30 
OH 1.43, 2.80 
N02 4.50,6.17, 15.4 
N20 2.87,4.54,7.78, 17.0 

At high altitudes most of the radiation comes 
from the undisturbed cone. The plume signature 
may be aspect independent, apart from the 
highly directional continuum radiation due to 
the nozzle and combustion chamber. The degree 
of anisotropy will depend on the size and 
number of any particles scattering radiation into 
other aspects. The plume head shock may also 
contribute. In the launch phase the afterburning 
zones are strong sources particularly in the 
vicinity of the Mach discs106 . In general the 
radiance will decrease as the altitude increases. 
The radiation in the molecular bands, emitted 
by the hot zones of the plume, will be modified 
by absorption in the cooler outer regions. The 
radiance will thus depend quite strongly on the 
emission in the wings of the bands since absorp- 
tion there decreases rapidly with temperature 
while increasing in the centers. 

Figs. 2-65 and 2-66 are spectra for small 
liquid and solid fueled rockets, respectively, 
showing variation of the radiance with altitude, 
and also the differences between near and far 
field radiation107 . Note the relative intensities of 
the 2.7-micron C02 + H2 O band and the 
4.3-micron C02 band in the relatively cool far 
field as compared with the ratio in the much 
hotter near field, particularly at high altitude. 
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2-6.2.3  Re-entry Vehicles 

There are always four possible sources of 
radiation from a body re-entering the atmos- 
phere: (1) the shock-heated air in front of the 
body, (2) the heated body surface, (3) ablation 
products injected into the boundary layer 
around the body, and (4) the wake behind the 
body. In the IR region the dominant radiation is 
almost always from the second and third sources; 
only in the visible and ultraviolet is the contribu- 
tion from the heated air significant. The surface 
usually reaches temperatures in excess of 
2500° K and solid particles (mostly carbon) may 
be sheared off into the boundary layer which 
can be still hotter. 

The radiation from the ablated particles can- 
not be accurately calculated because neither the 
rate of particle formation during ablation nor 

the particle size distribution can be adequately 
determined from laboratory simulations. How- 
ever, from the chemical composition of the heat 
shield, it can be determined whether or not 
enough particulate matter will be produced 
during ablation to dominate over the radiation 
from the hot surface. It has been found that 
only certain purely organic heat shields produce 
a char of insufficient strength to withstand the 
severe shear stress imposed during re-entry. All 
other materials (phenolic silicates comprising the 
largest family) retain their outermost layers. 
Consequently, they introduce primarily gases 
into the boundary layer. These gases produce 
intense ratiation which, like that due to air, is 
observed in the visible and ultraviolet108 . CO, 
C02, and H2 O are indeed gaseous products from 
ablation, just as they are from missile fuel 
combustion (par. 2-6.2.2), but the amounts 
formed are orders of magnitude less. 
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For calculations of the aerodynamic flow 
around a hypersonic body the reader is referred 
to Refs. 109 or 110. The essential steps are 
outlined in the paragraphs which follow. 

It is first necessary to determine whether 
most of the body surface will be covered with 
normally or obliquely shocked air. The body 
shape determines this, as illustrated in Fig. 2-67. 
If the body is blunt, the boundary layer is fed 
by air traversing the zone A i where the shock is 
nearly normal to the body surface and, there- 
fore, strongest. For slender bodies, A x is negligi- 
ble in comparison to A2 , a zone where the shock 
is much weaker, due to its oblique angle with 
respect to the body surface. Air from A t is very 
hot (several thousand degrees Kelvin) and rel- 
atively slow moving; the opposite is true for A2. 
Although techniques have been developed for 
determining the thermodynamic properties of 
air under either condition, different methods 
must be used for different altitude regimes. 

Once  the properties of the boundary layer 

flow are determined, the heat must be trans- 
ferred to the body surface via convection, 
radiation, and conduction. Mathematical rela- 
tionships for each case are available. Essential 
inputs include the density, thermal conductivity, 
and heat capacity of the heat shield—properties 
which will vary during the course of re-entry. 
The heat transfer calculations provide a thermal 
map of the surface. Only in rare cases will the 
surface be isothermal, although this is often 
assumed at the altitude of peak heating. 

In order to convert the thermal map of the 
body surface to observed radiation, the map 
must be divided into a number of isothermal 
zones. By use of the blackbody slide rule, 
radiation from each zone in the direction of the 
observer can be calculated. An emittance of 0.9 
is usually satisfactory in the IR unless more 
accurate data are available111 . In order to 
determine the angular distribution of radiation, 
the surface is usually assumed to be Lambertian 
in the absence of better information. 

SLENDER 

FIGURE 2-67.   Flow Field Around Blunt and Slender Vehicles 
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2-6.2.4 Aircraft 

The four sources of IR radiation from a jet 
aircraft are: 

1. Hot metal parts of the turbine section and 
exhaust nozzle 

2. Exhaust gases 

3. Aerodynamicaliy heated surfaces 

4. Reflected sunlight 

The two" modes of engine operation, without 
afterburner (military power) and with after- 
burner, should be considered separately. Under 
military power, the most significant source of 
radiation is the hot metal parts inside the 
tailpipe. This source generates high emissivity 
graybody radiation. However, being inside the 
tailpipe, these parts are visible only from the 
rear. As a side aspect viewing angle is ap- 
proached, aircraft radiation drops off rapidly as 

hot parts become blocked from view. Thus, 
from the side and front, aircraft radiation is low 
and due mainly to exhaust gases in the plume. 
Most radiation in the plume is due to H2 O and 
C02 molecules, the major combustion products 
of kerosene fuels. The main emission thus occurs 
in the 2.7-micron C02 and H2 O bands and the 
4.3-micron C02 band. Under military power, 
exhaust gases are the result of lean fuel; there- 
fore, very little, if any, afterburning takes place 
in the plume. At the relatively low temperatures 
involved, the gases are poor radiators. A typical 
plume spectrum, under military power, would 
be similar to that shown in Fig. 2-68 but with 
the 4.3-micron C02 band much more intense 
than the 2.7-micron H20 band. When observed 
from a distance, this radiation will be strongly 
absorbed by atmospheric C02 and H2 O mol- 
ecules. Thus for all practical purposes the 
effective plume radiance is in the wings of the 
bands. 

(A)   UNDER MILITARY  POWER,   (B)   WITH AFTERBURNER 

FIGURE 2-68.    Typical Radiant Signature of a Jet Aircraft 
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Aerodynamic heating is not significant at the 
low speeds involved under military power, 
except perhaps at nose aspect, when most of the 
plume is obscured. The resulting aircraft radia- 
tion signature due to these sources is shown in 
Fig. 2-68(A). 

In the afterburning case, the plume becomes 
the most significant contributor of radiation at 
all aspects. Radiation will peak in the side 
aspect, where the apparent area of the plume is 
greatest. At nose aspect, most of the plume is 
blocked by the aircraft, and radiation will be at 
a minimum. At these higher plume temperatures 
the 2.7-micron band will increase in importance 
relative to the 4.3-micron band. In fact, for any 
plume radiation, the 2.7-micron band will be 
much more sensitive to temperature variations 
than the 4.3-micron band due to the nature of 
blackbody spectral variation with temperatures. 
Furthermore, the higher plume temperature 
broadens the emission bands, which is especially 
significant since the widths of atmospheric 
absorption bands do not vary.Fig. 2-68(B) illus- 
trates the signature that results from the after- 
burning plume. At high Mach numbers, aero- 
dynamic heating becomes a higher significant 
source of radiation and exhibits graybody 
spectral distribution. 

Determining the solar reflection from an 
aircraft is a highly complex problem. The 
spectral distribution of reflection will resemble 
that of the solar 6000° K blackbody radiation 
modified by atmospheric transmission. The 
magnitude of such reflection depends on: (1) 
the angle between the sun, aircraft, and observers, 
(2) the shape of the reflecting surfaces, (3) the 
type of reflecting surface, i.e., diffuse, and/or 
specular, and (4) the reflectivity of the surface. 

Helicopter radiation is very similar to that 
from aircraft operating in the military power 
mode. However, the radiation signature may 
differ since the engine does not necessarily 
exhaust to the rear. 

2-6.2.5 Clear Air Turbulence 

Advance knowledge of atmospheric turbu- 
lence can be extremely useful to a pilot. Clear 
air turbulence may be detected in advance, using 
remote infrared sensing devices by virtue of the 
fact that it is accompanied by sharp temperature 
gradients112. Observation of sharp fluctuations 

of the infrared radiance of the atmosphere ahead 
of an aircraft indicates the presence of such 
turbulence and, if the spectral bandwidth 
accepted by the instrument is carefully chosen, 
the detection ranges may be of the order of tens 
of kilometers. The spectral region chosen is 
commonly around 13 to 14 microns, the high- 
frequency wing of the 15-micron C02 band. In 
the wings of a band the emissivity, though small, 
depends strongly on the temperature, and there 
will be a significant change in emissivity even for 
the small temperature changes of the order of 
5°C associated with turbulence. At the same 
time the atmospheric absorption in this region is 
low enough that the variation in radiance can be 
seen over long path lengths. 

2-6.2.6 Ground Targets 

Infrared radiation from ground targets, under 
passive surveillance, is due to thermal emission 
and reflected solar energy. Most surface targets 
will be opaque or nearly so, and many objects of 
interest—such as roads and bridges having no 
internal heat supply—will be close to the 
ambient temperature. For these, the radiation is 
exactly as described in par. 2-6.2 and the 
emission will be different from that of the 
background by virtue of different emissivity or 
small differences in temperature. For example, 
since small surface area per unit mass tends to 
reduce temperature fluctuations, concrete roads 
may be expected to be cooler by day and 
warmer by night than gravel or dirt roads. The 
recent presence of stationary vehicles or camps 
may be detected by its "shadow", where the 
ground temperature may remain different from 
the surroundings for some time after the vehicle 
or camp itself has been removed. In real time 
reconnaissance,the recognition and identification 
of such targets must depend, to a great extent, 
upon evaluation of other factors such as shape, 
size, and context. Near ambient temperature 
(300°K) blackbody emission is a maximum 
around 9.5 microns and the maximum variation 
of spectral radiance with temperature is in the 
region of 8 microns. For detection of targets of 
reasonably high emissance, it is therefore 
advantageous, given suitable detectors, to use 
the 8- to 14-micron atmospheric window. In this 
spectral range the emissivity of most unpolished 
objects is quite high. For example, dirt has an 
emissivity of 90 to 95% while O.D. paint and 
oxidized metals have emissivities of 75 to 85%. 
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Few objects are truly gray and multispectral 
remote sensing—i.e., simultaneous measurements 
of albedo in several spectral channels-—shows 
considerable promise as a reconnaissance tech- 
nique and has been applied in photographic IR 
for some time. By measuring reflectance or 
emissance as a function of wavelength, to obtain 
a "spectral signature", less reliance need be 
placed on the existence of temperature dif- 
ferences, and definition of shape and context. 
This technique presently shows particular 
promise as a means of remote determination of 
ground conditions—such as type of vegetation, 
type of soil or rock, and degree of wetness (e. g., 
Refs. 113 and 114)—which affect the traffic- 
ability of terrain. A compilation of a large 
number of spectral signatures may be found in 
Ref. 115 for both natural and man-made 
objects. 
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Many ground targets—such as buildings 
vehicles, and personnel—have an internal heat 
supply and may be much warmer than their 
surroundings; also, parts of a truck or tank will 
remain hotter than its surroundings for several 
hours after use. A factory chimney stack or 
cooling tower may be a very strong infrared 
source. In all cases, however, the emissivity must 
be considered. 

Special low-emissivity paints can greatly 
reduce the radiation from a hot surface of a 
vehicle or building. However, simultaneous 
camouflage against both visual and infrared 
detection throughout the spectrum is extremely 
difficult. This applies not only to structures and 
vehicles but to personnel as well. Fig. 2-69 shows 
an idealized reflectance signature for a uniform 
fabric that provides protection against visual 
observations and near infrared photographic 
detection by day, and sniperscope detection by 
night116. Comparison with the reflectance signa- 
ture of a typical Army uniform cloth shown in 
Fig. 2-70 is instructive. Compare also the reflec- 
tance characteristics of human skin in Fig. 2-71. 
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CHAPTER 3 

IR SYSTEM COMPONENTS4 

3-1   INTRODUCTION 

The various major components and tech- 
niques which enable active as well as passive IR 
systems to emit, focus, detect, and process IR 
signals for any of a number of end uses are 
discussed here. The interrelated functions of the 
individual components when joined to form a 
variety of standard as well as specialized IR 
systems are then analyzed in Chapters 4 and 5. 

A thorough understanding of the function of 
these components is essential in order to make 
possible the economical design of an operation- 
ally optimum IR system. The functional rela- 
tionship of the major disciplines of IR tech- 
nology and the associated design specialties are 
indicated in Fig. 3-1. The essential elements used 
in IR systems are identified and discussed in the 
following paragraphs within this chapter: 

3-2 Optics 
3-3 Emitters and Illuminators 
3-4 Detectors 
3-5 Cooling Systems 
3-6 Signal Processing 
3-7 Data Display and Recording 
3-8 Testing IR and Associated Equipment 
3-9 Ancillary   IR   Components   and   EMI 

Rejection Techniques 

An attempt is made in this chapter to update 
information previously published regarding these 
components and techniques. Specifically, recent 
technological advancements in the following 
areas are thought to merit special attention: 

«Written by K. Seyrafi. 

a. Long wavelength IR (LWIR) multi-sensor 
arrays and associated electronics attained the 
level of development which now makes possible 
thermal mapping of terrestrial expanses in the 8- 
to 14-micron region. The use of LWIR arrays in 
space for object detection and in satellite 
communication systems represents a major 
achievement in space technology. 

b. Cryogenic electronics have been developed 
for use in processing the output of high-sensivity 
LWIR sensors. This electronic advancement is 
treated here in the context of the components 
discussion and in AMCP 706-128 in terms of 
systems application. 

c. Other components such as lasers, illumina- 
tors, and displays are discussed in fairly detailed 
form because of their novelty and the increasing 
interest in their application. The advent of the 
lasers and, especially, the recent development of 
high-power IR lasers has opened new frontiers in 
optical range finding and detection. The relative 
novelty of lasers, compared to other IR compo- 
nents, is responsible for the lack of detailed 
published data on the subject; consequently, a 
comprehensive discussion is included here as the 
preface for the design criteria discussion on laser 
systems. The remaining material included in the 
lasers chapter appears in current IR publications; 
however, an attempt is made here to update that 
material by including any new significant devel- 
opments. 

d. The requirement for real-time observation 
of high data-rate IR information in performing 
surveillance and tactical tasks has prompted 
detailed discussions of display systems, 
man-machine interface considerations, and 
human engineering techniques. These are dis- 
cussed partly in this chapter and partly in Chap- 
ter 5. 
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3-2 OPTICS 

3-2.1  OPTICAL MATERIALS 

3-2.1.1  Material Types 

3-2.1.1.1  Refractive Materials 

Infrared transmitting materials include various 
types of glass, crystals, and plastics. In the glass 
category are the oxide (regular optical, high 
silica and fused quartz, and special oxide glasses) 
and nonoxide materials. Although physically 
suited for IR applications, the transmission 
range of oxide glasses is limited to wavelengths 
of 6 microns or less. Oxide glasses usually 
exhibit absorption in the 2.7- to 3.3-micron 
region due to the water content in the material; 
however, some "water free" types have been 
developed. Nonoxide glasses which transmit to 
longer wavelengths (some to 20 microns) tend to 
be softer and have lower softening points. 
Significant improvements are being made in the 
nonoxide chalcogenide (sulfur, selenium, and 
tellurium) glasses1 . Results of investigations of 
many combinations and variations of glasses are 
reported in some of the open literature listed in 
the bibliography. 

Crystalline materials can be either single 
crystalline or polycrystalline. The single crystal 
materials have been used primarily at the longer 
wavelengths, but available size, cost, and unsuit- 
able physical properties have been limiting fac- 
tors in many engineering applications. The num- 
ber and size of polycrystalline materials have 
increased significantly during recent years. 
Among these are chiefly IRTRAN* materials 
made by Eastman Kodak and KRS-5 materials. 

Plastic materials, in general, are considered 
unsuitable for use as optical components in IR 
instruments—mainly because of poor mechanical 
properties, low scratch resistance, temperature 
instability, instability due to water absorption, 
and difficult surface finishing characteristics. 
The following exceptions should be noted: 

1. Metal-backed epoxy mirrors can be success- 
fully fabricated by a molding (replication) 
technique. Aspheric surfaces can be readily 
produced, thereby, resulting in components 
which are generally adequate for condenser 
systems. 

2. Polystyrene has a large number of stable 
narrow absorption bands in the IR region. This 
characteristic makes it an excellent standard in 
the form of thin sheet for wavelength calibration 
of IR spectrometers and related instruments. 

The index of refraction for all commercially 
available plastics ranges between the limits 1.49 
for Lucite or Plexiglas to 1.59 for polystyrene. 

*ITRAN is a proprietary name of Eastman Kodak Co. 
for optical materials which transmit in the 3-5 and 
2-14ju bands. 

3-2.1.1.2 Reflective Materials 

The limited selection of suitable IR transmit- 
ting materials along with limiting size considera- 
tions have promoted the use of reflective ele- 
ments in IR systems. Substrate materials used 
include fused quartz, Pyrex, low-expansion 
fused silica, glass-ceramics and metals (especially 
beryllium and aluminum). Vacuum-deposited 
aluminum is most frequently used as a reflective 
coating, although silver, gold, copper, and rho- 
dium are also effective. Protective coatings of 
silicon monoxide or magnesium fluoride, which 
may also increase the reflectivity of the primary 
coating, are usually applied. 

Beryllium, stainless steel, aluminum, and 
fused quartz are used in fabricating mirror 
substrates for cold optical devices which must be 
cooled to cryogenic temperatures to avoid be- 
coming performance-limited due to background 
photon fluctuations. From a thermal standpoint, 
the mirror substrate material must have high 
thermal conductivity and thermal diffusivity 
characteristics and, if possible, low thermal 
capacity. These combined characteristics deter- 
mine the ease with which the optical element 
can be cooled to the required operating tem- 
perature and maintained in a thermal gradient- 
free condition. 
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The fact that the structure which supports the 
optical element is usually made of the same, or 
very similar, material as the mirror substrates, 
makes certain mechanical properties mandatory. 
These properties must exist at the extremely low 
temperature at which the device is designed to 
operate. The material must be rugged (insen- 
sitive to notches or stress concentrations) to 
avoid brittle fracture when subjected to high 
loads of high strain rates. A high strength- 
to-weight ratio is required of cold optical 
devices used in the environment of a sounding 
rocket, balloon, or satellite. 

3-2.1.2 Material Properties 

Table 3-1 lists the significant properties of the 
more common IR materials and illustrates graph- 
ically the transmission ranges of the materials. 
The transmittance curves are arranged in increas- 
ing cutoff-wavelength order. The approximate 
cutoff point is indicated where detailed curve 
data are not available. Dotted lines indicate 
variations in transmittance for different samples. 
A transmission curve only is presented for 
denoting the general classification of various 
types of glasses. Many variations of each type 
glass are available and no attempt has been made 
to give particular code names or provide curves 
for each variation. Fused quartz—variously called 
fused silica, quartz glass, or vitreous silica—can 
be obtained either with or without the 2.7- 
micron vapor absorption characteristics from 
several manufacturers. 

The "% REFL LOSS" column lists the loss 
for the two surfaces at a median wavelength. 
This is an indication of the amount of improve- 
ment in transmittance which might be expected 
if an anti-reflection coating were applied to both 
surfaces. 

The dimensions listed in Table 3-1 denote the 
thicknesses of the material for which the trans- 
mittance values are given. The transmittance 
values listed cannot be effectively extrapolated 
to other thicknesses since the absorption coeffi- 
cients are not given (not available in most 
instances). Where such data are required, the 
manufacturer is usually the best source. 

The information in the Table 3-1 should be 
used only as a general guide in comparing one 
material with another and not as an ultimate 
source of detailed and precise data. More com- 

plete   information   is   contained   in   Refs.   2 
through 17. 

Curves representing the refractive index and 
dispersion versus wavelength characteristics of a 
number of the more useful IR materials are 
given in Figs. 3-2 and 3.3. 

Data pertaining to some of the mirror sub- 
strate and support materials are listed in Table 
3-2. Pyrex, Vycor, and Pyroceram are trade- 
marks of the Corning Glass Works; CER-VIT is a 
registered trademark of Owens-Illinois, Inc. Table 
3-3 illustrates the reflectivity characteristics of 
the most frequently used mirror coatings. 

3-2.1.3 Anti-reflection Coatings 

Transparent materials have a general property 
of reflecting a portion of the radiation beam as 
it passes through a boundary between the media 
of different indexes of refraction. The greater 
the index difference, the greater will be the 
reflected portion. The reflection will be 4% at a 
single air-glass (index 1.5) interface. Two such 
surfaces (as on a lens) will reflect approximately 
8%. A lens made of germanium (index 4.01), 
which is a widely used IR material, may reflect 
as much as 55%, depending on the wavelength of 
the radiation involved. 

In optical instruments of all types, surface 
reflection represents at least an annoyance re- 
quiring careful design to avoid serious degrada- 
tion in performance. In IR systems the high 
percentage of reflection loss would ordinarily 
preclude the use of many materials having other 
highly desirable properties. Thus, all modern 
high-performance systems make use of elements 
which are coated with films that act to reduce 
the surface reflections, while producing a corre- 
sponding increase in transmission. 

The principle upon which this action takes 
place is one of destructive interference. A film 
has two interfaces, one between itself and air 
and the other between itself and the optical 
element, each of which produces a reflection. If 
the film thickness is equal to 1/4 wavelength of 
the irradiance, the reflection from the second 
interface will arrive at the first interface 1/2 
wavelength behind the incident radiation, there- 
by being 1/2 wavelength out of phase with that 
reflected at the first interface. If the amplitudes 
of the two reflected waves are equal they will 
cancel  each other by destructive interference. 
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However, since the energy cannot be destroyed, 
it will appear in the transmitted beam as an 
increase in transmission. 

In order to make the amplitudes of the two 
reflected waves equal, the film must have a 
refractive index which is the geometric mean 
between that of the air and the material of the 
optical element18. For air and glass (index 1.5) 
this is y'TxTT5 = 1.225. For air and germanium 
it is Vl>r4 = 2. The 1/4-wavelength thickness 
can be correct for only one wavelength and for 
radiation which is incident on the surface at the 
normal. At inclined incidence the path length 
through the film and back to the interference 
point is changed because of a cos </> factor in the 
path difference equation (0 being the angle of 
the ray relative to the normal within the film). 
However, since the cosine of small angles does 
not change rapidly, the effectiveness of the 
coating remains high over a considerable angular 
range. 

Some improvement in the wavelength range 
(bandwidth) over which a coating is effective 
can be made by use of multiple film layer of 
alternately high and low index material. The 
several layers are designed for peak action each 
at a different wavelength so that the overall 
effect is that of increasing the bandwidth. 

In addition to the proper index, a coating 
material should be resistant to chemicals and 
abrasions and have good adhesion properties. 
Unfortunately, the few materials available with 
an index below 1.4 do not have the most 
desirable physical properties. 

One material which has been found univer- 
sally suitable as coating is magnesium fluoride. 
Although its index does not quite match that of 
the lower index component materials (1.5 to 
1.75), its initial reflection losses are not very 
severe anyway, so that less than complete 
suppression of reflection is still acceptable. 

For germanium and other high-index mate- 
rials, the coating materials and processes have 
not yet been standardized. In addition, many are 
proprietary with the firms which specialize in 
film coating. 

As an example of the effectiveness of anti- 
reflection coating in improving the transmission 
of IR materials, a typical set of transmission 
curves for germanium is presented in Fig. 3-4. 

When specular reflection must be maintained 
in cold optical devices, the substrate is often 
coated with a few thousandths of an inch of 
Kanigen®, an electroless nickel coating devel- 
oped by the General American Transportation 
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Corporation. This material is amorphous and 
polishes by material flow similarly to glass, thus 
obliterating the crystalline structure of the 
substrate below. 

Unfortunately, the thermal coefficient of 
expansion of nickel is greatly different from 
most substrate materials, The bi-metallic strain 
produced is readily apparent optically for even 
modest changes in temperature when only one 
side of the base material is coated. Normally 
both sides of a mirror substrate are coated with 
an identical thickness of Kanigen in order to 
balance the bi-metallic stress. 

3-2.2 OPTICAL COMPONENTS 

3-2.2.1  Types of  Lenses and  Principal 
Characteristics 

Lenses serve as the refracting components in 
optical systems. They change the convergence or 
divergence of the optical ray bundles as re- 
quired. Convergence is the characteristic of a 
bundle whereby its rays are directed toward a 
point. Divergence means that the rays appear to 
originate from a point. The rate of convergence 
or divergence is measured by the angular size 
(full-cone angle) of the bundle. Positive power 
lenses, or simply positive lenses, will increase the 
rate of convergence or change a divergent bundle 
into a convergent bundle. Negative lenses in- 
crease the rate of divergence or render a conver- 
gent bundle divergent. 

The power of a lens, or the degree to which it 
will change the rate of convergence or diver- 
gence, is a function of the surface curvatures and 
refractive index; the greater curvatures and 
refractive indexes produce the higher powers. 

A variety of lens types along with their chief 
characteristics and uses are illustrated in Fig. 
3-5. 

3-2.2.2 Types of Mirrors 

Mirrors perform the same function as do 
lenses (although in a different manner) in 
changing the rate of convergence of ray bundles. 
The most useful feature offered by a mirror is its 
freedom from chromatic aberration. Some typ- 
ical mirror shapes and corresponding character- 
istics are illustrated in Fig. 3-6. 

3-2.2.3  Filters 

The purpose of a filter is to attenuate the 
energy of an optical beam either uniformly or in 
certain selected wavelength regions. A filter 
usually consists of thin layers of solid material 
deposited on a substrate or on the surface of an 
optical component. 

Filters which attenuate uniformly over a given 
spectral region are called "Neutral Density Fil- 
ters". These are usually produced by metallic 
deposits of a controlled thickness. This permits 
part of the beam energy to be transmitted and 
part reflected, while a small part is absorbed. 
Neutral density filters are not the only means of 
attenuating an electromagnetic beam. In infrared 
technology it is common practice to use a wire 
screen or a lattice of holes in an opaque plate 
with a set percentage of open space. However, 
this is only useful when diffraction effects can 
be ignored, which is usually not the case. 

A neutral density filter, set at an angle to the 
beam and with both the reflected and transmit- 
ted portions being functionally useful in the 
optical system, acts as, and is called, a "Beam 
Splitter". 

Spectral filtering depends on the interference 
effects of thin transparent coating layers which 
permit transmission of certain selected wave- 
lengths while attenuating others. 

Materials and processes have been developed 
which make possible the production of a wide 
variety of spectrally selective filters. These are 
often classified according to their characteristics 
as indicated in Fig. 3-7. Spike filters, Fig. 3-7(C), 
can be made as narrow as 2% of the wavelength 
at which transmission occurs for wavelengths 
shorter than 20 microns. 

Interference filter design and fabrication is a 
highly specialized science and technology, much 
of which is proprietary with the manufacturer. 
An introductory treatment of the subject is 
given in Ref. 19, and some advanced techniques 
are described in Refs. 20 through 23. 

Spectral as well as neutral density filters are 
also produced in the absorbing type. Either the 
substrate itself or a coating may perform the 
absorbing function. In this type, the spectral 
characteristics are dependent entirely on the 
selection of materials for the substrate and 
coating. Kodak's Wrattan filters are examples of 
this filter. 
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CONVEX CONVERGING:  GENERAL USE, MAGNIFICATION 

PLANO CONVEX    CONVERGING:  USED OFTEN IN OPPOSED DOUBLES 
TO REDUCE SPHERICAL ABERRATION 

MENISCUS        CONVERGING:  REDUCED SPHERICAL ABERRATION 

CONCAVE DIVERGING:  GENERAL USE, DEMAGNIFICATION 

PLANO CONCAVE   DIVERGING:  USED IN MULTI-ELEMENT COMBINATIONS 

MENISCUS        DIVERGING:  REDUCED SPHERICAL ABERRATION 

DOUBLET CORRECTED FOR CHROMATIC ABERRATION 

<§> MULT I-ELEMENT HIGH ORDER OF ABERRATIONS CORRECTION: 
USED IN COMPLEX SYSTEMS 

ASPHERIC CORRECTED FOR SPHERICAL ABERRATIONS: 
USED  IN CONDENSER SYSTEMS 

FIGURE   3-5.   Basic Lens Forms 
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CONCAVE SPHERICAL CONVERGING:  GENERAL USE 

CONVEX SPHERICAL DIVERGING:  GENERAL USE 

PARABOLOIDAL ACCURATELY FOCUSES A PARALLEL BEAM OR 
PRODUCES A PARALLEL BEAM FROM A POINT 
SOURCE 

CONIC : 
ELLIPSOIDAL 

REFOCUSES A DIVERGING BUNDLE AT ANOTHER 
POINT (P) DISPLACED FROM THE POINT OF 
ORIGIN (0) 

GENERAL 
ASPHERIC 

USED MOSTLY IN COMBINATION SYSTEMS OF 
TWO OR MORE COMPONENTS 

PLANE CHANGE  DIRECTION  OF   BEAM 

FIGURE 3-6.   Basic Mirror Forms 
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3-2.2.4 Prisms 

Prisms are flat surfaced components (Fig. 3-8) 
used in optical systems to perform the following 
variety of important optical functions: 

1. Dispersion. Since the refraction of electro- 
magnetic energy rays at an interface between 
materials of differing densities varies with the 
wavelength of the radiation, the wavelength 
components of a composite beam passing 
through such an interface will be spatially 
separated. This action is called dispersion (Fig. 
3-8 (A)). It is useful in analyzing radiances from 
various sources and, ultimately, in identifying 
and describing the sources. 

2. Beam Deflection. The face formed on the 
hypotenuse of the 45° triangular prism (Fig. 3-8 
(B)) has the property of "total internal reflec- 
tion", when the material index of refraction is 
greater than 1/sin 45° or 1.4142. Thus, this face 
acts as a mirror on a beam entering through one 
of the other faces. The beam directed out 
through the third face is considered to be 
deflected through 90°. The advantage of this 
device over a plane mirror is that there is no 
energy loss at the reflecting surface. The enter- 
ing and exiting faces can, furthermore, be coated 
to reduce surface reflection loss such that the 
net efficiency of the device can be brought close 
to 100%. 

3. Reversion. As with a mirror, the elements 
of a beam in the prism of Fig. 3-8 (B) are 
transferred from left to right and vice versa. This 
action is called reversion. The image transmitted 
by the beam will be reverted. 

4. Beam Splitting. Two prisms with their 
hypotenuse surfaces in contact can be made into 
an efficient beam splitter, Fig. 3-8 (C). In this 
device the total internal reflection property is 
suppressed, and a thin metallic film which 
reflects partially and transmits partially is 
interposed between the contacting surfaces. The 
advantage gained over a conventional flatplate 
beam splitter is the elimination of the ghost 
image usually formed at the second surface of 
such a plate. 

5. Double Reversion or Inversion. An Amici 
or roof prism, Fig. 3-8 (D), has the property of 
reverting a beam and the image it carries in two 
directions, which is equivalent to an inversion. 

6. Erection  or  Inversion.  The  Porro  prism 

combination, Fig. 3-8 (E), has the property of 
inverting an image carried by a beam of radia- 
tion. An image originally formed in an inverted 
position by the conventional action of a tele- 
scope or binocular objective may be restored to 
its erect position by this Porro combination. 

7. Path Length Changing. The same Porro 
prism, in folding the optical path back and forth 
several times, will reduce the total length of the 
instrument of which it is a part thereby making 
it more compact. The energy loss at the inter- 
nally reflecting surfaces is nearly zero. 

8. Constant Angle. The Penta prism, Fig. 3-8 
(F), is uniquely capable of turning a beam 
through a fixed angle (in this case 90°) without 
it being precisely positioned relative to the 
beam. Its primary use is in rangefinders, where it 
is required to compare the parallelism of two 
spatially separated beams. A similar requirement 
often occurs in many testing and alignment 
devices. 

9. Retro-reflection. An unusual type of con- 
stant deviation prism is the cube corner, Fig. 3*8 
(G). This device will return a beam back on itself 
regardless of its orientation (within the limited 
range of about 15°) relative to the beam. In 
communication systems between an earth sta- 
tion and missiles or between earth and satellites, 
such retro-reflectors can return a maximum 
signal intensity from the unit (satellite or mis- 
sile) being probed or interrogated. 

Display screens made of a multiple array of 
cube corner reflectors can produce a high-bright- 
ness display over a limited region. 

10. Deviation. A thin prism, Fig. 3-8 (H), 
called a wedge, is used in devices where it is 
necessary that a beam or an image be laterally 
deviated by a small amount. Two wedges in the 
same beam closely spaced and arranged to rotate 
counter to each other, Fig. 3-8 (I), form the 
basic unit of an important type of infrared 
scanning mechanism. 

11. Parallel Displacement. If a beam is direct- 
ed at an angle through a plate having parallel 
faces, Fig. 3-8 (J), it will be displaced but its 
direction will not be changed. This property is 
used in the design of a rotating multi-facet prism 
used in high-speed motion picture cameras to 
produce the "stop action" without mechanical 
interruption of the film motion. 
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12. Image Rotation. There are two basic 
types of prisms available for producing an axial 
rotation of a beam or of the image it carries. Fig. 
3-8 (K) shows a Dove prism and Fig. 3-8 (L) a 
Pechan prism. In both types the beam axis at the 
entrance is in line with the axis at exit. Also, 
rotation of the prism on the beam axis produces 
a double speed rotation of the image. 

The Dove prism should be used only in a 
collimated beam of radiation since otherwise the 
inclined entrance and exit surfaces will intro- 
duce severe aberrations into the image. With the 
Pechan prism these surfaces are normal to the 
beam, and they affect the image to a consid- 
erably lesser degree. 

The Pechan prism is made in two parts 
separated by an air gap of about 0.002 in. The 
beam is initially incident on the air gap layer at 
an angle steep enough to produce total internal 
reflection. At the second encounter, the beam is 
normal to the same and will be transmitted 
through. At the third encounter, it is again 
totally reflected. 

Image rotator prisms are often used in dynam- 
ic display systems (panoramic scanners, per- 
iscopes, etc.) to maintain the image erect relative 
to a particular observer. 

13. Polarization. The phenomenon of polari- 
zation is explained in another chapter of this 
book. In this paragraph it is intended only to 
make note of the use of special prisms to 
separate the two polarized components of a 
composite beam. Details of the construction and 
action of two types of polarizing prisms, Nicol 
and Rochon prisms, are found in Ref. 24, Ch. 
24. 

3-2.3 OPTICAL DESIGN 

3-2.3.1 Definitions, Notations, 
and Sign Conventions 

3-2.3.1.1 Optical Systems 

In abstract concept, an optical system is a 
mathematical or geometrical construct which 
describes the relationship of object space to 
image space. Physically it is an apparatus which 
makes use of and controls a beam of electro- 
magnetic radiation for the purpose of establish- 
ing and maintaining the object space to image 
space relationship. 

3-2.3.1.2 Object 

An object is the nominal source of the 
radiation upon which the optical system oper- 
ates. That is, each ray is considered to originate 
at some point in the object. The ultimate source 
of the radiation, however, may be considerably 
removed from the object. 

3-2.3.1.3 Image 

An image is the grouping or assemblage of 
rays in a localized region in space. It represents 
the nominal terminal point of the radiation 
which is passed by an optical system. Unless 
absorbed by physical means at the image, the 
radiation will, nevertheless, continue beyond 
this terminal point. 

3-2.3.1.4 Object and Image Space 

The direction of rays in an optical system is 
from the object, through the system, to the 
image. All the space on the front side of the 
system (where the object is located) is known as 
object space. All the space on the side where the 
image is located is the image space. 

3-2.3.1.5 Point Image 

Most of the analytical work in optics deals 
with the image produced by an optical system 
from a point (infinitesimally small) object. 

The image of a point, however, is never as 
small as the object due to the physical nature of 
the radiation that forms it (diffraction) and to 
imperfections in the optical system (aberra- 
tions). It is nevertheless called a "point image." 

3-2.3.1.6 Extended Image 

An extended image, in correspondence with 
an extended object, is considered to be an 
assemblage of an infinite number of point 
images. Since these images are finite in size they 
must necessarily be conceived as overlapping 
each other, and each point in the extended 
image is built up with contributions from many 
point images. 

3-2.3.1.7 First-order (Gaussian) Optical Theory— 
Paraxial Region 

The First-order Optical Theory is a logical 
discipline describing the relationship of an ob- 
ject and an image in an idealized setting. The 
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theory does not depend upon, and does not take 
into account, the physical behavior of electro- 
magnetic radiation. 

As applied to an optical system which is 
symmetrical about an axis, the first-order math- 
ematical formulations describing the object- 
image relationship are very precise when re- 
stricted to the so-called paraxial region which is 
an infinitely narrow region around the axis. For 
practical purposes, it has been established that 
the same formulas are valid to a good degree of 
approximation when applied to a region of finite 
extent around the axis. This may be called the 
extended paraxial region. 

3-2.3.1.8 Ray-Slope of a Ray 

In geometrical optics, the concept of a ray has 
been effectively used to describe the characteris- 
tics and properties of systems, even though the 
fundamental nature of electromagnetic radiation 
does not admit to the existence of such. The 
basic characteristics of a ray are its infinitely 
narrow width and its propagation along a 
straight-line path in homogeneous media. 

In first-order theory, a quantity u is defined 
as the slope of a ray relative to the optical axis, 
wherein the slope has the usual connotation of 
being the tangent of the angle which the ray 
makes with the axis. Since an angle and its 
tangent are nearly equal up to about 0.1 rad, u 
and tan u are often used interchangeably in 
formulations pertinent to the extended paraxial 
region. 

3-2.3.1.9 Sign Conventions 

In the present exposition of first-order optics, 
the following conventions apply and the accom- 
panying notations and signs are used: 

1. Radiation is assumed to progress generally 
from left to right (Fig. 3-9). 

2. The direction of the axis is generally 
positive toward the right. 

3. Radii and curvatures are positive if the 
center of curvature is to the right of a given 
surface. 

4. Distances measured from left to right are 
positive. In diagrams, the direction of measure- 
ment is indicated with an arrow. 

+ 
- . 

u +       ^"^ 

\ 
AXIS 

RAY ^*"+ 

FiGUBE 3-9.   Conventional Geometry in First-order Optics 
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5. Distances measured upward from a hori- 
zontal axis are positive. 

6. Each slope angle is designated by a curved 
arrow starting at the axis and extending to the 
ray. The sign of the angle is positive if the arrow 
shows a clockwise rotation. 

7. Angles of incidence and refraction are 
measured from the normal to the surface. The 
angles are positive if the measurement is coun- 
terclockwise. Note the variance relative to Rule 
6. 

8. The index of refraction is a positive 
number greater than 1. A vacuum has an index 
of 1; air, slightly greater than 1. A reflective 
surface is considered to be equivalent to a 
refractive medium having an index of {- 1). 

3-2.3.1.10 Nomenclature 

SYMBOL 

BFL 

c 

d, d' 

EFL 

fx,h 

fj'.fcfb 

FFL 

h 

m 

DEFINITION 

Back focal length 

Surface curvature, equal tol/r, cm"1 

Principal plane distances from refer- 
ence surfaces 

Effective focal length 

Focal points. An optical system 
characteristically acts to change a 
bundle of parallel rays so that they 
converge toward a point in space 
which is called a focal point. 

Focal lengths or focal distances. 
Focal distances are the distances 
measured from the focal point to 
the principal plane. 

Front focal length 

Object or image height; radial dis- 
tance from the optical axis to a 
point in the object or image field 

Subscript denoting the number of 
a particular element or surface in a 
series of such, integer 

Subscript denoting the last surface 
or   element   in   a   series,   integer 

Lateral magnification, dimension- 
less 

SYMBOL DEFINITION 

n Index of refraction of first medium, 
dimensionless 

n Index of refraction of second me- 
dium, dimensionless 

Pi,p? Principal   planes.  The  intersection 
of the parallel rays in an idealized 
system with the converging rays. 
This is nominally the region where 
the optical action (refraction or 
reflection)   takes  place. 

Pi, P2 Principal points.  Intercepts of the 
optical axis and the principal planes. 

r Radius  of curvature  of a surface 

s,  s' Object-image distances from princi- 
pal planes 

t Thickness of an element, i.e., the 
spacing between surfaces 

u Slope of a ray; angle between a ray 
and the optical axis 

x, x' Object-image  distances from focal 
points 

y Ray height, measured from the axis 
to the ray at or near a refracting or 
reflecting surface 

All mensurable quantities listed are in terms of 
length units, unless otherwise specified. 

3-2.3.2 First-order Theory—Formulations 

3-2.3.2.1  Cardinal Points of Optical Elements 

The parameters which determine the image- 
forming characteristics of an optical element are 
the curvatures of the surfaces, the index of 
refraction of the material, and the position of 
the surfaces relative to the object or image. The 
relationship is a complicated one. However, 
these parameters can be converted to others, 
namely, the focal distances and principal plane 
spacings which to a first approximation define 
the object-image relationship in a greatly sim- 
plified manner. The focal and principal points of 
an element or system belong to a family called 
cardinal points, which include also a pair called 
nodal points. Nodal points have a property such 

3-29 



that if a lens is tilted or rotated on any axis     Thick Lens:  (Refer to Fig. 3-11) 
through the same, no change in image position 
results if the object is fixed. For a lens in air the 
nodal points and principal points are coincident. 

The location  of focal points and principal 
points is computed as follows: 

For a single-surface element: {Refer to Fig 
3-10) 

bfc)> 
where ri > n 

(3-1) 

(3-2) 

= curvature of front surface 

BFL 

(3-3) 

(3-4) 

1/EFL = 

curvature of back surface 

1 1 

d' = 

-«'-'[GM^f&B'H 
 -r,f 
n'(rv- r2)- (ri - ri)t 

 ~r2t 
n'(r{- ra)- (ri - n)t 

(3-6) 

(3-7) 

P1&P2 

RAY  PARALLEL TO AXIS 

FIGURE 3-10.   Cardinal Points for Single-surface Element 

3-30 



RAY PARALLEL 
TO AXIS 

Thin Lens: 

FIGURE   3-11.   Cardinal Points for Double-surface Thick Lens Element 

(Refer to Fig. 3-12 for sample problem setup.) 

A thin lens is defined as one wherein the 
spacing between principal points, Ps and P2, is 
negligible compared with other parameters. 
Therefore, if we let f-»0 in Eq. 3-5 

which is called the Lens Maker's Formula. 

1/EFL- j (3-8) 

3-2.3,2.2 Multiple Element Systems 

The location of cardinal points in multiple 
element systems, Fig. 3-12, is determined most 
easily by means of an elementary ray trace, using 
the pair of Eqs. 3-9 and 3-10 at each element in 
succession. 

U  =    "    U: + 
U 

y«-- Vi - d'iu'i 

(3-9) 

(3-10) 

where 

",   = slope of the incident ray rela- 
tive to the optical axis 
height at which the ray strikes 
the element 

For the purpose of the ray trace, assume a light 
beam parallel to the optical axis, i.e., let ut = 0; 
y = arbitrary value; A , f2, . . . fu ~ focal lengths 
of successive elements; d\, d\, . . . d'h - spacing of 
elements as shown. The order of the operations 
is as follows: 

(1) u\ = u, + Zi = u2 

(2) y2 = y,- d\u\ 

(3) u't - "2+^ - "3 
ii 

(4) y3 = y2 - d'2u'2 

(5) u'3 = u3+^ 
13 

(6) BFL = yk/u'h  = y3/u'3 

(7) EFL  = y,/«;   . yju'i 

(3-11) 

(3-12) 

♦Note: f2 is a negative number for the negative lens. 
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P     (FOR THE  COMBINATION) 

FIGURE 3-12.   System Cardinal Points by Ray Tracing 

Each optical system has two focal points and 
two principal planes. Eqs. 3-11 and 3-12 locate 
only one of each of these. To locate the second 
focal point and principal plane for the combina- 
tion, trace a similar ray through the system 
backwards. 

The BFL measured from the principal plane 
of the last element as shown is of value only to 
the designer. The optician who will assemble, 
test, and use the system needs to know the BFL 
as measured from the last surface. By treating 
the third element separately as a thick lens, a 
distance d'3 may be calculated by subtracting 
the distance (Eq. 3-7) from the indicated BFL, 
thereby obtaining the required net value. 

3-2.3.2.3 Image Position, Magnification, 

and  Virtual Image 

The equations for image-object and magnifica- 
tion relationships apply to both single element 
and compound systems. A single pair of focal 
points and principal points may be defined for a 
compound system to fully describe its first-order 
optical characteristics, regardless of the shape, 
index, or spacing of the individual elements. 

Reference is made to Figs.  3-13, 3-14, and 
3-15. 

Image Position 

1  =  1+1 
s'       s      f Gaussian Formula (3-13) 

xx ft' Newtonian Formula   (3-14) 

Lateral Magnification 
h' _   s' _     f       x m 
h f (3-15) 

where h and ti are the radial distances from the 
optical axis to a point in the object or image 
field, respectively. 

An optical system with strong positive power 
will act upon the diverging ray bundles out of 
the object, and make them converge to form a 
real image as in Fig. 3-13. A weaker positive 
system or a negative system can only reduce or 
increase the divergence so that a real image 
cannot be formed. Instead, a virtual image is 
defined at the region out of which the re-direct- 
ed rays appear to originate as in Fig. 3-15. The 
virtual image, thus, is the equivalent of a 
displaced object. It is to be noted that no real 
rays exist in the virtual image space. 
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DIRECTION  OF 

ANY PLANE THROUGH THE AXIS 
IS  A  MERIDIAN  PLANE 

OPTICAL SYSTEM 

FIGURE   3-13.   Meridian Plane Section of a Refractive Optical System 

MERIDIAN 
PLANE 

LINE 
OBJECT 

CENTER OF 
CURVATURE 

NOTE:  Object space and image 
space are superimposed. 
Dotted lines are used to 
distinguish one from 
the other. 

FIGURE   3-14.    Meridian Plane Section of a Reflective System 
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FIGURE 3-15.   Virtual Image Formation by an Optical System 

3-2.3.2.4 Sine Condition-Lagrange Law 
of Invariance 

The Sine Condition of Abbe and the Lagrange 
Law of Invariance are highly effective tools for 
analyzing complex optical systems. One applica- 
tion of these is demonstrated in Fig. 3-16, which 
represents a typical optical relay system of k 
stages. 

Abbe's Sine Condition: 

/(invariant) = rc, ft, sin«! 

= n\ h\sm u\ 

- n-i h2 sin u2 

=  . . . n'kh'ksinu'k (3-16) 

From which is obtained: 

= magnification   m 
_ In 1 \ sin u 1 

\nk)sinuk 

sm itj 
sin Ufe 

(in air) (3-17) 

This statement describes the relationship which 
must exist if an optical system is to produce 
perfect image points in the vicinity of the axis. 
Thus, an image to be free of aberrations requires 
constant magnification for all optical paths from 
object to image. The ratio sin u^ / sin u'k must, 
therefore, be a constant. 

The Lagrange Law of Invariance is similar to 
the Sine Condition with u substituted for sin u. 
It applies in the paraxial region where u » sin u. 

If the system of Fig. 3-16 is ray-traced to 
obtain u'h, then the system magnification and 
image height h'k can be determined without 
reference to the intermediate stages using the 
Lagrange Law in the form, 

(3-18) 

From these, the parameters of overall focal 
lengths, back focal lengths, and location of 
principal planes can be determined. 
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ANY NUMBER OF  STAGES 

FIGURE 3-16.   Application of Sine Condition 

3-2.3.3  Limitation of Rays 

The aperture stop of an optical system is a 
physical element which limits the size of the ray 
bundles that form each typical image point (see 
Figs. 3-17 and 3-18). At the position of the 
aperture, all the image-forming rays are com- 
pletely intermingled. The principal or chief ray 
passes through the center of the aperture stop, 
hence, it is the central ray of each bundle that 
forms an image point. Each principal ray crosses 
the axis at the aperture stop and possibly at 
several other points. Each of these alternate 
crossing points locates an "image of the aper- 
ture", and each such image point could be 
selected as the position for the physical aperture 
stop, so that with suitable size adjustments, the 
system performance will remain unchanged. 

In a compound optical system it is possible to 
locate an image for each lens element in the 
series. Some of these will be virtual images. A 
physical stop (called a field stop) may be placed 
at the position of any real image to limit or 
define its size. This then also defines the field 
angle or viewing angle of the system. The 
half-field angle is measured at the entrance pupil 
between the axis and the chief ray which 
intersects the outermost point (edge) of the 
image. 

3-2.3.3.1 Entrance Pupil-Exit Pupil 

In any optical system there is defined an 
image of the aperture stop formed by the 
portion of the system in front of that stop. This 

is the entrance pupil. Similarly, the image of the 
aperture stop formed by the optics behind it is 
the exit pupil. 

As may be observed in Fig. 3-17, the entrance 
pupil is not always located at the first element 
of the assembly. In this system its size is 
equivalent to the clear aperture diameter of the 
first lens, but its position is coincident with that 
of the aperture stop behind the second lens. In 
Fig. 3-18 the entrance pupil is in front of the 
assembly, but its size is considerably smaller 
than that of the clear aperture of the objective 
lens. 

Field angle and aperture angle (ray bundles) 
computation should always be based on the 
entrance and exit pupils as references, not on 
the real aperture stop. 

3-2.3.3.2 Relative Aperture, Speed, f/no., 
and Numerical Aperture 

Relative aperture, speed, and f/no. all refer to 
the same characteristic of an optical system, i.e., 
the angular size of the image-forming ray 
bundles. It is clear that this size determines the 
energy density arriving at the image. Thus, from 
the effect of energy density on a photographic 
plate, the concept of speed has been derived. 

The clear aperture of a system is defined as 
the diameter of the entrance pupil. 
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AFOCAL 
MAGNIFIER 

OBJECTIVE 

PRINCIPAL 
OR CHIEF RAY 

GLARE 
STOPS FIELD 

LENS 

EXIT  DETECTOR 
PUPIL 

1/2 FIELD 
ANGLE ma 

APERTURE 

STRAY    ST0P 

RADIATION 

"" " \/i 
TTT-rrTTTTrrn in h n in ?/ > > 

FINAL 
IMAGE 

INTER- 
MEDIATE 
IMAGE 
(VIRTUAL) 

FIGURE 3-17.   IR Optical System Showing Arrangement of Stops and Baffles 

OBJECT 

1/2   FIELD 
ANGLE 

ENTRANCE 
PUPIL 

OBJECTIVE 
LENS 

FIELD 
STOP 

RELAY 
LENS    APERTURE 

STOP 

FINAL 
IMAGE 

«PRINCIPAL 
OR CHIEF RAY 

FIGURE  3-18.   Display Pickup System 
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The f/no. of a bundle is determined from the 
effective focal length (EFL) and clear aperture 
(CA) of the system, taken as a ratio, which 
incidentally approximates the reciprocal of the 
cone angle of the bundle in radians. Thus, for a 
system with an object at infinity 

Relative Aperture = f/no. = EFL/CA 

Numerical Aperture (NA) is defined as the 
sine of the halfcone angle u of the image 
forming ray bundles multiplied by the index of 
refraction of the image space, thus 

NA = n sin u (3-19) 

This is, likewise, a measure of the same 
characteristic as f/no. 

In a well-corrected system where the optical 
path length from all portions of the exit pupil is 
constant so that 

sin u = 2(^x7 <see FiS- 3_19) 

and if n is for air, then 

NA = sin u 

ycA_\ 
- / 2\EFL, 

2   (f/no. 
(3-20) 

LAST PRINCIPAL PLANE OF THE 
'OPTICAL SYSTEM (SPHERICAL) 

-A 

■EFL- 

FlGURE 3-19.   Relationship of Clear Aperture and Effective Focal Length 
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3-2.3.4 Aberrations in Third-order Optics 

3-Z3.4.1  Third-order Theory 

The First-order (Gaussian) Theory of optical 
imagery is based on a purely mathematical or 
geometrical structure which relates an object 
space to an image space. It describes, thereby, 
the object-image relationship of perfect or ideal- 
ized optical systems. Real optical systems, how- 
ever, are always imperfect and generally are 
afflicted with deviations from the ideal. These 
are called aberrations. 

The exact behavior of rays in a real optical 
system is described by two basic laws: (1) Snell's 

Law of Refraction, n sin /'= n sin /, and the 
Law of Reflection / = /'.These are illustrated in 
Fig. 3-20. 

Snell's Law can be stated in the form: 

sin / 
' -fc) 

sin/ 

from which it appears possible to have sin f 
greater than 1, if n is greater than n . This occurs 
when the incident ray is in the denser of the two 
mediums. A limiting incidence angle / exists for 
which /' is 90 deg, and this is called the critical 
angle. If the incidence angle is greater than the 
critical angle, the ray will be totally reflected. 

(A) 

REFRACTION OF A RAY 
AT AN INTERFACE BETWEEN 
MEDIA OF DIFFERENT INDICES 

(B) 

REFLECTION OF A RAY 
AT AN INTERFACE BETWEEN 
MEDIA OF DIFFERENT INDICES 

TOTAL INTERNAL 
REFLECTION 

FIGURE  3-2O.   Geometrical Presentation of Refracted and Reflected Rays 
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Using the basic laws of refraction and reflec- 
tion, along with the geometry of the optical 
components of a system, it is possible to trace 
the exact path of any number of rays through 
the system and determine from these the per- 
formance of the system. Well-established and 
standardized ray tracing formulas can be found 
in almost any optics text book (e.g., Refs. 25 
and 26). Analysis of optical systems by direct 
ray tracing had been a tedious and time-con- 
suming process until the recent advent of 
high-speed digital computers. As a consequence, 
a body of theory has been developed in past 
years by means of which the ray tracing for- 
mulations are compared directly with the ideal- 
ized formulas of the Gaussian theory so that the 
nature and magnitude of the aberrations may be 
closely examined and analyzed. 

This type analysis is further aided by using, in 
place of certain trigonometric functions in the 
ray   tracing   formulas,   their   equivalent   series 

expansions and truncating these at a low order 
level. It has been found that inclusion of 
third-order terms of the series, only, will provide 
a reasonably accurate accounting for the aberra- 
tions. 

This technique of analysis represents the 
third-order theory of optical imagery. 

3-2.3.4.2 Monochromatic Aberrations 

In third-order theory, the deviation of a 
representative ray in an optical system from the 
path described by the Gaussian theory is ex- 
pressed as a polynomial consisting of five terms. 
Each term describes a different type of aberra- 
tion. Accordingly, any term which is equal to 
zero represents the absence of a particular type 
in the optical system. In a perfect optical system 
all the terms are zero. 

These five Seidel aberrations (named after the 
investigator who first described them) include: 

TRANSVERSE 
SPHERICAL 
ABERRATION 

HIGHEST CONCENTRATION   /kz&SJ&t   \ 
OF ENERGY IS AT THE     -|s|    1     ] VIEW A-A 

CENTER                                     V ^*3P    /   <~10X) 

OUTER ZONE 
MERIDIAN  PLANE                                              / 

(EXIT PUPIL) LONGITUDINAL 
SPHERICAL         1^ 
ABERRATION 

fc.                 1            * ■4— 

AXIS           J   / 
R^ ^^*^ 

       -MI- \^s 

INNER ZONE/\ 
M**H^ FOCUS  OF   A —' 

PARAXIAL 
FOCUS 

J^^ypfr** RIM RAYS 

WHEN RIM RAYS FOCUS TO THE LEFT OF THE PARAXIAL FOCUS, 
THE SPHERICAL ABERRATION IS POSITIVE (+), PER DIAGRAM. 

WHEN RIM RAYS FOCUS TO THE RIGHT OF THE PARAXIAL FOCUS, 
THE SPHERICAL ABERRATION IS NEGATIVE (-). 

FIGURE   3-21.   Optical Diagram Illustrating Spherical Aberration 
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C    TANGENTIAL 
T COMA 

^SYSTEM OPTICAL AXIS 

HIGHEST CONCENTRATION 
OF ENERGY AT APEX   V 

SAGITTAL 
COMA 

-■1 C 3 LT 

VIEW A-A 
(10X) 

OUTER ZONE 
(EXIT PUPIL) 

COMA IS POSITIVE IF THE APEX 
OF THE FLARE IS POINTING 
TOWARD THE OPTICAL AXIS. 

FIGURE 3-22-   Optical Diagram Illustrating Coma Aberration 

1. Spherical Aberration (SA). When the rays 
in the outer zones of a bundle come to a focus 
at a point axially displaced from the focus of the 
rays close to the axis (paraxial), the result is 
spherical aberration. It is measured in either the 
longitudinal or the transverse direction, as 
shown in Fig. 3-21. 

2. Coma (C). When the rays in the outer 
zones of an off-axis bundle focus at a point 
which is displaced both laterally and longitu- 
dinally from the focus of the rays in the inner 
and central zones, coma is said to exist (Fig. 
3-22). Coma is measured by the degree of 
deviation of the ray intercepts in the image 
plane from a nearly perfect image point defined 
by   the   sine   condition.   This   is   called  OSC 

(offense    against 
Conrady25. 

the    sine     condition)    by 

3. Astigmatism (A). This aberration occurs 
when the rays of a meridianal fan come to a 
focus at a point which is longitudinally displaced 
from the focus of the sagittal fan of rays. Each 
focus is a short line, and the two lines are 
rotated 90 deg with respect to one another (Fig. 
3-23). The linear displacement between the T 
and S images is a measure of the astigmatism 
which is present. However, in some instances it 
is necessary to determine the minimum circle of 
confusion between T and S. If the f/no. of the 
bundle is known, the diameter of this blur circle 
can be calculated as 

(f/no.) 
Astigmatism (3-21) 
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ASTIGMATISM 

SAGITTAL 
IMAGE 

ASTIGMATISM IS POSITIVE IF 
TANGENTIAL IMAGE IS TRAIL- 
ING THE SAGITTAL IMAGE IN 
THE DIRECTION OF THE RADI- 
ATION PROPAGATION, 

IF THE f/no. OF THE BUNDLE IS KNOWN, 
THEN THE DIAMETER OF MINIMUM CIRCLE OF 
CONFUSION IS GIVEN BY 

1        ASTIG 
(f/no.) 

FIGURE   3-23.   Optical Diagram Illustrating Astigmatism 
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OBJECT 

T = TANGENTIAL IMAGE SURFACE 

S = SAGITTAL IMAGE SURFACE 

P = PETZVAL SURFACE 

B = NORMAL PLANE TO AXIS 

AXIS 

b = 3a 

FIGURE 3-24.   Field Curvature 

4. Field Curvature. Field curvature is a de- 
parture of the off-axis image points from the 
normal plane through the paraxial focus point. 
Fig. 3-24 shows the loci of tangential and 
sagittal off-axis image points for a simple optical 
system along with a reference surface P called 
the Petzval surface. The Petzval surface is fixed 
by the overall parameters of an optical system 
and usually cannot be changed significantly by 
shifting or bending the lens elements. The T and 
S surfaces, however, can be changed by such 
manipulation but always in such a way that all 
tangential image points are three times as far 
from the Petzval surface as are the correspond- 
ing sagittal image points. In simple optical 
systems the three stated surfaces are usually 
paraboloids of revolution. 

5. Distortion. Distortion is an aberration 
which affects mainly the principal rays of an 
optical system (Fig. 3-25). Whenever these rays 

do not follow the path prescribed by the 
Gaussian theory, the result is an image which is 
no longer similar in every detail to the object. 
Barrel distortion occurs when magnification 
decreases toward the outer zones of the field. 
Conversely, pincushion distortion occurs when 
magnification increases toward the outer zones. 
This distortion is measured as the spatial differ- 
ence between a point in a particular region of 
the image field and a similar point in a perfect 
image (an image which is exactly similar to the 
object). The percent distortion is the ratio of the 
amount of distortion to the distance of the 
selected image point from the optical axis. The 
point usually selected for distortion specifica- 
tion is at the extreme edge of the field. In Fig. 
3-25 

% distortion = 100 m (3-22) 
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FIGURE  3-25.   Examples of Pincushion and Barrel Distortion 

3-2,3.4.3 Chromatic Aberration 

Chromatic aberration is really a first-order 
effect due directly to the variation of index of 
refraction of the elements of the optical system. 
The two types of chromatic aberrations rec- 
ognized are longitudinal and transverse. Longitu- 
dinal chromatic aberration is a difference in 
focal position between images formed by two 
different wavelengths of radiation. Transverse 
chromatic aberration at the off-axis image points 
is characterized by a lateral displacement be- 
tween images formed by two different wave- 
lengths of radiation. 

It is conventional practice to select two 
wavelengths which represent the ends of the 
spectral band over which the optical system is 

expected to operate, and define the image 
displacements for those wavelengths as the 
chromatic aberration. 

3-2.3.4,4 Correction of Aberrations 

It should be noted that the various aberra- 
tions are characteristics of the representative 
image points which an optical system produces, 
and not of the optical system itself. They are, 
however, functions of the optical system pa- 
rameters, and often can be explicitly stated as 
such. If these functional relationships are 
known, it becomes possible to control the 
aberrations by the judicious selection and adjust- 
ment of the system parameters. The more 
parameters available, the higher the degree of 
control obtainable. Thus, the more perfectly 
corrected systems tend to have many elements, 
each contributing its own set of parameters. 
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3-2.3.4.5 Relation of Aberrations 
to Optical System Parameters 

The basic parameters of an optical system 
include: (1) index of refraction of the elements, 
(2) spacing of the elements, and/or spacing of 
the surfaces (thickness), (3) curvature of the 
surfaces, and (4) object or image distance. 

In simple optical systems (one or two sur- 
faces), the effects of these parameter variations 
on optical aberrations are observed directly and 
an immediate cause-and-effect relationship can 
be established. 

1. Spherical Aberration (SA). In a system 
which contains a single refractive element (two 
surfaces), and with the object at infinity, the 
spherical aberration can be changed by "ben- 
ding" the lens until minimum aberration is 
obtained at one particular configuration. Bend- 
ing is a process of changing the curvatures of 

two surfaces of an element in parallel while 
maintaining the net curvature or power of the 
combined surfaces. (See Fig. 3-26.) 

Also in both refractive and reflective single- 
element systems, the spherical aberration can be 
reduced to zero by making the surfaces aspheric. 
A paraboloidal reflective element, for example, 
shows no spherical aberration for an object at 
infinity. 

2. Coma (C) and Astigmatism (A). These 
aberrations can be reduced by lens bending, 
changing the element spacing, and adjusting the 
stop position. Since generally, element spacing 
affects astigmatism much more than it does 
coma, an opportunity exists for differentially 
adjusting these aberrations. 

3. Petzval curvature (PC). This condition is 
fixed for an element of given power and index 
of refraction. The PC can be approximated by 

OBJECT 
AT   oo 

} D   0   0   0   0 
I        I       I       I       I 

{ 

SHAPE   FACTOR 

FIGURE   3-26.   Lens Bending for Minimum Spherical Aberration 
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PC = ~ nf (3-23) 

where n is the refractive index of the material, 
and f is the focal length of the element. 

The Petzval curvature can be changed by 
varying the index and adjusting the surface 
curvatures to maintain a fixed focal length or 
power. 

4. Distortion. Small amounts of distortion 
can be controlled by locating the aperture stop 
at a given point in a system, and by arranging 
the system elements symmetrically around the 
stop. In wide field angle systems, where the 
distortion cannot be effectively controlled, it 
may be expedient to accept whatever degree of 
distortion exists after the other aberrations are 
balanced out. 

5. Chromatic Aberration. Control of chro- 
matic aberrations can be acheived by the com- 
bination of two or more elements; the positive 
power for introducing positive aberrations and 
negative power for introducing negative aberra- 
tions. By using suitable lens materials, the 
aberrations   per-unit-power   pertaining   to   the 

positive elements will be different from those of 
the negative elements, so that a combination can 
be designed to cancel the aberrations while 
maintaining a given net power. 

For more complex systems, the relationship 
of aberrations to optical parameters has been 
formalized into a set of equations which show 
the contribution of each set of component 
parameters to each of the aberrations in the final 
image. The total (net) aberrations are the al- 
gebraic sums of the individual contributions. 
These are known as Seidel Sums. 

The equations for the Seidel Sums (net 
aberrations) are given in terms other than the 
basic element parameters defined so far. The 
terms used are more immediately descriptive of 
the total system and particularly of the rays 
which traverse the system. 

It is necessary to begin with an elementary 
ray trace of two representative rays as shown in 
Fig. 3-27. A new set of parameters associated 
with each surface, i, is thus calculated according 
to the listed formula. Subscripts k identify the 
final surface. 

APERTURE 
PARAXIAL RAY 
(MARGINAL) 

PRINCIPAL 
RAY 

FIGURE   3-27.   Elementary Ray Trace Required for Computing Seidel Aberrations 
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Paramefer 

Ci = 1/r, 

Nt = n,/nj 

= Ciy,(l - Nt) + N,u, 

«i+1 = u\ 

y,+i - y, ~ t(u'i 

h = Wi - W( 

hi = *-*f3pi ~   "pi 

I = "(wyp- y«p) 

5, 

- n,o>,(«; - f,)(l - Ni)/2I 

= «!?*(«* " 4rf)d - WI)2/ 

The final formulas for Seidel Sums are given as: 

Parameter 

2SC - B?Äfc/«i 

sec = B|i,*i 
Z-4C = BS*Afc/«i 

ZPC _ I(N- l)c/h'k\ 
2n        \u'kl 

2.DC - [B^ip + (u;2- u»)/2]Ai 

ZLchC - yi(An- NAn')/(u'k)
2 

VTchC = yip (An- iVAn')"* 

Identify 

Surface curvature for radius r 

Index ratio for media on opposite sides of the 
surface 

Slope of refracted ray 

Slope of incident ray on following surface 

Ray height after a spacing equal to t, between 
surfaces 

Angle of incident ray at the surface 

Angle of incident principal ray at the surface 

Invariant—to be computed from parameters of 
surface No. 1. Note: ypi = 0, if aperture coincides 
with surface No. 1 

Image height. The distance from the optical axis 
to the farthest point of the image 

Image height at last surface or element in a series 

Parameter 

Parameter B associated with principal ray 

Identity 

Longitudinal spherical aberration (3-24) 
contribution 

Coma (sagittal) contribution (3-25) 

Astigmatism contribution (3-26) 

Petzval curvature contribution (3-27) 

Distortion contribution (3-28) 

Longitudinal chromatic contribution (3-29) 

Transverse chromatic contribution (3-30) 

where An = n,- nt; and n^^are indexes for two 
wavelengths spanning the spectral range in which 
system operates. 
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These formulas were developed particularly 
for axis-centered systems of spherical surfaces, 
to which class the vast majority of practical 
optical systems belong. However, with some 
extensions to the set, it is possible to analyze by 
this technique optical systems which include 
aspheric surfaces of revolution (pp. 274-278, 
Ref. 27). 

The Seidel Sums describe the aberrations as 
they exist at a maximum image height hk 

corresponding to the intercept with the final 
image plane of the principal or chief ray 
introduced at ypi. It is not valid simply to 
change hh in the formulas to determine aberra- 
tions at intermediate heights. Instead, a com- 
plete new ray trace with an intermediate value 
of yp j must be made and a complete new set of 
parameters determined from these. 

3-2.3.5  Ray Tracing 

3-2.3.5.1  Use of Computers 
for Ray  Tracing 

In modern technology, it is no longer eco- 
nomically sound to produce optical designs by 
so-called "longhand calculation", using desk 
calculators and slide rules. In addition to making 
possible the high-speed processing of established 
ray tracing formulas and aberration analysis, 
large-scale digital computers increase the scope 
of the analysis by multiple and iterative proce- 
dures. 

For example, the precise nature and extent of 
aberrations can be determined by exact tracing 
of a large number of rays in the aperture and 
covering the entire field to provide a comprehen- 
sive account of the system performance. Com- 
puters will even generate a display of the data in 
the form of easily readable plots (spot diagrams) 
of the ray intercepts at the image plane. 

A typical computer program will accept the 
basic geometrical and physical data pertinent to 
an optical system and produce the following 
performance data. 

1. Detailed traces of a prescribed number of 
rays in the entrance pupil and in the field. These 

include six ray coordinates (three positional and 
three directional) at each surface and at the 
image, as well as at a number of arbitrarily 
designated stations. 

2. Detailed listing of Seidel aberration values 
and sums 

3. Overall cardinal points, plus effective focal 
length 

4. Spot diagrams, as many and as detailed as 
required 

5. Modulation transfer function data 

6. Energy distribution plots 

Sophisticated programs are available which 
permit a more rigorous analysis by automatically 
adjusting the input data to optimize the design. 
This involves the assignment and use of special 
merit criteria and/or logical selection programs, 
which may vary widely and depend heavily for 
their effectiveness on the ingenuity of the 
program designer. 

It is obvious that the optical designer no 
longer needs to have an understanding of detail- 
ed ray tracing techniques. Instead, he needs only 
to learn the relatively simple program input 
routine to become adequately proficient in 
conventional optical design. 

For a detailed treatment of ray tracing, 
reference is made to some of the many texts 
available on this subject24'25. 

3-2.3.5.2 Graphical Ray  Tracing 

Although large-scale computers are extremely 
useful for analyzing optical systems which have 
been tentatively established, they cannot yet be 
used effectively in the initial synthesis of an 
optical design. At this stage, the designer's 
experience and ingenuity along with a basic 
understanding of the laws of optics are pre- 
dominant. 

System synthesis can often be expedited by 
graphical ray tracing techniques which help the 
designer visualize the projected performance of 
an embryonic optical system. Several such tech- 
niques are illustrated in Figs. 3-28, 3-29, and 
3-30. 
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INCIDENT 
RAY 

REFRACTED RAY 

NORMAL TO 
SURFACE 

(A) 

CIRCLES OF RADII 
PROPORTIONAL TO 
INDICES n AND n" 

FIGURE 3-28.   Graphical Ray Trace 
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LOCATION OF TANGENTIAL AND SAGITTAL IMAGE POINTS ALONG THE CHIEF 
RAY OF AN INFINITELY NARROW BUNDLE IN A REFLECTIVE SYSTEM. 

X NORMAL TO THE 

SURFACE 

TANGENTIAL 
s    IMAGE 

SAGITTAL 
IMAGE 

PROCEDURE 

1.  2. 

3 

4 

5. 

DRAW THE CHIEF RAY ACCORDING TO THE LAW OF REFLECTION. 

ERECT A PERPENDICULAR TO THE INCIDENT CHIEF RAY THRU c. 

ERECT A PERPENDICULAR TO THE SURFACE NORMAL THRU d. 

A STRAIGHT LINE THRU S AND K INTERSECTS THE REFLECTED 
CHIEF RAY AT S' . 

6.       A STRAIGHT LINE THRU S AND c INTERSECTS THE REFLECTED 
CHIEF RAY AT S' . s 

MATHEMATICALLY $'     AND S1  CAN BE LOCATED WITH THE FOLLOWING EQUATIONS: t       s 

FOR TANGENTIAL IMAGE: 

1      2 1 
S + S' r cos i 

FOR SAGITTAL IMAGE; 

1    1 
S + 'S1" = 

2 cos i 

FIGURE   3-29.    Graphical Ray Tracing.   Surface May Be Convex. Flat, or Concave 
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OBJECT cttlEF 

S 

i TANGENTIAL IMAGE 
4     s' 

SAGITTAL 
IMAGE 

CONSTRUCTION OF TANGENTIAL AND SAGITTAL IMAGE  POINTS ALONG THE CHIEF RAY 
OF AN  INFINITELY NARROW BUNDLE  IN A  REFRACTIVE SYSTEM. 

PROCEDURE: 

1  2   3 ♦  DRAW THE SURFACE AND TRACE THE CHIEF RAY ACCORDING TO 
FIG. 3-2 8 

5 THROUGH THE CENTER OF CURVATURE c  ERECT A 
PERPENDICULAR TO THE INCIDENT CHIEF RAY. 

6 DRAW 0  AT AN ANGLE TO 0  EQUAL TO i'. 

7 DRAW 0 PERPENDICULAR TO  0 THROUGH  c TO FORM 
THE INTERSECTION k . 

8 A STRAIGHT LINE THROUGH S AND k WILL INTERSECT THE 
REFRACTED CHIEF RAY AT S'fc. 

9 A STRAIGHT LINE THROUGH S AND c WILL INTERSECT THE 
REFRACTED CHIEF RAY AT S' . 

s 

IN MULTIPLE SURFACE SYSTEMS, IF THE INTERMEDIATE S't AND S's POINTS TEND 
TO BECOME REMOTE AND INACCESSIBLE, THE PROCESS OF LOCATING THEM CAN BE 
CARRIED ON MATHEMATICALLY BY USING THE FOLLOWING EQUATIONS: 

FOR THE TANGENTIAL IMAGE: 

S' 
n cos n cos i' n cos i 

FOR THE  SAGITTAL  IMAGE: 

i n 
S' 

s 

n 
S 

n'   cos  i'   -  n cos  i 

FIGURE 3-30.   Graphical Ray Tracing.   Surface May 8a Concave, Plat, or Convex 
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Procedure: 

1. Draw the normal to the surface through 
the point of incidence. 

2. Draw an auxiliary diagram (B) consist- 
ing of two concentric circles of radii proportional 
to the indices n and n . 

3. Draw (l) parallel to the incident ray 
through the center o. 

4. Draw (2) parallel to the normal through 
the intersection^. 

5. Draw (§) through the intersection q and 
the center o. 

6. Draw the refracted ray in (A) parallel to 
(3) through the point of incidence. 

3-2.3.6 Image Quality in Terms of Resolution, 
Spot Size, and  Energy Distribution 

The quality of an optical system is usually a 
measure of its ability to produce an optimum 
point image from a point object, the optimum 
image being defined by the diffraction effect 
limitation which the system exhibits. 

3-2.3.6.1  The Diffraction Effect-Airy Disc 

The diffraction effect is an interference phe- 
nomenon which results in an energy distribution 
pattern at the image. The pattern consists of an 
intense central disc surrounded by alternate 
rings or zones of progressively lesser energy and 
zones of zero energy. 

In a geometrically perfect system (no aberra- 
tions), the central disc (Airy disc) contains 84 
percent of the total energy arriving at the image 
and its diameter is considered, therefore, as the 
nominal effective diameter of the image. 

The size of the Airy disc depends only on the 
wavelength and on the diameter of the aperture 
and is expressed in terms of angular units 
(radians). The radius 6 of the Airy disc 
calculated using the following equation: 

l-22(s) 

where X 

a 

wavelength 

aperture diameter 

(3-31) 

both in 
the same 
length 
units 

Determination of the diffraction effect be- 
comes rapidly more complicated when the sys- 
tem aperture is not circular. For most systems, 
however, the circular equivalent of the given 
aperture may be used to estimate first-order 
diffraction effects. 

3-2.3.6.2 Geometrical Effects—Image Blur 

The combined geometrical aberrations of a 
system produce a single effect termed image 
blur. Energy within this blur is usually distrib- 
uted in a characteristic pattern consisting of a 
high-level concentration in a local spot with a 
rapid, and not necessarily uniform, fall-off in all 
directions. The lower level outer regions of this 
blur may extend a considerable distance away 
from the high-level region, often making it 
difficult to define the effective size of the blur. 
One arbitrary measurement assumes that the 
effective size is a circular area which contains 84 
percent of the energy arriving at the image, 
similar to the measure of the diffraction effect 
by the size of the Airy disc, except that there is 
no well-defined edge to the central "hot spot". 

3-2.3.6.3 Overall Effect 

Mathematically, the geometrical and diffrac- 
tion effects can be combined by convolution to 
produce an overall image blur. This complex 
mathematical operation, ordinarily done on a 
high-speed computer, is economically feasible 
only on the most precise optical system designs. 
For ordinary systems, it is customary to simply 
add the diameters of the two blur circles and 
assume this sum to be the nominal diameter of 
the overall blur circle. 

The performance of an optical system is 
described in terms of one or more criteria based 
on the characteristics of the overall image blur. 
Most common criterion is resolution; others are 
energy distribution and frequency response. 

1S      3-2.3.6.4 Resolution 

The resolving power of a system is defined as 
the smallest separation between two point- 
images at which the system will detect that 
there are two images instead of one. 

A precise geometrical definition of this condi- 
tion for diffraction-limited systems (systems 
with insignificant geometrical aberrations) is 
given by the so-called Rayleigh Criterion. This 
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criterion states that two equal diffraction-type 
point-images shall be considered resolved if their 
Airy discs overlap to the extent of not more 
than one disc radius. Thus, the energy peaks of 
the two images are separated by at least one disc 
radius. 

The energy distribution of most point images 
is characteristically similar to that of the typical 
diffraction image. This had led to the adoption 
of the Rayleigh Criterion for application to all 
types of images, provided only that an equiv- 
alent disc diameter can be assigned thereto. 

3-2.3.6.5 Geometrical Energy Distribution- 
Spot Diagrams 

Energy distribution in a point image can be 
most effectively displayed by means of a spot 
diagram. A representative number of rays evenly 
spaced in the entrance pupil of the system are 
traced to the image plane and plotted as a 
grouping of dots. The density of the dot 
groupings will be a measure of the spatially 
distributed energy. A count of the dots and 
application of a percentage specification can 
provide an estimate of the nominal blur circle- 
diameter, which can then be used as a perform- 
ance criterion. 

32.3.6.6 Energy Distribution-Spread Function 

The distribution of energy in the image of a 
point may also be described by a "point spread 
function" which is a plot of the energy density 
versus position in the image plane. If the 
distribution is symmetrical, a plot of the energy 
density along a line through the center of the 
image contains all the information. If the dis- 
tribution is unsymmetrieal, plots along two lines 
at right angles to each other are used. 

3-2.3.6.7 Frequency Response 

The frequency response can be determined by 
using a series of gratings covering a range of 
frequencies from that at which the response 
(image) shows 100 percent contrast to that at 
which the contrast is effectively zero. This 
function may be used directly as a criterion of 
the optical system performance. 

A sine wave grating consists of uniformly 
spaced lines and spaces with a density which is 
graded from one to the next according to a sine 
function.   When   such   a  grating  is used as an 

object in an optical system, an image will be 
formed which is similar to the sine wave grating 
but at a reduced contrast (sine wave amplitude). 
The contrast may be measured with a radi- 
ometer, or with a microdensitometer if a photo- 
graphic image is produced. 

If a grating of higher spatial frequency (closer 
line spacing) is substituted, a lower contrast level 
will be observed. 

3-2.3.6.8 Image Evaluation 

When the geometrical blur of an image is 
small compared to that due to diffraction, an 
optical system is said to be diffraction limited. 
Such optics represent the highest quality that 
can be achieved. 

When the geometrical and diffraction blurs 
are in the same dimensional range, their individ- 
ual effects are often difficult to observe sep- 
arately. In fact, the geometrical aberrations do 
not substantially increase the size of the Airy 
disc, instead they tend to feed energy into the 
outer rings of the diffraction blur. Because of 
this effect, an optical system in this condition is 
still considered to be diffraction limited. Its 
resolution, by definition, is unchanged, but the 
contrast in the image is reduced over that of a 
true diffraction-limited system. 

A third level of image quality is that in which 
the geometrical aberrations predominate. In 
evaluating the system, it is customary to ignore 
the diffraction effect since the need for preci- 
sion is lost among the gross system inaccuracies. 

3-2.3.6.9 Depth of Focus 

A perfectly corrected lens system will have a 
certain range called "depth of focus" through- 
out which the image plane may be moved 
without deteriorating the image beyond the 
Rayleigh limit. 

Depth of focus 
n sin' u 

(3-32) 

where 

X 
u 

wavelength 
angle of marginal ray with 

the axis at the image 
index of medium in which 

image exists 
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Example: 

A camera having a   2-in.   aperture objective, 
and focused at an object 10-ft (120-in.) distant 
has a depth of focus: 

Depth of Focus 

Since 

0.000022 

IX 
(l2o) 

±  0.32 in. 

X   = 0.000022 in. for average 
white light 

n = 1 for air 

u = 
1/2 of 2 

120 

= T§orad 

sin u - 
1 

120 

3-2.4   OPTICAL   SYSTEM DESCRIPTIONS 
AND ENGINEERING 

3-2.4.1   Afocal   Systems 

An afocal optical system is one wherein the 
net or overall focal length is equal to infinity. 
Both object and image are also at infinity (see 
Fig. 3-31). The focal lengths of the individual 
components, however, are finite and the system 
analysis, by use of the Gaussian equations on 
the components, is valid. 

The system has a characteristic magnification 
which can be derived simply by cascading the 
magnifications of each component system, thus 

m = rrijiri'. _   »1 

S\ s2 (3-33) 

but lim   -   =  1 as Sj ands, approach infinity 
Si 

.-. m = s\ /s2 = f, / f2 

The value of afocal optics in IR systems is in 
reducing the bundle size so that a large aperture 
may be used with relatively smaller optics for 
processing the beam to the detector. The reduc- 
tion in bundle size, however, is achieved only at 
the expense of the field width. 

3-2.4.2  Relay and  Field  Lenses 

In transporting an image over a long, narrow 

optical path, as occurs in a periscope, it is 
necessary to arrange a number of short systems 
in series in such a way that the image of one acts 
as object for the next one in succession. The 
greater the width of bundle to be carried over a 
given total path, the greater will be the number 
of component relays needed. 

A typical relay system is illustrated in Fig. 
3-32. The image is reformed three times. At each 
intermediate position, a field lens acts to change 
the direction of the image forming bundles so 
that they will remain within the span of the next 
relay lens. This is the characteristic action and 
function of the field lens. It does not change the 
image itself. 

A field lens is always between two relay lenses 
or between apertures of a system. It is, there- 
fore, very useful to consider the field lens as a 
component which relays an image of the aper- 
ture from one station to the next. 

In IR systems, this aperture relaying function 
is used to define the field and stabilize the 
energy level at the detector as demonstrated in 
Fig. 3-33. In such applications the field lens is 
designed so that it will also perform the demag- 
nification function. This will result in a higher 
concentration of energy on the detector while 
permitting the use of a lower power and better 
corrected objective. 

3-2.4.3 Aplanatic Systems 

An optical system which produces no spher- 
ical aberration or coma in the image is said to be 
aplanatic. One outstanding example is a single- 
or double-surface refractive system wherein the 
object and images are as shown in Fig. 3-34. The 
limitations imposed by the given conjugate 
relationships prevent such a system from being 
used to form a real image from a real object, but 
it is very effective for increasing or decreasing 
powers or the field angles without adding 
aberrations. 

3-2.4.4 Symmetrical Combinations 

An example of a symmetrical system often 
used in relaying is shown in Fig. 3-35. The 
system is particularly useful in illustrating the 
techniques of adjusting the surface curvatures 
and stop position to minimize aberrations. 
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(A) (C) 

00 -*■ 

ASTRONOMICAL TELESCOPE 

(B) (D) 

GALLILEAN TELESCOPE 

(A), (B)  REFRACTIVE TYPES 

(C), (D)  REFLECTIVE TYPES 

FIGURE   3-31.   Afocal Systems 
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OBJECTIVE 

FIELD LENS 

THE OBJECTIVE LENS APERTURE (A) IS IMAGED 
BY THE FIELD LENS ON THE DETECTOR (D). 
ALL ENERGY WITHIN THE CONSTANT FIELD ANGLE 
IS DELIVERED TO THE DETECTOR. 

FIGURE  3-32.   Optical Relay System 

FINAL IMAGE 

OBJECT 

R - RELAY LENS 

F = FIELD LENS 

NOTE; Field lenses change direction of the ray bundles, 
but not the character of the images. 
Each positive relay unit inverts the image. 

FIGURE   333.   Example of Simple IR Radiometer 
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CURVED IMAGE SURFACE 

sS CURVED OBJECT 
V""""" (VIRTUAL) 

PERFECT APLANATIC SYSTEM. ZERO SPHERICAL ABERRATION. ZERO COMA. 
GEOMETRICALLY, THE SINE CONDITION, n sin u = n' sin u' , IS SATIS- 
FIED FOR ALL RAYS THROUGH THE SYSTEM. 

IMPERFECT APLANATIC SYSTEM.  THE AXIAL POINT (P') IS FREE OF 
ABERRATION, BUT THE SECOND SURFACE S„ INTRODUCES A SMALL AMOUNT 
OF COMA INTO OFF-AXIS IMAGE POINTS. 

FIGURE 3-34.   Geometry of an Aplanatic System 
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STOP 

IMAGE 

OBJECT 

COMA, DISTORTION, AND LATERAL CHROMATIC 
ABERRATION, ARE CANCELLED BY SYMMETRICAL 
ARRANGEMENT OF ELEMENTS AROUND THE STOP 

FIGURE   3-35.   Symmetrical Relay System 

As an initial requirement, each half of the 
system is designed for a minimum spherical 
aberration, but with a sizable coma. Ordinarily 
this cannot be done with a single lens, while it is 
feasible with a doublet or an aspheric lens. When 
the two halves are assembled, the lateral aberra- 
tions of coma, distortion, and lateral color are 
cancelled due to symmetry. The spacing of the 
two halves, which is equivalent to adjusting the 
stop position relative to each, can then be used 
to control astigmatism and field curvature. 
Spherical aberration will remain low since it is 
not affected by stop position. 

The symmetry principle is also used quite 
effectively in the design of wide-angle systems. 

3-2.4.5 Multiple-element Systems 

A single lens element (two spherical surfaces) 
will always produce positive spherical aberration 
in the image when the object is located at 
infinity. By bending the lens (Fig. 3-36) so that 
the principal plane approaches a sphere with its 
center at the axial image point, the spherical 
aberration can be reduced to a minimum. If two 
or more such elements are placed in series, it 
might be concluded from a cursory examination 
of the arrangement that the positive values of 
spherical aberration will add to produce a 
greater overall effect. Quite the contrary is true. 
Instead,   the  contribution  of  the  second  and 

succeeding elements will drastically reduce the 
overall spherical aberration and, in fact, by the 
use of materials of suitable index, it may be 
entirely eliminated. 

The reason for this seeming anomaly is that 
the spherical aberration is not a function of the 
optical element alone, but of the optical system, 
which includes object and image position. Thus, 
since the object which the second and succeed- 
ing elements in the series see is not at infinity, 
their contribution to the system aberration is 
drastically altered. 

3-2.4.6  Reflective  IR Optical Systems 

Reflecting systems are highly favored in IR 
technology because they perform uniformly 
over a wide spectral range, produce no chromat- 
ic aberrations, and are economical even in very 
large sizes. The most common of all-reflective 
optical systems configurations are shown in Fig. 
3-37. 

3-2.4.6.7 Simple Mirror 

A simple mirror may be either spherical or 
paraboloidal. If the stop is placed at the center 
of a curvature, the sphere will introduce only 
spherical aberration which, nevertheless, is uni- 
form over the curved image field. Since the 
image is formed within the beam, a detector 
array placed to sense it will produce a certain 
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APPROX. 
SPHERICAL 
SURFACE 

A SINGLE REFRACTIVE ELEMENT CAN BE "BENT" FOR 
MINIMUM SPHERICAL ABERRATION.  FOR AN OBJECT 
AT INFINITY, THE PRINCIPAL "PLANE" WILL 
APPROACH A SPHERICAL SURFACE CORRESPONDING TO 
THE SPHERICAL WAVE FRONT OF THE CONVERGING BEAM. 

 »^c 

r 

V y 
V 

 »«fe 

MULTIPLE REFRACTIVE ELEMENTS CAN BE COMBINED TO 
PRODUCE ZERO SPHERICAL ABERRATION SIMULTANEOUSLY 
WITH A LOW RESIDUAL COMA VALUE. 

FIGURE 3-36.   Reduction of Spherical Aberration in Series Lens Combinations 

amount of blocking, which is detrimental only 
to the extent that it reduces the amount of 
energy which can be collected with an aperture 
of a given size. 

A paraboloid will produce an aberrationless 
image point on-axis, but off-axis it introduces 
astigmatism and coma. For narrow field angles, 
these are often small enough to be tolerated. 

32.4.6.2 Folded Systems 

If the detector array requires substantial 
service support such as cooling or baffling and 
possibly access space, one of the folded config- 
urations illustrated in Fig. 3-37 (B) and (D) 
might be suitable. The image characteristics are 
unchanged, but blocking of the beam is likely to 
be increased. 
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SIMPLE MIRROR NEWTONIAN TELESCOPE 

(D) 

PAIRED CONICS 

FIGURE 3-37.   Reflective Systems 
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3-2,4.6.3 Off-axis Configuration 

The off-axis paraboloid represents an elegant 
solution to the blocking problem, but its field is 
more severely limited by coma and astigmatism 
than it is in concentric systems. The axial image 
point, however, is perfect. 

3-2.4.6.4 Compound Reflectors 

The Cassagrainian and Gregorian systems (E) 
and (F) of Fig. 3-37, respectively, are essentially 
the same except in the placement of the 
secondary. Their advantages include compact- 
ness and a moderately wide field. Systems of 
this type result in considerable blocking of the 
beam. 

3-2.4.6.5 Paired Conies 

Systems of this type are rarely used for 
image-forming optics, although the dual surfaces 

and spacings permit the design to be optimized 
over a substantial field. Fabrication techniques 
for conic surfaces of this type have not yet been 
developed to the point where they might be 
considered economically competitive with the 
axis centered surfaces. This configuration is very 
well suited for condenser systems used for 
detecting very long wavelength radiation. 

3-2.4.7 CatadJoptric Systems 

The catadioptric system (Fig. 3-38) is a 
combination of both reflective and refractive 
elements. Compared to all-reflective systems, 
they show superior image forming characteristics 
over a wide field and at high speed. 

The most common types use a large aperture 
spherical reflector and modify its characteristics 
by means of one or more refractive "correcting" 
elements. The three distinct correcting methods 
which follow have been developed. 

MANGIN 
MIRROR 

SCHMIDT 

CASSEGRAINIAN SYSTEM 
COMBINED WITH 
MENISCUS CORRECTOR 

BOUWERS 
CONCENTRIC 

FIGURE   3-38.   Catadioptric Systems 
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3-2.4.7.1 Mangin Mirror 

A Mangin mirror has a refracting element in 
direct contact with the spherical mirror. In fact, 
the system is usually made as a single optical 
unit where the back (second) surface acts as the 
spherical reflector and the front surface of 
different curvature acts as the corrector. The 
front surface changes the ray paths twice. The 
radius of the front surface can be selected so 
that spherical aberration and coma are corrected 
over a small field. 

3-2.4.7.2 Schmidt System 

The Schmidt system makes use of an aspheric 
refractive corrector at the center of curvature of 
the spherical mirror and its stop is located at the 
same position. 

A spherical mirror alone will produce only 
spherical aberration for any bundle through its 
center of curvature. The Schmidt corrector 
effectively reduces spherical aberration without 
introducing any sizable amounts of other aberra- 
tions. 

A Schmidt system can be readily designed to 
perform admirably over a 25-deg wide field at a 
speed of f/1.0. 

with a concentric corrector to produce a refine- 
ment of the basic Bouwers. 

2. Either the concentric or Schmidt corrector 
can be made as a doublet to rid the system of 
the small chromaticism. 

3. A Mangin mirror can be used as a sec- 
ondary in an overall Cassegrainian system. 

4. Mangin mirrors can be used as correctors 
in Maksutov systems. 

5. A so-called Super-Schmidt has an ach- 
romatic plate corrector, a front concentric cor- 
rector, and a rear concentric corrector. 

All the wide-angle systems discussed produce 
an image which is curved around the center of 
the stop. In IR systems this is of no great 
consequence since the detector array can be 
easily curved to match. 

3-2.4.8  Rapid  Estimation of Blur Size 

All the basic optical system configurations 
described in the preceding paragraphs have, of 
course, been ray-traced many times and their 
characteristic aberrations have been reduced to a 
set of simplified rules which are often very 
handy for the optical designer in assembling new 
systems. 

3-2.4.7.3 Maksutov-Bouwers System 

The Maksutov system makes use of a 
meniscus lens of low negative power at or near 
the center of curvature of the spherical mirror to 
correct spherical aberration. It accomplishes 
basically the same result as the Schmidt correc- 
tor. 

A special form of the Maksutov system is the 
Bouwers concentric, wherein the corrector is 
designed as two concentric surfaces, and the 
centers of curvature are coincident with the 
center of the primary spherical mirror. This 
makes the system uniform in its performance 
over an extremely wide field, although there 
exists a small residual spherical aberration plus a 
small amount of chromatic aberration. 

3-2.4.7.4 Hybrid Configurations 

From the three basic configurations 
described, a large number of more sophisticated 
systems can be assembled. For example: 

1. A   Schmidt   corrector   can  be  combined 

3-2.4.8.1 Spherical Mirror, On-axis 

With the stop at the center of curvature, a 
spherical mirror produces only the following 
spherical aberration: 

0.0078 
Pangular blur (f/noV1     ' * (3-34) 

for intermediate to high f/no. 

=   O0091 
Pangular blur ff/nn  }3     ' 

for low f/no., e.g., f/1 

With the stop at the mirror itself, coma is 
present to the extent 

P. =     O062|L 
(f/no.) j" ,  rad (3-35) 

9  =    - field angle 

and 

'astig 
0.5 e2 

(f/no.) , rad (3-36) 
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A typical mirror (10-in. fl - f/2) exhibits a 
spherical aberration of 0.0078/(2)3 = 0.001 rad 
(Eq. 3-34). With the stop (4-in. CA) at the mirror, 
it produces (Eq. 3-35) 

ß_ = 0.0625UJ/ (2)2 

= 0.0039 rad at edge of field. 

Astigmatism   = 0.5O-J   /(2)a 

= 0.0078 rad at edge of field 
(Eq. 3-36). 

Total blur = sum, approximately 

= 0.001 + 0.0039 + 0.0078 

- 0.0127 rad 

3-2.4.8.2 Spherical Mirror, Off-axis 

It should be noted that the rays which define 
the spherical aberration blur never cross the axis. 
Therefore, if a concentric system is cut in half 
through the axis, the size of the blur is also cut 
in half in the direction transverse to the cut. If 
the half-system is again cut in half, each unit is 
only one-fourth the original size and the aberra- 
tion is proportionally reduced. Each quarter is, 
by itself, an off-axis system. By utilizing this 
sectioning principle, an estimate of the aberra- 
tions in the off-axis system may be derived from 
the equations for the concentric system. 

3-2.4.8.3 Paraboloidal Mirror 

The paraboloidal mirror has one unique image 
point on-axis which is geometrically perfect. 

For off-axis image points with the stop at the 
mirror, aberration blurs are essentially the same 
as for an equivalent spherical mirror, and the 
same equations apply. 

With the stop placed at a point one focal-dis- 
tance away from the mirror, the astigmatism for 
off-axis image points can be reduced to a 
relatively small value, but the coma is not 
changed. 

3-2.4.8.4 Off-axis Paraboloidal Mirror 

The aberrations of an off-axis paraboloidal 
mirror are difficult to estimate because of the 
many variables involved. The most expedient 
means of obtaining the desired performance data 

is computer ray tracing. 

3-2.4.8.5 Schmidt System 

The overall off-axis image blur for a Schmidt 
system is given by the equation 

■'Schmidt 
0.0417 e2 

 Ö- , rad (f/no.)3 

1 
0   =  2 fie'd angle 

(3-37) 

Comparison of this equation with the equation 
of a spherical mirror (Eq. 3-36) will indicate that 
an improvement is obtained up to a width where 

or 2=  0.0078 
0.0417 

0  = 0.43 rad 

= 24.7 deg 

At 6 - 12.5 deg, 25 deg full field, the Schmidt 
system produces a blur only one-fourth that of 
the equivalent spherical mirror. 

3-2.4.8.6 Bouwers Concentric Design 

The addition of the concentric meniscus 
corrector to a simple spherical mirror reduces 
the spherical aberration of the system by about 
two orders of magnitude. There is some variabil- 
ity, depending on corrector thickness and place- 
ment. 

3-2.4.8.7 Single Refractive Element 

An element "bent" for minimum spherical 
aberration is used as a standard reference. 

"spherical aberration 
K 

(f/no.)- 
, rad (3-38) 

K = 0.067 for n =  1.5 
0.027 2.0 
0.0129 3.0 
0.0087 4.0 

0.0625 0 
(n + 2)(f/no.)2 , rad     (3-39) 

0   =   p field angle 

n = index of refraction 

0.5 62 
J
astig f(no.) 

, rad (3-40) 

0  = ö field angle 
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Note the similarity of these formulas to those 
for spherical mirrors. 

Chromatic 
Aberration = p 

2v(f/no.) 
, rad      (3-41) 

v   = reciprocal relative to 
dispersion of the 
material. 

Mangin Mirror: 

Zonal Spherical    ß  = 0.00025/(f/no.)4 , rad 
(3-42) 

Sagittal Coma      ß  = 0.031 0/(f/no.)2, rad 

(3-43) 
Astigmatism ß  = 0.5 d2 /(f/no.), rad 

(3-44) 
Chromatic ß   = 6f(f/no.) , rad 

(3-45) 

(All formulas for estimation of blur sizes accord- 
ing to Ref. 27.) 

3-2.4.9 Mechanical Stability of Large 
Optical Systems 

Weight is the greatest degrading factor of 
stability in large optics. Unless adequately sup- 
ported, a large element will not maintain its 
configuration through required position changes, 
even from test stand to operating installation. A 
much-used rule of thumb for proportioning such 
elements dictates that the thickness shall be 1/6 
to 1/4 of the diameter; even so, a support 
structure of at least equal rigidity must be 
provided. 

In recent years, various kinds of lightweight 
structures for mirror blanks have been developed 
in honeycomb, egg crate, ribbing, or lightening 
hole configurations. The material found most 
adaptable to this kind of treatment is fused 
quartz. 

Vibration also degrades the performance of 
large optical systems. It is often necessary to 
provide large seismic beds isolated from nearby 
foundations by means of springs or soft energy 
absorbing material. Many specialized vibration 
damping devices and mounts are available on the 
market. 

Mechanical strain on optical elements is often 
avoided by the established technique of "three- 

point suspension", whereby any element is tied 
to a rigid structure by means of three localized 
constraints which, nevertheless, have full angular 
freedom (e.g., ball and socket). Another tech- 
nique is the use of a sling mount which is 
nothing more than a strap around the bottom of 
a cylindrical element. Of course, this technique 
is not usable when the element is facing in any 
direction but the horizontal. 

3-2.4.10 Thermal Stability 

High-quality optical systems require careful 
attention to details in the design which involve 
changes due to temperature variation. Tech- 
niques used include the selection of low-coeffi- 
cient materials, or materials of matched coeffi- 
cients; use of massive elements; constraints with 
sufficient degrees of freedom for expansion; 
baffles or conduction paths for control of heat; 
and active heating or cooling of portions or all 
of a system. A detailed description of the 
various methods of achieving the required tem- 
peratures is given in par. 3-5. 

3-2.4.11  Establishing Optical Tolerances 

In setting up tolerance specifications for 
optical systems and components, guidelines are 
presented in the paragraphs which follow. 

3-2.4.11.1 Surface Quality 

Surface defects include scratches, digs, stains, 
grayness, or incomplete polish. The latter two 
can be eliminated from any particular surface 
simply through additional work. The first two 
are toleranced in terms of classification numbers 
such as 80-50, in which the number 80 repre- 
sents a limiting width of scratch in microns, 
along with a limit on the total scratch lengths 
within a given area. The number 50 represents a 
limiting size of digs, pits, or bubbles in hun- 
dreths of a millimeter, along with a limit on the 
number of these in a given area. 

Typical scratch and dig specifications of 
80-50 are relatively easy to achieve; 50-30 
requires a moderate amount of care in process- 
ing, and 20-10 or 10-5 represent the highest 
grades of surface finish. These grades are usually 
applied to field lenses or reticles where the 
surface is to be focused in the image plane. 

Surface accuracy is defined as the degree of 
deviation of a given surface from the mathemat- 
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ically perfect surface specified. Spherical and 
flat surfaces are often measured by placing them 
in contact with a standard surface or test plates, 
and observing the interference fringes which 
form at the interface. Fringes are formed by 
wedges between the "contacting" surfaces at the 
rate of one fringe, bright-peak to bright-peak, 
per 1/2 wavelength (about 11 micro-inches) of 
separation. 

Specification by means of interference fringes 
should include not only the spacing but also the 
uniformity of the spacing, since a given spacing 
represents only a wedge condition, while a 
variation in the spacing represents a difference in 
optical power of the two surfaces. A typical 
tolerance for a 10-in. diameter flat surface might 
read: "Accuracy: 4 fringes per 10 in.—fringe 
spacing variation 1/2 fringe". 

In testing spherical surfaces, a difference in 
the radius between the test surface and the 
specimen surface will produce circular fringes. 
The tolerance limits on this difference may then 
be expressed as "(«) fringes of optical power". If 
the fringes are elliptical, the indicated astig- 
matism can be limited by stating tolerable optical 
power in two directions. Conventional shop 
practices can provide tolerances to about 1 
fringe per inch of surface routinely, while 
tolerances to 1 fringe per 5 inches are not 
uncommon. Beyond this, great care and skill are 
required. 

From a designer's viewpoint, the specification 
of surface accuracy is more rigorous and inform- 
ative if given in terms of seconds of arc rather 
than by fringe count. In these terms, every point 
on the surface is specified with no lack of 
continuity. A specification of this type relates 
the direction of rays in the system to the surface 
normal vector, so that the effects of inaccuracies 
can be directly translated into image degrada- 
tion. A relationship between angular measure 
and fringe count, therefore, deserves to be kept 
handy for translation of design tolerances into 
shop tolerances: 

1 sec of arc = 1 fringe per 2 inches approx- 
imately 

3-2.4.11.2 Thickness and Spacing 

In most optical systems the image forming 
properties are relatively insensitive to element 
thickness and spacing. Consequently, tolerances 

may be relaxed to something which compares 
with ordinary machine operations: from ± 0.003 
in. for precision work to ± 0.010 in. for routine 
production. With modern equipment such tol- 
erances do not present fabrication problems. 

3-2.4.11.3 Optomechanical Centering 

Elements which comprise a single spherical or 
flat surface have no pre-established optical cen- 
ter or axis. Double-surface elements have an axis 
defined by a line which connects the centers of 
curvature. The objective of the centering opera- 
tion is to make the mechanical axis (defined by 
the periphery of the element) coincide with the 
optical axis. 

A conventional centering technique entails 
spinning the element on a nominal axis and 
directing a narrow beam through it. If the beam 
or the image it produces remains stationary, the 
spin axis and optical axis are then coincident. 
Only the grinding of a periphery on the element 
in the same setting remains to be done. Any 
degree of accuracy within machining tolerances 
of about 0.001 in. can be achieved. For extreme- 
ly high accuracy a microscope may be used in 
observing the beam wobble. For mounting a 
centered element in its cell, a clearance of from 
0.001 to 0.003 in. is conventional. 

3-2.4.11.4 Prism Angles and Dimensions 

Angular accuracy requirements for prisms 
vary widely according to their use, 1/2 sec of arc 
representing a practical limit. Tolerances on 
linear dimensions should be comparable to those 
of an equivalent machined part. 

3-2.4.11.5 Materials 

The material properties which most critically 
affect optical system performance include the 
transmission range, index of refraction, mechan- 
ical perfection, and stability. 

On materials which have transmission bands 
that extend through both visible and IR regions 
such as quartz and special glasses, tolerance 
specifications on the properties indicated usually 
follow the standards set by MIL-G-174A. The 
specific tolerance values which follow have been 
abstracted from that document. 
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3-2.4.11.5.1 Index of Refraction 

A standard tolerance of 0.001 is specified for 
values of index below 1.600 and ranging up to 
+ 0.002 at index 1.73 and above. 

Crystalline materials have an index which is 
fixed by the molecular structure and, hence, 
need no tolerance specifications. 

Although no standard tolerances have as yet 
been established for materials such as silicon and 
germanium, it should be expected that—since 
these are used at relatively long wavelengths—the 
accuracy requirement will be proportionately 
less. 

3-2.4.11.5.2 A nnealing 

For time and temperature stability, large 
optics (usually reflective) require a high degree 
of freedom from residual stresses. In materials 
which are transparent in the visible region, this 
condition is usually measured in terms of 
"birefringence of the material", a difference in 
optical pathlength for light in two planes of 
polarization at right angles to each other. 

The units of birefringence are millmicrons 
(nm) (of path difference) per centimeter (of 
pathlength). An average high quality anneal is 50 
nm/cm, while the best which can be achieved 
(with fused quartz, for example) is about 10 
nm/cm. 

For the materials such as CER-VIT and large 
TRTRAN blanks, annealing specifications appar- 
ently do not apply. 

3-2.4.11.5.3 Transmission Range 

Transmission characteristics of IR materials 
vary widely and cannot be readily specified to 
tolerance. Where a specific value of transmission 
in a particular item is required, this might be 
obtained by selecting the proper material from a 
number of samples. 

3-2.4.11.5.4 Imperfections 

Bubbles, striae, sleeks, and inclusions are 
specified by the size and number which exist 
within a given volume, usually one cubic cen- 
timeter, of the material. The tolerance levels are 
dependent upon the intended use of the mate- 
rial. In windows and in components located at 
or near a system aperture, these imperfections 

will produce only a reduction in transmitted 
energy proportional to the percentage of the 
optical beam which they obstruct. As a general 
rule such obstruction should not exceed 1 
percent and preferably should be held to 0.1 
percent. 

For use in field lenses, reticles, or other 
components near an image, the designer must 
decide the degree and type of obstruction that 
can be tolerated. 

3-2.4.11.6 Summation of Tolerances 

When optical components are used in series, 
the variance on the assembly will generally be 
greater than that of any individual component, 
but it will not be a direct arithmetic sum. The 
root-sum-square rule (based on statistical anal- 
ysis) is used most frequently for such summa- 
tion as follows 

T = y/o\ +a\ + ... a2
n 

where T is the tolerance value of the assembly 
and the a, are tolerance values of the separate 
components. 

Individual tolerances may thus be adjusted so 
that the total does not exceed a prescribed value. 

3-2.5 TESTING OF OPTICAL SYSTEMS 

Three categories of optical system and com- 
ponent tests are generally recognized: 

1. Material Inspection Tests—Index of refrac- 
tion, stress, and flaws 

2. Calibration—Measurements of focal 
lengths, radii of curvature, flatness, magnifica- 
tion, reflectance, and transmittance 

3. Image quality 

3-2.5.1  Material  Inspection Tests 

3-2.5.1.1 Index of Refraction 

The index of refraction of a material can be 
determined accurately by means of a specialized 
instrument, called a refractometer, designed for 
this purpose. Generally, a prism must be cut 
from the sample material and polished to a high 
degree of accuracy. The refractometer is then 
used to measure the deviation angle of a laser 
beam after it is passed through the specimen 
prism. 

3-65 



On large blanks, for large lenses, or windows, 
it is often important to determine the uniform- 
ity of the index of refraction throughout the 
blank. Both sides of the blank must be first 
ground and polished optically flat. The blank is 
then placed in a beam of collimated light and 

j the emerging wave front is analyzed with an 
I interferometer. Details on this type of measure- 

ment are to be found in Refs. 28 and 29. 

For materials opaque in the visible region, a 
similar technique may be used by replacing the 
source beam with a beam of suitable wavelength 
and probing the interference field with a scan- 
ning detector. 

3-2.5.1.2 Stresses and Strains 

On blanks which are transparent in the visible 
region the strain may be measured with a 
polariscope, or alternately by placing the spec- 
imen between crossed polarizers in a beam of 
light and using a Babinet Compensator to 
measure the path difference between the two 
polarized components of the beam. 

On opaque materials, this method of strain- 
stress measurement cannot be applied, of course. 
For these, a sample testing technique is about 
the only way in which the adequacy of an 
anneal can be determined. A small sample 
specimen is processed through the same fabrica- 
tion and annealing process as the blank under 
examination. A trial flat surface is then cut and 
polished on the specimen which is constantly 
monitored during fabrication with a test flat. 
Undesirable movements of the surface will be 
observed as the polishing progresses and stresses 
are relieved. A piece free of stresses will not 
undergo such movement. 

Temperature stability may be also observed 
by cycling the specimen through an appropriate 
range. 

3-2.5.1.3 Imperfections 

Visual examination, either direct or with the 
aid of mangifying devices, is usually the easiest 
way of determining the imperfections in a piece 
of transparent optical material. On large pieces, 
the use of a shadow graph magnifier is recom- 
mended. This consists of a point source illu- 
minator and screen with the blank to be 
examined placed between them. The surfaces of 
the blank must be flat and polished. Imperfec- 

tions appear as shadows on the screen. 

On opaque materials, internal flaws can be 
examined by one of several established tech- 
niques using X-rays or sonic waves. 

3-2.5.2  Calibration 

3-2.5.2.1  Focal Length Calibration 

There are several ways of calibrating to ensure 
the required focal length; the most direct and 
convenient involve the use of a calibrated 
collimator. An illuminated target is placed at the 
focal plane of the collimator and the output 
radiation is directed into the optical system 
under test. A screen used to pick up the image is 
moved about until the image is in sharp focus (as 
observed by the eye). The distance from the last 
optical element to the screen is the back focal 
length (BFL). The effective focal length (EFL) 
can be determined by measuring the magnifica- 
tion ratio. A camera back (film plate) is placed 
in the established position of the focal plane, 
and the collimator target is photographed. Its 
size is then compared with the target itself to 
determine the magnification. 

The EFL of the system being tested is a 
function of (focal length of collimator) X 
(magnification). (If the focal length of the 
system under test is less than that of the 
collimator, the magnification will be a number 
less than unity.) 

With refractive IR systems it is, of course, 
necessary to use a blackbody source for irradiat- 
ing the collimator target. Also a detector must 
be used instead of the human eye for probing 
the image position and size. 

3-2.5.2.2 Curvature Measurements 

For determining the radii of a curve, a 
standard instrument called a spherometer is 
used. It permits direct measurement of the 
chordal height of a spherical segment of given 
diameter with micrometer precision. 

An elegant technique exists for determining 
the curvature of concave spherical mirrors. A 
projection microscope such as illustrated in Fig. 
3-39 may be used. The projection microscope is 
constructed so that an illuminated reticle is 
projected outward via a beam splitter and side 
source to form an image at the front focal point. 
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FIGURE 3-39.   Setup for Determining the Curvature of Concave Spherical Mirrors 

When used as in Fig. 3-39, the reticle image is 
re-imaged back on itself by the specimen mirror 
under test and can be seen through the eyepiece. 
When this image is sharp, the center of curvature 
of the specimen mirror is necessarily coincident 
with the microscope front focal point. The 
location of the microscope base can then be 
marked. Next, the microscope is moved close to 
the specimen until it is focused on the vertex 
point of the mirror surface. The distance from 
initial to final position of the microscope equals 
the radius of curvature. 

3-2.5.2.3 Reflectance and Transmittance 

The reflectance and transmittance characteris- 
tics of an optical system or of its components 
can only be adequately measured with spe- 
cialized instrumentation. In the IR domain the 
instrument may be a radiometer, spectro-radi- 
meter, reflectometer, or gonio-radiometer. In- 
structions for the use of these are supplied by 
the manufacturer. 

3-2.5.3 Image Quality Measurements 

3-2.5.3.1 Knife-edge Autocollimation 

The Foucault Knife-edge Test is an extraor- 
dinarily simple means for probing a point image 
and observing how it relates back to the optical 
system which produces it. 

A knife-edge test setup for checking a simple 
spherical mirror is shown in Fig. 3-40(A). A 
pinhole source of light is positioned near the 
center of curvature of the mirror and slightly in 
the lateral direction. The mirror forms an image 
of the pinhole again near the center of curvature 
but an equal distance in the opposite direction. 
The knife edge is arranged to be moved so that it 
will cut across the image while the observer 
looks directly into it from behind. If the eye is 
brought sufficiently close to the image, the pupil 
will generally be much larger than the bundle of 
rays which form the image and, therefore, the 
entire aperture of the mirror will be observed 
simultaneously as a source of brightness com- 
parable to that of the pinhole itself. 

If the mirror is a perfect sphere and the 
diffraction effect is ignored, all the rays which 
form the image will converge to a point. As the 
knife edge is moved across this point all the rays 
in the bundle will be instantly cut off and the 
viewing field eclipsed. In a less perfect optical 
system the image will occupy a finite portion of 
space and the eclipse will be less rapid. The rate 
of eclipse, thus, is a measure of the perfection of 
the optical system. 

In a diffraction-limited system, every point in 
the finite spot image receives energy from every 
point in the aperture. Consequently, the observ- 
ed effect of the knife edge excursion across the 
image will be a gradual but uniform darkening of 
the entire viewing field. 

3-67 



LIGHT PIPE 

EYE 

KNIFE' 
EDGE 
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FIGURE 3-40.   Knife-edge Test Setup for Spherical and Paraboloidal Mirrors 
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FIGURE   3-41.   Knife-edge Shadow Patterns 
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If the system is geometrically imperfect the 
various portions of the image will not receive 
energy uniformly from all points of the aper- 
ture, and a variety of shadow effects will be 
observed as the knife edge progresses across the 
image. Note that since the diffraction image 
never shows any shadows, only a uniform 
darkening, any shadows observed are a direct 
and certain indication of the geometrical imper- 
fections in the optical system. 

Proper interpretation of the shadow effects 
can yield a great deal of information about the 
image being probed and about the system which 
produces it. All of the various aberrations, 
except distortion, can be readily identified and, 
in a limited way, measured. In particular, these 
shadows delineate the surface irregularities and 
inaccuracies in the system components so that 
the information derived can be used effectively 
to guide the figuring (final finishing) operation 
on such components (see Pig. 3-41). 

Knife-edge probing techniques are by no 
means limited to spherical mirrors. All kinds of 
image forming systems can be tested. Fig. 
3-40(B) shows an arrangement for testing a 
paraboloidal mirror and also demonstrates the 
principle of autocollimation. 

Rays from the pinhole source, located at the 
focal point of the paraboloid, traverse the 
system to the autocollimating flat. From here 
they are reflected generally back on themselves 
to the paraboloid and onto an image point. This 
image point ordinarily coincides with the pin- 
hole but the beam is intercepted before it 
reaches there by a 45-deg beam splitter so that a 
portion of the energy is redirected laterally to a 
more easily accessible region. This is the region 
which is to be probed with the knife edge. 

In order to avoid serious blocking of the 
central portion of the paraboloid from view, the 
diameter of the beam splitter should be as small 
as possible. This is accomplished by locating the 
beam splitter close to the pinhole where the 
beam diameter is also small. 

On wide angle systems it may then be 
necessary to view the image by means of a relay 
lens. No specific quality requirement is indicated 
for this lens since the knife edge has already 
generated an accurate shadow pattern at high 
magnification, which the relay lens cannot sig- 
nificantly alter. 

3-2.5.3.2 Knife-edge Testing of Complex System 

Fig. 3-42(A) shows the technique for testing 
an optical system of a compound form. The 
basic required instrumentation is a diffraction 
limited source of collimated energy having a 
focal length at least as large as that of the 
specimen system. Such a source system is not 
expensive to obtain or produce since its field 
angle needs to be only minutes wide. 

The focal plane region of the specimen system 
must be accessible for placement of the knife 
edge. Shadow patterns due to knife-edge probing 
are then interpreted in the conventional manner. 

Off-axis image points may be probed by 
simply tilting the optical specimen system rel- 
ative to the collimated beam. 

3-2.5.3.3 Knife-edge Testing of a Hyperbola 

A setup for testing a hyperbola is shown in 
Fig. 3-42(B). The remote virtual focal point is 
simulated in real image space by retro-imaging it 
in a spherical mirror via a beam splitter. A real 
image is thus formed at the other focal point 
which can be probed with a knife edge. 

3-2.5.3.4 Knife-edge  Testing of Large, Flat Mirrors 

Large, flat surfaces cannot be easily tested by 
means of the customery test plates and interfer- 
ence fringe effects because of the weight of the 
parts which have to be moved around. Instead, a 
Ritchie test setup as shown in Fig. 3-43 will be 
most effective. 

The reference spherical surface must have an 
accuracy of higher order than that to which the 
flat is to be tested. It is then assumed that all 
inaccuracies which the knife edge reveals are due 
entirely to the flat surface. 

3-2.5.3.5 Ronchi Grating (Fig.  3-44) 

If all rays in a bundle are converging to a 
point, it may be observed that any figure carried 
by the rays therein must be geometrically similar 
at all positions along the bundle. Thus, if a 
grating of parallel lines is placed at a point near 
the focus and viewed through the image point, 
an enlarged undistorted image of this will be 
observed at "A". 
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FIGURE 3-44.    Ronchi Grating for Determining Duration of Rays from Perfect Focus 
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If the rays do not focus at a point, the lines at 
"A" will appear distorted to the degree which 
the rays deviate from a perfect focus. Further- 
more, the apparent location of the distorted 
elements in the aperture is an indication of the 
location of irregularities in the system for which 
the aperture is a front. 

Only qualitative data can be obtained from a 
Ronchi grating and its sensitivity is rather low. 

3-2.5.4 Resolution Targets 

The military services and industry have adapt- 
ed a "standard" type resolution target which is 
widely used in the testing of camera systems 
operating in the visible and IR regions. The 
target consists of a number of groups of parallel 
lines and spaces, wherein each group comprises 
six sets of three lines and two spaces each. The 
lines and spaces of the several sets are graded in 
width from a dimension smaller than that of the 
least resolution element to be measured, to a 
nominal value greater than the largest element 
worth considering (see Fig. 3-45). 

The target which is simply exposed to the 
camera under test either directly or through a 
collimator is photographed. Upon examination 
of the photograph, it is generally possible to 
observe one set of three lines where it is just 
barely possible to distinguish the three lines 
from each other. The spacing associated with 
this set is taken as the resolution limit of the 
camera system. 

3-3 EMITTERS AMD ILLUMINATORS 

3-3.1  SOURCES OF ILLUMINATION 

The theoretical as well as the practical aspects 
of incoherent and coherent sources of illumina- 
tion are discussed to the extent possible without 
divulging classified information, specifically with 
respect to flares. Considerable information con- 
cerning the chemical systems and emissions of 
flares is classified; as a result, this Handbook 
deals only superficially with the design problems 
involved in creating effective IR emission. Addi- 
tional unclassified information on these subjects 
is contained in Ref. 30. Persons or organizations 
having a need-to-know and the proper security 

clearance may request access to the classified 
literature through their Contracting Officer or 
the Electronic Warfare and Communications 
Laboratory, Wright-Patterson AFB, Ohio 45433. 

A list of the symbols used throughout par. 3-3 
is given in Table 3-4 along with the correspond- 
ing definitions. 

3-3.1.1   Flares 

The IR radiation of an object depends not 
only on its temperature but also on its emissiv- 
ity, as discussed in par. 2-2. Consequently, 
high-temperature flames or incandescence are 
not guaranteed sources of copious amounts of 
IR radiation. For example, a reaction producing 
metal or metal oxide particles at a high tempera- 
ture will not necessarily emit stronger in the IR 
since many of these materials have a low 
emissivity. Most gaseous reaction products are 
poor radiators even though the temperature may 
be quite high. 

With this in mind, the flare designer must 
select a reaction with a high flame temperature 
producing primarily solid exhaust particles with 
a high emissivity. In addition, the chemicals in 
the flare must be stable at normal temperatures, 
relatively nonhygroscopic, and capable of being 
mixed and formed into a flare candle. Since 
gas-producing reactions suffer more degradation 
at reduced pressures than do solid particle 
reactions, this effect must be considered for 
flares intended for high-altitude use. 

Most flare chemical systems consist of metal 
powders reacting with a suitable oxidizer. Emis- 
sion of these flares is semi-blackbody with 
radiation spanning the range from visual light up 
to 5 or 6 microns. 

Specifics of flare construction depend upon 
the application. Typical IR flares consist of 
cylindrical flare grains encased in plastic or 
metal housings with an end seal. Since most 
flares are electrically ignited, an internal squib is 
provided connected to an external connector in 
the base of the cylindrical housing. Flares may 
be held captive or may be assembled into a 
dispenser which ejects individual flares on com- 
mand. 
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FIGURE   3-45.   Resolution Chart 
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TABLE 3-4. STANDARD SYMBOLS FOR PAR. 3-3 

SYMBOL DEFINITION SYMBOL DEFINITION 

A 

lmt 

Bm 

Bfm 

C 

c/2L 

d 

E 

Angstrom 

Area over which the phase of the 
wave is correlated 

Probability of electron falling 
from state (m) to lower energy 
state (f) 

Birefringent crystals 

Proportionality constant 

Speed of light 

Fundamental cavity frequency 

Distance from the optics to the 
position Z of the point source 

Separation between two prisms 
in frustrated internal reflected 
modulator 

Energy of photon emitted by 
atom falling from 1st excited 
state to ground 

L Length of laser cavity 

IL Incident laser power 

Imax & lmin     Maximum  and  minimum  radia- 
tion intensity, respectively 

I0 Intensity   of radiation  prior  to 
passing through a given volume 

IT Laser power transmitted through 
mirror 

Ix Radiation absorbed while passing 
through a given volume 

Separation   between   mirrors   in 
laser cavity; length of laser cavity 

m 

Nm 

Nt 

n 

abs 

Em Energy of photon in excited state rst 

Et Energy of photon in lower energy 
state Q 

f Frequency of photon emitted by 
atom   falling   from   1st  excited 
state  to  ground 

R 

fn Resonant   frequency   of optical 
cavity 

sn 

topt Optical frequency St & Si 

&f Bandwidth 
T 

h Planck's constant 
t 

V 

W0 

Coherence length 

Excited state of electrons 

Number of excited states per unit 
volume 

Numer of electrons in the transi - 
tion stage per unit volume 

Wavelength integer in calculating 
phase reversal of wave reflected 
in laser cavity; index of refraction 
of the medium 

Net radiated power per unit vol- 
ume 

Power absorbed per unit volume 

Electron power emitted sponta- 
neously per unit time and unit 
volume 

Power emitted by stimulated e- 
mission 

Quality factor of an optical res- 
onator 

Reflectivity of both mirrors in 
laser cavity 

A series of electro-optic switches 
in digital light reflectors 

Distances traveled by two radia- 
tion waves 

Absolute temperature, °K 

Transit time of reflection from 
one mirror to another 

Time during which radiation may 
be a pure sinusoid (coherence 
time) 

Photon density of radiation at 
the proper frequency 

Visibility of the fringes 

Half-wavelength voltage 

Radius of the mode at the output 
mirror 
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TABLE 3-4.   STANDARD SYMBOLS FOR PAR. 3-3   (Continued) 

SYMBOL DEFINITION SYMBOL DEFINITION 

X Distance traveled by radiation 5 Fraction   of   photons   lost   per 

Z Point source 
transit   by   diffraction 

Z Distance   from   the   colliraating X Wavelength 

optics to the common focus of AX Difference between one resonant 
cavity mirrors wavelength and another 

a Optical gain coefficient 0 Cross section for stimulated emis- 

r>,i(r) Autocorrelation of electric field sion or absorption 

r.,2<T) Cross correlation of electric field T Temporal coherence of oscillation 

7 Radiation loss in passing through 
cavity 

a Solid angle 

3-3.1.2 Lamps 

Lamps are broadband sources which may be 
used for illumination in the visible and near IR 
regions of the spectrum. Most lamps produce 
continuous radiation on which line radiation 
may be superimposed. Filters or dichroic mirrors 
are used to block visible radiation in applications 
where only IR radiation is desired. 

3-3.1.2.1   Tungsten Filament 

Tungsten filament incandescent lamps, which 
can be operated up to 3000° K, are high-radiance 
sources. The hot filament radiates like a gray- 
body with spectral emissivity as given in Table 
3-5. 

The tungsten filament may be in the form of 
either a ribbon or wire. A ribbon-filament lamp 
provides a source of radiant energy having a 
large area of uniform radiance. Filaments as 
large as 4-mm wide and 40-mm long are available 
for use as secondary calibration standards. Most 
wire filaments are wound into a coil or helix in 
order to reduce the apparent length and increase 
the apparent diameter of the filament, thus 
providing a more compact source. In some 
lamps, this helix is coiled into another helix, 
resulting in a further increase in apparent diam- 
eter. 

The filament must be contained in an evac- 
uated or inert-gas-filled transparent envelope, 
usually glass or quartz. Employing an inert gas 

also lowers the evaporation rate of the filament. 
Evaporation reduces the cross section of the 
tungsten wire and thus increases its electrical 
resistance which, for a fixed lamp voltage, 
results in a lower power consumption and 
output by the lamp. The primary factor deter- 
mining the life of an incandescent lamp is the 
evaporation rate of the filament, which is a 
function of the temperature. For gas-filled lamps 
with filament temperatures of about 3000° K, 
the lifetime is inversely proportional to approx- 
imately the thirty-fifth power of temperature31 . 
A small percentage of the evaporated tungsten is 
returned to the filament by collision of the 
tungsten atoms with the molecules of the filling 
gas (argon or nitrogen) while the remainder 
deposits on the lamp envelope and reduces the 
transmission of the envelope. Collector screens 
are used in some lamps to collect vaporized 
tungsten before it reaches the envelope. 

The introduction, in 1959, of the regenerative 
halogen cycle to tungsten lamps allows higher 
operating temperatures with reduced filament 
evaporation32 . The most important of these 
lamps is the quartz-iodine lamp33 . A small 
amount of iodine added to the inert filling gas in 
the lamp causes a chemical reaction in which the 
tungsten deposited on the hot bulb wall is 
returned to the filament. At normal bulb-wall 
temperatures (200° to 600°C), the iodine com- 
bines with the deposited tungsten to form the 
volatile  compound  tungsten  iodide.   The high 
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temperature in the neighborhood of the filament 
causes the tungsten iodide to decompose into its 
constituent elements with the tungsten being 
redeposited on the filament. These lamps are 
designed to operate with a bulb temperature of 
about 600° C and are, therefore, constructed 
with a high softening point material such as 
quartz. 

A technique has been studied for reducing the 
input power to an incandescent lamp while still 
retaining its output brightness for use in projec- 
tion type devices, searchlights, and other stop- 
limited optical systems31. The technique con- 
sists of placing the filament in the center of a 
spherical reflector which will reflect the radiated 
energy back to the filament and thus maintain 
its temperature with a smaller input power. An 
aperture in the reflector permits transmission of 
that spatial component of the radiation which 
can be effectively coupled into the optical 
system. The study showed that a power reduc- 
tion of 40 percent is practical by this method. 

The uses of tungsten-filament lamps as night 
vision illumination sources have ranged from a 
truck-mounted night driving IR lamp of a few 
watts to 18-in. tank-mounted searchlights of 
2,500 w. 

3-3.1.2.2 Carbon Arc 

Two main types of carbon arc sources are 
used for illimination: low-intensity incandescent 
arcs and high-intensity flame arcs. In low-inten- 
sity arcs, the radiation is produced primarily by 
a shallow crater in the tip of the positive 
electrode, which is heated to its sublimation 
temperature by an electric arc. Additional radia- 
tion is produced by a gaseous layer immediately 
in front of the crater. The radiant emission from 
the crater appears to be close to that of a 
3800° K blackbody. The ratio of measured ra- 
diance to that of a 3800° K blackbody is 95 
percent in the wavelength interval of 0.63 to 4.2 
microns34 . 

The radial distribution of luminance across the 
positive electrode drops to 90 percent of its 
center value approximately one-half the radial 
distance out from the center and to 50 percent 
at about two-thirds the radial distance out35. 

In the high-intensity arc most of the radiant 
energy is produced in the arc flame with a lesser 
amount  produced by the incandescent crater. 

The arc stream is made luminescent by vaporiza- 
tion of rare-earth salts placed in the core of the 
electrode. The spectral distribution of the flame 
radiation can be altered by changing the core 
material and current. The visible portion of the 
spectrum is generally enhanced by this method, 
thus obtaining color temperatures of 5000° to 
9000° K. 

A ballast resistor is required in the electrical 
power source to compensate for the negative 
resistance characteristic of the carbon arc. 

3-3.1.2.3 Gaseous Arc 

Argon, krypton, and xenon gases as well as 
cesium, mercury, and rubidium metal vapors 
have been used in arc discharge lamps in the 
visible and infrared spectral regions. At the 
present time xenon arc lamps are predominantly 
used as illumination sources for near-infrared 
night vision equipment. Input power for these 
lamps ranges from 150 w to 30 kw36 . 

Fig. 3-46 shows the spectral distribution of a 
compact xenon arc lamp measured at four lamp 
input powers: 2.6, 5.0, 7.5, and 10 kw37 . The 
resolution for these curves is 0.1 micron. It can 
be seen from this figure that the efficiency of 
generating near infrared radiation between 0.75 
and 1.05 microns decreases as compared to the 
generation of visible radiation. Fig. 3-47 from 
the same reference shows the spectral distribu- 
tion for a 10-kw xenon discharge with a resolu- 
tion of 0.01 micron. 

Fig. 3-48 shows the spectral emission from 
0.35 to 1.1 microns of a 1000-w xenon lamp 
normalized to the input power. 

Spectral distributions of xenon lamps have 
been measured for various current densities. As 
the current density is increased from a few tens 
of amperes per square centimeter to a few 
thousand amperes per square centimeter, the 
peak of the spectral distribution shifts toward 
the blue and the visible intensity increases much 
more rapidly than the infrared. Also, the line 
emission in the infrared, while strong at low 
current densities, is almost completely masked 
by continuum at high current densities. 
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A 20-kw liquid-cooled, compact xenon arc 
lamp, shown diagramatically in Fig. 3-49, has 
been developed for searchlight applications37 . 
The electrodes of the lamp are internally cooled 
by a circulating liquid, enabling the lamp to be 
about the same size as an air-cooled lamp of 6 
kw or less. 

The electrode gap is 11 ±2 mm resulting in a 
drop of 44.4 V across the lamp with a current of 
450 A for a total power dissipation of 20 kw. A 
30 to 50 kV starting pulse is required to initiate 
the arc discharge. The amount of lamp power 
dissipated by various means is as follows: 

Cooling liquid 8 kw 
Radiation (near IR and visible) 10 kw 
Conduction and convection 2 kw 

Development of arc radiation sources using 
mixtures of xenon with argon, neon, cesium, 
and rubidium has been undertaken with the goal 
of increasing the near infrared radiance over 
pure xenon lamps of equal input power38 . The 

output intensities of these lamps were much less 
than those of the pure xenon lamps even when 
xenon was present in large amounts. A xenon 
lamp, doped with tin iodide (Snl4), had the 
same intensity as a pure xenon lamp in the 0.8- 
to 12-micron region but was four times more 
intense than pure xenon in the 1.2- to 
1.8-micron region39 . 

Either a ballast resistor or power supply 
designed to have the proper volt-ampere char- 
acteristics is required for use with arc lamps to 
compensate for the negative resistance char- 
acteristic of arc discharge lamps. 

3-3.1.2.4 Flash/amps 

Plashlamps, which are pulsed, are rated by 
input and output energy rather than input and 
output power as for continuous lamps. As 
mentioned above, the spectral distribution in a 
xenon flashlamp is controlled by the current 
density during the current pulse. Fig. 3-50 shows 
the spectral radiance normalized to input energy 
of   an    FZ-47A    flash tube   manufactured   by 

2.4 

BLACKBODY RADIATION 
DISTRIBUTIONS 

9400°K 

7000°K 

5300 A/cm2 

1.1 

WAVELENGTH (micron) 

FIGURE 3-S0.   Spectra! Radiant Energy of FZ-47A Flashtube Normalized to Input Power.   Spectral 
Resolution Equal to 0.01 Micron 
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EG&G. The spectral resolution is 0.01 micron. 
The spectral radiance was recorded for two 
pulsed current densities, 1700 A cm"2 and 5300 
A cm^ . The coarse broken lines are relative 
spectral radiance of blackbodies at 7000° and 
9400° K which determine the color temperatures 
of the source. The fine broken lines indicate that 
the measurements made in the ultraviolet are 
less accurate than those made in the visible and 
infrared. 

3-3.1.3  Lasers 

3-3.1.3.1 Introduction 

The word LASER is an acronym for Light 
Amplification by Stimulated Emission of 
jRadiation. The physical principle behind the 
laser was advanced as a theoretical necessity by 
Einstein, but it was not until after the success of 
the MASER (Microwave Amplification by 
Stimulated Emission of Äadiation) as a 
low-noise microwave amplifier that the principle 
was applied to optical frequencies. However, for 
reasons that can be best understood by referring 
to Planck's Radiation Law (Chapter 2), the laser 
is not a low-noise amplifier. Its principal value is 
as an oscillator, i.e., as a source of coherent 
optical frequency radiation. 

It has been increasingly clear, during the 
struggle of radar engineers to develop systems 
designed to operate at shorter and shorter 
wavelengths, that techniques other than wave- 
length-size metal cavities and waveguides would 
eventually be necessary. The laser represents 
such a technique. 

Before discussing specific laser devices, a brief 
review of laser theory will be presented. The 
treatment here is simplified, and subsequent 
study of the references listed at the end of the 
chapter is recommended. 

3-3.1.3.2 Laser  Theory 

Atoms are able to store energy in discrete 
amounts (quanta) in the potential and kinetic 
energy of their orbiting electrons. Each electron 
is capable of revolving around the nucleus in 
more than one orbit, each having a definite 
amount of energy. When an electron in its 
lowest energy state (ground state) accepts 
energy from some outside source, it changes its 
orbit  from  its lowest energy orbit to one of 

higher energy. This process is called electronic 
excitation, and the higher energy condition is 
called an excited state. Excitations can occur 
not only between the ground state and the 
lowest excited state, but between any state and 
a higher energy state. They may be caused by 
the capture of a photon having the right amount 
of energy to make up the difference between the 
energies of the two states of the electron, or 
excitations may be brought about by collisions 
that transfer energy to the atom. 

Transitions also occur from higher energy 
states to lower energy states. In these cases, the 
exact amount of energy equal to the difference 
between the higher and lower energy states is 
released in some form. One way of releasing 
energy is the emission of a photon. The photon 
emitted by an atom falling from its first excited 
state to the ground state would be indistinguish- 
able from the photon absorbed by the electron 
in its transition to the excited state. Its energy E 
and frequency f are related by 

E = Er, Et = hf (3-46) 

where Em and Et are the energies of the two 
states, and h is Planck's constant. Rather than 
emitting photons, some transitions release the 
quantum of energy to the surroundings in the 
form of mechanical vibration which is then 
transformed into heat. 

An electron may fall from an excited state 
(m) to a lower energy state (t) spontaneously, 
without any external influence. The probability 
of this "spontaneous" emission occurring for an 
atom in an excited state per unit time is defined, 
for a particular transition, as 

Probability, ■A, (3-47) 

Thus, if there are Nm of the excited states per 
unit volume, the power emitted spontaneously 
per unit time and unit volume is 

Pip=hfAmtNm (3-48) 

The transition of electrons from one state to 
another may also be induced by the presence of 
a photon having the same energy as the differ- 
ence in the energies of the two states. If the 
direction of the induced transition is upward, 
the process is called "absorption". The probabil- 
ity   of   its   occurrence  is  proportional  to   the 
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number density Nt of atoms in the energy state 
from which the transition is to take place, a 
proportionality constant Btm and the photon 
density of radiation Uf of the proper frequency 
f. Thus, the power absorbed per unit volume is 

P.*    =BtmUfNthf (3-49) 

If the induced transition is in the downward 
direction, resulting in the emission of a new 
photon, the process is called "stimulated emis- 
sion". The probability per unit time and unit 
volume of this event is also proportional to the 
number density Nm of atoms in the state from 
which the transition is to take place a propor- 
tionality constant B , and the photon density 
of radiation Uf of the frequency /. The power 
emitted by this process is 

Prf =BmtUfNmhf (3-50) 

In  the   simplest  case,  that  of distinct energy 
levels, 

&mt  ~B tm (3-51) 

The combination of stimulated emission and 
absorption gives a net radiated power per unit 
volume 

P = hf(Nm-Nt\BmtUf (3-52) 

Adding   to   this   power   the   radiation  due  to 
spontaneous emission, 

P = hf AmtNm +BmtUf(Nm - Nt)\   (3-53) 

The proportionality constants Amt and Bmt 

were first derived by Einstein, and are known as 
the Einstein Coefficients. They are related by 

/8nhf3n 3„3 

I )   Bmt (3-54) 

where c is the speed of light and n is the index 
of refraction of the medium. 

The process that is of primary interest to a 
discussion of lasers is that of stimulated emis- 
sion. In this process, an electron goes from a 
higher energy state to a lower one, the transition 

taking place because of the presence of a photon 
of the appropriate frequency. The excess energy 
in the transition is released in the form of a 
photon exactly like the one causing the transi- 
tion, even to its polarization, its optical phase, 
and its direction of propagation. All laser phe- 
nomena are based upon this fact. 

Similar to energy storage by atoms in elec- 
tronic states, as described above, molecules store 
energy in mechanical vibration and rotation. 
Consider a molecule consisting of two atoms. 
The mass of the molecule is concentrated in the 
two atoms, and the bond between them may be 
thought of as a spring. The molecule is thus able 
to vibrate, the bond being alternately stretched 
and compressed, as the atoms move in and out. 
We know from quantum mechanics that the 
energy in such an oscillator cannot have any 
arbitrary value, but must be a multiple of some 
fundamental quantum of energy related to the 
resonant frequency f of the oscillator by Eq. 
3-46. The frequencies of vibrational oscillations 
of molecules tend to fall in the infrared and 
microwave range of the frequency spectrum. 

In the same way as the electrons of the atom 
move to different orbits by the absorption of 
specific amounts of energy, the molecule absorbs 
and stores discrete amounts of energy by going 
into larger amplitudes of vibration. It may 
release energy spontaneously, emitting photons 
corresponding to the energy differences between 
vibrational states, and it can also exhibit stim- 
ulated emission of these photons in the same 
way electronic states do. Since the emitted 
photons are coherent with those stimulating the 
emission, we are able to build molecular lasers, 
as well as those operating on electronic transi- 
tions. 

We know from Boltzmann's Law (Chapter 2) 
that the ratio of the number densities in two 
energy states under conditions of thermal 
equilibrium is given by 

Nt 

N„ 
exp Em ; Et 

kT 
(3-55) 

where k is Boltzmann's constant and T is the 
absolute temperature in °K. According to this 
relationship, at any temperature the density of 
the lower state is higher than the density of the 
upper state. The second term of Eq. 3-49 is 
always negative under these conditions, rep- 
resenting   an   absorption  of power.  Radiation 
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passing through the volume under these condi- 
tions is absorbed at a rate proportional to the 
energy density of the radiation and proportional 
to the excess density of lower states. The 
intensity of the radiation thus decreases accord- 
ing to the relationship 

I0   exp [- ax] (3-56) 

where l0 is the initial intensity, a is the decay 
constant, and x is the distance traveled by the 
radiation. The constant a is expressible in terms 
of the difference in densities of the two energy 
states as 

a = o(Nt - Nm ) (3-57) 

where a is the cross section for stimulated 
emission or absorption. This constant is related 
to previously defined parameters by 

Bait, 
c 

(3-58) 

Our interest in these relationships stems from 
the fact that they hold true whether or not the 
atoms are in thermal equilibrium. If, by some 
means, the density of atoms in the upper state 
can be made larger than the density of those in 
the lower state, Eq. 3-52 tells us that there is 
more stimulated emission than absorption, and 
Eqs. 3-56 and 3-57 tell us that the intensity of 
radiation passing through the volume grows 
exponentially rather than decaying. Since the 
photons generated by stimulated emission are in 
phase and colinear with the radiation passing 
through, the volume serves as a coherent ampli- 
fier for the radiation. (See par. 3-3.2.1.) 

3-3.1.3.2.1 Pumping 

The nonequilibrium condition in which the 
density (population) of atoms in an energy state 
is larger than the density of atoms in a lower 
state, is called a "population inversion", since it 
is the reverse of the usual distribution of 
populations. The generation of a population 
inversion in a medium is known as pumping. 

Most excited states of atoms decay by spon- 
taneous emission almost as fast as they can be 
pumped, and no substantial degree of popula- 
tion inversion can be achieved. There are states, 
however,    from   which   spontaneous   emission 

tends not to take place, because of the quantum 
mechanical rules governing transitions. Such 
transitions are called "forbidden transitions", 
and the states are known as "metastable states", 
because they are stable for relatively long 
periods of time before decaying by spontaneous 
emission. It is only in these metastable states 
that a large fraction of the atoms in a volume 
can be concentrated by pumping. 

Atoms are seldom pumped directly into 
metastable states, as illustrated by simplified 
energy level diagrams in Fig. 3-51. Usually, the 
energy accepted by each atom puts it in one of a 
large number of higher energy states, from 
which it decays rapidly by transferring energy 
away nonradiatively until it comes down to the 
metastable state, from which all transitions are 
inhibited. To have a large population inversion 
between the metastable level and some lower 
state, we now need only make sure that the 
lower level is not highly populated. 

Fig. 3-51 shows pumping from the ground 
state to the pumping levels, radiationless transi- 
tion to the metastable level, and transition by 
stimulated emission through the laser transition 
to the terminal level. The difference between 
Fig. 3-51(A) and (B) is that in diagram (B), the 
terminal level is higher than the ground state, 
decaying to the ground state through a radia- 
tionless transition. Lasers of both types exist. 
Diagram (A) represents a three-level laser, and 
(B) shows a four-level laser. The difference may 
be appreciated when it is recalled that most 
atoms are ordinarily in the ground state. To 
obtain a population inversion between the m 
level and the ground state, it is necessary to put 
more than half of the total number of atoms 
into the metastable state since, otherwise, there 
would be more in the terminal level than in the 
metastable level. In the four-level laser, on the 
other hand, all that is required is to put more 
atoms into the metastable level than there are in 
the terminal level. If the terminal level decays 
rapidly to the ground state, an inversion may be 
obtained with only a small percentage of the 
total number of atoms excited. 

An additional advantage of the four-level laser 
is that it does not absorb strongly at the laser 
wavelength when it is not pumped. This fact 
may be readily understood by referring back to 
Eq. 3-49, in which the power absorbed by a 
given electronic transition was given as a func- 
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tion of the density of atoms in the lower state of 
the transition. The three-level laser medium in 
an unpumped condition has most of its atoms in 
the ground level which is also the terminal level. 
It is thus in a position to absorb strongly at the 
laser wavelength. The four-level laser in the 
unpumped condition also has most of its atoms 
in the ground state, but few in the terminal 
level, so it absorbs very little at the laser 
wavelength. There is a significant practical dif- 
ference in the care that must be taken to insure 
uniform pumping. In the three-level laser, any 
unpumped or poorly pumped portions of the 
medium may cause large losses in optical gain. 
The four-level laser requires much less care in 
providing for uniform pumping since, although 
poorly pumped portions of the medium may not 
contribute as much as they might, they do not 
create losses. 

3-3.1.3.2.2 Optical Cavities 

The discussion so far has described how a 
suitable collection of atoms may be pumped to 
form a coherent optical amplifier. The most 
useful laser devices, however, are not amplifiers 
but oscillators. 

One makes an optical amplifier into an 
oscillator in the same way as any other amplifier 

is made into an oscillator, i.e., by providing 
appropriate feedback. If the amplified radiation 
is returned to the volume for additional amplifi- 
cation, and the fraction fed back is large enough 
to overcome the losses in the loop, the arrange- 
ment becomes an oscillator. As a rule, the 
devices known as "lasers" are optical oscillators. 

Optical feedback is most conveniently pro- 
vided by means of mirrors. A mirror having the 
desired reflectivity at the frequency of the 
radiation is placed at each end of the volume 
having optical gain. The mirrors are aligned so 
that the radiation makes reflections back and 
forth between them, being amplified by the 
active medium each time. 

A pair of mirrors arranged so that radiation 
reflects back and forth between them is a 
resonant cavity, similar in many respect to a 
microwave cavity. The principal difference is 
that optical wavelengths are smaller than the 
cavity dimensions by several orders of magni- 
tude, while microwave cavities are typically of 
the order of a wavelength in size. One con- 
sequence of this difference is that diffraction 
plays a much smaller role in optical cavities, and 
they may be open, rather than completely 
closed as microwave cavities are. In both cases, 
the radiation fields within the cavity must be a 
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solution of Maxwell's Equation40 . A con- 
sequence of this is that a laser oscillator can 
oscillate only at discrete frequencies set by the 
size and shape of its optical cavity. Correspond- 
ing to each resonant frequency is a spatial 
distribution of the electromagnetic fields in the 
cavity. The resonant frequencies and the spatial 
distributions are both spoken of as "modes of 
the cavity". 

A convenient way of thinking about the 
modes of a cavity is that any solution to 
Maxwell's Equations for the boundary condi- 
tions represented by the cavity must be "self- 
reproducing". That is, if a wave of radiation of 
a particular frequency and a particular spatial 
amplitude distribution is launched in a given 
direction in the cavity, the frequency and spatial 
distribution are those of a cavity mode only if, 
at a later time, the wave returns to the same 
position with the same phase and the same 
amplitude distribution, differing at the most 
from the original wave by a constant multiplier. 

Consider a wave launched parallel to the 
longest dimension of the cavity, which for 
optical cavities tends to be much larger than the 
other dimensions. The wave propagates to one 
of the mirrors of the cavity, is reflected back 
along the axis, reflected again from the second 
mirror, and finally reaches the starting point. If 
we assume an exact phase reversal at each 
mirror, the requirement that the phase be the 
same as the starting phase may be expressed 

n\ = 2L (3-59) 

where n is an integer and L is the separation 
between the mirrors. Stated in words, the 
round-trip distance between the mirrors must be 
an integral number of wavelengths. 

For a fixed mirror separation, each value of n 
corresponds to a different wavelength. The 
difference between one resonant wavelength and 
the neighboring one is given by 

AA  =  2L \n      n+ 1 / n2 
(3-60) 

Substituting from Eq. 3-59 

AA 1 
X     * n 

Optical cavities are typically 104 to 10s wave- 
lengths long, making n a large number, so the 
resonant wavelengths are closely spaced. An 
optical cavity thus has many resonant fre- 
quencies, given by 

fn     = 
nc 
2L 

(3-62) 

(3-61) 

These frequencies are multiples of a fundamen- 
tal cavity frequency, c/(2L). 

There are, of course, many more resonant 
frequencies corresponding to off-axis modes, but 
if the axial dimension of the cavity is much 
larger than the others, these frequencies are only 
slightly different from those of the axial modes. 
Any or all of these modes are capable of 
oscillation if the laser medium has sufficient 
optical gain at the corresponding frequencies. It 
has been seen, however, that optical gain is a 
rare phenomenon, and can be made to exist only 
at discrete frequencies. How, then, can the 
match between cavity mode frequencies and 
laser transition frequencies be achieved? 

Although electronic transitions are narrow by 
standards applied to conventional light sources, 
they do have a finite width. Even in the absence 
of external influences, an electron in transition 
to a lower energy state emits a photon with a 
finite spectral width, related to the lifetime of 
the excited state. When excited atoms are 
subjected to outside influences, such as colli- 
sions with other atoms, the emitted photons 
have much larger spectral widths. If atoms are 
imbedded in a solid matrix such as a crystal or 
glass, the fields due to neighboring atoms may 
widen the emission line considerably by creating 
a distribution of photon frequencies. If the 
atoms are in motion, as they are in a gas laser, 
the motion causes random Doppler shifts in the 
apparent frequency emitted by individual atoms, 
giving an effective increase in line width. Be- 
cause of these mechanisms by which laser 
transition lines are broadened, many cavity 
mode frequencies typically fall within the line 
width, and simultaneous oscillation at many 
frequencies is the rule rather than the exception. 
Careful design of the optical cavity is required to 
restrict a laser to a single operating frequency 
when that is needed for particular applications. 
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3-3.1.3.2.3 Condition for Threshold of Oscillation 

To achieve a steady-state oscillation of the 
laser, it is necessary to feed back enough of the 
emitted power to make up for the losses of the 
system. Rewrite Eq. 3-56 with a positive sign so 
that a is an optical gain coefficient rather than 
an absorption coefficient. 

Ix = I0   exp [ax] (3-63) 

For a laser cavity of length L with incident laser 
power IL at the mirror, the total optical gain per 
pass is 

= exp [CLL] 
(3-64) 

For simplicity, we assume that the only losses 
in the cavity are those due to the imperfect 
reflectivity of the two mirrors and both mirrors 
have a reflectivity R. The radiation passing 
through these mirrors is the useful output of the 
laser. The intensity of the optical wave after 
reflection from one of the mirrors is 

= hR (3-65) 

For the case in which the gain during one pass 
through the cavity just compensates for the loss 
IR during reflection from one of the mirrors, we 
have 

IR   = 

which gives 

R    = exp [-aL] 

(3-66) 

(3-67) 

We may put this in more convenient form by 
defining a loss factor 7 as 

7  = - QnR (3-68) 

Substituting in Eq. 3-67 

7  = aL (3-69) 

This relationship is the threshold condition. It 
represents the minimum feedback necessary to 
allow the laser to oscillate. It is clear from Eqs. 
3-67 to 3-69 that threshold may be reached at a 
lower value of a — i.e., for a smaller population 
inversion, and thus a lower pumping power — if 
the reflectivity is high. One should not conclude 
from this that the reflectivity of the mirrors 
should be as high as possible. The useful power 
from the laser is the radiation that passes 
through   the   mirrors   and,   if   absorption   and 

scattering in the mirrors are neglected, this is 
given by 

/T=/L(l- R) (3-70) 

where IT is the laser power transmitted through 
the mirror. To make the output power large for 
a fixed flux density in the cavity, one should use 
a small reflectance. The optimum reflectance is a 
compromise between having a low threshold and 
coupling out a large fraction of the flux in the 
cavity. In general, the higher the gain of the 
laser, the lower the optimum reflectivity of the 
mirrors. 

It is frequently more convenient to have the 
output of a laser in a single beam instead of 
having output from both ends. This may be 
done by making one of the mirrors as close to a 
perfect reflector as possible and reducing the 
reflectivity of the other. Eqs. 3-65, 3-66, and 
3-67 are still valid for this case of R is taken to 
be the geometric mean of the two reflectivities. 
Eq. 3-68 may be generalized by adding terms for 
absorption, scattering, and diffraction losses. 

3-3.1.3.2.4 Heat Dissipation 

The efficiency of lasers is generally poor, and 
most of the energy supplied for pumping is 
converted to heat. It is necessary to remove this 
heat because the range of operating temperature 
for a laser is limited. The gain of a laser 
decreases with increasing temperature because 
the width of the atomic transition line increases, 
and the gain at the peak goes down. The 
temperature of four-level lasers in particular 
must be kept low so that thermal population of 
the terminal laser level does not occur, reducing 
the population inversion. 

The methods for cooling depend greatly upon 
the type of laser involved, and they will be 
discussed in the paragraphs dealing with specific 
lasers. 

3.3.1.3.2.5 Cavity Q and Width of Resonance41 

The Q, or quality factor, of an optical res- 
onator is given approximately, for small losses, by 

Q 
2irf, opt > (3-71) 

where  fopt   is  the  optical  frequency;  t is the 
transit time from one mirror to the other; and 5 
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is the fraction of the photons that are lost per 
transit by diffraction, absorption in the medium 
filling the cavity, and by transmission through 
the mirrors. 

The Q is related to the sharpness of resonance 
in the same way as in resonant circuits and 
microwave cavities, i.e., 

AX 
X 

1 
Q 

(3-72) 

Thus, for the sharpness of resonance of an 
optical cavity, we have — using the relationship 
foptt= LA, and Eqs. 3-71 and 3-72 — 

AX   = XH 
2uL 

(3-73) 

where L is the length of the cavity. For 
high-reflectance mirrors, the width of an optical 
cavity resonance may be of the order of 
megahertz. 

If the medium inside an optical cavity has 
gain at a resonant frequency of the cavity, the 
effect is to compensate for the losses of the 
cavity. The fraction § of the photons that are 
lost per transit is replaced by stimulated emis- 
sion, and this factor goes to zero. The Q of the 
system increases greatly, and the width of the 
resonance decreases correspondingly, perhaps to 
a few hertz. Under these conditions, Eqs. 3-71 
and 3-73 no longer apply since the noise of 
spontaneous emission plays a dominant role in 
determining the width of the resonance. 

3-3.1.3.2.6 Q-switching 

In continuous steady-state oscillation, a laser 
finds a balance between the rate at which 
photons leave the cavity and the rate at which 
they are generated by stimulated emission. The 
density of photons in the cavity builds up until 
the depletion of the metastable states of the 
atoms and the filling up of the terminal states 
reduce the gain so that Eq. 3-69 is satisfied. 

There is an alternate method of operating a 
laser by which much higher peak power may be 
generated. This technique, known as Q-switching 
(or Q-spoiling), consists of temporarily inter- 
rupting the optical path inside the laser cavity 
while the laser is pumped. Several specific 
methods for doing this will be discussed later. 
Under these conditions, the population inversion 

is not depleted by stimulated emission, and the 
gain may build up to a value limited only by the 
pumping rate and the rate of spontaneous 
emission. If the optical path is then suddenly 
restored, the flux density in the cavity builds up 
very rapidly. Since the rate of stimulation 
emission is proportional to the flux density and 
the emission adds to the flux, a regenerative 
buildup of flux occurs and the energy stored in 
the metastable states during the pumping proc- 
ess is released in a very short time, usually 10 to 
50 nanosec. Higher peak power is obtainable 
from a laser by this means than any other, 
although the efficiency is not as high as in 
conventional operation. 

3-3.1.3.3 Laser Types 

The most convenient classification of lasers is: 
(1) solid-state lasers, (2) gas lasers, (3) injection 
lasers, and (4) liquid lasers. The term "solid- 
state" includes all of the crystal and glass host 
lasers, but does not include injection lasers, 
which are also made from solids, or liquids that 
are cooled until they are glass-like. Injection 
lasers are also called semiconductor lasers. 
Liquid lasers, usually employing dye solutions, 
are of relatively little importance—being used 
principally as tunable sources for absorption 
spectroscopy. They will not be discussed fur- 
ther. 

3-3.1.3.3.1 Solid-state Lasers42-*1 

Solid-state lasers consist of ions embedded in 
a crystal lattice or glass. The active ions are 
usually either transition metals or rare earths, 
and the crystal lattices are usually Alj 03, 
similar oxides, or fluorides. The most common 
examples are Cr+3 in AI2 03 (Ruby) and Ncf3 in 
Y3 Als On  (YAG) or in glass. 

Conventional solid-state lasers are optically 
pumped. The host material takes no part in the 
lasing transition although the local fields do 
perturb the energy levels of the metal ion. 
Crystal lattices have the advantage of a relatively 
high thermal conductivity, thus easing the prob- 
lem of heat dissipation and even allowing con- 
tinuous wave operation in some cases. One 
problem is the difficulty of preparing well-order- 
ed, uniformly doped lattices. Glass lasers have 
the advantage that they can be made into shapes 
ranging from short, thin fibers a few microns 
thick to large rods two meters long. 
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Because the lifetimes of metastable states of 
ions embedded in lattices are relatively long (~ 1 
msec), Q-switching techniques are successfully 
employed with solid-state lasers. 

3-3.1.3.3.1.1 Ruby Lasers 

Fig. 3-52 shows the construction of a simple 
ruby laser. The location of the components and 
shape of the pumping cavity are such that most 
of the optical energy from the lamp or lamps is 
focused onto the laser rod. High-energy linear or 
helical flash lamps provide intense visible radia- 
tion, certain spectral bands of which are absorb- 
ed by the active ions. Typical outputs from 
non-Q-switched ruby lasers are random 1 
microsec pulses occurring in bursts from 0.5 to 
1.5 msec in duration with total energies between 
0.1 to 1000 J. Q-switched output occurs in 
single pulses lasting from 5 to 50 nanosec and 
having peak powers from 1 mw to 10 Gw. 

The characteristic radiation wavelength at 
room temperature for ruby is 6943 Ä. At liquid 
nitrogen temperature it shifts to 6934 A. The 
measured spectral line width is about 10 pico- 
meters (0.1 Ä). At any given instant, it is less 

than this, but local heating during a pulse shifts 
the spectrum. These thermal effects are due to 
changes in refractive index and linear expansion 
of the rod. Ruby is a three-level laser, and will 
operate continuously only at cryogenic tempera- 
tures. 

3-3.1.3.3.1.2 Neodymium Ion Lasers 

Neodymium ion, in its many hosts, is one of 
the most versatile for laser construction. The 
emission wavelength is 1.06 microns in the near 
infrared. It is a four-level laser. 

Neodymium-doped glass has the largest 
energy storage density of any known laser 
material. In many respects, it is similar in 
operation to ruby; in fact, ruby and 
neodymium-doped glass may be used inter- 
changeably in the same pumping cavity with the 
same lamps and driving circuit. The fact that 
glass rods may be made as large as desired, in 
contrast to the problems involved in growing 
ruby crystals of large size, has made neodymium 
the choice for applications requiring very large 
energy. 

In yttrium aluminum garnet (YAG) host, the 
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neodymium ion allows cw laser action at room 
temperature. Multimode output up to 50 w at 
room temperature has been obtained with prac- 
tical pump lamps, and up to 200 w with exotic 
pumping arrangements such as a vortex-stabiliz- 
ed plasma arc. 

3-3.1.3.3.1.3 Other Ions and Hosts 

Table 3-6 provides a summary of some of the 
more successful ion/host combinations, together 
with the wavelength type of operation and 
highest operating temperature achieved. 

3-3.1.3.3.2 Gas Lasers*1'*2'"'45'48 

Gas lasers are the most useful lasers for 
laboratory work because they are the most 
convenient and coherent. Their chief limitation 
is their inability to produce high peak power. 

The attributes of gas lasers are derived from 
the  fact  that  they  are  essentially  sources  of 

atomic and molecular line spectra, the transi- 
tions of which are well known and explicable by 
quantum mechanical analysis. Since gases are 
nearly optically homogeneous, theoretical 
resonator-mode analysis gives a very satisfactory 
prediction of what is actually observed. 

Because of the relatively low density of 
available atoms within the cavity, as well as the 
absence of wide absorption bands, gas lasers are 
rarely optically pumped. The most common 
form of excitation is collision with electrons in 
an electric discharge. 

Almost any gas has laser potential, and the 
available wavelengths are numerous. Table 3-7 
lists parameters of the more commonly used gas 
lasers. For the purposes of describing the char- 
acteristics and mechanisms of gas lasers, it is 
convenient to divide them into three categories: 
neutral atom, ion, and molecular lasers. Repre- 
sentatives of each of these kinds of gas lasers will 
be discussed. 

TABLE 3-6. SELECTED SOLID LASERS 

ION HOST X,/j 

TYPE OF OPERATION 
(Pulsed or Continuous Wave) T, °K 

Ho*3 CaF2 0.55 
Pr+3 LaF3 0.60 
Eu+3 Y203 0.61 
Cr + 3 A1203 0.69 
Sm*2 CaF2 0.71 
Nd+3 CaW04 0.91 
Yb+3 Y3AlsOl2 1.03 
Nd*3 Y3A15012 1.06 

Tm+2 CaF2 1.12 
Nd+3 CaW04 1.34 
Ni+2 MgF2 1.62 
Er+3 Y3A150,2 1.66 
Co+2 MgF2 1.75 
Tm+3 Y3A1S012 2.01 

Ho+3 YjAlsO« 2.10 

Dy+2 CaF2 2.36 

U+3 CaF2 2.61 

p 
p 
p 

p, cw 

p 
p 
p 
p 

cw 
p 
p 
p 
p 
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27 
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TYPE 

TABLE 3-7. COMMONLY USED GAS LASERS 

TYPE OF OPERATION 
X, A (Pulsed or Continuous Wave) MAXIMUM OUTPUT 

Ne 3,324 
N2 3,324 
Ar 4,579 

4,658 
4,765 
4,880 
5,017 
5,145 

Kr 4,762 
5,208 
5,682 
6,471 
6,474 

Xe 5,419 
5,971 
6,271 

He-Ne 6,328 
11,523 
33,912 

He-N2 -CO, 10,600 

p, cw 
p, cw 
p, cw 

10 mw cw 
200 kw in 10 nanosec 

10 w cw 

p, cw 5 w cw 

p, cw 

cw 

cw 

1 w cw 

100 mw cw 

5 kw cw 

3-3.1.3.3.2.1 Neutral Atom Laser (He-Ne) 

Nearly all neutral atom gas lasers operate in 
the infrared region. The notable exception is the 
He-Ne red (6328 Ä) laser, the most useful laser 
for work not requiring high power. Lines at 1.15 
and 3.39 microns are also available from He-Ne 
but the visible line, because of its general utility, 
is usually preferred. The 3.39-micron line com- 
petes with the 6328 Ä line and must be 
suppressed to obtain the red emission. 

Neutral atom lasers are generally low power 
devices, a continuous wave output of 100 mw 
being relatively high. An He-Ne laser with that 
power is about two meters long and is usually 
air-cooled. 

In the He-Ne laser, collisions with electrons 
produce excited He metastables, which, in turn, 
transfer their energy to the upper lasing state of 
Ne because of a near resonance in energy levels. 
Collisions, however, also tend to depopulate 
excited states, so a delicate balance is set up 
between opposing processes, placing narrow 
limits on pressures and current densities. The 
kinetic processes make it impossible to increase 

the total power output by increasing the tube 
diameter, or by more energetic pumping. 

3-3.1.3.3.2.2  Ion  Laser  (Ionized Argon) 

Laser transitions of the noble gas ions- 
including argon, krypton, and xenon—fall 
chiefly in the visible and ultraviolet. The Ar* 
laser is the most useful because a continuous 
output of several blue-green lines greater than 
10 w can be obtained 

The active transition of an ion laser is 
between two energy levels of the ionized atom. 
The atoms of gas must be first ionized, then 
excited. A large amount of power is required to 
maintain the ionization of the gas, so the 
electrical excitation must be more energetic than 
for a neutral gas laser. The Ar* laser is excited by 
a high-voltage, high-current discharge, and is 
usually water-cooled. 

A consequence of the relatively high energy 
levi 1 of the terminal state of the laser is that a 
large fraction of the energy stored in the upper 
level is necessarily wasted and, because of this 
fact,   the  efficiency   of this type of laser can 

393 



never be high. Nevertheless, ion lasers find many 
uses in applications not requiring high effi- 
ciency. 

The principal advantage of the ion laser is the 
range of wavelengths available. Neutral atom and 
molecular lasers tend to operate only in the 
infrared, but ion lasers offer a wide variety of 
visible lines at substantial power levels. Krypton, 
in particular, oscillates in so many visible spec- 
tral lines simultaneously that it can produce a 
beam that appears to be white light. 

Ionized argon lasers may be operated in a 
pulsed mode at peak power levels higher than 
the limit for continuous operation. The lifetime 
of the upper laser level is not long enough, 
however, to make Q-switching feasible, 

3-3.1.3.3.2.3 Molecular Laser (Carbon Dioxide) 

In a molecular laser, stimulated emission takes 
place between vibrational excitation levels of the 
molecule. In the carbon dioxide laser, the laser 
transition is between two vibrational modes of 
the carbon dioxide molecule, both states lying at 
relatively low energy levels. The consequence of 
this fact is that the efficiency is high compared 
to other lasers. Carbon dioxide lasers can op- 
erate at high-power levels with efficiencies of up 
to 30 percent. Output powers of the order of a 
kilowatt have been achieved, and commercial 
units with over 100 w continuous output are 
available. As a rule, 60 to 80 w are produced for 
every meter of length. 

The carbon dioxide laser is pumped by an 
electrical discharge in a mixture of gases—usually 
carbon dioxide, nitrogen, and helium. The elec- 
trical discharge excites the nitrogen, which 
happens to have a metastable level very closely 
coinciding with a metastable level of the carbon 
dioxide molecule. An efficient energy transfer 
occurs between the nitrogen molecule and the 
carbon dioxide molecule, thereby pumping the 
upper laser level of carbon dioxide. As the upper 
level is depleted by stimulated emission, the 
energy stored in the nitrogen is transferred to it. 
Helium atoms serve to cool undesired rotational 

excitation and to depopulate the lower level of 
carbon dioxide. Water molecules are capable of 
performing the same function. 

Because the lifetime of the metastable state is 
relatively long (more than a millisecond), the 
carbon dioxide laser can be Q-switched. Peak 
power levels one or two orders of magnitude 
higher than the continuous power level can be 
achieved. 

3-3.1.3.3.3 Injection Lasers42'*3'*5 

Injection lasers operate by the injection of 
electrons into the crystal lattice producing local 
concentrations of holes and electrons, which, 
upon recombination, emit radiation. The most 
common method of injection is to place a 
forward bias across a p-n junction; for this 
reason, the term diode laser is also often used. 

In the injection laser, illustrated schematically 
in Fig. 3-53, a semiconductor is usually sand- 
wiched between two metal contacts which also 
serve as heat sinks. One contact lies on the 
p-type surface, the other on the n-type. The 
wafer linear dimensions are typically about a 
millimeter. When a voltage is applied across the 
p-n junction is a forward direction, excess elec- 
trons that move into the p-type region and 
excess holes that move into the n-type region 
recombine in the narrow junction region, only a 
few microns across. The wafer surfaces normal 
to the junction plane are polished and serve as 
an optical cavity. 

Small size and weight are the chief advantages 
of diode lasers. In addition, the injection process 
is relatively efficient. Typical efficiencies of 15 
to 20 percent have been achieved with liquid 
helium and nitrogen cooling. Modulation can be 
achieved by varying the driving current as well as 
direct modulation of the output beam. Lifetimes 
are short, of the order of a nanosecond, so 
Q-switching is not possible. 

The spatial coherence and beam collimation 
of injection lasers are relatively poor. Typical 
beam spreads are about 2 deg in the junction 
plane by 10 deg perpendicular to it. 
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FIGURE 3-53.   Injection Laser 

Direct laser action has been achieved with the 
following binary compounds: ZnS (0.33 p), 
ZnO (0.37 ju), CdS (0.49 p), CdSe (0.68 p ), 
CdTe (0.78 p), InP (0.91 p), GaSb (1.6 p), 
InAs (3.1 p), PbS (4.3 p), InSb (5.2 p), 
PbTe (6.5 p), and PbSe (8.5 p). 

In many cases, two compounds containing 
a common element can be alloyed to produce a 
mixed crystal whose radiating wavelength lies 
in between those of the two pure binary com- 
pounds. In this way it is possible to create in- 
jection lasers operating at any desired wavelength 
between the ultraviolet and far infrared. Com- 
binations currently under investigation are: 
GaAsxPy (0.65 to 0.85 p), GaxInyAs (0.85 to 
3.1M), InAsxPy (0.91to3.lM),GaxInySb (1.6 
to 5.2 p), PbSxSey (4.3 to 8.5 p), ZnxCdyTe 
(0.59 to 0.83 M), CdxZnyTe (0.56 to 0.66 p), 
Cd2xZnySe (0.4 to 0.63 p), and PbxSnyTe (6.5 
to 20 p). The latter family has been made to 
emit at 14.9 to 15.9 p, cooled to 12°K. HgCdTe 
systems also show promise in the far infrared. 

3-3.1.3.4 Beam Control Devices 

Many laser applications — such as commu- 
nication, radar, or display — require a means of 
controlling the  light  beam  by modulating its 

amplitude, frequency, or phase, or by changing 
its direction of propagation, 

3-3.1.3.4.1 Modulators™ 

A light modulator is a device that controls the 
amplitude, frequency, or phase of a light beam. 
There are several types. Some of the principles 
that will now be discussed as methods of 
modulation are also applicable to Q-switches and 
beam deflectors. 

3-3.1.3.4.1.1 Mechanical Modulator 

The simplest way of modulating a light beam 
is to interrupt all or a portion of it with a 
mechanical shutter. Because of the inertia of 
such a device, however, they are usable only at 
low frequencies. 

3-3.1.3.4.1.2 Frustrated-internal- 
reflection Modulator 

A frustrated-internal-reflection modulator is 
composed of two prisms in close proximity as 
shown in Fig. 3-54. When the separation dp 

between the prisms is greater than about 1.5X, 
Prism (1) acts as a totally internal-reflecting 
prism. As the surfaces of the two prisms are 
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brought closer together, the light begins to pass 
through the junction. If the surfaces of the two 
prisms were made perfectly flat and brought 
into complete contact, all of the light would be 
transmitted through the junction. The surfaces 
of the prisms cannot be made perfectly flat, of 
course, and they must also be coated to prevent 
the surfaces from adhering to each other when 
brought into contact. As a result, the transmis- 
sion through the interface never reaches 100 
percent. 

Piezoelectric transducers, such as barium 
titanate, are used to control the separation of 
the prisms. The mechanical inertia of the prisms 
and drivers limit the response of this type of 
modulator to low frequencies. 

3-3.1.3.4.1.3 Acoustic Modulator 

Acoustic waves with frequencies up to hun- 
dreds of megahertz have been generated in 
liquids and solids. The waves are longitudinal 
(compressional), causing local variations in the 
index of refraction. The pattern of varying index 
of refraction acts as a phase grating, diffracting 
light out of a beam passing through the medium. 
By varying the power to the acoustic driver, it is 
possible to change the amount of light dif- 
fracted, and thus amplitude-modulate the beam. 
The frequency response of the modulator is 
determined by the time required for the acoustic 
waves to travel across the light beam, and is of 
the order of 1 megahertz. 

(A) (B) 

FIGURE 3-54.   Frustrated-intemal-Reflection Modulator 

ELECTRO-OPTICAL CELL 

POLARIZER 1      ANALYZER 

V 
LASER tttt t 

V 
ttt -0-O0->0000 

FIGURE 3-SS.   Electro-optical Modulator 
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3-3.1.3.4.1.4 Electro-optical Modulator 

An electro-optical modulator consists of a 
polarizer, an electro-optical cell, and an an- 
alyzer, as shown in Fig. 3-55. With the polarizer 
and analyzer in parallel alignment and zero 
voltage applied to the cell, plane polarized light 
is transmitted through both. When an electric 
field is applied to the cell, however, it exhibits 
birefringence, i.e., the index of refraction in the 
medium is different for light with one polariza- 
tion than it is for the other. As a result, a phase 
shift between the components occurs, equivalent 
for the proper voltage to a 90-deg rotation of 
the plane of polarization. At this voltage, there- 
fore, the light is blocked by the analyzer. A 
polarizer is not required at the input to the 
modulator if the light from the laser is polarized. 

The electro-optical effect works by changing 
the natural birefringence or by inducing 
birefringence in certain isotropic solids and 
liquids in response to an electric field, A number 
of crystalline solids exhibit an electro-optical 
effect directly proportional to the electric field. 
This is called the Pockels effect, or linear 
electro-optical effect. Crystals having a large 
Pockels effect are KH2 P04 (KDP), CuCl, GaAs, 
and ZnS. 

Other materials, especially liquids, exhibit an 
electro-optical effect proportional to the square 
of the applied electric field. This is known as the 
Kerr electro-optical effect or quadratic electro- 
optical effect. Examples of useful materials are 
potassium tantalate niobate (KTa.65 Nb.3s 03), 
strontium or barium titanate (SrTiO, BaTi03), 
and nitrobenzene (C6 H5 N02). 

The electro-optical effect is relatively fast 
compared to modulators requiring mechanical 
motion or involving transit times since the effect 
is electronic or molecular in nature. Modulation 
frequencies of more than 1 GHz may be 
achieved. 

3-3.1.3.4.1.5 Magneto-optical Modulator 

The plane of polarization of light is rotated 
when traveling through certain materials, such as 
gallium-doped yttrium iron garnet, placed in 
magnetic fields. The amount of light passing 
through an analyzer then depends upon the 
magnetic field applied. The heavy weight of the 
magnetic coil and relatively high driving power 
requirements limit the usefulness of magneto- 

optical modulators. Modulation frequencies up 
to 1 MHz can be achieved. 

3-3.1.3.4.1.6 Cavity Length Modulator 

Frequency modulation of many continuous 
wave lasers may be accomplished by mounting 
one of the cavity reflectors on a piezoelectric 
driver and modulating the length of the cavity. 
Frequency shifts of tens of megahertz may be 
obtained at moderate drive voltages. 

3-3.1.3.4.2  Q-switches 

The principle of Q-switching was discussed in 
par. 3-3.1.3.2.6. Refer to Eq. 3-69; the equation 
for threshold of oscillation, a laser may tem- 
porarily be prevented from oscillating by de- 
creasing a the gain of the medium or by 
increasing 7 the loss factor. Both methods are 
used. To be most effective, a Q-switch must be 
timed so that the laser is allowed to oscillate at 
the peak of the population inversion. 

3-3.1.3.4.2.1 Mechanical Shutter  Q-switch 

The edge of a rotating chopper wheel placed in 
the optical cavity of a laser acts as a simple 
mechanical shutter. The opaque portion of the 
wheel makes the cavity losses very large. As the 
open sector moves into the cavity, the losses are 
reduced to a minimum, permitting a large pulse 
to be produced. 

3-3.1.3.4.2.2 Rotating Reflector Q-switch 

An effective Q-switch may be made by 
replacing one of the cavity reflectors with a 
total-internal-reflecting roof prism mounted on a 
rotating shaft, the axis of which is perpendicular 
to the roof line. The effective reflectivity of the 
prism is maximum when the prism roof is 
perpendicular to the optical axis and very small 
otherwise. When peak population inversion and 
prism alignment occur simultaneously, max- 
imum pulse power from the laser is generated. A 
roof prism is used so that precise alignment of 
the axis of rotation with the optical axis of the 
cavity is not required. 

3-3.1.3.4.2.3 Electro-optical and Magneto-optical 
Shutter Q-switch 

The electro-optical cells and, occasionally, the 
magneto-optical  cells  discussed  as  modulators 
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are used also as Q-switches. 

With the correct voltage applied, the cells, in 
combination with the polarizer and analyzer, are 
effectively opaque within the laser cavity. Pump- 
ing of the laser rod during this time will produce 
the maximum population inversion. When the 
voltage applied to the crystal is suddenly re- 
moved, the Q-switch becomes transparent, and 
the energy stored within the laser rod is emitted 
as a large pulse of light. Switching of an 
electro-optical cell takes less than 5 nanosec. 

3-3. J.3.4.2.4 Passive Q-switching 

Certain opaque materials, upon absorbing a 
sufficient number of photons, become transpar- 
ent. If this material is placed inside a laser 
cavity, it inhibits laser action while the rod is 
being pumped to a high-population inversion. 
The growing spontaneous emission of the laser 
medium then begins to bleach the material. The 
incipient laser action regeneratively saturates the 
material, rendering it transparent. The energy 
stored in the laser is emitted in a single 10- to 
15-nanosec pulse. 

Passive Q-switches do not require external 
control or synchronization. The saturation level 
of the material can be varied by changing its 
thickness or changing the concentration of 
absorbers. Therefore, a proper match of pump 
energy and Q-switch absorption results in thresh- 
old at peak inversion. 

Passive Q-switch materials include organic 
solutions and doped glass, which recover quick- 
ly, and thin organic-dye films, which do not 
recover and must be replaced after each use. 

3-3.1.3.4.3 Beam Deflection 

Laser applications, such as visual display, re- 
quire a means of controlling and rapidly chang- 
ing the direction of the output beam. The prin- 
cipal means of doing this are mechanical, 
acoustical, and electro-optical beam deflectors. 

Mechanical deflection may be accomplished 
by reflecting the beam from a rotating or 
oscillating mirror or prism. Because of the 
inertia of the moving parts, these devices cannot 
provide rapid, arbitrary positioning of a light 
beam. They can be used in applications where 
repetitive scans are needed at limited speed. 

Acoustic beam deflectors are similar in opera- 
tion to the acoustic modulators described in par. 
3-3.1.3.4.1.3. A train of compression waves is 
established in a liquid or solid by means of an 
electro-acoustic transducer. The patterns of 
varying index of refraction act as a phase 
grating, diffracting light out of a beam passing 
through the medium. The concern now is not 
with the fraction of the light that is diffracted 
out of the beam, but the direction in which it is 
diffracted. The direction depends upon the 
spacing of the grating, which in this case is 
determined by the frequency at which the cell is 
driven. One can thus sweep the diffracted beam 
in angle by sweeping the drive voltage in 
frequency. The rate at which the angle can be 
changed is limited by the transit time. 

Electro-optic beam deflectors can be made 
that are capable of high deflection rates, high 
resolution, and relatively large deflection angles. 
They can also give immediate access to any 
display position and can be built with rugged, 
solid-state components. These devices can be 
divided into two classes: those which give an 
analog presentation and those which give a 
digital presentation. 

Analog deflectors depend upon the fact that a 
voltage applied across the face of certain crystals 
will produce a change in their index of refrac- 
tion. The simplest of the analog deflectors is a 
prism with the electrodes on the triangular faces. 
At room temperatures potassium tantalate nio- 
bate (KTa (, s Nb 3 s 03), which is a mixture of 
potassium tantalate (KTa03) and potassium 
niobate (KNb03), produces one of the greatest 
changes in the index of refraction for a given 
voltage of any material known. Dielectric break- 
down in this material limits the deflection to 1 
deg and the number of resolvable positions of 
the beam to 500. 

Analog light deflectors have also been made 
using stacks of prisms of deuterated potassium 
dihydrogen phosphate (KDP), a material having 
a large Pockels effect. For small angles, the 
deflection is linearly proportional to the applied 
electric field and to the overall length of the 
structure. Theoretical analysis shows that the 
number of resolution elements obtainable is 
directly proportional to the electric field 
strength, the length of the structure, and an 
electro-optical constant of the crystal. It is 
inversely proportional to the wavelength of the 
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light and the difference between the operating 
temperature and the Curie temperature of the 
crystal. 

Digital deflectors may be built utilizing a 
combination of two effects. One is the phenom- 
enon of birefringence, in which an unpolarized 
collimated light beam passing through a crystal 
such as calcite, splits into an ordinary and 
extra-ordinary ray. These rays are linearly po- 
larized with their planes of polarization per- 
pendicular to each other. At normal incidence, 
the ordinary ray passes straight through the 
crystal, while the extraordinary ray is laterally 
displaced by a distance proportional to the 
length of the path within the crystal. The second 
effect is the longitudinal electro-optical Pockels 
effect discussed earlier. 

The basic principle of operation of a digital 
light deflector is shown in Fig. 3-56. A small, 
linearly polarized beam of light is incident on a 
series of electro-optical switches S„ and 
birefringent crystals Bm . The initial polarization 
is normal to the plane of the paper. If all 
switches are left in the open position, the light 
beam {as an ordinary ray) traverses all electro- 

optic switches and birefringent crystals un- 
deflected and emerges at Point p!. If, on the 
other hand, the half wavelength voltage Vx /2 is 
applied to A2, the polarization of the beam is 
rotated 90 deg and it passes through crystal B2 

as an extraordinary ray. The beam is, therefore, 
displaced laterally by an amount proportional to 
the width of B2. As there is no voltage applied 
to A3, the beam passes unchanged. Con- 
sequently, it also passes through crystal B3 as an 
extraordinary ray where it is further deflected, 
arriving at P2 ■ In the digital deflector, the 
thickness of the crystals increases in a binary 
sequence from stage to stage. In this manner, a 
maximum of different output positions can be 
switched by a minimum of switches; that is 2" 
positions can be controlled by n switches. 

To obtain a two-dimensional scan it is nec- 
essary to place a second set of switches and 
crystals in the light path such that the direction 
of deflection is 90 deg from the first. A 
polarization correction half-wave plate is insert- 
ed between the x and y blanks to make the x 
and y binary positions independent of each 
other. 

Al Bl A2 B2 A3 

±r- M s 
=$^r. 

:4>pi 

FIGURE 3-56.   Digital Deflector 
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3-3.1.3.S Nonlinear Optics*1** 

3-3.1.3.5.1 Harmonic Conversion 

When light propagates through materials, its 
osculating electric and magnetic fields interact 
with the electronic charges in the atoms of the 
material. The electronic charges oscillate in 
response to the electric field and act as radiating 
dipoles. At low electric field strengths as en- 
countered in normal incoherent polychromatic 
light, this effect is linear and is the cause of 
Rayleigh scattering. At the very high field 
strengths encountered in laser beams, the 
coupling of the fields to the electronic charges 
becomes nonlinear, causing the dipoles to have 
radiation components at harmonics of the orig- 
inal light frequency. The efficiencies of conver- 
sion of light to its harmonics is a function of the 
field strength. Efficiencies achievable at present 
are 20 percent and 1 percent, respectively, for 
second and third harmonic generation from laser 
beams of 500 Mw power level. It is also possible 
to mix the outputs of two or more lasers using 
these nonlinear effects, generating sum and 
difference frequencies. 

3-3.1.3.5.2 Raman Conversion 

Another nonlinear phenomenon used to 
change the wavelength of laser light is the 
Raman Effect. The vibrational energy of a 
medium, usually a liquid, is coupled with the 
laser output to produce new frequencies. These 
frequencies are displaced from the primary-beam 
frequency by the Raman frequencies of the 
medium. Conversion efficiencies of 10 percent 
are obtainable. If the Raman cell is placed inside 
the cavity of a Q-switched laser, conversion 
efficiencies of 50 percent can be obtained. This 
type of laser is called a Raman Laser. 

3-3.2 DESIGN CONSIDERATIONS 

3-3.2.1   Coherence 

Infrared radiation may be characterized by 
the degree of orderliness or "coherence" of the 
fields. If the radiation arriving at a point has a 
narrow spectrum of width Af centered at a 
frequency f, the oscillation may be considered 
to be sinusoidal, but with random fluctuations 
in amplitude and phase, the rapidity of which is 
a function of the width of the spectrum. The 
narrower the spectrum, the longer the average 

period of time between the fluctuations. If the 
spectrum of the radiation is limited to Af, the 
radiation may be considered to be a pure 
sinusoid for a period of time 

tc      Af 
(3-74) 

This time is known as the "coherence time". 
Within this time, the oscillations of the field 
may be assumed to be perfectly correlated. 

If the phase of radiation passing a point is 
correlated for a period of time tc, it is also 
correlated over the distance the radiation travels 
during that time. This distance, called the 
"coherence length", is given by 

ctc (3-75) 

This distance would be equal to the length of 
each photon or wave train. 

Considering the fluctuation of the radiation at 
a point to be a stationary random process, one 
may ask how well the amplitude and phase of 
the oscillation at one time correlates to the 
amplitude and phase at other times. One may 
form, for example, the autocorrelation function 
of the electric field, 

r\j(T) = <E1(t+T)E,
1(t)> (3-76) 

where E* is the complex conjugate of Et, and 
the sharp brackets denote a time average. This 
quantity is also called the "self-coherence" of 
the field at the point and its value is a function 
of r, a measure of the temporal coherence of the 
oscillation. 

Carrying the analysis one step further, one 
may compute the cross-correlation function 
between the electric fields in two different 
radiation fields. 

r,a(r) = <E1(t+ T)El(t)> (3-77) 

This function is known as the "mutual co- 
herence function" of the radiation in the two 
waves. When this function is normalized by 
dividing it by the geometric mean of the two 
intensities, it is called the "complex degree of 
coherence" of the radiation of the two waves. 

7 uO) r 1.2(0 
y/hh~ 

(3-78) 
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It is the real part of this complex quantity, 
7, j (r), that determines the nature of the inter- 
ference at a point. 

Suppose the two radiation waves have come 
from the same source, starting off in phase with 
each other, but have traveled different distances, 
Si and S2. The intensity of the light as a 
function of the difference in path length may be 
written in the form 

I(x)= Il(x)+h(x)+ 2y/I1(x)I7{x)  7i.2(T) (Sz
c" Sl) (3-79) 

The difference in path length, S2 - S,, divided 
by the speed of light, is equivalent to T in Eq. 
3-78. 

The degree of coherence is a number that 
varies between plus 1 and minus 1. If the two 
waves are exactly in phase and are nearly 
monochromatic, the value is plus 1. If the two 
waves are exactly out of phase, the value of the 
degree of coherence is minus 1. If two nearly 
monochromatic waves of the same frequency 
and polarization and equal intensity meet at a 
point, Eq, 3-79 says that the resultant intensity 
is between zero and four times the intensity of 
one of the waves alone. The maximum is four 
times the intensity of one alone, because the 
resultant intensity is proportional to the square 
of the resultant electric field, and the resultant 
electric field is twice as large as for only one 
wave present. The minimum intensity is zero, 
because the electric field vectors of the two 
waves may exactly cancel. 

If two waves meeting at a point are com- 
pletely uncorrelated, the value of the degree of 
coherence is zero, and Eq. 3-79 says that the 
resultant intensity is equal to the sum of the 
intensities of the two waves. 

If two monochromatic beams of equal ampli- 
tude and frequency are brought together at an 
angle, the degree of coherence between the 
beams will vary between minus 1 and plus 1 
throughout the volume in which they are super- 
imposed. If the two beams are from the same 
source, the difference in phase of the two beams 
as a function of position may be due entirely to 
the difference in path length from the source to 
each point in the volume along the two paths. 
The differences in phase may, however, be due 
to differences in refractive index of the media in 
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the two paths. In either case, there is a spatial 
pattern of regions in which the electric vectors 
cancel (destructive interference). The loci of 
constructive and destructive interference are 
known as interference fringes. In the most 
general case, the fringes consist of surfaces on 
which the electric vectors of the two radiation 
fields add in phase or out of phase. If the 
radiation impinges on a surface, such as a screen, 
the intersection of the interference surfaces with 
the screen causes the appearance of bands of 
high and low intensity on the screen. The term 
"fringes" is most commonly applied to these 
bands. Because the electric and magnetic fields 
that make up infrared radiation are not directly 
observable, all that is known about them is 
deduced from the behavior of fringe patterns in 
various optical experiments. 

Since the intensity variations are directly 
related to the degree of coherence, they may be 
used to measure it. The ratio of the amplitude of 
the modulation of the intensity to the average 
intensity along a path cutting through the 
fringes is defined as the "visibility" of the 
fringes 

T/ __ * max       * min 

^ max        1 min 

(3-80) 

If the amplitudes of two interfering waves are 
equal, the visibility of the fringes is equal to the 
degree of coherence of the two waves. 

The property of radiation discussed above is 
temporal coherence. It is a measure of the 
degree of correlation between the phase of a 
wave at one time and the phase at a later time, 
or the correlation between the phases of two 
waves that have traveled different paths since 
they were in phase. Also, consider the correla- 
tion between the phase of one point in a wave 
and another point of the wave in the same 
transverse plane. It is often important to know 
over what area in the transverse plane the phase 
of a wave is strongly correlated. 

The area Ae over which the phase of a wave is 
correlated is simply related to the solid angle £2 
through which the wave arrived at the area. The 
relation 

n 

may be made plausible by considering two plane 

waves of the same frequency superimposed on a 
plane. The phase difference between the two 
waves, at a point, is a function of position on 
the plane. If a distance is chosen on the plane 
within which the phase difference is relatively 
constant, the length of the distance is inversely 
proportional to the angle at which the two 
beams meet. If this argument is extended to light 
that is convergent in two dimensions, Eq. 3-81 
results. Or—expressing Eq. 3-81 differently— 
if two waves strike a surface at different 
angles; the smaller the angular divergence 
between these waves, the larger is the area over 
which the phase of these waves will be cor- 
related. 

The term that denotes the degree of correla- 
tion between the phases of radiation at different 
points in the transverse plane is "spatial coher- 
ence". Spatial coherence of radiation depends 
upon the size of the source and distance from 
the source to the point of observation of the 
radiation. 

Radiation falling on an area A is spatially 
coherent if the source is small enough or distant 
enough to appear to be a point source. A test of 
this condition is whether a telescope at the 
position of area A and having an objective lens 
the size of area A could resolve the source. 
Naturally, the larger the area in question, the 
more severe would this test be. 

Although spatial and temporal coherence may 
be separated for purposes of discussion, both are 
required for the production of interference 
fringes. (It was tacitly assumed in the discussion 
of the visibility of fringes that the two waves 
that were interfering had uniform phase in their 
transverse planes.) The visibility of the fringes is 
determined jointly by the spatial and temporal 
coherence, and the degree of coherence must 
include both properties of the waves. 

Stimulated emission of radiation, the mech- 
anism responsible for the generation of laser 
radiation, results in the generation of new 
photons with the same direction of propagation 
and the same phase as the photons inducing the 
emission. It is clear from the discussion of 
temporal and spatial coherence that the new 
photons are coherent with the original ones. The 
laser is thus adapted to the generation of beams 
of radiation with unusual ability to make inter- 
ference fringes. Because of the narrowness of the 
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spectrum emitted by a laser, high-contrast 
fringes may be observed over very large distances 
compared to fringes generated by conventional 
sources. Because the radiation is generated with 
a very small divergence angle, it is equivalent to 
a very distant point source and the correspond- 
ing area of correlation in the transverse plane 
may be very large compared to that of conven- 
tional sources. 

The limitations on the achievable tempera- 
tures of thermal sources, the broad spectrum 
typical of thermal sources at high temperatures, 
and the diffuse radiation pattern make it im- 
possible for thermal sources to generate an 
intense beam of high spatial and temporal 
coherence, no matter what sort of spectral filters 
or optical system is used. 

3-3.2.2 Optical  Design for  Incoherent 

and Coherent Sources 

Incoherent sources typically radiate in all 
directions and have a radiance limited by the 
temperature of the source. The problem of 
maximizing the amount of radiation power that 
can be coupled out of the source for a specific 
application involves collecting the radiation in 
the largest possible solid angle, measured from 
the source, and designing for optimum utiliza- 
tion of the radiation collected. The optics are 
usually designed to form an image of the source 
at the plane to be illuminated. 

For a fixed-source temperature, the total 
radiated power is proportional to the source 
area. A large source area tends to produce a 
divergent beam, unless a correspondingly large 
focal length is employed. Unless the aperture of 
the collimating telescope is also large, the 
advantage of a larger source area will not be 
realized. Thus, if the source radiance is fixed, 
increased beam power comes only through 
scaling of the entire system to larger size. 

Optical design for laser systems is quite 
different. Because of the spatial coherence of 
laser emission, one must focus on the apparent 
source of the radiation, not on the laser ap- 
erture. 

For example, consider a point source radia- 
ting in all directions. The surfaces of constant 
phase from this source are spherical, with the 
center of the spheres at the location of the 
source.  As the spheres become very large, the 

curvature of the spherical surface can be distin- 
guished from a plane only if measurements are 
made over a large area. 

Suppose a plane wave could be generated, i.e., 
an optical wave whose surface of constant phase 
is a plane. If this wave were perceived by the 
eye, it would appear to be a very distant point 
of light. If the radiation were collected and 
passed through any optical system, it could be 
treated exactly as if the source of the radiation 
were a distant point. If a spherical wave were 
generated, it would appear that the radiation 
comes from a point located at the center of the 
sphere. In other words, the apparent source of 
the radiation is determined by the curvature of 
the wavefronts and may not be related at all to 
the physical size or location of the actual 
generator of the radiation. 

The uniqueness of lasers is that they are 
capable of generating plane or spherical waves 
that are uniform in phase over the entire 
aperture. Not all laser radiation has complete 
spatial coherence, however. Therefore, two dif- 
ferent kinds of design problems may be distin- 
guished; namely, the single-transverse mode, or 
diffraction-limited laser and the multimode 
laser. 

In the single-mode laser, the radiation has a 
constant phase over the entire aperture of the 
laser; consequently, it is equivalent to an ideal 
point source, and the radiation may be colli- 
mated by one lens if the apparent location of 
the point source is placed at the focus of the 
lens. 

The apparent position of the point source 
depends upon the resonator configuration and 
the distance between the collimating optics and 
the resonator. The apparent source for a laser 
operating in a single transverse mode in a 
Fabry-Perot cavity (parallel flat mirrors) is a 
point at infinity if the collimating optics are 
close to the laser. As the optics are moved away 
from the laser, diffraction—due to the finite size 
of the aperture—begins to have an effect, and 
the apparent position of the point source moves 
according to the relation 

d = Z 
(3-82) 
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where d is the distance from the optics to the 
position of the point source, Z is the distance 
from the optics to the output mirror of the 
laser, and W0 is the radius of the mode at the 
output mirror. 

For a hemispherical cavity, the apparent 
source is a point at the center of curvature of 
the spherical mirror, regardless of the position of 
the collimating optics. 

For a spherical or convex-concave cavity, the 
apparent source is a point at the center of 
curvature of the mirrors, regardless of the 
position of the observer. 

For a confocal cavity, the apparent position 
of the point source for optics close to the laser is 
the center of curvature of the closer mirror. As 
the collimating optics are moved away from the 
laser, the position of the apparent source moves 
according to Eq. 3-82, where Z is now the 
distance from the collimating optics to the 
common focus of the cavity mirrors, and W0 is 
the mode radius at the focus. 

The effective diameter of the source is zero, 
so the collimation that can be achieved or the 
diameter of the beam that it can be reduced to, 
or the size of the spot it can be focused to, is 
limited only by diffraction and the quality of 
the optics. 

It is in dealing with such a source that the 
most stringent requirements on the quality of 
optical components arise. Very few optical 
components come close to being diffraction- 
limited. In many cases, the operation of a 
system may depend upon maintaining uniform 
phase across the optical wavefront. In these 
applications, the usual errors in a lens—rather 
than just increasing the diameter of the circle of 
confusion slightly—may make the lens unusable. 
Bubbles and inclusions in the glass that would be 
unnoticed with incoherent light may cause 
unacceptable diffraction effects such as concen- 
tric rings and fringes. 

If we assume diffraction-limited optics, a 
beam may be formed with any desired degree of 
collimation. The area A of the required lens or 
mirror is given by the spatial coherence relation: 

A = A2 
(3-83) 

where il is the solid angle to be occupied by the 
beam and A is the wavelength. 

The multi-mode case requires an altogether 
different approach. The beam divergence in this 
case is not due to diffraction alone, but is due to 
the presence of off-axis modes in the output 
beam. Off-axis modes, each mode having a small 
divergence, may diverge from each other much 
more rapidly. A single lens could collimate all of 
the individual modes, but each mode would then 
be collimated in a different direction. 

One approach is to consider the collection of 
point sources corresponding to the off-axis 
modes as the "source" and design the system 
accordingly. The divergence of the beam may be 
reduced to any desired extent by the use of a 
Gallilean telescope with the beam entering at the 
concave lens and leaving at the convex lens. The 
divergence of the beam is reduced by a factor 
equal to the magnification of the telescope, the 
diameter of the beam at the objective lens being 
increased by the same factor. 

The design may be strongly affected by the 
radiation pattern from each of these points, 
however. They do not radiate isotropically; in 
fact, the beam may be limited to a very small 
angle compared to conventional light sources. 

Some characteristics of the laser tend to make 
optical design easier, compensating to some 
extent for the other problems. The spectrum of 
a laser is typically extremely narrow and optical 
components need not be achromatized. Compo- 
nents may also be more effectively anti-reflec- 
tion coated for a single frequency and, as a 
result, lens designs involving more surfaces may 
be tolerated. These two factors may allow more 
advantageous balancing of the aberrations of a 
lens for laser system use. 

3-4 DETECTORS 

3-4.1  DETECTOR TERMINOLOGY 

An infrared detector, in the most general 
sense, is any device which indicates the presence 
of incident infrared radiation. The detectors 
which are commonly used in electro-optical 
infrared systems generally yield an electrical 
signal to indicate the presence of infrared 
radiation. The terminology which applies to 
infrared detectors is defined and explained in 
Table 3-8. 
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3-4.2  DETECTOR  CLASSIFICATIONS 

Detectors can be divided into two basic 
categories: quantum detectors and thermal de- 
tectors. In an ideal quantum detector, each 
individual incident photon that is absorbed 
produces one or more countable electrons in the 
external measuring circuit. In a thermal detec- 
tor, the energy of an incident, absorbed photon 
is used to heat the entire detector and thus 
indirectly cause an externally-measurable effect 
such as a change in resistance, voltage, or 
volumetric length in liquid thermometers. 

Since thermal detectors are sensitive to the 
amount of incident energy absorbed, their spec- 
tral detectivity is relatively flat. On the contrary, 
the detectivity of quantum detectors, being a 
function of the incident number of photons 
absorbed, increases as the energy per photon 
decreases. Finally at the long-wavelength limit, 
the photon has too little energy to cause any 
excitation at all. 

3-4.2.1  Quantum Detectors 

3-4.2.1.1 Photoemissive Detectors 

a. Vacuum Photodiode. A vacuum photo- 
diode (Fig. 3-57(A)) is a vacuum-tube diode 
which contains a thin wire anode and a specially 
coated cold photocathode. Incident radiation on 
the photocathode excites electrons into the 
vacuum (Fig. 3-58). The electrons are accelerated 
to the anode by the potential difference (or elec- 
trical field) across the two electrodes. 

The photocathode is coated with a special 
{low-work function) material to facilitate elec- 
tron emission. A coating material designated S-l 
is useful in the near infrared region. The 
response time of vacuum photodiodes, being 
essentially the transit time, is extremely fast (a 
few nanoseconds)49. 

b. Photomultiplier. A photomultiplier is a 
photodiode which has a built-in electron ampli- 
fier. Electrons released at the photocathode of a 
vacuum photodiode are attracted to a dynode. A 
dynode is a specially coated anode which emits 
more than one electron into the vacuum per 
each bombarding electron. These electrons, in 
turn, are accelerated to a second dynode, etc. A 
gain of 106 is possible using eight consecutive 
dynodes49. The dynode gains are achieved 
under conditions of high imput impedance with 
far less noise than in a conventional preampli- 

fier. Photomultipliers also have fast response 
times (a few nanoseconds) being essentially the 
transit time. 

c. Channeltron. A channeltron is a narrow, 
evacuated glass tube with a photocathode at one 
end and an anode at the other. Electrons 
emitted into the vacuum are accelerated down 
the tube. Due to lack of collimation, the 
electrons bounce off the wall of the tube. Since 
the wall is coated with a dynode coating, more 
electrons are emitted from the wall than bounce 
into it, thus producing gain as in a photo- 
multiplier. Gains as high as 104 are practicable. 
Bundles of hollow-glass-fiber channeltrons can 
be used to make an image photomultiplier. 

3-4.2.1.2 Photoconductive Detectors 

Photoconductive detectors are made from 
semiconductor materials. The resistance of the 
semiconductor decreases due to electrons and/or 
holes liberated by absorption of incident 
photons (Fig. 3-57(B)). 

At absolute zero in an intrinsic semiconductor 
all the electron states in the valence band are 
filled and all the electron states in the conduc- 
tion band are empty (Fig. 3-59). The lowest 
conduction band energy level and the highest 
valence band energy level are separated by a 
forbidden energy band called the band gap Ee. 
In this condition, the semiconductor cannot 
conduct. 

At temperatures above absolute zero, some of 
the valence band electrons are thermally excited 
into the conduction band leaving "holes" behind 
in the valence band (Fig. 3-60). Both the 
conduction band electrons and the valence band 
holes are free to conduct. 

An optical excitation occurs when the energy 
from an incident photon is absorbed by an 
electron. In an intrinsic semiconductor this 
produces a free electron and a free hole (Fig. 
3-61). For efficient detection it is required that 
the rate of thermal excitations be small com- 
pared to the rate of optical excitations. (This is 
true for all quantum detectors.) The optical 
excitation of an electron into the conduction 
band where it can conduct freely under the 
influence of an electric field (Fig. 3-62) makes 
the semiconductor an analog of the vacuum 
photodiode. Note, however, that the holes also 
can conduct. 
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FIGURE   3S7.   Schematic Diagram Showing Basic Types of Detectors 
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DONOR ATOMS 

FIGURE 3-63.   Semiconductor (N-type Extrinsic Detector! With Donors 

ELECTRON 
POTENTIAL 
ENERGY 

ELECTRON TRAPS 
(ACCEPTORS) 

FIGURE 3-64.   Semiconductor (P-type Extrinsic Detector) With Acceptors 

Certain impurities (Cu, Hg, Zn, Au, etc.) can 
cause traps within the forbidden gap. An elec- 
tron caught in one of these traps cannot conduct 
since the impurity is not free to move. Optical 
excitations of trapped electrons produce free 
conduction electrons (Fig. 3-63). Optical ex- 
citations of valence electrons into the traps 
produce free holes (Fig. 3-64). 

The following is a description of various types 
of photoconductive detectors; 

a. Intrinsic Elements. Absorption is caused 
by excitation of a valence band electron into the 
conduction band. Both the electron and the 
resultant hole are free to conduct. Examples of 
intrinsic elements are Si, Se, and Te. 

b. Extrinsic Elements. Absorption is caused 
either by excitation of a valence band electron 
to an acceptor leaving a free hole or by 
excitation of a donor electron to the conduction 
band   making   a   free   electron.   Examples   of 
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extrinsic    elements   are    Ge:Hg,   Ge:Cu,    and 
Ge:Zn. 

c. III-V Compounds. A III-V compound is a 
binary compound having one element from 
column III and one element from column V of 
the periodic chart of the elements per molecule 
of compound. Semiconducting III-V compounds 
can be used as intrinsic photoconductive detec- 
tors. InSb is an example of a III-V photocon- 
ductive detector. 

d. Lead Salts (PbS, PbSe, PbTe). Lead salts 
are intrinsic detectors but their exact operation 
is complicated. Either excess lead or excess 
chalcogen (S, Se, Te) can cause effective im- 
purities. Generally, the material is made p-type 
and then electron-trapping impurities are intro- 
duced until stoichiometryso is achieved at the 
desired operating temperature. 

e. Pseudo-binary Compounds. A pseudo- 
binary compound is an (A-B)C compound. For 
each atom of Type C there is one atom of A or 
B per molecule. Thus C is one half of the binary 

compound and the A-B system is the other half. 
Hence the name pseudo-binary compound. 
Mercury-cadmium-telluride is an example. 

Mercury-cadmium-telluride can be used as an 
intrinsic photoconductive detector. The material 
is an alloy of mercury-telluride and cadmium- 
telluride. The band gap is a function of the 
mercury-to-cadmium ratio. Either excess tellu- 
rium or excess mercury-plus-cadmium causes 
effective impurities. Other typical (A-B)C com- 
pounds include (Pb-Sn)Te and (Pb-Sn)Se. 

3-4.2.1.3 Photovoltaic Detectors 

When optical excitation occurs in the region 
of a p-n junction (Fig. 3-57(C)), a hole and an 
electron are set free (Fig. 3-65). Due to the 
built-in potential gradient, they separate; the 
hole going to the p side, the electron to the n 
side. The external measuring circuit can measure 
this either as current or as voltage. A photo- 
voltaic detector operates with little or no bias. 
Examples of photovoltaic detectors are Si 
photodiode, GaAs, In As, and InSb. 

ELECTRON 
POTENTIAL 
ENERGY 

DISTANCE 

FIGURE   3-65.    P-n Junction (Photovoltaic Detector) 
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FIGURE   3 66.   Photo-induced Hall Effect (Photoelectromagnetic Detector) 

3-4.2.1.4 Photoelectromagnetic Detectors 

A photoelectromagnetic detector operates in 
accordance with the Hall effect using photo- 
induced carriers (Ref. 51 and Fig. 3-66). Inci- 
dent radiation generates electrons and/or holes 
mostly at the front surface of the detector due 
to strong absorption. The electrons and holes, 
therefore, diffuse away from the surface. A 
magnetic field is applied parallel to the absorb- 
ing surface, deflecting the carriers and causing a 
Hall-type current which is the signal current. 
InSb can be used as this kind of detector. 

3-4.2.2 Thermal  Detectors 

3-4.2.2.1  Liquid Thermometer 

Incident radiation is absorbed by a liquid 
reservoir causing an increase in temperature 
which causes an increase in volume. The volu- 

metric change of the liquid is converted into a 
change in length by a capillary tube. Liquid 
thermometers are relatively insensitive due to 
the high heat capacity of the reservoir. Examples 
are mercury- and alcohol-in-glass thermometers. 
In 1800, when Herschel discovered infrared 
radiation in the solar spectrum, his detector was 
a mercury-in-glass thermometer. 

3-4.2.2.2 Go/ay Cell52 

A Golay cell is a gas thermometer. Incident 
radiation is absorbed by a wall of a gas-chamber 
which heats the gas causing increases in both 
pressure and volume of the chamber, thus 
deforming a membrane which is another wall of 
the chamber. This change is measured by a 
sensitive optical system using a reticle that is 
either in-focus or out-of-focus depending on the 
membrane's position. The Golay cell is sensitive 
to   mechanical   shock  and  sudden  changes  in 
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ambient pressure. Hence, its use in limited to 
spectrographs in general. 

3-4.2.2.3 Calorimeter 

A calorimeter measures total heat introduced 
into the calorimeter (in calories, for instance). 
Calorimeters, although relatively insensitive de- 
tectors, are suitable for use in calibrating lasers 
(such as C02 at 10.6 microns). The power input 
is proportional to the time rate of change of 
temperature. A beaker of water, a mercury-in- 
glass thermometer, and a stopwatch are some- 
times all that are needed for performing an 
approximate power output calibration. 

3-4.2.2.4  Thermocouple 

A thermocouple is a bi-metaüic junction. The 
voltage generated across the junction of the two 
dissimilar metals is a function of the junction 
temperature. For small temperature changes (the 
usual case in infrared radiation measurements) 
the voltage is proportional to the temperature 
change. Normally the voltage measured is the 
difference between two such junctions, one held 
at a fixed temperature. The response time is on 
the order of milliseconds. An example is the 
Sb-Bi junction. 

3-4.2.2.5 Thermopile 

A thermopile consists of a series of similar 
thermocouples with alternate ones illuminated; 
the others are held at a fixed temperature. The 
numerical value of the measured voltage is thus 
increased. However, the responsivity and detec- 
tivity are the same as for a single thermocouple. 
The response time is usually slower than the 
single thermocouple. 

3-4.2.2.6 Bolometer 

A bolometer is a device with a temperature- 
sensitive passive electrical bulk property (Fig. 
3-57(D)). Bolometer responsivity <R is defined as 

1 (dR\ 
R\dTj 

(3-84) 

where the bulk property R is usually resistance. 

a. Metal Bolometer. A thin metal wire, ribbon, 
or film is the sensing material in a metal bolom- 
eter. Typical metals are Ag, Al, Ni, and Pt. Since 
metals  reflect  infrared radiation,  the metal is 

coated with an absorbent film. The resistance of 
metals is nearly linear with temperature. At room 
temperature, <R is approximately equal to T'\ 
For room temperature metal bolometers, <R = 
3 X ICT3 "K-1. Bolometers with response times as 
short as 1 microsec have been made but are very 
fragile^. 

b. Semiconductor Bolometer. A semiconduc- 
tor is the sensing material of a semiconductor 
bolometer. A semiconductor's resistance de- 
creases exponentially with temperature as 

R  = Rr 
cA'lT (3-85) 

Thus 

fi - A'T- (3-86) 

where A' defines the change of resistivity as a 
function of temperature change. For germanium, 
A' = 3000°K. Therefore, fi=-3X lO'^K'1 

(Ref. 49). 

Cooling increases the magnitude of (R, but the 
resistance quickly becomes too high to measure. 
One solution is to use impurity-doped semi- 
conductors, lowering Ä but allowing much lower 
T.  Thus <R = 6 in Ge:Ga at 4.2°K. 

c. Carbon Resistor Bolometer. At low tem- 
peratures, the carbon rod in an ordinary carbon 
resistor shows an exponential dependence of 
resistance on temperature54. This is because 
graphite is a semiconductor with a very small 
band gap. The carbon resistor bolometer, as a 
result, is a special case of the semiconductor 
bolometer. 

d. Thermistor. A semiconductor bolometer 
made of sintered semiconducting oxides is called 
a thermistor. 

e. Phase Transition Bolometer. A phase tran- 
sition bolometer uses a material with a phase 
transition which occurs at the bolometer's 
operating temperature T0. The phase change is 
not instantaneously abrupt but occurs over a 
range ±&T about T0. If one phase is high 
resistivity and the other low, then the change in 
resistance with temperature about T can be very 
high. A typical semiconductor example is vana- 
dium dioxide with T0 = 68° C and <R = 1 
(Ref.55). 

f. Superconducting Bolometer56 . A phase 
transition bolometer using the superconducting 
phase   transition   is   called   a   superconducting 
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bolometer. For superconducting tin, the transi- 
tion temperature Ta is 3.7°K and &, = 3.5. 
Special equipment is required to maintain the 
transition temperature, hence superconducting 
bolometers are used only as a laboratory instru- 
ment. 

3-4.2.3 Imaging Devices 

Imaging devices  may  be  either  thermal  or 
quantum in nature, or both. 

3-4.2.3.1 Photographic Film 

Through treatment with special dyes, photo- 

graphic emulsions may be rendered infrared 
sensitive. These emulsions can serve as both 
infrared detectors and display devices. By proper 
optical design, a camera can be constructed for 
use in the infrared and emulsions, sensitive as far 
out as 1.350 microns are available. Most infrared 
photography is performed in the 0.70- to 
0.86-micron region (Fig. 3-67(A)). Since longer 
wavelength radiation is scattered to a lesser 
degree than visible light by atmospheric par- 
ticles, infrared photography produces much 
clearer pictures than ordinary photography 
when the scene is obscured by haze. 

Currently available infrared films and plates 
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may be used in a manner not unlike that of 
panchromatic materials. Exposures, however, 
must be made with a higher degree of precision 
to obtain satisfactory results. The materials 
should be handled in a dark room with no white 
light present. Where a safelight is required, the 
Kodak   Safelight   Filter,   Wratten   Series   7,  is 

recommended for films and plates. With high- 
speed infrared film, however, no safelight can 
be used. Some plastics, black paper, and hard 
rubber are not opaque to infrared radiation, 
therefore, care must be taken to use a suitable 
holder for the film if fogging is to be avoided. 
Metal foil is adequate for this purpose. 

TABLE 3-9.  FILTERS FOR INFRARED PHOTOGRAPHY 

MANUFACTURER   NAME & NUMBER OF FILTER WAVELENGTH BEYOND WHICH FILTER 
TRANSMITS, micron 

Eastman Kodak Co. Wratten    23A 
25 
29{F) 
70 
89 
89A 
88 
88A 
87 
87(C) 

Agfa Agfa 

Ilford 

Corning Glass Works 

42 
83 
84 
85 
87 
89 

201 
202 
204 
205 
206 
207 
207 & 813 

246 
245 
244 
24 3 
242 
241 
244 & 555 
244 & 585 
254 
255 

0.560 
0.600 
0.620 
0.670 
0.680 
0.700 
0.720 
0.740 
0.770 

0.600 
0.725 
0.750 
0.830 
0.840 
0.930 

0.560 
0.580 
0.600 
0.630 
0.660 
0.760 
0.800 

0.580 
0.600 
0.610 
0.620 
0.630 
0.640 
0.690 
0.710 
0.780 
0.760 
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Infrared film is available in sheets of all 
common sizes. Either normal or high contrast is 
available by proper adjustment of the develop- 
ment process. The film is also available in 
35-mm rolls. High-speed infrared film is available 
in both 16-mm and 35-mm rolls for use in 
motion picture applications. As shown in Fig. 
3-67 (B), infrared materials are sensitive also to 
the red and blue regions of the spectrum. It is 
necessary, therefore, to use a red filter to 
eliminate the blue portion if only infrared 
sensitivity is desired. The best filter is the Kodak 
Wratten Filter No. 25(A). Other filters that may 
be employed with satisfactory results are listed 
in Table 3-9. 

Because of their long wavelength, infrared 
rays do not come to focus in the same plane as 
visible rays, therefore the lens-to-film distance 
must be increased for infrared photography. The 
correction should neither exceed 0.5 percent for 
most lenses nor 0.35 percent for good lenses. 
For best definition, the smallest lens opening 
allowable by the conditions should be used. 
Special infrared optics should be used since 
ordinary optics are not corrected for aberrations 
in the infrared region and moving the lens 
corrects only the longitudinal color aberrations. 
Reducing the aperture helps to limit the magni- 
tude of the off-axis aberrations. Recommended 
exposure settings are listed in Table 3-10. 

The smaller the specimen to be photographed, 
the further the lens must be extended from the 
film plane. The effective aperture may be much 
less than the nominal aperture setting. The 
effective f/no. for close-up work is computed by 
using the following relation: 

Effective f/no - (nominal f/no.) X (lens-to-film distance) (3-87) 
focal length 

The lens-to-film distance is the focal length 
plus the lens extension from its position for 
infinity focus. 

Infrared-sensitive film may be kept at room 
temperature, but should be refrigerated if it is to 
be stored for several months. High-speed infra- 
red film should not be stored at temperatures 
above 50° F. 

The speed of infrared film and plates can be 
almost doubled by hypersensitizing immediately 
prior to use. The hypersensitizing solution is 
made by diluting 4 parts of 28 percent ammonia 
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MATERIAL 

TABLE 3-10.  EXPOSURES OF INFRARED PHOTOGRAPHY 
ASSUMING OPEN LANDSCAPE, SUMMER SUN, 
CLOSEUPS, AND BRIGHT SUN 

FILTER EXPOSURE 

Kodak Infrared Film 

Kodak Infrared Sheet 

Kodak Infrared Sensitive Plates 

Wratten No. 25, 29, or 70 
Wratten No. 88, 89, or 89A 
Wratten No. 87 or 88A 

none 

Wratten No. 25, 29, or 70 
Wratten No. 87 or 88A 

none 

Wratten No. 25, 29, or 70 
Wratten No. 88, 89, or 89A 
Wratten No. 87 or 88A 

none 

1/25 sec, f/8 
1/25 sec, f/6.3 
1/25 sec, f/5.6 
1/100 sec, f/11 

1/25 sec, f/8 
1/25 sec, f/5.6 
1/50 sec, f/16 

1/25 sec, f/6.3 
1/25 sec, f/5.6 
1/25 sec, f/4.5 
1/100 sec, f/11 

with 100 parts of water. The plates should be 
bathed for about 3 minutes in such a solution at 
a temperature below 50°F; then rapidly dried, 
using a blower if possible, to prevent formation 
of streaks. This must be done in total darkness. 
Development and fixing are the same as for 
ordinary films. 

When an emulsion is exposed and developed, 
the silver halide crystals affected by the expo- 
sure are converted to particles of metallic silver, 
while those not exposed are removed in the 
fixing bath. The photographic image consists of 
large numbers of minute silver grains. The 
density D of grains determines the opacity O of 
the negative and is defined as the logarithm of 
the opacity. 

D = log O 

where 

0 - ///' 
1 = light incident on film 
7" = light transmitted by film 

(3-88) 

The  density E of the image increases with 
exposure. It is defined by the relationship 

E - It 

where 

(3-89) 

I = light incident on film 
t = time during which light is incident, 

i.e., exposure time 

A curve of density vs logarithm of exposure, 
plotted for an emulsion, is known as its char- 
acteristic curve. This curve usually contains a 
straight-line portion, the slope of which, called 
the gamma (7) of the film, is a measure of its 
contrast properties. The higher the gamma, the 
greater the contrast ratio for a given difference 
in exposure. Some typical characteristic curves 
are presented in Figs. 3-68, 3-69, and 3-70 for 
infrared emulsions. Time-gamma curves, giving 
the gamma value to be obtained by a given 
process time in the particular developing agents 
are also shown. Characteristic curves give the 
density of the negative as a function of exposure 
for the particular gamma obtained in the devel- 
opment process. 
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3-4.2.3.2 IR Vidicon 

A semiconductor film when cooled until there 
are almost no thermally generated carriers be- 
comes a high-resistivity dielectric. Incident radia- 
tion absorbed by the film causes regions of 
lowered resistivity. If the film were the dielectric 
of a capacitor, then the lowered resistivity 
would allow leakage between the plates, thus 
lowering the potential difference across the 
capacitor. An infrared vidicon operates on this 
principle. 

The generally high resistance of a cold semi- 
conductor film effectively isolates each discrete 
point on the film as a separate capacitor. When 
an infrared image is focused on the film, the 
voltage across the capacitor is a function of the 
infrared intensity of the image at each discrete 
point. The voltage is sampled by scanning the 
film with a low-voltage electron beam. 

Either the beam current is measured directly 
or the beam current is kept constant and the 
reflected beam is measured by a series of 
dynodes. The latter system is more sensitive. For 
infrared work, the semiconductors used include 
doped germanium, doped silicon, and lead sul- 
fide. 

3-4.2.3.3 Image Converter 

An infrared image is focused on a photo- 
emissive cathode; emitted electrons are then 
accelerated and focused to a fluorescent screen. 
Focusing can be accomplished by close proxim- 
ity, magnetic coils, or electrostatic plates. The 
latter is preferred for best imaging. The 1P28 
image tube is an example of an image converter. 

3-4.3   DETECTOR PERFORMANCE 
AND TEST PROCEDURES 

3-4.3.1  Detector Figures of Merit 

3-4.3.1.1  Noise Equivalent Power (NEP) 

The NEP of a detector is defined as the 
amount of incident rms infrared signal power 
which causes an output signal-to-noise ratio of 
unity. Thus, the smaller the numerical value of 
NEP, the better the detector. 

3-4.3.1.2 Detectivity (D) 

Detectivity D is defined as the reciprocal of 
NEP5'1 . 

D = 
NEP 

3-4.3.1.3 Specific Detectivity (D*) 

(3-90) 

NEP   and  D   are   two   detector   parameters 
which vary as a function of detector area AD 

and noise bandwidth A/", and as such, AD and Lf 
must be specified to make NEP or D meaningful. 

A figure of merit D* has been normalized for 
detector area and noise bandwidth, based upon 
the fact that NEP of detectors is proportional to 
the square root of the detector area AD and the 
square root of the noise equivalent bandwidth 
&f (Ref. 57). It is related to NEP and D as 
indicated by the following equations: 

NEP 

B* =   yJÄ^f D 

(3-91) 

For detectors which behave according to these 
normalizing conditions, the concept of D is 
valid. 

The formula for calculating D* from experi- 
mental data is 

, cmHz1/2 w 1/2 „,-1 

(3-92) 

The numerical value of D* is the normalized 
rms signal-to-noise ratio which would be obtained 
from a 1 cm2 detector with lw cnT2 incident 
rms irradiance, measured in a 1 Hz bandwidth. 

Two basic types of D* may be specified for 
a detector; blackbody D* (D*BB) or spectral 
D CD*). The blackbody D* is obtained by using 
the total irradiance from a certain temperature 
blackbody in the calculation. The spectral D* is 
obtained by using a monochromatic irradiance 
at a certain wavelength in the calculation. The 
spectral peak D , i.e.,(D paife ), is a special case of 
D^, where X is the wavelength of maximum 
response for the detector. 
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The conditions under which the D* value is 
specified follow the D* notation in parentheses 
as follows 

D*(TW or X, fa) (3-93) 

Therefore, D* (500°K, 1000) means that the D* 
is measured using a 500°K blackbody source and 
a modulation frequency of 1000 Hz. The D* 
{\0(i, 500) value specifies a spectral D* at 
10 microns and at a 500-Hz modulation fre- 
quency. The noise is either measured in a 1-Hz 
bandwidth or normalized to a 1-Hz bandwidth. 

3-4.3.2 Theoretical Background Limited Detectors 

When the inherent, internally generated noise 
of a detector is negligible compared to the noise 
caused by random arrival of background 
photons, the detector is said to be background 
limited. This is optimum sensitivity for a detec- 
tor because both the signal and the noise of the 
detector are established by the photon environ- 
ment, and the detector itself adds no appre- 
ciable noise to degrade the signal-to-noise ratio. 
A detector with such properties is said to be a 
BLIP (Background-limited Infrared Photo- 
detector)58 detector. This background noise, in 
semiconductor detectors, exhibits itself in the 
form of generation-recombination noise due to 
photon generated carriers. 

This BLIP condition is an ultimate limit to 
D . The theoretical maximum D\ for a photo- 
conductive detector59  is 

»•^ -t/^ \,) 
(3-94) 

where 

h 
c 

Q (0- \c) 

D* at peak wavelength, cm Hz1'2 w*1 

long wavelength cutoff of detector, 
cm 
Planck's constant, J-sec 
speed of light, cm sec"1 

quantum efficiency of detector 
background photon flux density 
from 0 to \c wavelength, 
photons cm"2 sec"1 

The BLIP D* for a photovoltaic detector is 
higher by a factor of s/2 due to the absence of 
recombination noise60. In a photovoltaic detec- 
tor the carriers are collected at the electrodes 
before they recombine. Thus, the BLIPD* limit 
for   a   photovoltaic   detector   is   expressed   as 

D*(\p,f) = he / 2Q(o- \-i 
(3-95) 

As can be seen from this equation, the BLIP 
D* is inversely proportional to the square root 
of the background photon flux. 

One of the most common means of reducing 
the background level of a detector to increase its 
D* is by "cold-stopping" the angular field-of- 
view of the detector to the extent that the 
detector views only the solid angle of interest. 
When used in a telescope, the detector should 
ideally be "cold-stopped" so that it views only 
the active optical elements, and not the tel- 
escope walls. "Cold-stopping" is generally 
accomplished with an aperture plate which is 
cooled to the extent that its photon emission is 
negligible compared to the photon flux through 
the aperture. When a BLIP detector is "cold- 
stopped" to a conical solid angle, centered on 
the normal to the detector face, D* is related to 
the cone apex angle 6 as follows: 

Hi (3-96) 
sm 

where d, and 62 are full-cone angles. This 
relationship is true only for uniformly radiant 
backgrounds. 

Based upon the above angular dependence for 
BLIP D*, the figure of merit D* * was intro- 
duced by R. C. Jones61 as a means of nor- 
malizing D* to a 180-degree (hemispherical) 
field-of-view as follows: 

nö =180) 

Therefore, 

D* D* sin Hi) (3-97) 

Other methods for reducing the background 
photon flux include: 

1. Cold spectral filters which pass only the 
wavelengths of interest 

2. Cold optical elements and telescopes (to 
reduce telescope emission to an amount which is 
small compared to external background) 
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Most commercially available photoconductive 
and photovoltaic infrared detectors exhibit 
background dependence over a limited range of 
backgrounds. The impurity-activated germanium 
detectors, such as Ge:Hg and Ge:Cu, are the 
most nearly ideal BLIP detectors presently 
available, being BLIP over a large range of 
background photon flux densities. The D* of 
these detectors under low photon-flux densities 
is classified and is discussed in AMCP 706-128. 

3-4.3.3 Measurement of D* 

To determine the D* of a detector and 
specify it meaningfully, it is necessary to meas- 
ure the ratio of the rms signal-voltage to rms 
noise-voltage under a known set of conditions 
which include: 

1. Hrms: Infrared signal irradiance at detector, 
rms value of modulated component. This irra- 
diance may either be blackbody or monochro- 

matic   for   determining   D*     or   D*   respec- 
tively. 

2. AD : Detector area. This may be either the 
actual area or, in some cases, an effective area 
such as with detectors in integrating cavities 
where the entrance aperture acts as AD. 

3. Af: Noise equivalent bandwidth used for 
noise voltage measurement 

4. fo ■ Signal chopping frequency, fundamen- 
tal component 

5. TD : Detector operating temperature 

6. Background conditions: Either the photon 
flux density incident upon detector at all wave- 
lengths from 0 to long wavelength cutoff; or the 
detector field-of-view and effective background 
temperature 

A typical D* measurement set-up is shown 
schematically in Fig. 3-71. 

BLACKBODY 
TEMPERATURE 
CONTROLLER 

APERTURE PLATE 

BLACK-^ 
BODY  \ 

CHOPPER 
DRIVE 
MOTOR 

•DISTANCE 

i 

f 

,CHOPPER 
WHEEL 

DETECTOR 

PREAMP 

DETECTOR 
BIAS 

WAVE 
ANALYZER 

OSCILLOSCOPE 

FIGURE 3-71.   Block Diagram of D* Measurement Apparatus 
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In this setup, a calibrated blackbody of 
known temperature serves as the infrared signal 
source. Its radiating area ABB is limited by an 
aperture plate mounted in close proximity. To 
modulate the infrared signal, a chopper wheel 
with alternate teeth and spaces rotates in front 
of the blackbody aperture. The detector, placed 
at a known distance d from the blackbody 
stopping aperture, receives this chopped infrared 
radiation as a signal. The Hrms BB at the 
detector can be determined in the manner which 
follows. 

For a Lambertian source, when d is much 
greater than the linear dimensions of ABB and 
AD  and detector is centered on line normal to 
ABB, 

H, BB (3-98) 

where 

W BB Ml*. 

Therefore, under these conditions 

eoTAAj^ 
nd2 (3-99) 

In order to determine Hrms BB, which is the 
rms value of the fundamental component of the 
chopped radiation, the modulation factor must 
be known and used as follows: 

H rms.BB 
eoT ABB x (modulation  (3_ioO) 

nd2 factor) 

where the modulation factor for sine wave 
chopping is 0.35 and for square wave chopping 
is 0.45 (Ref. 62). (See Fig. 3-72.) With the rms 
irradiance thus established, the detector is 
coupled through appropriate biasing and pre- 
amplifying circuits to display instruments for 
reading signal and noise voltages. The most 
commonly used instrument for this purpose is a 
wave analyzer which is basically a variable 
frequency, narrow-band voltmeter. A typical 
wave analyzer can be tuned to center fre- 
quencies f0, from 20 Hz to 50 kHz, with a fixed 
A/of about 7 Hz. The display must indicate rms 
voltages, preferably using a true rms meter. 
However, for the narrow Af of 7 Hz, a peak 
reading meter which is calibrated for sine wave 
rms values is adequate with negligible error. 

With the above apparatus operating and the 
wave analyzer tuned to the chopper frequency, 
the rms signal voltage (VSi rms ) can be measured. 
The blackbody aperture is then closed and the 
rms noise voltage (Vn rms ) is measured under 
the same conditions with no incident signal 
irradiance. 

Since the signal-to-noise ratio sometimes 
varies with bias voltage, several bias points 
should be tried to maximize the signal to noise 
ratio. The bias for maximum signal-to-noise ratio 
is called "optimum bias". 

In performing D* measurements it is impor- 
tant that all noise sources other than the detector 
be negligibly small compared to the detector 
noise, otherwise the D* would be limited by 
measurement system noise and would not be 
true measure of the detector. 

With the measured information, the D* is 
calculated and specified as 

V. 

D*{Tmf) , U. 
A.rms )sßT 

(3-101) 
( ^rais, BB ) \/AD 

The proper units for D* are cm Hz1/2 w"1. 

This experimental setup can also be used to 
measure £>* by inserting a calibrated spike-filter 
in front of the blackbody aperture. This filter 
transmits nearly monochomatic radiation at 
wavelength A. This causes Wm to be reduced to 
W(nur, which is the total power density (w cm"2) 
transmitted by the filter. 

As a result, Hrms m at the detector is reduced 
by the same amount to Hrmsfilter. This filtered 
irradiance  is  then  used  in  the D* formula as 

D* (Kf) 
(Hrms, /liter )-y/Aj, 

(3-102) 

In order to make D* values meaningful, 
especially with background-limited detectors, 
the photon background conditions should be 
stated along with the D* value. The preferred 
method is to state the total incident background 
photon flux density at all wavelengths from zero 
to the long wavelength cutoff of the detector. 
An alternate method is to state the field-of-view 
and effective background temperature. 
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IRRADIANCE 

H   = 0.35H 
rms 

TIME 

(A)  SINE WAVE CHOPPING 

H—I 

IRRADIANCE 

H   = 0.45H 
rms 

TIME 

(B)  SQUARE WAVE CHOPPING 

FIGURE   3-72.   Modulation Factor for Sine and Square Wave Chopping 

3-4.3.4 Spectral  Responsivity 

The responsivity iff of a detector is defined as 
the ratio of rms signal voltage, measured at the 
detector, to the incident rms infrared signal 
power. The common units are volts per watt. 

For blackbody irradiance 

V 
lBB 

For spectral irradiance 

V 
«> (n \, rms Mi 

A plot of spectral responsivity as a function 
of wavelength is called a spectral response curve. 
This curve may represent either relative spectral 
response, in which case the curve is normalized 
to its own peak value as the 100 percent point, 
or the curve may carry an absolute calibration of 
responsivity vs wavelength. 

Since the curve represents the variation of Vs 

with A, and V„ is constant because the only vari- 
able parameter is signal irradiance, the curve also 

V V 
represents 7^- vs A. Since v^ is proportional to 

*n " n 

(3-104)      D*, the spectral response curve also represents 
the variation D* vs X. 

(3-103) 
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(A)     SPECTRAL RESPONSE  OF  IDEAL PHOTON DETECTOR 

pi* 
u 
o 

(B)  SPECTRAL RESPONSE OF IDEAL THERMAL DETECTOR 

FIGURE 3-73.   Idealized Spectral Response of Photon and Tharmef Detectors 
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Spectral response curves are basically different 
for thermal and photon detectors. This is 
explained in the paragraphs which follow. 

1. Photon Detector Spectral Response 

As discussed in par. 3-4.2, a photon detector 
operates by direct absorption of photons. The 
energy of incident photons must be equal to or 
greater than a certain threshold amount in order 
to be absorbed. Photons possessing less energy 
(long wavelength) will not be absorbed. Thus a 
long wavelength cutoff for the detector's spectral 
response is exhibited. Photon energy is related to 
wavelength as follows63: 

E = 1.24 

where 

E = photon energy, eV (electron 
volt) 

X  = wavelength, micron 

Therefore, a photoconductor with a bandgap 
energy of 0.1 eV would respond only to wave- 
lengths shorter than 12.4 microns. 

Photon detectors have nearly constant quan- 
tum efficiency at wavelengths less than the long 
wavelength cutoff, so that the Vs for equal 
numbers of signal photons at various wave- 
lengths would be nearly constant. However, the 
spectral responsivity (V/w) decreases as the 
wavelength shortens because the energy per 
photon is increasing without causing an increase 
in Va. 

Fig. 3-73(A) illustrates the idealized spectral 
response of a photon detector. 

Spectral response curves for actual detectors 
are shown in Figs. 3-74 and 3-75. 

2. Thermal Detector Spectral Response 

The response of a thermal detector is propor- 
tional to the total photon energy absorbed. The 
response is limited only by the detector's ability 
to absorb photons of various wavelengths. The 
incident surface of thermal detectors is generally 
coated with materials which are highly absorp- 
tive over large wavelength regions. Therefore, 
the spectral responsivity of thermal detectors 
tends to be constant as shown in Fig. 3-73(B). 

The spectral response curve of a detector may 
be determined experimentally by measuring its 

relative signal response in the output beam of a 
calibrated monochrometer as a function of X. 

An alternate approach to determine the ap- 
proximate spectral response is to measure the 
fix of the detector at various discrete wave- 
lengths, using a series of calibrated narrow-band 
spectral filters in front of a blackbody source. 

3-4.3.5  Input-output Relationship 

The relationship between detector output 
signal voltage and the input radiation can be 
described as a function of frequency (frequency 
response) or time (impulse response). 

(3-105)     3-4.3.5.1  Frequency Response 

In this method the detector is exposed to a. 
constant amplitude, variable frequency, 
sinusoidally modulated infrared signal. As the 
signal chopping frequency is varied through the 
frequency range of interest, Vs of the detector is 
monitored and recorded. The results are then 
plotted as Vs vs f. This plot, when normalized to 
its peak value is called the frequency response or 
amplitude response. 

3-4.3.5.2 Time Response 

In this method the detector is exposed to 
pulses of infrared signal whose intensity vs time 
varies as a square wave function. The rise and 
decay times of the radiation pulses are made 
small compared to the expected time response 
of the detector. The output signal voltage of the 
detector is amplified and displayed on an 
oscilloscope. The rise and decay times of the 
output signal voltage pulses can be measured on 
this oscilloscope, and represent the rise and 
decay times of the detector. 

Some of the most important processes gov- 
erning detector time response include: 

1. Free Carrier Lifetime. The carrier lifetime 
in semiconductor photon detectors is a measure 
of the average time that an excess electron or 
hole exists before recombination. Free carrier 
lifetime is the major factor governing decay time 
of most semiconductor photo detectors. 

2. Thermal Time Constant. In thermal detec- 
tors the major process governing the time 
response is the rate at which its temperature can 
rise in response to signal power, and the rate at 
which its temperature can drop back to ambient 
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when the signal is removed. This time is a 
function of specific heats of the materials, 
thermal impedance to the heat sink, mass, and 
geometry. Thermal time constants are generally 
fairly slow, in the milliseconds to seconds range. 

3, Resistance-capacitance (RC) Time Con- 
stant. A detector can often be limited in its 
response by the shunting effect of the 
capacitance of the detector and its surroundings 
(Fig. 3-76). 

The breakpoint frequency fb for a simple 
parallel RC time constant is expressed as 

fb   " 
2irRC 

(3-106) 

where 

R = total parallel resistance, ohm 
C = total parallel capacitance, farad 

RC time constants can be minimized by the use 
of low capacitance cables and connectors. 

The time constant of photon detectors is 
generally much faster than thermal detectors 
because thermal detectors work primarily on the 
basis of heat transfer which is a relatively slow 
process. 

Many infrared detectors have a simple expo- 
nential time response which can be described 
with a single time constant. However, some 
detectors may have multiple processes simulta- 
neously determining a complex time response 
which cannot be described in terms of a single 
time   constant.   In   these   cases,   a  frequency 

response curve or an impulse response plot is 
required to describe the detector behavior in a 
meaningful manner. 

The frequency response of a detector can be 
measured in the D* measurement setup illus- 
trated in Fig. 3-71 simply by varying the 
rotational rate of the chopper and monitoring 
Vs on the wave analyzer. Due to the practical 
problems involved in rotating choppers at high 
speeds, this method is limited to about 100 kHz 
or less. 

Higher frequencies can be measured using 
forward biased semiconductor diodes such as 
InAs and GaAs, which emit photons due to the 
direct recombination of minority carriers. The 
amount of radiant power emitted by these 
diodes is proportional to the bias current, which 
may be modulated at high frequencies, resulting 
in high-frequency modulated infrared signals. In 
this manner signals in the megahertz range can 
be generated to extend the frequency response 
measurement range. One drawback of the diode 
emitter is that it emits nearly monochromatic 
radiation, which may or may not be usable on 
the detector of interest. 

Fast pulses of infrared power can be gen- 
erated by: 

1. Properly configured chopper wheels 

2. Square wave biased emitter diodes 

3. Rotating mirrors which scan a beam of 
infrared power across a detector rapidly 

4. Pulsed lasers 

AMPLIFIER 

£> 
FIGURE 3-76.   Equivalent Circuit Illustrating Detector-associated Capacitance 
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3-4.3.6 Detector Noise 3-4.3.6.3 Generation-recombination Noise 

There are a number of basic noise-generating 
mechanisms in detectors. The most important of 
these sources are explained in the paragraphs 
which follow. 

3-4.3.6.1 Johnson Noise (also Nyquist or Thermal) 

This noise, present in all resistors, is caused by 
the random motion of charge carriers in a 
resistor at thermal equilibrium. The rms value of 
this noise may be calculated as follows63: 

Johnson V„, 

where 

(AkTRAf)112 (3-107) 

The statistical fluctuation in the carrier gen- 
eration and recombination rates in semiconduc- 
tor detectors is called generation-recombination 
(G-R) noise. If the generation of carriers is due 
primarily to the temperature of the detector, the 
noise is termed thermal G-R noise. If the 
generation of carriers is due primarily to direct 
photon absorption, the noise is termed photon 
G-R noise. If the photon induced G-R noise is 
the predominant noise from the detector, it is 
said to be photon or background-noise limited. 
G-R noise has the same frequency dependence as 
signal. 

k - Boltzmann's constant 
The   G-R   noise   for   a 

expressed as follows64: 
photoconductor   is 

The spectrum of this noise is flat up to very 
high frequencies (microwave frequencies). 

3-4.3.6.2 Temperature Noise 

Temperature fluctuations in the detector, 
caused either by the radiative exchange with the 
environment or conductive exchange with the 
heat sink, can cause output voltage fluctuations. 
In thermal detectors, if the temperature noise is 
caused by radiative exchange with the environ- 
ment, the detector is said to be at its theoretical 
limit. 

The following relationship expresses the tem- 
perature noise variations for a thermal detector49: 

T- =   AkT'KAf 
K2 + 4n2f2C2 AT2    - (3-108) 

where 

AT     = mean square temperature 
fluctuation 

k = Boltzmann's constant, w sec ° K'1 

T =  detector temperature, °K 
K = thermal conductance, w °K_1 

C = heat capacity of the detector, 
w sec °K"' 

Af =  noise equivalent bandwidth (must 
be small compared to frequency 
n,Hz 

The   relationship   between  AT"   and   Vn rm, 
must be determined for each specific detector. 

= RI DC 
2r(Afl 

n(l+ A*2fr2) 
V   (3-109) 

where 

R = 
r 
n 

Af 

lDC 

detector static resistance, ohm 
carrier lifetime, sec 
charge carrier density, 
dimensionless 
noise equivalent bandwidth (must 
be small compared to frequency f) 
mHz 
dc current, A 

For photovoltaic detectors, V„,rm5 is smaller 
by a factor of y/2 due to the absence of 
recombination noise. 

3-4.3.6.4 Shot Noise 

Although shot noise—caused by the random 
fluctuations in the number of electrons emitted 
by a cathode—occurs in most detectors, it is 
sometimes the dominant noise in photovoltaic 
and photoemissive detectors. The rms value of 
shot noise in Af Hz bandwidth may be calculated 
as follows65: 

(3-110) V R(2qIDCAfy2 

q   = charge on an electron 
1.59 X 10-|9C 

Af = filter bandwidth, Hz 
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3-4.3.6.5 Current Noise 

This noise is characterized by a IIf" spec- 
trum63, usually called 1//" noise. The mechanisms 
causing this noise are not well understood and 
probably encompass many causes. Some of the 
factors influencing 1/f noise are contacts, sur- 
face quality, crystalline dislocation, and bias 
current. This noise source is generally not 
dominant beyond frequencies of a few hundred 
Hz. 

Since several of these noise mechanisms 
usually demonstrate themselves simultaneously 
at various frequencies in a detector, it is desir- 
able to plot a noise voltage spectrum for the 
detector. This is a plot of absolute or relative 
Vn, rms versus frequency. 

The typical noise voltage spectrum and signal 
frequency response of a photoconductor are 
illustrated in Fig. 3-77(A) and (B). The signal- 
to-noise ratio is represented by Fig. 3-77(C). 

The noise voltage spectrum of a detector can 
be determined by measuring Vn rms in narrow 
Af increments over the frequency range of 
interest. This can be accomplished with a wave 
analyzer (narrow Af, tunable voltmeter). 

3-4.4 DETECTOR  FABRICATION 

3-4.4.1 General 

Since the types of infrared detectors are so 
diverse, a thorough discussion of fabrication 
methods would be prohibitively lengthy for this 
handbook. Therefore, only some of the most 
important electro-optical detectors will be dis- 
cussed. 

3-4.4.2 Photon Detectors 

Most infrared photon detectors are made 
from semiconductor materials, both intrinsic 
(such as Si, InSb, HgCdTe, etc.) and extrinsic 
(such as Ge:Hg, Ge:Cu, etc.). In some cases the 
semiconductor material is grown in large crys- 
tals; then sawed, lapped, and chemically etched 
into detector elements. In some other cases, a 
thin film of the semiconductor material is 
applied to a substrate by vapor-deposition, 
chemical precipitation, or epitaxial deposition. 

A photoconductive detector, Fig. 3-57(B), is 
made by applying a properly prepared semicon- 

ductor element to a heat sink, and attaching bias 
electrodes and wires. 

A photovoltaic detector is made by diffusing 
a p-n junction into a semiconductor element, 
mounting it to a heat sink, then electroding and 
wiring it, Fig. 3-57(C). 

If the detector requires cryogenic cooling, it is 
attached to a cold finger in a Dewar housing 
which is equipped with a window which will 
admit IR signals. 

Some of the critical parameters involved in 
making high-quality IR detectors include: 

1. The purity, stoichiometry, and crystalline 
perfection of the semiconductor material 

2. Closely controlled amounts of the proper 
activation impurities in extrinsic photoconduc- 
tors and in photovoltaic detectors 

3. Careful surface treatments such as lapping 
and etching to minimize surface noise 

4. Application of low-noise electrodes to the 
element 

5. Optimum thickness for maximum photon 
absorption 

Arrays of detectors can be made by mounting 
several individual detectors onto a heat-sink, 
which is practicable method if only a small 
number of fairly large detectors is involved. A 
method which is particularly suited for fabrica- 
ting arrays consisting of large numbers of small 
detector elements involves forming the array 
from a single monolithic crystal using a multi- 
blade saw. High-density arrays can also be 
produced by photo-etching or scribing tech- 
niques. All of these methods have been used to 
form detectors as small as a few thousands of a 
square inch in arrays consisting of hundreds of 
elements66. 

3-4.4.3 Thermal Detectors 

The most common thermal detectors are 
thermocouples and bolometers. Radiation ther- 
mocouples are composed of a thin, black- 
ened, gold foil behind which is attached a 
thermoelectric junction of dissimilar metals. The 
incident radiant power is absorbed by the 
blackgold foil and a temperature rise results 
which is sensed by the thermocouple. Low-mass 
foils and junctions are required for fast time 
response. 
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A thermistor boiometer contains a sensitive 
element which is a mixture of manganese, nickel, 
and cobalt oxides. This element, which is a 
temperature-sensitive semiconductor, is mount- 
ed to a heat-sink and electrodes and wires are 
attached. The surface of the sensitive element is 
blackened for maximum infrared absorption. A 
thermistor bolometer generally consists of two 
sensitive elements mounted to the same heat- 
sink, with only one of them exposed to the 
signal radiation. The other element acts as 
temperature-compensating load resistor. 

In general, thermal detectors are designed 
with (1) low mass and good thermal conduction 
to the heat sink for the fastest time response, 
and (2) thermal isolation from the heat sink for 
maximum sensitivity. 

3-4.5 COMPARATIVE PERFORMANCE 
OF INFRARED DETECTORS 

The   comparative   performance   of infrared 
detectors is presented in Table 3-11. 

3-138 



8 

a 
t- 
UJ 
Q 

O 
Ui 
EC 
< 
u- 

o 
LU 
Ü 
Z 
< 
5 
CC 

£ 
cc 
HI 
a. 

5 

(4 
UJ 

eq 

'o 0) 
« <A 

B 
© o o o 
i-l t-l r-i rH 

O     O     -J     — 

© O O O 
tH  rH  rH  iH 

3       —       0Q       »       5*       — 
o o © © © o 
rH   rH  rH   rH   rH   iH 

X   X  X  X X  X  X  X X  X  X  X  X X 
N «NH CO  CO rt H (N 00 CO  CN  \G CN 

* A A A A A A A A A A A A A A 

»'S 
8  O 

q * 

o 
OK? 

CO w go 

'8 I» 

- c 

E   8 
" 1 

o 

2 w a« 
O  H 

W 
Q 
O 
S 

H 

s 

T   7 
© © ©O©©©00©©0©©©0©©©© 

XXXXXXXXXXXX 
COIM«INWifCi3HHC<3riH 

V V      V V 

XXXXXXXX 
THNrtNCNWMH 

V V   V  V 

oooooooooooooooooooo 
HHHHriHHHHHHHHHHrtHHHH 

xxxxxxxxxxxxxxxxxxxx 

o    o o    o o    o 
ej\rH—-eO^OieOC^Ov      —      «ff'ff'^-^COC^XOO 

©O0©0©0©©©00©0©©00©0 
r-IrHrHrHrHrHrHrHrHrHrHrHrHrHrHrHrHrHrHrH 

XXXXXXXXXXXXXXXXXXXX 
HHHCOiniOi'MrfHHt-MHNHNWnW 

ua««qcDoqo 
CO   rH   «M   rH 

[>iniri?dcocoooco 

CN        CN CN 

a)mt>fflc»t-M>     <N us 
(M  rH CM rH 

c~ c- io m m m c- 
C> c~ Cji 01 Ol cji t~- 

CN CN CN rH 

3 

 ■ rf  4 
rHtNCO-<a<lOt£>t>OOC3i©rHCNCOtrJC~CX505©00 

HrtHHHHHHNNN 

3-139 



■g 

c 

8 

u 
LU 

Q 
D 
UJ 
DC 
< 
u. 
Z 

u 
< 
EC 

O 
u. 
£T 
Ol 
a 
Hi 

> 

o 

CO. 
< 

C3 

*      fll 

M      --      »      ^ 
© o o o 
HrirHH 

fjl       0\       ov 

o o o 
t-l   rH   i-l 

X  X  x  X XXX 
N Hifl  N <N »ß iC 

£ A A 

Ü 
ffl-C 
Stf- 
»_   N 

&£ 

8 S 

1° 
-i 1 

Q £ 

C5 

«a 
a) c 

Q 

c 
H     0 

^   6 

w 
, a ^ 

o H £ 
z fe S 

o w 
E- 

w 

o 

w 

S 

1 

o 
I-l 

© 
I—1 

J 
o 
rH 

Cl 

o 
TH 

7  T 
o o 
rH   f-l 

o 
1 

o 
T-l 

i 

o 
I-l 

o o 
rH rH 

f 
o 

I 
o 

r- 
l 

O 
rH 

go 

o 
rH 

X X X X X  X X X X X X X X X X 
csi co CM "* CM ITJ 7-1 TH rH rH  ** rH i—l rH rH 

i—     —     /^(MrnO 

oooooooo 

XXXXXXXX 
IMiOHCONHHH 

A A A A A A 

O o o o 
rH   ,-(   TH   i—I 

X   X   X   X 
CM to (M M 

O  O  O 

XXX 
N m in 

ö©öö©©oo 

XXXXXXXX 
NinCOCCMHHrt 

o 
rH 

0", 

o 
rH 

00 
o 
rH 

O 
rH 

O 
rH 

© 
rH 

a- 
© 
rH 

X X X X X X X 
CM Tj< CM CM CM «3 U5 

© 
rH 

X 

lO    iC     +J     4J -t->    +J    +J 
CTJ     crj    CÖ 

(*(   fe   pti 

t> oo oo oo en *» 

©" © © © © J3 © o 
fa   rH   rH 

CM CM 

in t~ in w      LO io -# loiDinwiO'i't-t* 
cjirHcyi©      © rH as © © © ©      c-t> 
<N   CM CM   IN N Ol IN N IN 

SÜ«H 
OH O-i cc H 

03 

fe OH (X) 
Ü CO CO 

ü>WÜ>Bü> 
OHPHOHOHCHCOOHQH 

SH 
O 

4> 

"a, 
3 
O 

*H o 

»5 
CU CO 

•a -Ö 

Ü0  DJO 

TH  CM CO  -rfi 
CM CO CM CM 

U0 <£) C- 
CM  CM   (N 

OOC35rHCMOO'#iOCO 
CMCMC0COCOC0CO0O 

a> 
+» 
a> 
a 
0 
o 
M 

c 
o 

'43 
w 
C « 
JH 

EH 

CO 
w 
03 
x; r—v. 

o- 00 
be Oi 

-S o 1-1 

y ■*j 
3   O 

T3 _a; 

CD 

' tfl 
in 

© 
o 

C "5J a 
CD 

o 
o 

o < 
3 -c -C c 

CO EH 

1     1 

0- 

1 
-v 

<x> 
c 

CO ■a 
PH 

Cd 
c 
o 

CO H CX, o 
U5 

L0 
H 

o 
HJ 

o a 
0) 

HH» 
0) 

T3 

'■*3 _o (1> 

a> "o CU 

So o M £ S  > a> 

a ^ .a **H 
0 

e 3 u O cu 
-u   13 '3 3 o 

^ o C a a>   o > o 
O   0 o o »H 

-^ +J +i ■rH o o o 0 6 <1H 

£ X! A Cu »H 

CM  OH 

I      I 

OH 

1 

CO 

1 

S 
HU>ffl '3 
OH OH OH CO u 

m 
■a -C 

O   ^    H H     U     (A 
.3   cd   cu 
CP CQ ffl 

u 
C 
O 
u 
c 

J-.      O 

H3     H-J 
CU       « 

<D      — 

H     'S 

o   * 
T3 

I       cu 1   s 
ea O 
CO PQ S 

E-i 
O 

3-140 



3-5 COOLING SYSTEMS 

3-5.1   REQUIREMENTS 

Optimum performance in the intermediate- 
and far-IR wavelength regions requires that 
solid-state detectors and optical components 
such as telescope barrels, baffles, and mirrors be 
operated at very low (cryogenic) temperatures. 
Stable cryogenic temperature levels are achieved 
in the laboratories with relative ease by using 
gases such as helium, hydrogen, nitrogen, and 
oxygen whose boiling point temperatures when 
liquefied are 4°, 20°, 77°, and 83° K, respec- 
tively. The problem is to achieve and maintain 
the required cryogenic temperatures in the field 
with equipment generally encumbered by space, 
weight, power, and other limitations. 

In addition to hardware limitations are per- 
formance requirements such as the temperature 
variation tolerances which generally range from 
10° to 15°K. There is also the need to ensure 
structural integrity and optical alignment of the 
components and to minimize background noise 
during operation. Fulfilling these general re- 
quirements involves performing detailed thermal 
analyses; and evaluating methods of cooling, 
transient flow characteristics of heat, and the 
efficiency of selected insulating methods. 

3-5.1.1  Detector Cooling 

The data plotted in Fig. 3-78 illustrate the 
sensing capabilities versus operating temperature 
ranges of various detectors. Note that all of the 
detectors achieve maximum performance in the 
cryogenic temperature range below 200° K, and 
that half have operating temperatures below 
77° K. 

Achieving the required temperatures within 
the framework of minimum weight and volume, 
reliability, and simple operation is the task 
which confronts the designer. 

3-5.1.2 Cooling of IR Optics 

Although the cooling of optical components 
in an IR system does not involve the low 
temperatures required for detectors, the cooling 
load is generally much higher because of the 
greater mass and area involved. As mentioned 

previously, optical barrels, baffles, and mirrors 
must be maintained at certain temperatures for 
satisfactory operation of the IR system. These 
temperatures are a necessary factor in achieving 
the required low-background noise levels for 
detectors. Temperature gradients in optical com- 
ponents are extremely critical since excessive 
gradients can result in the distortion of optical 
or baffle surfaces, thereby, changing the optical 
characteristics of the system. Optics used in 
space vehicles can be cooled passively by radia- 
tors on the vehicle. 

3 5.2 TYPES OF COOLING SYSTEMS 

3-5.2.1   Direct Contact 

Direct-contact cooling methods which apply 
the principles of heat of fusion or heat of 
vaporization of a material, or of radiation from a 
surface, are reliable and relatively simple to 
analyze. Selection of solidified or liquefied 
coolant and of the heat transfer mode is dictated 
to a major extent by the required temperature. 
Dual cryogenic systems are sometimes consid- 
ered for long-life, minimum-weight applications 
in which one cryogen serves as a protective 
jacket for the other. Constant temperature can 
be maintained by melting or vaporizing the 
coolant through phase-change cooling methods. 
Conduction and radiation cooling will provide 
stable temperature levels as long as the radiator 
thermal environment is constant. 

3-5.2.1.1    Liquid   Coolant   Systems 

a. Description 

Cooling by means of a "liquid cooling" 
system entails maintaining thermal contact be- 
tween the coolant and the device to be cooled. 
Thermal contact can be achieved through the 
high-conductivity walls of the storage vessel or 
by means of a heat-conduction rod (cold finger) 
immersed in the fluid. Fig. 3-79 shows a diagram 
of a typical liquid coolant system. 

b. Thermodynamics 

The thermodynamics involved in the perform- 
ance analysis of liquid coolant systems are 
relatively simple. The amount of liquid coolant 
required can be calculated from the heat balance 
equation 
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FIGURE 3-79.   Liquid Cryogen Cooling System 

i^ = M^,ib (3-111) 

where 

W = weight of coolant required for the time 
of operation, lb 

Q = total heat rate to the coolant (includ- 
ing that of the detectors, insulation, 
supports, and fill- and vent-ports), w 

t = time, hr 
hv  = latent heat of vaporization of the cool- 

ant, Btu/lb 

3.41 Btu/hr = 1 w 

(These as well as additional symbols used 
throughout this paragraph on cooling systems 
are listed in Table 3-12.) 

The temperature level of an evaporative cool- 
ant can be varied to some extent by controlling 
the environment pressure in the coolant-supply 
tank. Vapor pressure curves vs temperature 
characteristics of the most common coolants are 

plotted in Fig. 3-80. 

c. Range of Application 

The principal limitation to the use of the 
liquid evaporative cooling system is in providing 
a sufficiently long operating life with a given 
heat load. In general, for flight-type IR cooling 
applications, this cooling system can be used 
only when the heat load is low or when the 
operating time is short. 

d. Existing Problems 

The behavior of two-phase fluids in a vessel 
that is subject to reorientation and to various 
acceleration forces is very complex. In addition, 
the vessel design and fluid properties (viscosity, 
surface tension) are extremely critical. If the 
thermal efficiency of the system is closely 
dependent on the liquid cryogen interface being 
adjacent to the device being cooled, positive 
methods of controlling the liquid (such as a 
capillary structure for holding the liquid for 
supercritical  operation) must then be applied. 
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TABLE 3-12. STANDARD SYMBOLS FOR PAR. 3-5 

SYMBOL DEFINITION TYPICAL UNITS 

A Heat flow area cm2 

a Reflected solar energy from planetary bodies 
(albedo) 

C Thermal capacitance of a body w-hr/°K 
COP Carnot coefficient of performance 
AT Temperature difference °K 
e Planetary emission 
g Gold 
K Heat of sublimation Btu/lb 
K Latent heat of vaporization Btu/lb 
I Current A 
K, Thermal conductivity mw/cm°K 
k Kovar 
L Heat flow-path length cm 
th Gas flow rate g/sec 
M Molecular weight g/mol 
Nc Compressor efficiency 

P Body internal power generation w 
P Pressure arbitrary units 

Q Heat flow mw 
Q Total heat rate w 

Qa Absorbed incident solar reflectance from 
planetary bodies 

Qe Absorbed incident planetary emission w 
Qr Body emitted energy to space w 
Qs Absorbed incident solar energy w 
R Universal gas constant cal/gmol- °K 

Re 
Electrical resistance ohm 

R, Thermal resistance °K/mw 
r Radiation 
S Seebeck coefficient V/°K 
T Temperature °K 
tot Total 
t Time hr 
Tc Cold-face temperature °K 
Th Hot-face temperature °K 
Ü Thermal conductance w/°K 
W Coolant required in weight for a given time lb 
wc Compressor power w 
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3-5.2.1.2 Solid Coolant Systems 

a. Description 

Solid coolant system operation is based on 
the absorption of thermal energy through subli- 
mation of a solidified coolant. A typical "solid 
cooler" arrangement designed for IR detector 
cooling is illustrated in Fig. 3-81. The tempera- 
ture level of operation is dependent on the vapor 
pressure of the coolant. Vapor pressure curves of 
some potential solid coolants are given in Fig. 
3-82. The problems due to the behavior of liquid 
coolant in a vessel during reorientation or to the 
variation in the acceleration forces on the cooler 
are avoided by the use of solidified coolants. 
Additional advantages of solidified coolants in- 
clude lower temperatures than liquids, more 
coolant per unit volume, and additional cooling 
capability per unit mass. 

b. Thermodynamics 

The overall thermodynamic performance of 
solid coolers is developed from the following 
simple heat balance relationship based on the 
heat of sublimation equation: 

W = 
3.41Qt -,1b (3-112) 

where 

W = weight of coolant required for the time 
of operation, lb 

Q = total heat rate to the coolant (including 
detectors, insulation, supports, and fill- 
and vent-ports), w 

t - time of operation, hr 
hs - heat of sublimation, Btu/lb 

3.41 Btu/hr =  1 w 

c. Range of Application 

Solid coolers are most promising for applica- 
tions requiring very low temperatures. Limita- 
tions include the size and weight of the cooler as 
dictated by the heat of sublimation and density 
of the selected coolant, the heat load, and the 
required length of operation. The requirement 
for a continuous vacuum in this cooling system 
may restrict its use in some applications. 

COLD FINGER 

VACUUM, FILL, AND VENT LINE 

VACUUM INSULATION 

mäMJMmmmm 

THERMAL 
CONDUCTION 
DISKS 

FIGURE   3-ai.   Solid Cryogen Cooling System 
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3-5.2.1.3 Passive Cooling 

Passive, IR detector temperature-control tech- 
niques can be applied in an environment where 
advantage can be taken of the low, effective, 
space temperature. The technique entails con- 
trolling the balance of the absorbed external 
heat loads and the emitted energy to space for 
achieving the desired operating temperature. 

The heat balance equation for a body in space 
is as follows: 

C~=Qs + Qa + Qe+p-Qr (3-113) 

where 

C = thermal capacitance of the body, 
w-hr/°K 

T = body temperature, °K 
Qs = absorbed incident solar energy, w 
Qa  = absorbed   incident   solar   reflectance 

from planetary bodies, w 
Qe  = absorbed incident planetary emission, 

w 
p = body   internal   power  generation,  w 

Qr = body   emitted   energy   to   space,   w 
t = time, hr 

One of the most important factors influencing 
the stability of passive, temperature-control 
systems intended for long-term operation in 
space is the degradation of external thermal 
control coatings. Sources of degradation are: (1) 
ultraviolet component of solar radiation, (2) 
high-vacuum environment, (3) high-energy radia- 
tion and particles from the Van Allen belt and 
the sun, (4) atmospheric ions, protons, and 
electrons, and (5) micrometeorite erosion. 

Passive techniques for achieving detector 
temperature control are limited, in general, to 
temperatures greater than -148°F (-100°C) 
and, thus, are quite restrictive with respect to 
the type of detector being cooled. 

Since it is not possible to adjust the operating 
temperature of passive cooling systems in orbit, 
a great deal of care and skill must be applied 
during the design analyses and testing phases of 
the cooler to assure the verification of the 
required performance characteristics. 

3-5.2.2 Joule-Thomson 

The   Joule-Thomson   principle   of  obtaining 

low temperatures is commonly used in the 
industrial manufacturing of cryogenic fluids. It 
is the basis of many closed- and open-cycle 
cooling systems used for detector cooling at 
intermediate cryogenic temperature levels. The 
application of the Joule-Thomson principle to 
low cryogenic temperatures for detector cooling 
is being studied. 

3-5.2.2.1 Closed Cycle 

a. Description. The Joule-Thomson closed- 
cycle cooling system is shown schematically in 
Fig. 3-83. High-pressure gas from the compressor 
passes through regenerative heat exchangers to 
the throttling orifice where, by expanding to a 
lower pressure, part of the gas becomes lique- 
fied. The cold unliquefied vapors and the vapors 
from evaporation of the liquid during heat 
addition return to the compressor after flowing 
through the regenerative heat exchangers. 

b. Thermodynamics. A temperature-entropy 
diagram of the Joule-Thomson closed cycle is 
shown in Fig. 3-84. The cycle involves isother- 
mal compression from 1 to 2, constant-pressure 
cooling process through the regenerative heat 
exchanger from 2 to 3, and adiabatic expansion 
from 3 to 4 through an orifice, constant 
temperature evaporation of the condensed liquid 
from 4 to 5, and constant pressure heating in the 
regenerative heat exchanger from 5 to 1. 

The Carnot coefficient of performance COP is 
expressed as 

COP   = tcolä_ (3-114) T - T ^ambient     xcold 

where both temperatures are absolute. 

The power required by the compressor can be 
determined from Eq. 3-115 

W,. jzL)ln(Piu*.) 
m\MNc)

m\Piou,}> w        (3-115) 

where 

Wc 

m 
R 
T 
M 
Nc 

P 

compressor power, w 
gas flow rate, g/sec 
universal gas constant, cal/g mol-°K 
temperature, °K 
molecular weight, g/mol 
compressor efficiency 
pressure, arbitrary units 
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3-5.2.2.2 Open Cycle 

Open-cycle Joule-Thomson systems differ 
from closed-cycle systems in that gas is supplied 
from a high-pressure cylinder instead of a 
compressor, and expanded gas is not recovered. 

3-5.2.3 Expansion Engine 

Expansion of a gas in an engine where the gas 
performs work in the expansion process lowers 
the temperature of the gas. The cooling cycles 
described in the subsequent paragraphs are based 
on this principle. 

3-5.2.3.1 Stirling Cycle 

The Stirling Cycle cools by isothermal expan- 
sion of a gas in a smaller chamber called the cold 
head. For increased coefficient of performance, 
it makes use of a regenerator which is a thermal 
capacitor which alternately absorbs heat from, 
and rejects heat to, the gas stream and operates 
in four steps as illustrated in Fig. 3-85. The first 
step, insets (1) and (2) of Fig. 3-85, consists of 
compressing the gas at room temperature with 
heat removal. The gas is then transferred to the 
cold chamber through the regenerator, insets (2) 
and (3). The gas expands due to the piston and 

displacer retracting, inset (4), thus cooling the 
gas. The gas is finally transferred back through 
the regenerator to the warm chamber, insets (5) 
and (6). The effectiveness of the Stirling Cycle 
method of cryogenic cooling is illustrated in Fig. 
3-86, where it is compared with three other 
cooling methods. 

3-5.2.3.2   Claude   Cycle   (Reversed   Brayton) 

The Claude Cycle, Fig. 3-87, cools by means 
of gas expanded through a turbo-alternator from 
which useful electrical energy can be obtained. 
This cycle makes use of a staged compressor and 
an expander with a regenerative heat exchanger. 
The compressor is separate from the expander 
and can be located remotely. 

3-5.2.3.3   Solvay   Cycle   (Gifford-McMahon) 

Solvay Cycle operation is based on gas com- 
pression and expansion processes similar to those 
of the Stirling Cycle, but the compressor is 
located remotely and the cyclic process is 
achieved through valves located at the com- 
pressor. The system illustrated in Fig. 3-88 
is relatively simple, and the weight of the 
refrigerating part of the system is competitive 
with other cooling systems. 
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3-5.2.3.4  Vuilleumier Cycle 

This heat-driven system has only recently 
been considered seriously for IR detector cool- 
ing application. The addition of heat replaces 
the conventional compressor and can take the 

form of electrical heat; isotope heat is also 
possible for long-life space applications. The 
Vuilleumier Cycle makes use of regenerators and 
chsplacers in much the same way as does the 
Stirling Cycle. A schematic of the system is 
shown in Fig. 3-89. 
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3-5.2.4 Thermoelectric 

Thermoelectric cooling is based on the ab- 
sorption of heat which results when an electric 
current flows through a junction of two dis- 
similar metals. This is called the Peltier Effect 
whereby the current creates a temperature 
differential. Heat is absorbed at the low- 
temperature junction and is rejected at the 
high-temperature junction. 

In the performance analysis of thermoelectric 
elements, the cooling capacity of the element is 
expressed as 

Q = (S)ITC 

where 

t(PRe)-U{Th-Tc)    (3-116) 

Q = heat pumped, w 
S - Seebeck coefficient, V/°K 
/   = current, A 
Tc - cold-face temperature, °K 
Re= electrical resistance, ohm 
U = thermal conductance, w/°K 

Th = hot-face temperature, °K 

The power required to obtain the above cool- 
ing capacity is calculated as 

Power Required = PRe + (S)( Th - TC)I, w 

(3-117) 

Thermoelectric cooling systems at present 
achieve temperatures down to 200° K from an 
ambient-temperature environment. Below this 
temperature they are not competitive with other 
systems in terms of power requirements and 
weight, using existing materials. 

3-5.2.5 Other Cooling Systems 

The various other types of cooling systems 
described in the paragraphs which follow are 
potentially suited for use in IR cooling applica- 
tions. 

3-5.2.5.1 Pulse  Tube 

In the pulse tube cooler the expansion of a 
gas from a dead-ended tube is used to reduce the 
temperature. The idealized performance of the 
pulse tube cannot be attained due to various 
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losses in the system, including heat conduction 
from the hot end of the cylinder to the cold 
end. However, the process has been demon- 
strated, and the simplicity of the system war- 
rants further study. 

3-5,2.5.2   Vortex  Tube 

The Vortex Tube, sometimes called the 
Ranke-Hilsh Tube, is a steady-state operating 
device which operates on the same basic physical 
principle as does the pulse tube. Its application 
is restricted to fulfilling the higher temperature 
requirements associated with cooling of optics 
rather than detectors. In its present stage of 
development, the Vortex Tube is not compet- 
itive in performance with other more con- 
ventional cooling methods. Its efficiency is low, 
and high pressure losses occur. 

3-5.2.5.3 Adsorption 

Coolants adsorbed on a surface will decrease 
in temperature when the adsorbent surface is 
exposed to lower pressures. This technique is of 
interest for providing the low temperatures 
required for 'cooling IR detectors. It is simple 
and has good standby characteristics. 

different coolants, and life will also vary as a 
function of the size of the system. 

3-5.3 COOLING SYSTEM SELECTION 

In order to select the proper cooling system 
for a particular application, it is necessary to: 

1. Analyze cooling requirements 

2. Compare performance characteristics of 
the candidate cooling systems with application 
requirements 

3. Select systems which appear to meet the 
requirements 

4. Develop design data (weight, volume, 
power requirements, etc.) pertaining to selected 
systems 

5. Rate cooling systems in terms of applica- 
tion potential 

3-5.2.6    Comparison    of   Cooling    Systems 

Table 3-13 lists the characteristics of the 
various cooling systems discussed for compar- 
ison. Many of the systems listed are highly 
variable in size, weight, power consumption, life, 
minimum obtainable temperature, and cooling 
capacity. The entries in the table represent 
typical systems. For the most part, data were 
obtained from available literature. 

Although the liquid coolant system listed in 
the table is a short-life device, it is possible to 
produce liquid cooling systems which have 
lifetime ratings greater than one year. Cool- 
down time for the system shown is highly 
dependent on the minimum temperature. 
Helium which is used has the lowest temperature 
of all liquids, therefore it requires the longest 
time for initial cooling. The choice of coolant 
depends, of course, on the temperature desired. 

Coolants different from those listed for 
liquid, solid, Joule-Thomson, and pulse-tube 
systems can be chosen, depending upon mission 
requirements.   Temperatures  will  vary   for the 

6.  Select    system    which    provides    desired 
characteristics and requires fewest trade-offs 

Various factors involved in selecting IR cool- 
ing systems are as described in the example 
which follows. 

Example 

Consider as a typical example, a cryogenic 
cooler intended for use with an air-to-ground 
missile system. The first step in the design of 
such a cooling system is the calculation of heat 
loads. Assume a detector temperature of 27° K is 
required with ambient temperature of 300°K. 
The eight detectors comprising the IR sensor are 
to be mounted in a glass Dewar which has an 
access channel 0.440 in. in diameter, 0.040 in. 
thick, and 3.0 in. long. Each of the eight 
detectors requires an electrical lead and a 
common ground wire. These 0.040-in. diameter 
Kovar leads are attached to the detectors by 
means of 0.002-in. diameter gold paper wires 
each 0.25 in. long. 
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Notation for Example 

A = heat flow area, cm2 

L = heat flow path length, cm 
Ktotai ~ thermal conductance, mw "K"1 

K, = thermal conductivity, mw cm"1 °K~' 
Q - heat flow, mw 

R, = thermal resistance, °K mw"1 

T = temperature, °K 
Tavg ~ average temperature, °K 
AT = temperature difference, °K 

a  = Stefan-Boltzmann constant, 
5.67 X 10-,2wcm"2°K^ 

Subscripts 
a  = gold 
g = glass 
k - Kovar 
/   = leads 
r   = radiation 

Conduction Along Glass 

Tavg = (300+ 27)/2~ 165°K 

Thermal conductivity Kts of glass 
at     T =  165°K is: 

Ktg =  WOmwcm-'V 

The glass Dewar has an access channel of 
0.440 in. in diameter and 0.040 in. thick. This 
gives a cross-sectional area A approximately 
equal  to: 

A, * ir(Dttuide + 0.040) X 0.040- 0.0602in.2 

The   thermal   conductance Ktotal   along the 
glass Dewar is therefore: 

(area) 

length 

8.1 (0.0602 X 2.54)2 

The thermal resistance Rtg of the glass Dewar 
is: 

nts Ktotal        0.41 
-  z..1*^   J 

AT = 300    27 

= 273°K 

The total heat rate Qg is therefore: 

Qg 
= KtowX AT 

AT 
' Rlt 

273 
2.42 

=  112 mw 

3 X 2.54 

=   0.41 mw°K-' 

Conduction Along Leads 

Conduction along the leads follows a similar 
analysis. The results of the analysis follow: 

Ktk   = 120 mw/cm°K (Kovar at T= 165°K) 
Ak = TT(0.040)

2
 /4 = 0.00125 in.2 

Lk = 3.0 in. 
H - 9 (number of leads including 8 detec- 

tor leads and 1 common ground) 
Rtk = (3)/[(120)(0.00125j(2.54)(9)] 

■ 0.877°Kmw-] 

Kta = 4300 mw cm1 "K1 (gold at T= 27°K) 
Aa = TT(0.002)

2
/4 =  3.14 X 10-" in2. 

La = 0.25 in. 
Rta = 0.25/[(4300)(3.14X 10-6)(2.54)(9)] 

= 0.811°Kmw"! 

AT = 273°K 
Q,   = ATj(Rtl!+ Rla) 

= 273/(0.877+ 0.811) 
= 161 mw 
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Radiation to Detectors 

A = ^[0.44+ 2(0.04)]2/4 * 0.212 in? 
(Qr)inm.= Ao(ATT 

= (5.67 X 10-12)(0.212)(2.54)2[<3X 102)4- (0.27 X 102)4] 
= 63 X 10-3w 
= 63 mw 

Total Heat Load 

Qtotal   =    Qg +  01+   (Qr)max 
= 112 + 161 + 63 
= 336 mw 

Cooler Selection 

A closed cycle Stirling refrigerator would be 
recommended for this application. It would 
weight 16 lb, measure 5 in. in diameter and 13 
in. in length, and require 400 w of power. 
Justification for this choice is: 

1. Closed cycle coolers provide the most 
trouble-free operation of all coolers, requiring 
only power and periodic maintenance. 

2. Stirling refrigerators are the lightest, most 
compact, and most efficient coolers made to 
provide the required temperature of 27° K. 

Alternative Cooling Systems 

Other methods for cooling detectors to 27°K 
include two-stage Joule-Thomson expansion re- 
frigerators and Gifford-McMahon coolers. Both 
were rejected for this particular application in 
which the missile is not released from the plane 
but held captive for a series of tests. 

Joule-Thomson refrigerators were rejected be- 
cause they are less compact and less efficient 
than Stirling Cycle coolers and present unique 
contamination problems that require greater 
care in handling and operating. 

Gifford-McMahon coolers were rejected be- 
cause they are also less compact than are the 
Stirling coolers; their principal advantage being a 
cold head assembly which can be remotely 
located from the compressor. For this applica- 
tion, such a feature is not an advantage. 
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3-5.3.1   Design Criteria 

It is important that the design criteria for 
cooling systems be established early in the 
evaluation study in order to ensure that the 
design effort is directed to the best suited 
system. Because the large number of methods 
available for cooling IR systems offer such a 
diversity of external requirements, design 
features, and performance characteristics; many 
can be eliminated early in the application study 
if realistic design criteria for the application have 
been established. 

The criteria include independent parameters 
such as temperature and total cooling load, 
while others are dependent parameters such as 
weight and volume. Independent parameters are 
set by the application and, therefore, must be 
met by any system that is considered in the 
evaluation. Dependent variables are flexible, 
depending on the designer's selection of 
materials and arrangement. 

3-5.3.1.1  Weight 

For most airborne and space cooling systems, 
weight is important. Preliminary comparison of 
cooling systems for a given application will 
generally be made on the basis of weight. The 
lightest system would be selected from those 
that meet the general requirements. 

3-5.3.1.2  Volume 

The volume of a cooling system for IR 
applications is frequently a major factor in the 
selection of a system. The compactness and the 
design arrangement of the IR system itself is of 
primary importance, and the cooling system is 
generally a secondary factor in the overall 
system design. In some installations the space 
left for the cooling system dictates that the 
volume be limited, and that it be installed in a 
particular arrangement. 

3-5.3.1.3 Durability 

Durability becomes a factor when the system 
is subjected to long-term operation or storage 
conditions. For long-term applications, the 
simple evaporative or sublimative cooling 
systems are not suitable because of excessive 
volume and weight, therefore, a mechanical 
system would be selected. Durability of mechan- 
ical   systems   is   generally   a   function   of  the 

mechanical design of the moving components in 
which wear can occur. 

3-5.3.1.4 Logistics 

Dependence of a system on ground support is 
a major factor where readiness and remoteness 
are involved. This becomes a major factor where 
long standby conditions are required. The use of 
liquid neon or liquid helium would seriously 
handicap operation under these requirements 
unless portable liquefiers were available. Where 
stringent logistic requirements exist, use of 
mechanical cooling systems which only require 
electrical power is most desirable. Logistic re- 
quirements are independent factors dictated by 
the application. Little can be done by the 
coolant system engineer to improve these re- 
quirements. 

3:5.3.2 Reliability 

The simplicity of the evaporative or subli- 
mative coolant, systems implies the probability 
of highly reliable performance once the physical 
operation is verified under actual or simulated 
operating conditions. The reliability of a me- 
chanical system having reciprocating or rotating 
parts will be a function of its mechanical design. 
Operating times of 300 to 500 hr without 
maintenance are now being achieved in the field 
with closed-cycle systems. At present, reliability 
of cooling systems has been obtained by over- 
design (large weight and volume). The contin- 
uing need to provide lower temperatures along 
with the more stringent weight and volume 
requirements for IR cooling systems dictates the 
need for engineering advances which will result 
in a better compromise between these factors. 

3-5.3.2.1 Mechanical Design 

Mechanical design of the cooling system must 
consider the reliability of the design concepts 
used. Mechanical reliability of solid and liquid 
coolant systems with no moving parts will 
depend on the design and operation of valves 
used for filling and venting of the coolant. 
Systems having reciprocating components must 
be designed for high degree of freedom from 
failure caused by thermal and mechanical shock. 
This is a particularly critical factor for very 
low-temperature operation where the ductility 
of most materials is poor. 
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3-5.3,2.2 Structural 

Structural reliability of cooling systems is of 
major importance where high-pressure operation 
is encountered. Factors such as thermal stresses, 
thermal shock, and fatigue must be considered 
in the structural design of each system. The 
method of supporting coolant systems against 
"g" loads must be done with consideration for 
minimum heat-leak and minimum weight. 

3-5.3.2.3  Vibrational 

IR cooling systems are often subjected to 
vibrational loads when installed in a vehicle. 
Mechanical cooling systems generate vibration 
due to the reciprocating and rotary motion of 
the equipment. It is essential that the cooling 
systems be capable of withstanding the external 
vibration loads imposed on them. It is also 
important that the cooling system frequencies 
not be harmonics of external frequencies which 
would allow excessive loads to be developed. 
Vibrational reliability of a cooling system can 
only be developed by means of environmental 
tests which simulate the conditions expected in 
the application under consideration. 

3-5.4 INSULATION 

Since IR cooling systems operate in the 
cryogenic temperature range, thermal isolation 
of low temperature components from the higher 
temperature environment is a prerequisite for 
efficient operation. The lower the operating 
temperature, the more critical this insulation 
problem becomes. For flight and space vehicles 
this thermal isolation must be achieved with 
minimum weight. 

A combination of several insulating methods 
which, individually, provide a thermal barrier for 
one mode of heat transfer is being considered 
for insulation of cryogenic systems. Vacuum 
barriers are used to reduce convective and 
conduction heat transfer between surfaces. 
Radiation transfer is reduced by using multiple 
radiation shields between two radiating surfaces 
or between a surface and space. Low thermal- 
conductivity materials are used to reduce heat 
conduction in areas where physical contact must 
be maintained to transmit structural loads. 

3-5.4.1  Vacuum  Insulation 

Use   of  vacuum  is  prevalent  for  cryogenic 

systems, but vacuum by itself does not prevent 
radiation heat transfer. Therefore, vacuum insu- 
lating systems are generally used in conjunction 
with radiation barriers. 

3 5.4.2  Radiation Shields 

Radiation shielding has been a primary meth- 
od of reducing radiation heat transfer for 
vacuum-jacketed cryogenic systems. The 
technology of fabricating and using radiation 
shields has accelerated in the past decade and, at 
present, many materials are used for radiation 
shields depending on the application require- 
ments. Available materials for radiation shielding 
include from polished aluminum to aluminum- 
or gold-coated Mylar as well as other very thin, 
lightweight plastics. Typical shield thickness is 
less than 1 mil, and blankets of radiation shields 
with separators such as silk or glass fiber may be 
1 or 2 in. thick, typically. 

3-5.4.3 Superinsulation Materials 

Superinsulation is made up of a large number 
of radiation shields, sometimes as many as 100, 
arranged in the form of a blanket which is then 
wrapped around the surface to be insulated. 
High performance and lightweight characteristics 
of superinsulations are a result of using thin, 
lightweight shields with high reflectivity in 
conjunction with thin, low-thermal-conducting 
spacers. Effective thermal conductivities for 
superinsulations vary from 0.35 juw cm~10K_1 to 
ten times this value, depending upon the mate- 
rials used and the methods of applying the 
insulation  to  the  surface  being  insulated. 

The insulating characteristics of super- 
insulating blankets vary as a function of pres- 
sure. If the thin radiation shields are arranged 
very close together, they may contact each other 
under pressure thus providing a thermal- 
conducting path. 

3-5.4.4 Support of Insulating Materials 

Severe degradation in the overall performance 
of superinsulating blankets can occur if judicious 
design of the insulation supports is not perform- 
ed. High thermal conductivity through the 
coolant container supposts can nullify the re- 
quired insulation performance. Successful 
support design requires the design of individual 
supports to provide low heat leak and a contain- 
er arrangement whereby a minimum number of 
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supports are required. Total heat leak to an 
insulated surface can easily be increased by an 
order of magnitude if care is not exercised in 
insulation support design. 

3-6 SIGNAL PROCESSING 

3-6.1  INTRODUCTION 

To maximize the signal amplitude at the 
output of an optical sensor with respect to the 
amplitude of background clutter and system 
noise, it is necessary to take advantage of the 
following distinctions in the target and back- 
ground properties: 

1. Spectral radiance 

2. Spatial (geometrical) qualities 

3. Signal frequency spectrum vs noise power 
spectrum 

The spectral radiance of targets and back- 
grounds is discussed in Chapter 2. The criteria 
for design of an optimum spectral filter is 
described in Chapter 5. Par. 3-6 deals with 
techniques for target signal enhancement and 
background discrimination on the basis of their 
spatial and temporal variations. The first tech- 
nique, spatial filtering, is discussed in par. 3-6.2 
and the latter, temporal filtering, is discussed in 
par. 3-6.3. 

Spatial filtering involves modification of the 
signal by the telescope spread functions and by 
the detector geometry. Temporal filtering is a 
result of the frequency response of the detectors 
and electronics and, finally, of the detection or 
display circuits. Consequently, the output signal 
is affected by the transfer functions of all of 
these elements. Since the transfer function of 
most IR components is linear, the total system 
transfer function is obtained from the transfer 
function product of the individual elements. 
These functions include: 

1. Spatial transfer function of the telescope 

2. Spatial and temporal transfer functions of 
the detector 

3. Transfer function of the electronics 

4. Transfer function of the detection or 
display circuits 

The conventional technique for describing the 
transfer function of each element entails the use 

of the Fourier transform. This transform 
describes the input-output relationship in terms 
of the system impulse response which is the 
transform of an input 5-function (i.e., the 
response to a point source input for spatial 
function and a time impulse for temporal 
function). As mentioned previously, the overall 
system transfer function is simply the product 
of the transfer function of each independent 
element (optics, detector, filter amplifier, dis- 
plays, etc.) as 

T.(w)   - n       T,-(w) 
i = 1 

(3-118) 

where 

r.(w) 
T,(o>) 

n 

overall system transfer function 
transfer function of each ith 
element 
frequency variable 
number of elements arranged in 
tandem 

Since IR optical components are described in 
terms of their spatial frequency response and the 
electronic components by their temporal fre- 
quency response, the combined optical-spatial 
frequency is multiplied by the scanning rate of 
the IR system in order to determine the tem- 
poral frequency. For example, if the scanning 
rate is 100 rad per sec and a target of interest is 
one cycle per rad, then the corresponding 
temporal frequency is calculated as 

(1 cycle/rad) X (100 rad/sec) 100 cycles/sec or 
100 Hz 

(3-119) 

3-6.2 SPATIAL FILTERING 

Spatial filtering is one of the more novel and 
promising techniques for detecting objects of 
interest in the presence of unwanted background 
radiation. As the name implies, spatial filtering 
involves detection and discrimination on the 
basis of shape and size of an object, and of the 
surrounding background. By dividing the field of 
view of the IR instrument into areas that 
correspond to the size of the predicted target, 
most background (extended source) objects are 
rejected since they are considerably larger than 
the areas of the field occupied by the (point 
source) target. 
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Spatial filtering may also involve signal condi- 
tioning whereby the frequency of the irradiance 
upon the detector may, if necessary, be convert- 
ed to whatever frequency can be detected and 
processed with optimum results. This is done by 
chopping (interrupting) the radiation by means 
of a reticle thereby shifting the frequency, 
typically from dc to a few hundred Hz. In the 
follow-up discussion, the transfer function of 
the optics is described first followed by the 
detector transform and its spatial filtering effect. 

3-6.2.1   Optical  Transfer  Function  (OTF) 

The optical transfer function (OTF) is the 
two-dimensional Fourier transform of the point 
spread function. Thus, if 0{x,y) were the object 
function, I(x',y') the image function, and S(x,y) 
the point spread function; the non-coherent 
image formation would be determined by the 
convolution integral 

/(*',/)=    JjS(x'-x;y'-y)0(x,y)dxdy 

(3-120) 

Eq.  3-120 can be expressed in the transform 
domain as 

/(wx ,co y ) = two-dimensional transform of 
image intensity function I(x',y'} 

(3-121) 

where 

T(u>x ,wy ) ■ two-dimensional transform of 
the point spread function S(x,y) 
or transfer function of the system 

0(<jjx,<jjy ) = two-dimensional transform of 
object intensity function 0(x,y) 

u)x,(jjy   = spatial frequencies in x- and 
y-directions, respectively, rad 

In general, T(cox ,coy) is a complex quantity 

T(ux,coy) =  \T(ux,u}y)\ exp[0(cjx,wy)] 

. (3-122) 
where 

\T(iox,ojy )|= amplitude function 

and 

<p(o)x iWy)=  phase function. 

In the special cases of an aberration-free 
system or for on-axis symmetrical aberrations, 
the transfer function has no phase shift and is a 

real function. Asymmetric aberrations lead to 
complex-valued transfer functions. 

The OTF is the result of the diffraction effect 
and the aberration effect. The diffraction effect 
is a function of the aperture size and the 
wavelength of light that forms the image. The 
wavelength of light A and the smallest dimension 
of an aperture determines the lens cutoff spatial 
frequency (the lens transfer function falls to 
zero). The cutoff frequency, which is independ- 
ent of the aperture shape, is defined as D/\ 
radians where D is the diameter of a circular 
aperture or the smallest dimension of a slit or 
other shape aperture, and A is the wavelength of 
the image forming light. The terms D and X are 
in the same units. For hetero-chromatic images 
which form light, the longest wavelength gives 
the largest or worst-case value for the diffraction 
limit. 

The aberration effect is the result of imperfec- 
tions in the design and in the fabrication of the 
optical elements. 

3-6.2.1.1 Point Spread Function  (PSF) 

The point spread function (PSF) is the two- 
dimensional Fraunhofer image of a point source, 
normalized to unit volume. It is a mathematical 
description of the illuminance distribution of 
the point-source image in the x- and y-dimen- 
sions at the image plane which is normal to the 
optical axis of the lens systems. 

3-6.2.1.1.1 Modulation  Transfer Function  (MTF) 

Modulation transfer function (MTF) is the 
amplitude spectrum of the Fourier transform of 
a normalized point spread function. It is the 
ratio of the amplitude at the output of an 
optical system to the amplitude at the input as a 
function of spatial frequency. The PSF and MTF 
of a diffraction limited optical slit are illustrated 
in Fig. 3-90. Fig. 3-90(A) represents the trans- 
mission of the slit aperture. The Fraunhofer 
image of a point source viewed through the slit 
aperture is shown in Fig. 3-90(B). The intensity 
distribution of this image, or point spread 
function, is illustrated in Fig. 3-90(C). The 
Fourier transform of Fig. 3-90(C) is the optical 
transfer function whose amplitude function or 
MTF is plotted in Fig. 3-90(D). 
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FIGURE 3-90.   Point Spread Function and Modulation Transfer Function of a Rectangular Slit 
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3-6.2.1.1.2 One-dimensional Image Analysis 

In the case of systems that scan in only one 
direction, and for purposes of simplified compu- 
tation and practical measurements, the one- 
dimensional image function is used. 

The PSF can only be expressed in two- 
dimensional space, consequently, an analogous 
function, line spread function (LSF), is required 
for one-dimensional image analysis. 

3-6.2.1.2 Line Spread Function (LSF) 

The LSF is a mathematical description of the 
illuminance distribution of the image of a line 
source in the ac-dimension at the image plane. 

The LSF, L(x') in direction x, is an integra- 
tion of the total radiance of a section through 
the point spread function defined as 

L(x') -      £ S(x',y')dy' (3-123) 

The Fourier transform of the LSF is a 
complex quantity consisting of a modulus (or 
amplitude) and a phase. The phase function is a 
measure of the lateral displacement of the image 
from the geometric center of the optical system 
as a function of spatial frequencies. The 
modulus of the transfer function is a measure of 
the ratio of the amplitude of spatial sine wave 
output to the amplitude of the spatial sine wave 
input which is termed the modulation transfer 
function (MTF). The maximum value of the 
transfer function amplitude T(oix), which occurs 
at cox - 0, is assigned a normalized value of 1 
which denotes 100 percent transmission at zero 
spatial frequency. 

3-6.2.1.3 Resolution Criteria and MTF 

The angular resolution for a diffraction- 
limited system is the angular subtense of the 
radius of the Airy disc. For a circular aperture, 
the Rayleigh criteria of resolution in radians is 
expressed as 

3.83X _,  1.22A 
nD    *      D (3-124) 

where 3.83 is the first zero of the Bessel function 
of the first order in radians, X is the wavelength 
of light, and D the diameter of the optical aper- 
ture. The radius of the Airy disc in inches is 
given as 

Xr= i|2X   (/B) 

=  1.22X   (f/no.), in. 

(3-125) 

The diameter of the Airy disc, also in inches, is 
given as 

Xd = -^|~ (ft) (3-126) 

= 2.44X    (f/no.), in. 

where 

/£ =  optical focal length 

For a slit aperture 

es = £ , rad (3-127) 

Xr = ± , {ft), in. (3-128) 

3-6.2.2 Detector Spatial Filtering 

Spatial filtering can also be achieved by means 
of spot scanning devices, reticles, arrays of 
detectors, and combinations thereof. 

The mathematical representation of filtering 
effect of a detector is complicated by the 
one-dimensional (time) characteristic of the 
detector output having to describe the three- 
dimensional spatial-temporal scene radiance. The 
detector output is represented mathematically as 

D(t)= ffS(x,y,t)R(t)dxdy (3-129) 

where the scene radiance is represented by 
S(x,y,t) and the spatial filter is described by a 
weighting function of space and time R(x,y,t). 

The methods of analysis are described in the 
subsequent paragraphs where examples are 
given. 

3-6.2.2.1   Analyses 

Spatial filtering for detection purposes can be 
analyzed in the time domain as well as in the 
frequency domain. 

3-6.2.2.2 Analysis in the  Time Domain 

Any known S(x,y,t) intensity function and 
R(x,y,t) weighting function can be analyzed 
simply by simulating Eq. 3-129 on a computer. 
The values of parameters affecting R(x,y,t) such 
as scan rates, slit widths, and detector arrays 
may be changed as required to determine their 
effect,   thereby,   permitting   the   selection  of 
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Optimum values for the parameters. In a similar 
manner the intensity function, S(x,y,t), can be 
varied to demonstrate the effects of input 
conditions, such as background or transmission 
characteristics. In addition, the simulation can 
include the downstream processing through elec- 
tronic filters, transmission, display, logic pro- 
cessing, and decision making. This time-domain 
analysis by simulation is widely used today on 
digital, analog, or hybrid computers. 

3-6.2.2.3 Analysis in the Frequency Domain 

Detector spatial filters may also be analyzed 
in what is called the frequency domain. This 
consists basically of taking the Fourier trans- 
form of both sides of Eq. 3-129 with respect to 
x, y, and t. This transforms the independent 
variables from x,y, and t to kx,ky, and f, where 
kx and ky represent frequencies of sinusoidal 
signals in x- and y-direction, and f refers to 
sinusoidal signals in time. The advantage of this 
method is that Eq. 3-129 is changed from an 
integration to a product of the transformed 
quantities, which is easier to analyze than an 
integration. An additional advantage of the 
frequency or transformed domain analysis is 
that both the input, S(x,y,t), and the output, 
D(t), are often described in the frequency 
domain. The optics can be described more 
simply in terms of transformed quantities such 
as the optical transfer or modulation transfer 
function. The transform of S(x,y,t) is obtained 
by transforming the source or object intensity 
times the optical transfer function. Also, the 
downstream processing (usually electronic) is 
often described in terms of its frequency re- 
sponse or transfer function. Thus, the output 
can be described by the transform of D(t) times 
the electronic transfer function. The entire 
system from input source intensity to processed 
output can be treated in the frequency domain, 
which utilizes the analysis techniques developed 
in electronic signal-processing applications. 

Another advantage of frequency domain 
analysis is that the signals in the transformed 
domain contain the same information as is in the 
space and time domain; therefore, it may be 
transmitted and the original scene reconstructed 
by a second transformation. 

The analysis of general problems involved in 
the frequency domain method is quite complex. 
Pars. 3-6.2.2.4 and 3-6.2.2.5 describe two cases 

which are simple, yet practical. Excellent, thor- 
ough, and extensive treatment of spatial filter 
analysis by the frequency domain method is 
contained in Refs. 67 and 68. 

3-6.2.2.4 Spatial Filtering Neglecting the  Time-effect 

Assuming the scene radiance S(x,y,t) is inde- 
pendent of time, i.e., S(x,y), only; the Fourier 
transform S of S(x,y) would then be 

S(kx,ky) - f  f(e-12"'*x)(e-i2"'yy)S(x,y)dxdy 

(3-130) 

This transform describes the intensity pattern 
in terms of the spatial frequencies kx, ky, 
cycles/unit length. 

The Fourier transform R of the spatial 
filter R (x,y) is 

ä (k*.ky) = L   L (e-i27rk*x)(e-i2rrkyy )R(x,y)dxdy 

(3-131) 

This transform describes the spatial filter in 
terms of spatial frequencies, kx and ky. Both 
R(kx,ky) and S(kx,ky) are complex quantities 
containing   amplitude  and phase descriptions. 

The detector input is considered as the sum 
of all spatial frequencies due to the integral of 
the SR product. It must be noted that the detec- 
tor input due to any kx,ky spatial frequency 
cannot be considered as simply the product of 
SR, since the phasing may not be zero. However, 
the contribution to the detector cannot be any 
greater than the product of the amplitudes. This 
establishes an upper limit so that any frequency 
component of S will not contribute more than 
S R to the detector. Thus if R(kx,ky ) is zero at 
any spatial frequency kx ,ky ; the detector output 
would produce a zero amplitude at that fre- 
quency. This attenuation of spatial frequency 
signals in S by R(kx,ky } is similar to filtering in 
electronic circuits. The paragraphs which follow 
describe some of the most commonly used spatial 
filters in IR systems. Refs. 67, 68, and 69 give 
detailed descriptions and transfer functions of 
various spatial filters. 
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FIGURE   3-91.   Spatial Filter Amplitude Response of Rectangular Detector 

3-6.2.2.5 Spatial Filter of a Detector Scanning 

in One Dimension Only 

Consider a simple spatial filter scanning in the 
x-direction at a constant velocity u, neglecting 
y variations in S(x,y). The output of the detec- 
to can now be written as 

D(t) = fS(x)R(x - vt)dx (3-132) 

Note that the detector output in the frequency 
domain is simply the transform of D(t). The 
transform of the right hand side of Eq. 3-132 is 
shown58 as 

D(f) ~ }s{L) R •(f) (3-133) 

where / is frequency in Hz; S and R* are the 
one-dimensional transforms of S and R, respec- 
tively, with f/v substituted for kx ; and R* is the 
complex conjugate of R. 

Thus for scanning system, the detector output 
in the frequency domain is the product of the 
transform of the intensity and the spatial filter 
transform. Since many systems scan with the 
spatial filter at a constant velocity, Eq. 3-133 
has wide application. 

3-6.2.2.6  Rectangular Detector of Width a 

and Length b 

The Fourier transform of a detector of width 
a and length b is 

„a/2     r-bll . . 

m*.K > = i„/2  -L Je-*»- * "»")*<*■ 

-L 
a'2 

(e ■ j2ukxx -. )dx Jb/2 (e-t**ky>)dy 

./sin ukxa \ _ /sin nkvb\        (3- 
\    nkx      I    \    irky      } 

134) 

or 

kx,ky)_ I sin rrakx \ _ /sin nbkv\ 
ab \   nakx     )    \   nbky   ) 

where x and y are coordinates in the width and 
and length direction, respectively; kx and ky are 
spatial frequencies in cycles/unit in width and 
length directions, respectively. This transfer func- 
tion means that sinusoidal components of the 
intensity function in the x-direction of frequency 

ky will be attenuated by :—s— and similarly 

for sine waves in the y-direction. (See Fig. 3-91.) 

Note that the transfer function has zeros for 
kxa = n and kyb = m where n and m are integers. 
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3-6.2.2.7 Plus-minus Detectors 

In many detection systems, the spatial dis- 
crimination technique can be employed due to 
the use of multi-detector arrays. For detection 
of a point source target, for example, it is desir- 
able to process the information through a band- 
pass filter since the background-clutter-noise 
dominates in lower frequency. One method of 
eliminating the low-frequency signals is to use 
two detectors separated by a distance c between 
centers and by connecting the detectors in oppo- 
site polarity. The transfer function of the second 
detector is the same as the first detector multi- 
plied  by  e~'2nk*c   due  to  the  delay  c.   Thus, 

R(kx,ky)= (1 - e-i***') (^f^-) (~T^) (3-135) 

= o -Mvc /,.j7TfeTc    - -m-c^/sin irkx a \ /sin7rfevb\ 
'   ( '  \    «K     )\   nky      ) 

_/jrfe        . /sin Tikxa\ /sin nk,, b\ 

The term je -■"rfe.xc) being simply a phase function, 
may be dropped. The filter amplitude response 
is, therefore, 

D/u   ,   ,      o t ■     i     \ /sin vkxa\ /sin irkv b\ ,o -■ n,-^ R{kx,ky)=  2(smrrkxc)l    ^  x—\ I—^j^~) (3-136) 

Fig. 3-92 shows the bandpass characteristic of 
this type of spatial filter. 

3-6.2.28 Circular Detectors 

Circular detectors have the same characteristic 
in all directions. The filter amplitude response 
can be shown as 

g(k)=jjL^l (3.137) 

where 

r = radius of the circle 
k =  spatial frequency in radial direction, 

cycles/unit length. 
J, =  Bessel function of the first kind and 

first order. 

Fig. 3-93 illustrates the normalized amplitude re- 
sponse of such a circular detector. 
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FIGURE  3-93.   Spatial Amplitude Response of Circular Detector 

3-6.3 ELECTRONIC SIGNAL PROCESSING 

Requirements for greater IR system sensitiv- 
ity have led to the development of highly 
sensitive (low-noise) detector performance. 
Indeed, present-day IR detectors are often back- 
ground-limited, such that all but a negligible 
amount of noise is the result of photon-induced 
generation-recombination. Consequently, if a 
system is to remain background-limited, the 
noise of the processing electronics must be 
negligible with respect to detector noise. 

Quite often the electronic signal at the output 
of the detector is in the order of microvolts. In 
order to preserve the potential sensitivity of the 
detector, this low-level signal must be amplified 
by whatever means will result in minimum noise 
and distortions. Fundamental principles involved 
in mechanization of this amplification function 
are discussed in par. 3-6.3.1. Constraints such as 
detector and circuit-limiting time constants 
relegate most IR preamplification requirements 
to the 1- to 20-kHz band. Consequently, amplifi- 
cation devices which operate at higher fre- 
quencies are not discussed here. 

IR systems designed to "detect" the presence 
of an object within a given field of view are 
primarily concerned with the strength of the 
signal from the object to not only internally 
generated noise but also to external noise due to 
fluctuations of the scene radiance. Usually the 
characteristics and particularly the form of the 
expected "signal" are known. Thus, the signal 

frequency spectrum is pre-determinable. Signal- 
to-noise ratio and detection probability are 
directly related in these cases and can be vastly 
enhanced by relatively simple electronic filtering 
devices. The various signal processing electronics 
applicable to these cases are discussed in the 
paragraphs which follow. 

Reproduction of an IR detected scene on a 
cathode ray display tube (CRT) requires that the 
output of each detector be sampled periodically 
and presented to the CRT intensity control in a 
time sequence correlated with the scanning 
beam. A typical example is the IR surveillance 
system which frequently incorporates arrays, 
comprised of literally hundreds of individual 
detectors. Reproduction of the scene in these 
cases requires the application of time-division 
multiplexing techniques discussed in par. 
3-6.3.3. 

3-6.3.1   Low-noise Amplification 

This paragraph is addressed to the problems 
confronted in preserving the signal-to-noise ratio 
which exists at the output terminals of IR 
detectors, while providing sufficient amplifica- 
tion to minimize the noise contributions of 
subsequent signal-processing stages. 

Amplification of low-noise signals is achieved 
almost exclusively by means of solid-state 
devices since low noise is associated with the 
lower operating current of solid-state devices. In 
addition,   stringent   present-day   packaging  re- 
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quirements dictate the performance of numer- 
ous electronic functions with hardware that 
requires minimum space, low power consump- 
tion, and provides a high degree of reliability. 
Although the theoretical advantages of such 
techniques as transformer coupling are men- 
tioned, solutions more amenable to micro- 
miniaturization are emphasized. 

In junction transistors, thermal noise is prima- 
rily associated with the transverse current in the 
base region, i.e., the ohmic base resistance rb. 
Noise associated with ohmic resistance in the 
emitter and collector regions is almost always 
negligible. In field-effect transistors (FET's), 
thermal noise is generated by the channel 
conductance. 

3-6.3.1.1  Thermal Noise 

The makeup of thermal noise in electronic 
components including resistive elements and 
semiconductor devices is similar to that of 
detectors as described in par. 3-4.3.6. In Fig. 
3-94, a noisy resistor is shown as a noiseless 
resistor plus a voltage (A) or current (B) 
generator. 

3-6.3.1.2 Shot Noise 

The p-n junction of a transistor is a source of 
"shot" noise70. Both the emitter and collector 
p-n junctions are sources of this type of noise. 
Transistor shot noise is similar to that produced 
in a vacuum tube diode. In both cases, the 
mean-squared noise current i2 sh is proportional 
to the direct current Id c through the diode, the 

R 

AW 

© e  L   = V 4kTRB 
1" h " 

(A) 

th 
kTiB 

(B) 

FIGURE 3-94.    Characterization of Thermal Noise from (A) Voltage Source, and (B) Current Source 
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electron charge q, and the noise equivalent band- 
width Af. Stated mathematically 

ish  * 2qIdcAf 

where 

(3-138) 

charge on electron 
1.59 X 10I9C 

The noise junction is represented in Fig. 3-95 
as a resistance which is equal to the dynamic 
resistance of the junction in parallel with a 
noise-current generator. The value of the shot- 
noise current, although approximate, is suffi- 
ciently accurate for most design purposes. A 
more rigorous representation is provided by 
van der Ziel71,72. 

sh 

© 

(A) 

r 

A/VV 

2 .2       2 
e  u   =  1  u   r 

sh sh 

= 2  k T r  B 

(B) 

r = —=— ~ _25,   ohm where  Icjc  is measured 
^    dc      I(jc in mA 

n - a  constant ~  1   for a   transistor 

FIGURE 3-95.   Characterization of Shot-noise from (A) Current Source, and (B! Voltage Source 
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3-6.3.1.3  1/f Noise 

At low frequencies (usually below 1 kHz) 
increases in noise power follow the 1/f law, i.e., 
the noise-power spectrum decreases with in- 
creasing, frequency. This noise is sometimes 
referred to as excess noise, surface-effect noise, 
or simply as 1/f (one over f) noise. It occurs in 
most solid-state devices and is generally attrib- 
uted to inhomogeneities or traps either in the 
semiconductor material or on the surface of the 
transistor. Since this type of noise varies with 
individual devices, it is difficult to specify an 
internal noise generator for use in an equivalent 
circuit. In practice, this parameter normally is 
established by direct measurement. 

3-6.3.1.4 Performance Characterization 

The best insight into the selection and com- 
parison of amplification devices and circuits for 
low-noise applications is provided by their 
"noise figure" characteristics. The noise figure 
(or noise factor) NF is a direct measure of the 
degree to which the amplification process pre- 
serves the signal-to-noise ratio at the output 
terminals of the detector before connection of 
the amplification circuitry, thus 

NF S,/Ni 
(3-139) 

where S0 /N0 is the signal-to-noise-power ratio at 
the output and S,/iV,- is the corresponding quan- 

tity at the input. An alternate form for NF is 
given by 

NF 
GJV, 

(3-140) 

where G is the gain S0 /S, 

There are two approaches for determining the 
NF in general use. The classic approach entails 
establishing an equivalent circuit composed of a 
sufficient number of known noise generators 
such as those discussed previously under noise 
sources. This approach requires that many of the 
basic semiconductor parameters be available 
from data sheets (or from measurements). 

A more recent approach which is gaining wide 
acceptance involves only two parameters for 
determining the noise figure, i.e., equivalent 
input noise voltage and current discussed in par. 
3-6.3.1.4.3. 

3-6.3.1.4.1 Classic Approach 
for Conventional Transistors 

Internal noise in a transistor consists of 
mainly: 

1. Shot noise in the emitter-base junction 

2. Shot noise in the collector-base junction 

3. Thermal noise in the base resistance 

FIGURE 3-96.   Classic Conventional Transistor Noise-equivalent Circuit 
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Fig. 3-96 illustrates the equivalent common- 
base circuit which includes these noise sources 
where 

esh    = emitter shot-noise voltage 

lcsh 

-gth 

= ^2kTreAf 

= collector shot-noise current 

generator thermal noise voltage 

ebth ■  base resistance (r'b) thermal voltage 

= y/4KTr'„Af 

ic      = collector current (at test frequency) 

a      = common-base current gain (at test 
frequency) 

re      = emitter diode resistance «* 25/IE (low 
frequency) where IE is measured in mA 

Rg    - source resistance 

A/*    = noise equivalent bandwidth, Hz 

By use of the second form of the definition of 
noise figure Eq. 3-140, the noise figure can be 
derived for the equivalent circuit73'74 . 

NF =  1 + 
Rg      2R„ 

(Rg+ re +   r'bf 
2a0Rere h 

1    + Ico_ + 

FE (ß (3-141) 

where 

IE     = dc emitter current 

Ico   = dc collector cutoff current 

hFE   =  common emitter dc current gain 

6 

f 

- base resistance 

= source resistance 

= low frequency alpha (not the dc) 

= frequency of measurement 

= frequency at which alpha has decreased 
to a0A/2 

By differentiating Eq. 3-141 with respect to the 
variable Rg and setting the result equal to zero, 
an optimum value for RH is obtained as given 
below. 

RJopt) (r + r' V +    °<ore(2rb + re) 

-±—+ I— + -±GQ 
(3-142) 

3-174 



Examination of this equation reveals Rg (opt) to 
be frequency dependent. For most IR systems, 
f/fa is small and since re is normally small with 
respect to r'b, Rg(opt) can be simplified to 

RJopt)^ (r'b)
2 + 

otQ'2.r'bre (3-143) 

As indicated in Fig. 3-102, the value for Rg(opt) 
in typical devices is not critical (i.e., a reasonably 
broad range of values does not significantly 
affect  the  noise  figure). 

It is also of interest to note that the expression 
for the noise figure is identical for the common 
emitter configuration. Also since Rg(opt) is close 
to the common emitter input impedance, higher 
gain is possible in the common emitter configura- 
tion. 

As indicated earlier, the 1/f noise characteris- 
tics are not completely understood and the low- 
frequency corner (Fig. 3-97) must be determined 
by test. 

3-6.3.1.4.2 Classic Approach for Field-effect 
Transistors 

Field-effect Transistors (FET's) exhibit excel- 
lent low-noise characteristics. According to van 
der Ziel75, the equivalent noise resistance of 
FET's is "about a factor of four better than the 
shot-noise resistance of a vacuum tube having 
comparable transconductance characterisitics". 

The principal noise sources in FET's are: 

a. Shot noise due to gate leakage current 
expressed  as 

Qh = 2qIgtAf (3-144) 

where q is the electronic charge, Jgt is the gate 
leakage current, and A/7 is the noise equivalent 
bandwidth. 

b. Thermal noise in the conducting channel 
given by 

e]h = 4kTAf/gm (3-145) 

where gm is the transconductance and k is the 
Boltzmann constant. 

c. Generation-recombination (G-R) noise in 
the space charge layer. The G-R noise gives rise 
to the Ijf noise power spectral characteristic pre- 
viously noted for conventional transistors and is 
expressed by 

,2   = -(«■„ i ♦ tfj (3-146) 

In the normal reverse bias mode of operation, 
the gate leakage current for junction FET's range 
from 1(T u to 10"8 A. For insulated gate FET's 
(e.g., MOSFET's), leakages are normally less 
than 10" 1S A and, therefore, shot noise is not 
significant. 

A noise model of the FET is given in Fig. 3-98. 

The noise figure of the FET76 can be reduced to 

NF dB 
3dB/OCTAVE SLOPE 

CL 

PLATEAU  REGION   (F   ) 

FREQUENCY 

FIGURE 3-97.   Low-frequency (1/f) Noise Characteristics 
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FIGURE 3-98.   FET Noise Equivalent Circuit 

NF=  i+   *      (C   +c   )+ *«_ tCt ' 
W(C** + M (3-147) 

where CSs and Cgd are interelectrode capacitors 
between gate and source, and gate and drain, 
respectively; and CJ is the electrical frequency 
in rad/sec. 

The optimum value  of source resistance is 

1 
R.(opt) "(Cs+Cgrl) 

Sd- 

For low frequencies (excluding the IIf region), 
the noise figure reduces to 

(3-148) 

NF if =  1 + 2„   Rs 
(3-149) 

3-6.3.1.4.3   en, in Approach for Conventional 
Transistors 

Noise performance can be disassociated from 
the circuit parameters (i.e., source resistance) by 
dealing in terms of noise parameters. In general, 
four such parameters are required. These are 
generally taken to be the amplitudes of two 
noise generators plus a complex correlation 
coefficient. Although numerous combinations of 
parameters can be used, the most general com- 
bination is illustrated in Fig. 3-99. 
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FIGURE 3-99.    e     i   Noise Equivalent Circuit 

The "noisy" amplifier is represented by a 
voltage source e„ in series with the input of a 
noiseless amplifier plus a current source in in 
parallel with the input. The parameters en and in 

are measured under input open circuit and input 
short circuited conditions, respectively. The 
total noise outputs under these conditions are 
assumed to be due to e„ and :'„. 

Preamplifiers for IR applications are usually 
relatively low-frequency devices. Experimental 
evidence seems to indicate that, in the low- 
frequency region only, the correlation coeffi- 
cient between the input voltage and current 
noise generators is small for most types of 
junction transistors. This is particularly fortu- 
itous in the e„, in approach. 

Fig. 3-100 shows a small-signal amplifier 
which consists of a generator having a signal 
voltage es and an internal resistance Rg. A 
corresponding noise voltage egn is connected to 
the input of a noiseless amplifier together with 
the two input noise generators en and T„, 
respectively, and with a low admittance YL . 

NF 

The noise figure is given by76 

1 
1 + 

AkTAf 
11 

" Ra 

+ 2N'>-"iH (3-150) 
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where 

Rg '•- source resistance 

Zg   - source impedance 

Xg   = generator reactance 

Tr.T|  = correlation coefficient of e2, and i2n, 
respectively 

For a resistive input impedance, Eq. 3-149 
reduces to 

NF 1 + AkTAf 
j*-+ i2nRs + 2eni„yr 

(3-151) 

The low-frequency correlation coefficient y also 
reduces to a value near zero for a resistive input 
impedance. Therefore, by differentiating this 
expression with respect to Rg and setting the 
result equal to zero, the minimum attainable 
noise figure becomes 

NF( min) = 1 + e„i„ 

2kT 

Rg (opt) = f- 

(3-152) 

(3-153) 

The en, in approach for the FET is identical to 
that presented for conventional transistors. In 
the FET case, the measurement of en is straight- 
forward, but that of in is difficult. Fortunately, 

it is sufficient in most cases to measure the gate 
leakage current and calculate in by 

2ql ei (3-154) 

where Igl is the gate leakage current. 

Also since the correlation coefficient for FET 
is small, the noise figure is given by77 

."2 
NF 1 + 

4kTA] + QRS) (3-155) 

3-6.3.1.5 IR Application Problems 

3-6.3.1.5.1   Field-effect vs 
Conventional Transistor Characteristics 

The curves of Figs. 3-101 and 3-102 provide a 
gross indication of the regions of applicability of 
the two devices relative to frequency spectrum 
and source impedance. 

Generally, FET's can provide a lower noise 
figure in applications where the lower frequen- 
cies (1 to 20 Hz) are important. Also, in general, 
optimum source resistance for bipolar transistors 
is in the kilohm region whereas optimum for 
FET's tends toward the megohm region. Internal 
impedances of IR detectors for various applica- 
tions cover the very wide range from a few ohms 
to hundreds of megohms. 

Although optimum source resistance is not 
greatly significant where transformer coupling is 
possible, a signal processing system with 
virtually hundreds of parallel identical amplifica- 
tion channels, as in many present-day military 

NOISELESS 
AMPLIFIER 

•6 

FIGURE 3-IOO.    e. /   Approach Noise Figure Computational Model 
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FIGURE 3-IOI.   Noise Figure As a Function of Frequency from (A) Transistor, and (B) FBI 
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IR systems, limits the use of transformers. The 
transformer does not lend itself to the micro- 
electronic configurations thus demanded. It 
should also be noted that, in general, trans- 
formers for low-noise and low-frequency appli- 
cations present very special design problems. 

3- 6.3.1.5.2 True Noise- figure 

Amplifier-noise-figure data are based on the 
assumption that the source resistance generates 
true Johnson (thermal) noise at a level caused by 
a temperature of 290° K (see definition of noise 
figure in par. 3-6.3.1.4). If the only objective is 
the comparison of amplifier performance, this is 
a reasonable assumption. However, if it is 
necessary to determine the degree of perfection 
of the amplification process relative to the 
detector capabilities, the actual type of noise 
generated by the detector (source resistance) 
and its actual temperature must then be consid- 
ered. At room temperature, detectors will gener- 
ate noise greatly in excess of Johnson noise. To 
avoid overdesign, i.e., specifying an unneces- 
sarily expensive low-noise design, the actual 
conditions should be examined. 

An amplifier having a published noise figure 
of 2 (3 dB) might have an effective noise figure 
of 1.1 (0.04 dB). On the other hand, many 
present-day IR detectors are cooled to very low 
temperatures whereby normal noise figure data 
would not indicate the extent of degradation 
caused by the amplification process. An analysis 
of the actual situation might reveal the wisdom 
of specifying a more sophisticated low-noise 
design. 

Reference to the performance characteriza- 
tions (par. 3-6.3.1.4) will show that the noise 
figure NF is of the form 

NFa =    1 + (NF 
T i)4^ (3-158) 

NF = 1 + (3-156) 

where T„ is normally specified as room tempera- 
ture, or 300° K. 

If the "actual" noise figure is defined as 

A NFn =  1 + (3-157) 

where Tg is the operating temperature of the 
detector, then combining Eqs. 3-156 and 3-157 
yields 

which provides a simple method of converting 
from room temperature to actual operating con- 
ditions. 

3-6.3.1.6 Cryogenic Amplifiers 

As described in par. 3-4, long-wavelength 
extrinsic photoconductors are operated at 
cryogenic temperatures. At the desired operating 
conditions, the detector impedance is often 
extremely high. Coupling of the detector to an 
amplifier generally introduces finite capacitance 
(input capacitance as well as distributed load 
capacitance) which results in a low cut-off 
frequency. This, in turn, reduces the signal 
output of the detector. In systems that are 
preamplifier-noise limited, this capacitive load- 
ing may be detrimental to the signal-to-noise 
ratio. In order to reduce the capacitance associ- 
ated with detector wiring, it is often advanta- 
geous to utilize preamplifier circuits operating at 
the detector temperature and located adjacent 
to the detector on the same cold sink. This 
paragraph describes some of the considerations 
necessary to achieve functional cryogenic elec- 
tronic circuits for use with infrared detectors. 

The development of preamplifiers which 
operate at temperatures between 4.2° and 
300° K has resulted from recent improvements in 
FET technology. Silicon junction FET's 
operate at temperatures as low as 77° K, with 
thermal de-ionization reducing the channel 
carrier concentration at lower temperatures. 
Metal-oxide-semiconductor FET's (MOSFET's) 
do not depend on thermal ionization for carriers 
in the channel; hence, these devices provide 
relatively consistent performance over the tem- 
perature range 4.2° to 300°K. In addition, the 
high-input resistance and low-input capacitance 
make these devices suitable for use with high- 
impedance infrared detectors. Preamplifiers 
using MOSFET's have been successfully used at 
4.2°K78. 

Junction FET's exhibit significant variations 
with temperature between 300° and 77° K. The 
behavior of the transconductance gm and drain 
saturation current IDSS  for a typical device is 
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illustrated in Fig. 3-103. Both parameters are 
controlled by thermal scattering up to 300° K 
and, therefore, are approximately proportional 
to T~3/2 . Below 200" K, thermal deionization of 
impurities causes a sharp decrease in perform- 
ances. 

The noise of junction FET's exhibits a pecul- 
iar behavior at low temperatures. As shown in 
Fig. 3-104, successive maxima and minima occur 
as the temperature is varied. This effect is due to 
carrier generation at Shockley-Read-Hall centers 
in the gate-channel depletion region79 . Individ- 
ual FET's behave differently; however, n-channel 
devices consistently exhibit a noise peak near 
100° K. Lower-noise performance near this tem- 
perature is usually provided by p-channel devices. 

The  performance  of suitable   MOSFET's  is 

relatively constant from 4.2° to 300° K. The 
drain current and transconductance usually in- 
crease slightly from 300° to 77°K, and remain 
constant or decrease at lower temperatures. The 
noise in these devices is due to fluctuations at 
surface interface states and does not change 
significantly over this temperature range. The 
short-circuit noise voltage spectrum of a typical 
MOSFET can be compared in Fig. 3-105 with 
the noise spectra of an n-channel silicon junction 
FET. Notice that the MOSFET noise is approx- 
imately one order of magnitude greater than the 
junction FET noise at low temperatures. 

Some MOSFET's exhibit current-dependent 
noise oscillations which can be detrimental to 
low-noise performance in the 77° to 4.2° K 
region. This mode of operation results from a 
space-charge-limited conduction characteristic 
near 4.2° K. 
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FIGURE 3-IO3.    Transconductance and Drain Current As a Function of Temperature 
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The noise of an FET is usually represented_by 
the equivalent noise voltage and current (en, in) 
generator method, discussed previously. In junc- 
tion FET's, i„ decreases tojiegligible values at 
low temperatures, leaving en as the dominant 
noise source for impedances as high as 10s 

ohms. In MOSFET's the noise source e„ is 
dominant at all temperatures and source im- 
pedances. Thermal noise due to resistive com- 
ponents in the preamplifier input circuit may be 
significant even at low temperatures and may be 
controlled by careful selection of component 
values. 

Since these active devices are not capable of 
temperature-independent performance in this 
cryogenic region, a source-follower circuit con- 
figuration is normally used to eliminate varia- 
tions in voltage gain due to changes in transcon- 
ductance. Such a circuit is best suited for use 
with high-impedance photodetectors. 

In designing preamplifiers for cryogenic appli- 
cations, excessive power dissipation within the 
active devices and passive components must be 
carefully avoided. This is a particularly acute 
problem in applications where large numbers of 
active elements are used. Active cryogenic de- 
vices commonly dissipate approximately 5 mw, 
due to the high-current density required in the 
FET channel. 

3-6.3.2 Electronic  Filtering 

3-6.3,2.1 Application and Response Analysis 

As indicated previously, electronic filtering 
plays an important role in determining the 
effectiveness of the signal detection process. 
Filtering may be defined, in general, as the 
process of removing or attenuating certain fre- 
quency components from a given composite 
input signal. The performance criteria for a given 
task will, in general, determine the specific type 
of filtering required (e.g., maximization of peak 
signal-to-rms noise, faithful signal reproduction, 
pulse time determination, etc.). The types of 
filters required in IR systems range from the 
simplest RC low-pass filters to the most sophis- 
ticated state-of-the-art designs. 

The design of conventional filters is treated 
thoroughly in existing literature80,81 and, there- 
fore, is not discussed here. The discussion is also 

restricted to the area of linear time-invariant 
filters. The most important "language" used to 
describe such filters is the Laplace-Transform 
Theory; several texts on this theory82'83,84 

are available. The paragraphs which follow give 
some of its applications: 

Two important factors in the design of filters 
entail determining the output response of the 
filter to a signal and the effect of the filter on 
noise. A distinction between response to signals 
and noise is made here since noise by definition 
is nondeterminable and must be treated some- 
what differently than signals. Fig. 3-106 shows 
the filter response problem posed here. The 
object is to determine the output signal e0(t), 
and noise n,}(t) if the input signal e,(t), noise 
nt(t), and the filter transfer junction are given. 

From the transform theory, the Laplace Trans- 
form of the output is related to the input signal 
transform by 

EJs) = H(s)Ei(s) (3-159) 

where 

E0 (s) -■ Laplace Transform of e0 (t) 

H(s)   = transfer function or impulse 
response of the filter 

EL(s)   = Laplace Transform of et(t) 

s    ~ Laplace notation for complex 
frequency 

The time response of the output is given by 
the relation referred to as the convolution 
integral 

eQ(t) et(T)h(t - T)OIT (3-160) 

which may be solved graphically by techniques 
given in the literature82'83'84. The output may 
also be determined by means of the Laplace 
Transform tables. 

The noise at the output is determined differ- 
ently. The input noise nt is given in terms of its 
power-density spectrum liV^/)!2, the output 
noise power density spectrum \NQ(f)\2 is given by 

\N0(f)\2=  l^,(/-)l2X \H(f)\2 (3-161) 

where H(f) is the transfer function of the net- 
work. 
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FIGURE 3-106.   Model of Filter Relating Output Response e  (t) to Input e.(t) and Output Noise n    to 
Input Noise n. ° ° 

3-6.3.2.2 Detection Filters 

One of the most important and most frequent- 
ly encountered requirements in IR systems is 
that of filtering for detection. The filter of con- 
cern here would be required to maximize the 
peak signal-to-rms-noise ratio with regard to 
waveform distortion. The solution to this prob- 
lem entails using a matched filter. The deriva- 
tion of the matched filter is lucidly treated in the 
referenced literature69'85. The matched filter solu- 
tion to the maximum signal-to-rms-noise prob- 
lem   is represented mathematically as 

H(f) KWAT)\2   exPH2irtf] 

(3-162) 

where 

K = constant 

H(f) = the frequency transfer function 
of the matched filter 

X (f) = the conjugate of the signal 
transform of the input signal 

\NX (f)\
2 = the input noise power density 

spectrum 

In many cases, such as thermal noise, the spec- 
trum   of  Nx(f)   is   a   constant   (white   noise). 

The matched filtering concept is important in 
terms of measuring performance rather than as a 
basis for an actual filter design. Practical limita- 
tions often dictate the use of a relatively simple 
filter. The problem then becomes one of deter- 
mining how well a simpler filter approximates 
the performance of a matched filter. 

The examples which follow assume the 
presence of white noise. 

In the first case85, the input signal is shaped 
as a rectangular pulse of width T and the filter is 
a simple RC stage as shown in Fig. 3-107. The 
results under these conditions are illustrated in 
Fig. 3-108. As shown, the single-stage RC filter 
is only 1 dB worse than the matched filter. The 
responses of a Gaussian or multi-stage (two or 
more stages) RC filter and an ideal low-pass 
filter are also shown. 
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For the second case69 , the input is a sinusoidal 
pulse train and the filter is a simple, second- 
order filter as illustrated  in  Fig.   3-109. The 

results shown in Fig. 3-110 also indicate reason- 
ably good performance with this simple, tuned 
filter. 

X(t) 

INPUT OUTPUT 

(B) 

FIGURE   3-109.   Input Sinusoidal Pulse Train and Second-order Filter 
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3-6.3.3 Electronic Multiplexers 

As pointed out by Black86 , although not 
formulated with mathematical rigor, some of the 
fundamental concepts of interest here are almost 
as old as the electrical transmission of telegraph 
messages. For example, multiplexing by time- 
division was conceived by an American, Moses 
B. Farmer, in 1852. The patent awarded in 1853 
describes the transmission of a plurality of 
telegraph messages over a single line by the 
process of allocating independent intervals of 
time to the transmission of each message. To 
accomplish this, Farmer utilized two rapidly 
revolving synchronous commutations, one at 
each end of the line. This is the essence of 
time-division multiplexing. 

A fundamental issue immediately apparent is 
the question of the required speed of sampling. 
The answer is found in the "Sampling Principle" 
usually stated 86 as follows: 

"If a signal that is a magnitude-time function 
is sampled instantaneously at regular intervals 
and at a rate slightly higher than twice the 
highest significant signal frequency, then the 
samples contain all of the information of the 
original signal." 

It follows that, in general, all the information 
contained in a multiplicity of separate ampli- 
tude-time function channels can be collected 
and transmitted through a single channel in real 
time by taking advantage of the unused portions 
of the sampling intervals. 

Where a system makes use of a device such as 
the IR-sensitive image orthicon tube, multi- 
plexing is achieved by physically sweeping the 
electron beam of the tube. Where greater sensi- 
tivity is required, individual detector elements 
are used in a linear array configuration. A scene 
can be scanned with the array or the scene can 
be made to sweep across the array. In order to 
reproduce the scene on a device such as a CRT, 
the amplitude data from all resolution elements 
of the scene must be collected and time- 
sequenced. 

The example which follows provides an in- 
sight into the switching speeds required. Assume 
a matrix consisting of 400 vertical by 800 
horizontal resolution elements. The linear array 
of detectors is vertically oriented, thereby, 
resulting in 400 detector elements with their 
associated individual amplifiers and multiplexing 
switches. The frame rate is set at 30 Hz to 
prevent visual "flicker" of the scene. Further- 
more, assume that the scene consists of alter- 
nately bright and dark bands whose width is 
equal to the width of the resolution element. 
Fig. 3-111 illustrates the signal output of an 
individual detector as the scene is scanned. From 
this illustration, it is apparent that the linear 
array of 400 elements must be sampled at least 
once during the time period t and in so doing 
the sampling principle for this digital waveform 
will be satisfied. The time t' available for an 
individual sample is 

t'   = (FR)XMXN 
sec (3-163) 

where 
FR = frame rate, Hz 

M ~ number of vertical elements 

N = number of horizontal elements 
in matrix 

t' < 
30 X 800 X 400 

, sec 

The clock rate fc  therefore, must be at least 

f, =   p = 9.6 MHz (3-164) 

Multiplexers capable of performing efficiently 
and reliably at such speeds have only recently 
become feasible. This can be attributed to the 
development of more efficient, high-speed 
switching transistors, and to progress in micro- 
electronic fabrication techniques. These factors 
have been combined to achieve high-speed multi- 
plexing with the smallest inter-component 
spacing. 
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FIGURE 3-111.    Detector Output far One Frame 

3-7  DATA DISPLAY AND RECORDING 

3-7.1   INTRODUCTION 

A display may be defined in a general sense as 
a device for presenting visual information to a 
human observer. There are two basic formats for 
displaying information: (1) alpha-numeric and 
(2) pictorial. The first category consists of 
numerals, letters, symbols, and event indicators 
(binary code). The second display format recre- 
ates an external scene in as full detail as 
desirable. In both cases, the information must be 
presented in a manner which can be viewed 
comfortably, readily understood, and not easily 
misinterpreted by the observer. 

Par. 3-7 provides a brief look at some of the 
display techniques and recording equipment 
most frequently used in conjunction with infra- 
red systems and a short discussion of the design 
considerations regarding display equipment. The 
following devices are described: 

1. Cathode Ray Tubes 
2. Storage Tubes 
3. Character Generation Tubes 
4. Image Converter Tubes 
5. Tape Recording Techniques 
6. Photographs 
7. Holograms 
8. Projection Cathode Ray Tubes 
9. Multi-gun Cathode Ray Tubes 

10. Electroluminescent Panels 
11. Photoemitter Diode Arrays 

3-7.2 TERMINOLOGY 

Symbols used in par. 3-7 on displays are sum- 
marized in Table 3-14. A detailed definition of 
those terms most frequently employed in a dis- 
cussion of display techniques is given by the 
following: 

a. Brightness (or Luminance) B. A photometric 
measure of the luminous intensity (emitted by 
an extended source) per unit area of the lu- 
minous flux per steradian. It is expressed by the 
relation, 

B = 
A 

(3-165) 

where /, is the luminous intensity, and A is the 
area. The units most often employed for B are 
the  candle/ft3   and  the  footlambert  which  is 

- candle/ft2. Other units in which it may be ex- 

pressed include: stubs (candle/m2), apostilbs 
(10~4 lambert),andmillilamberts(10"3 lambert) 
which is approximately 1 footlambert. 

b. Contrast  C.   The contrast of an image is 
defined as 

C = 
Bh 

(3-166) 

where B, is the image brightness, and Bb is the 
average brightness in the image plane. When 
B, - Bb = AB is small, it is found that the same 
visual sensation is produced for a constant value 

AD 

-5— for a wide range of Bb  values. This is 

called Fechner's Law. It gives the value of AB 

of 

3-189 



required to produce equal contrast increments. 
Over the useful range from a few footlamberts to 

A R 
a few thousand footlamberts, the quantity 

Bb 
has a threshold value of about 0.02. 

c. Contrast Ratio CR . This quantity is a meas- 
ure of the brightness range of the display surface 
and is given by the relation 

B, 
B, 

(3-167) 

where BmcD. is the maximum brightness, and B^n 
is the minimum brightness of the display. When 
including the brightness effects of ambient light- 
ing Bambient the contrast ratio is expressed as 

P  ~ 
B, ambient 

B„ + B, 
(3-168) 

ambient 

d. Field, A single scan through the display area 
once in the chosen line pattern. It is one of the 
two, or more, equal parts into which a frame is 
divided  in the process of interlaced scanning. 

e. Frame. A single scan covering all the resolu- 
tion points of the entire display area. When using 
an interlaced scan, a frame is composed of two 
fields. 

f. Flicker. The fluttering sensation caused by 
the eye's response to a periodic visual stimulation. 

g. Gray Level. A unit employed to express 
contrast which is taken as a factory^ difference 
in brightness between two sources. Thus, if B0 

and B are two brightness levels which differ by a 
factor >/2, i.e., 

^  = 
B V /2 (3-169) 

then the brightness step from Ba  to B is one 
gray level. 

h. Illuminance E. The incident luminous flux 
per unit area in lumen/ft2 (foot candle), lumen/m2 

(lux  or  meter  candle), or lumen/cm2   (phot). 

F  ~   F E - — (3-170) 

where 

A  =  area 

F = luminous flux, lumen 

i. Interlaced Scanning. The process in which 

scanned lines are spaced an integral number of 
line widths and every other line is scanned during 
one field while the missed lines are scanned in 
the succeeding field. 

j. Luminance. (See Brightness.) A photomet- 
ric measure of the luminous intensity (emitted 
by an extended source)/unit projected area. It 
is expressed in either candle/ft2 or candle/cm2. 

k. Luminous Equivalent. The ratio of luminous 
flux to radiant flux expressed in terms of lumen/w 
of radiant flux. 

680 A 
Luminous Equivalent = 

VxHd\ 
r * 2 

hi ft dX 

(3-171) 

where \h X2 is the wavelength interval of the 
radiation, VA is the standard luminosity function 
and P\ is the radiant flux/unit of wavelength. 
The factor 680 lumen/w is the maximum response 
of the average eye where V\ = 1. 

1. Luminous Flux F. The quantity of visible 
radiation passing/unit time defined in terms of 
the standard luminosity function V^ such that 

VxP\d\, lumen (3-172) 

It is expressed in lumens where 1 lumen is the 
flux through a unit solid angle (1 steradian) from 
a point source of 1 candle. 

m. Luminous Intensity /,. The luminous flux F 
of a point source/unit solid angle £1 subtended at 
the source is called the luminous intensity and is 
expressed as 

Ii = D. 
, lumen/sr (3-173) 

It includes the power radiated over the entire 
spectral range of the source and is expressed in 
candles. 

n. Radiant Flux P. The radiant flux is the time 
rate of flow of energy expressed in radiated watts. 
It is sometimes specified as a function of wave- 
length J\. 

o. Raster. A raster is a predetermined pattern 
of scanning lines which provides substantially 
uniform coverage of the display area. 
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TABLE 3-14. STANDARD SYMBOLS FOR PAR. 3-7 

SYMBOL DEFINITION TYPICAL UNITS 

A Area ft2 

a Aspect or width-to-height ratio 
B Brightness candle/ft2, footlambert 
B' Brightness of phosphor screen lumen 
Ba Screen brightness 
B, Image brightness 
Bb Average brightness in the image plant 1 

"max Maximum brightness 

"min Minimum brightness 
"ambient Ambient lighting 
Bt Separation between plates m 
Bm Magnetic field intensity Wb/m2 

C Contrast % 
cR Contrast ratio % 
CRT Cathode ray tube 
D Film density 
Dd Screen diameter 
Dt Deflection of the spot on the 

screen m 
dc Mean diameter of the coil 
E Illuminance of the screen lumen/ft2, footcandle 
E Exposure 
E Illuminance 
EL Electroluminescent 
e/m Electron mass ratio 
F Luminous flux lumen 
F Fraction of the scan line used for 

information presentation 
f Frequency, character regeneration 

frequency Hz 
fc Focal length of the coil 
f/no. Aperture (focal length/diameter) 
G Radiant power gain w/w 
H Horizontal resolution TV lines/in. 
I Electrical current A 
I Intensity of incident light 
I' Intensity of light transmitted 
la Screen current 
k Luminous intensity lumen/sr 
IN Number of ampere turns 
L Distance from the center of the 

plates to screen m 
L.E. Luminous efficiency lumen/^A 
S Length of the deflection plates m 
m Magnification 
NLR Nonlinear resistor 
n Number of lines, number of 

symbols to be displayed 
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TABLE 3-14. STANDARD SYMBOLS FOR PAR. 3-7 (Continued) 

SYBMOL DEFINITION TYPICAL UNITS 

— Width of each line is — times the 
picture height 

O Opacity 
P Radiant power w 
P' Fraction of time the beam is on 
PC Photoconductor element 
P\ Radiant flux/function of wave length 
P.F. Power factor lumen output/w input 
PPI Plan-position indication 
Pf Fraction of time available for 

character generation 
R Screen radius of curvature 
R Repetition rate Hz 
RF Radio frequency 
Rr Character writing rate 
S Electrostatic-deflection sensitivity 

of a cathode ray tube m/V 
SCR Silicon control rectifier 
T Character writing time ,usec 
1/T Basic generation frequency required 

of the sinusoidal signal MHz 
V RMS applied voltage 
Va Anode voltage, accelerating 

voltage kV,V 
Va Screen voltage V 
Vd Deflection plate voltage V 
Vx Standard luminosity function 
7 Slope of characteristic curve 

for an emulsion 
ea Transmission of the optical system      % 
T7 Phosphor screen radiant efficiency       w/w 
X Wavelength 
a3 Photocathode radiant sensitivity A/w 
r Transmittance % 
tt Solid angle 

p. Resolution. The ability to delineate picture defines a black-white bar pair as a line. We shall 
detail is expressed in the number of lines resolv- employ   the   television   standard  unless  stated 
able on a test chart. For a number of lines n otherwise. 
alternately black and white, the width of each q. Scanning.   The  process  of analyzing the 
line is 1/n times the picture height. According to light values of a picture element consisting of 
television standards, a TV line is taken to be the total picture area according to a predeter- 
either a black or white bar. The optical standard mined method. 
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FIGURE 3-112.   Standard Luminosity Curve for the Average Human Eye 

r. Standard Luminosity Function VK. Also 
termed "the relative visibility curve", the stand- 
ard luminosity function represents the ratio of 
the power at the wavelength of the eye's greatest 
sensitivity to produce a given brightness sensa- 
tion to the power at the chosen wavelength 
necessary to produce the same brightness sensa- 
tion. The function is plotted in Fig. 3-112. The 
shift of the wavelength of maximum response 
toward the blue in feeble light is termed the 
Purkinje shift. 

3-7.3 TYPES OF DISPLAYS 

3-7.3.1 Cathode Ray Tube (CRT! 

The CRT is a thermionic vacuum tube con- 
taining an electron-beam source, focusing 
system, deflection system, and phosphor screen. 
The conventional focus and deflection systems 
used are of the magnetic and electrostatic type 
shown in Fig. 3-113. Common to both types is 
the glass envelope (evacuated to W6 mm of Hg 
pressure or lower), the electron-beam source 
(gun), and the phosphor screen. The electrons 
are boiled-off from a cathode by electrical 
heating in typical usage and accelerated toward 
the phosphor screen by a large potential differ- 
ence (from 6 to 18 kV typically) between the 

screen and the cathode. The cathode consists of 
a mixture of barium and strontium oxides. In 
traversing the length of the tube, the electron 
beam passes through a small circular aperture in 
a disk-shaped metal electrode called the control 
grid (G] ). This grid operates at about -60 or -70 
V dc with respect to cathode potential and 
serves as a control to increase or decrease beam 
intensity. Next, the beam passes through a 
circular aperture in the disk called the screen 
grid G2, which is at several hundred volts 
positive compared with the cathode and serves 
to accelerate the beam initially. After these, 
either an electrostatic lens or a magnetic coil is 
used to focus the electrons into a narrow beam 
with a focal point on the phosphor screen. 
Varying the potential of the electrostatic lens or 
the field strength in the coils allows the beam to 
be brought to a focus at different points along 
the tube axis. The beam is deflected in direc- 
tions normal to the tube axis by use of 
electrostatic plates or magnetic coils. A final 
accelerating voltage of 6 to 18 kV is provided by 
a cylindrically shaped electrode and a conduc- 
tive interior bulb coating. 

Several basic factors which should be consid- 
ered when evaluating the performance of a CRT 
are resolution, brightness, contrast ratio, focus, 
and deflection sensitivity. 
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FIGURE   3-113.    TWO Basic Types of Cathode Ray Tubes 
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3-7.3.1.1 Resolution 

About 500-1000 TV lines are considered to 
be a commercially satisfactory tube. High resolu- 
tion tubes employ about 4500 lines. The res- 
olution is determined primarily by the size of 
the spot produced on the phosphor screen by 
the electron beam. Twenty- to fifty-mil spot 
sizes are typical in standard CRT's. Size depends 
upon phosphor thickness, grid voltage, and beam 
current. The thickness of the phosphor screen is 
held to a minimum (about 2 microns per 
kilovolt of anode supply during common usage) 
since the electron beam spreads during its 
penetration into the screen in proportion to its 
thickness. This spreading is the enlargement of 
the beam diameter as it penetrates into the 
phosphor layer. Spot size varies with the screen 
grid potential Vg2 (with screen grid in a magnet- 
ically focused tube) in a manner shown by the 
curves in Fig. 3-114. The variation of spot size 
with beam current is shown in Fig. 3-115 for a 
typical high resolution tube. In a conventional 

tube, a change of from 50 to 300 juA would 
increase the spot size by a factor of 1.8. Under 
normal operating conditions the anode voltage 
will have little effect, if any, upon the spot size. 
Increases in anode potential will increase bright- 
ness which allows the beam current to be 
reduced to maintain the same brightness. So, for 
constant brightness, the spot size may be re- 
duced by increasing the anode potential since 
the spot size varies directly with the beam 
current as mentioned above. Deflection defo- 
cusing is reduced with an increase in anode 
potential. For an electrostatically focused tube 
an additional increase in spot size is seen as the 
beam current is varied. This is corrected with 
dynamic focus control. Due to difficulties in 
focusing very small beams, we generally do not 
find tubes larger than 5 in. in diameter with spot 
sizes below 1 mil. Beam currents must usually be 
kept below 10 to 25 ßA to achieve a small spot 
size. In extreme cases a spot size of 0.0005 in. 
can be attained but the useful screen area is 
small due to defocusing of the spot when it is 
moved a short distance off axis. 
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FIGURE   3-114.   Change in Spot Size With Vg7, Spot Size vs Vg,; Anode Voltage V„ = 7000 V 
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3-7.3.1.2 Brightness 

When the electron beam strikes the phosphor 
layer, it produces an excitation of the phosphors 
resulting in the emission of light referred to as 
cathodluminescence. More commonly, engineers 
refer to the brightness of the CRT screen. Screen 
brightness may be determined by using the 
relation, 

Bn = (P.F.)XIaX Va (3-174) 

where Ba is the screen brightness, P.F. is the 
power factor, / is the screen current, and Va is 

the screen voltage. (It should be noted that 
screen voltage and current differ from anode 
voltage and current due to effects of back- 
scattering, secondary emission, transmission 
losses in penetrating'the aluminized layer, ther- 
mal radiation, and other causes.) 

To obtain the power factor (lumen output per 
watt input) multiply the power efficiency of the 
phosphor (radiated power in watts per electrical 

power input in watts) by its luminous equiv- 
alent. These quantities are listed in Table 3-15 
for some commercially available phosphors. 

The luminous intensity varies with the applied 
potential for constant beam current density as 
shown by the curves in Fig. 3-116. With con- 
stant applied potential there is a variation of 
luminous intensity with beam current density as 
shown in Fig. 3-117. For voltages above 6 to 8 
kV, the free surface of the phosphor is coated 
with a thin aluminum film to prevent screen 
charging and to enhance reflection of light in the 
forward direction. The relative outputs of alu- 
minized and nonaluminized screens are pre- 
sented in Fig. 3-118. For voltages below the 
cross-over point (~ 6 kV)of the two curves, it is 
best to use an unaluminized screen; while for 
higher voltages an aluminized backing is recom- 
mended. The frequently used phosphors include 
zinc sulphides, zinc silicate, tungstates, and flu- 
orides with the appropriate impurity activators. 
Table 3-16 lists the commercially available phos- 
phor screens. 
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TABLE 3-15. PHOSPHOR DATA 

PHOSPHOR lumen/radiated watt 
POWER EFFICIENCY, POWER FACTOR. 

w/w lumen/w 

0.06 31.3 
0.07 32.3 
0.041 15.6 
0.016 4.7 
0.025 2.2 
0.101 13.8 
0.051 12.9 
0.049 1.2 
0.0002 0.8 
0.135 65.1 
0.15 6.6 
0.06 31.6 
0.043 4.5 
0.026 9.4 
0.0125 4.0 
0.08 40 
0.22 50.6 

p-1 
P-2 
P-3 
P-4 
P-5 
P-ll 
P-15 
P-16 
P-19 
P-20 
P-22B 
P-22G 
P-22R 
P-24 
P-2 5 
P-28 
P-31 

521 
462 
381 
291 

88 
137 
253 

25 
387 
482 

44 
526 
104 
363 
319 
500 
230 

(For 10 kV potential and average beam currents) 
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TABLE 3-16. PHOSPHOR SCREEN CHART 

REGISTERED COLOR* 

PERSISTENCE5 PHOSPHOR FLUOR- PHOSPHOR- **             GENERAL USE 
TYPE ESCENT ESCENT 

P-1 YG YG M oscillography, radar 
P-2 YG YG M oscillography 
P-3 YO YO M projection TV (with blue) 
P-4 W W M-S direct view TV 
P-4 W W M to M-S 

(Sulfide 
Silicate 
Type) 

theater projection TV 

P-5 B B M-S photographic applications 
P-6 W W S direct view TV 
P-7 W Y M-S (blue) 

L (yellow) 
radar and oscillography 

P-10 (scotophor) radar 
P-ll B B M-S photographic applications 
P-12 0 0 L radar 
P-13 R-O R-O M radar 
P-14 P-B YO M-S (blue) 

M (yellow 
orange) 

radar and oscillography 

P-15 UV and G    G V-S  (UV) flying spot scanning and 
S (Green) photography 

P-16 B-P B-P V-S flying spot scanning and 
photography 

P-17 W Y S (blue) 
L (yellow) 

radar and oscillography 

P-18 W W M to M-S projection TV 
P-19 O O L radar 
P-20 YG YG M to M-S oscillography 
P-21 RO RO M radar 
P-22 W W M-S (three 

phosphors 
R,B, and G) 

color TV 

P-23 W W M-S direct view TV 
P-24 G-W G-W S flying spot scanning 
P-25 0 O M radar 
P-26 0 O V-L radar 
P-27 RO RO M color TV monitors 
P-28 YG YG L radar 
P-29 W YW M(P-2+P-25) radar and oscillography 
P-31 G G M-S oscillography 
P-32 PB YG L radar 
P-33 O 0 V-L radar 
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TABLE 3-16. PHOSPHOR SCREEN CHART {Continued) 

REGISTERED 
COLOR* 

PHOSPHOR     FLUOR-    PHOSPHOR-    PERSISTENCE** 
TYPE ESCENT      ESCENT 

GENERAL USE 

P-34 

P-35 

BG 

B 

YG 

B 

V-L 

M-S 

oscillography, radar, visual 
information storage 
photographic applications 

*COLOR CODE 

UV Ultraviolet 
P Purple 
B Blue 
G Green 
Y Yellow 
O Orange 
R Red 
W White 

**PERSISTENCE CODE 

V-L Very long 1 sec or over 
L Long 100 msec to 1 sec 
M Medium 1 msec to 100 msec 
M-S Medium short . . 10 nsec - 1 msec 
S Short 1 Atsec - 10 txsec 
V-S Very short less than 1 ^sec 

In addition, the brightness per unit area of the 
CRT display surface is proportional to the 
electron beam dwell time (i.e., the time the 
electron beam spends in one position on the 
screen), regeneration rate of the display, and 
persistence of the phosphor. 

The desired brightness levels for most displays 
should be anywhere from 20 to 70 footlamberts 
for normal ambient brightness. For daylight TV 
one might reasonably require in excess of 100 
footlamberts, while 1 to 10 footlamberts will 
suffice for night operation. 

3-7.3.1.3 Contrast 

The maximum contrast obtainable in a CRT is 
determined by reflection of light, screen cur- 
vature, and scattered electrons. The reflection of 
light from both surfaces of the faceplate and the 
walls of the tube causes a contrast loss of about 
9 to 10 percent. The curvature of the screen 
enables light scattered from the point of impact 
of the electron beam to reach other parts of the 
screen and thus places a limit on the contrast 
ratio obtainable. An empirical relation for this is 
given as87 

CR (limit)=  1250 m 

where R is the screen radius of curvature, and 
Dd is the screen diameter. The contrast loss due 
to scattered electrons can usually be eliminated 
in the design of the tube. Typical contrast ratios 
for a CRT are about 20 to 1, which provides a 
contrast range containing about 8 to 9 gray 
levels. Based upon Fechner's Law, an observer 
should theoretically be able to distinguish 400 
brightness increments over a 20 to 1 contrast 
range. Thus, limitations are in the quality of 
gray levels provided by the CRT. 

3-7,3.1.4 Deflections 

The electrostatic-deflection sensitivity S of a 
cathode-ray tube is defined as the deflection (in 
meters) on the screen per volt of the deflecting 
deflecting potential88 

Vd      2BSVB 
, m/V (3-176) 

where 

(3-175) 

£ = 
L = 

Bs = 
Va = 
Vd = 

length of deflection plates, m 
distance from center of plates to 
screen along axis of tube, m 
separation between plates, m 
anode potential, V 
deflection plate potential, V 
deflection of spot on screen, m 
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Sensitivity of the CRT tube is seen to be inde-      3-7.3.1.5 Focus 
pendent of both Vd and elm (the electron 
charge to mass ratio) and depends solely upon 
the geometry of the tube {which is a constant) 
and the accelerating potential. Typical values of 
tube sensitivities are 1.0 to 0.1 mm/V, corre- 
sponding to deflection factors of approximately 
25 to 250 V/in. These values are determined ex- 
perimentally and given in the specification 
sheets. 

In the case of magnetic deflection we find the 
deflection per unit magnetic field intensity is 
given by 

(DJBm) = 
«L 

3.4 X 10" Grf rn/(Wb/m2) 

(3-177) 

where E, L, Va are as defined in Eq. 3-176, Bm 

is the magnetic field intensity in Wb/m2.  Since 
£  and L are geometrical constants we see that 
the sensitivity varies inversely with the square 
root of the anode potential. 

When operation over a wide range of frequen- 
cies is desired, an electric deflection CRT is 
preferred. The upper frequency limit (about 10 
MHz) is determined by the capacitance between 
the deflecting plates (a few picofarads) and the 
capacitance of the amplifier and lead wires. 

Magnetic deflection has a much smaller band- 
width (about 10 kHz) due to the inductance of 
the coils. The same input voltage at different 
frequencies will result in different coil currents 
and hence different deflections. This limits 
magnetic deflection to applications involving a 
constant sweep frequency. 

Most displays require a fairly bright screen 
(about 100 footlamberts) which demands high 
beam currents (25/JA) at large values (12 kV) of 
anode potential Va. Since electric deflection 
varies inversely with Va and magnetic deflection 
varies inversely as Va

1/2, as shown in Eq. 3-177, 
we see that it becomes more economical to 
obtain large deflections with a magnetic-deflec- 
tion tube. The time required for a full screen 
magnetic deflection is from 15 to 30 microsec 
due to the settling time of the yoke. The 
standard deflection rates are 60 Hz for vertical 
and 15,750 Hz for horizontal. 

Electric focusing is always used in electri- 
cally-deflected tubes. This type of focusing 
requires little power and is insensitive to power 
supply variations since the focusing electrode 
voltage is obtained from a bleeder across the 
accelerating voltage supply. Thus, these two 
voltages will vary in proportion and the spot will 
remain focused for small variations in the dc 
supply. Magnetic focusing is obtained at more 
than one value of the current in the coil. The 
best focus is at the minimum value. For an 
average coil, use the relation 

IN    =  220(Vadc/fc) 1/2 (3-178) 

where 

IN = number of ampere turns 
Va = anode voltage, kV 
dc = coil mean diameter 
fc - coil focal length 

same units 

3-7.3.1.6 Bandwidth 

The video bandwidth requirement may be 
calculated from the following general relation- 
ship 

Bandwidth im nR      (3-179) 

where 

H 

R 
Fr 

aspect ratio (width-to- 
height ratio) 
horizontal resolution, TV 
lines/in. 
number of scanning 
lines in field 
repetition rate, Hz 
fraction of scan line used 
for information presenta- 
tion 

Frequently used values are a = 4:3, H - 60 TV 
lines per inch, n = 500 lines, R = 60 Hz, 
Fr = 0.84. The usual bandwidth requirements 
are from 1 to 8 MHz. 

3-7.3.2 Storage Type Cathode Ray Tubes 

These devices are special types of cathode ray 
tubes which have the capability to store infor- 
mation on the display screen and to erase it 
when desired. 
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This type of tube is particularly useful for 
display of transient or temporary information 
and narrow band TV pictures for extended 
intervals or at controlled persistence rates, and 
with higher light output than is available from 
long persistence phosphors. This makes the 
display on a direct view storage tube extremely 
useful in infrared systems as a means of pre- 
senting the information to the observer. These 
tubes are found in sizes from 3 to 21 in. with 
display storage time of from 30 sec to 3 or more 
min. Various signal levels can be stored so that a 
full-tone picture can be presented. 

As shown in Fig. 3-119 the basic components 
are a write gun, a flood gun, a deflection system, 
a collimating system, a storage screen, and a 
display screen. By secondary emission  charging, 

a moderately energetic writing gun deposits a 
positive charge pattern on the insulating target. 
The secondary electrons are collected at the 
collector. The charge pattern controls the trans- 
mission of a broad, well-collimated beam of 
electrons which floods the target. Where the 
charge pattern is positive, the low-energy flood 
electrons pass through the holes in the screen 
and are accelerated to the phosphor screen 
which is operated at high potential to provide a 
bright display. The flood beam has low energy, 
but high current. The storage grid is comprised 
of a thin deposit of insulating material covering 
the side of the fine metal mesh facing the guns. 
The collimating system makes all electrons 
approach perpendicular to the display screen to 
avoid shading. 

COLLIMATING 
SYSTEM 

ALUMINIZED LAYER 

FLOOD GUN 

I PHOSPHOR 
SCREEN 

WRITE GUN u 
COLLECTOR SUPPORTING MESH 

INSULATING TARGET 

FIGURE   3-119.   Display Storage Tube 

3-202 



The flood electrons do not alter the charge 
distribution on the storage screen, however, they 
do produce positive ions which do alter the 
charge on this grid. For this reason, the storage 
time is limited to only a few minutes. Since the 
production of positive ions and brightness of 
display image are both proportional to the flood 
beam current, a trade-off must be made between 
storage time and screen brightness. Erasure of 
the stored charge pattern is accomplished simply 
by applying a 5-V negative pulse to the storage 
surface through the metal mesh. This lowers the 
potential of the storage grid below the cutoff, so 
the secondary electron emission is less than unity. 
Erasure can be achieved by application of one 
long pulse of several milliseconds duration or by 
a train of narrow, high-frequency pulses to 
obtain a viewing time of variable duration 
without the flicker which accompanies a low- 
frequency erase. 

Typical output brightness ranges from 1250 
to 4000 footlamberts. A special projection 
model is available with brightness near 20,000 
footlamberts. At 10 percent saturation bright- 
ness, the resolution may be about 90 to 100 
lines per in., but at 90 percent saturation 
brightness it reduces to near 35 to 40 lines/in. 
Under general operation conditions, resolutions 
are from 50 to 70 lines/in. for these tubes. 
Writing speeds at 50 percent of saturation 
brightness range from 10,000 to 40,000 in./sec. 
Viewing screen currents are high, about 500 juA 
at 10 kV. Several stable high-voltage supplies are 
required, for the guns and signals must be 
coupled into high-voltage circuits. 

There are three types of display storage 
tube-the halftone, bistable, and selective erasure 
tubes-which operate in this same manner with 
minor alterations. Some halftone tubes are the 
Iatron, Storatron, and Tonotron with Memotron 
and Typotron being the best available types. 
These are discussed in more detail by such 
manufacturers as ITT Industrial Laboratories 
and Hughes Aircraft Company. 

3-7.3.3  Electrical-readout Storage  Tubes 

This device is an electrical input-electrical 
output storage tube in which information can be 
stored for hours, erased in a second, or erased 
gradually at a controlled rate and superseded 
with new information. Write-in and read-out of 

information can be performed simultaneously or 
sequentially. 

The device can be used to convert from one 
scan frequency or scan mode to another as in 
wide-to-narrow bandwidth transmission, and 
plan-position indication (PPI) to TV scan; and 
for data transmission and storage with random, 
simultaneous, and repetitive access. Halftone 
operation enables transmission of video, multi- 
level, and time dimension information. Integra- 
ting properties of these tubes allow for the 
buildup of repetitive signals submerged in noise 
and identification of superimposed information. 
Thus, weak signals may be enhanced by a time 
exposure process to yield a higher signal-to-noise 
ratio. Also, a constantly decaying picture can be 
converted into one of uniform brightness and 
may be studied for several minutes. These 
features make this an extremely useful device 
for presentation of infrared data where signals 
are typically weak. These tubes can also be 
operated to indicate only moving targets by 
electrically cancelling repetitive signals and re- 
taining only new signals. 

The tube has two high-resolution, opposed, 
on-axis electron guns for the write-in and read- 
out functions. These use either the electrostatic 
or magnetic types of focus and deflection, 
depending upon the model. The two beams are 
collimated to approach the storage surface 
normally at uniform velocities to prevent shad- 
ing. The storage surface has a grid which is 
charged to a level corresponding to the input 
modulation on the write-in gun and thus con- 
trols the transmission of the reading beam to the 
collector grid. A voltage variation corresponding 
to the original input signal is generated across a 
load impedance in the collector grid circuit. RF 
separation or video cancellation is required to 
eliminate the write signal from the output when 
simultaneous writing and reading is performed. 
Stored information can be caused to decay at a 
controlled rate by varying the collector to 
storage dielectric potential. Increasing the pos- 
itive potential on the collector increases the 
electron collection efficiency and the storage 
time is long. 

The storage grid is a thin dielectric layer 
evaporated upon a thin metal film, supported by 
a fine mesh screen (see Fig. 3-120). The focused, 
low-energy read-out beam scans the storage grid 
with a constant current beam to maintain it at a 
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FIGURE 3-120.   Typical Scan-conversion Tube 

fixed potential approximately equal to the 
potential of the collector and about 20 V above 
read gun cathode potential. Electrons penetrat- 
ing the storage grid, as determined by the charge 
levels established on the dielectric surface by 
the write-in beam, are accelerated to the positive 
collector grid where they are collected, generat- 
ing an output signal across the impedance in the 
output grid circuit. The read-out beam does not 
disturb the charge pattern on the negatively 
charged storage grid. The write-in beam bom- 
bards the opposite side with high energy elec- 
trons which pass through the metal film and 
induce a volume conductivity in the target 
dielectric partially discharging the uniform gradi- 
ent established by the secondary beam. The 
change in potential is proportional to the charge 
supplied by the write-in beam. Intensity modula- 
tion of this beam allows a charge pattern to be 
placed on the target. The highest secondary 
emission ratio, and therefore the fastest writing 
speed, is attained typically at a cathode to 
dielectric potential difference of about 350 V. 
Any area of the target can be erased by 
operating the write-in gun above the secondary 
emission crossover, and written by operating the 
write-in gun below the crossover (the crossover 

is the point at which the ratio of secondary to 
primary electrons is equal to unity). These tubes 
are capable of resolution near 1000 TV lines. 
Manufacturers of electrical-readout storage tubes 
should be contacted for additional data. 

3-7.3.4 Character Generation Tubes 

The devices most frequently employed in 
systems where it is desired to display alphanu- 
meric information are described in the para- 
graphs which follow. 

3-7.3.4.1 Matricon 

The matricon is an electron beam device 
which generates alphanumeric characters in the 
form of electronic video signals for display on a 
cathode ray tube. Its basic components are an 
electron gun, horizontal and vertical electro- 
static deflection plates, a collector, a shield 
plate, and a target as presented in Fig. 3-121. 
The target area consists of a matrix pattern of 
electrically isolated conducting elements. There 
are about 50 separate metallic elements which 
are independently switch-controlled. The elec- 
tron beam is made to raster scan over the target 
matrix. Application of from 0 to +5 V on these 
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target elements varies their secondary emission. 
The secondary electrons are collected at the 
collector and form a video signal. By selecting 
the appropriate matrix elements, an alphanu- 
meric character can be produced as a video 
signal and displayed on another CRT which is 
raster scanning in synchronization with the ma- 
tricon beam. The decelerator mesh and shield 
plate serve to control the electron optics of the 
tube. The matricon character writing speed is 
about 50 microsec; it is produced by the Sperry 
Rand Corporation. 

3-7.3.4,2 Monoscope 

Another character generating tube frequently 
employed is the monoscope shown in Fig. 
3-122. This tube also operates on the principle 

of secondary emission and generates an elec- 
tronic video signal for display on a cathode ray 
tube. The electron beam in the tube raster scans 
the selected target element, which is one of 64 
alphanumeric characters of aluminum on a 
carbon-ink background. Due to the difference in 
the secondary emission ratio between the alumi- 
num and the ink, a variation is produced in the 
current collected by the collector. This current 
variation is transformed into a standard video 
signal. This video signal can be displayed on a 
standard CRT which is scanned synchronously 
with the monoscope electron beam. Standard 
monoscopes generate average quality characters 
with writing times of approximately 33 micro- 
sec, which is slightly slower than shaped-beam 
tube rates. For more detailed information, the 
reader should contact the A. B. Dick Company. 
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FIGURE 3-122.   Monoscope Tube 

3-7.3.4,3 Shaped-beam  Tube 

The shaped (or extruded) electron beam tube 
produces alphanumeric characters on a phosphor 
screen for direct viewing. The tube consists of an 
electron gun, character selection deflection 
plates, a character mask, a convergence coil, 
compensation plates, and electrostatic deflection 
plates as shown in Fig. 3-123. The mask has 64 
character-shaped apertures in it. The electron 
beam is directed through the selected aperture 
to form it into the shape of the desired character 
which it then generates on the phosphor screen. 
The characters can be made from 0.1 to 0.8 in. 
high. These are very legible with constant 
brightness from character to character. Deflec- 
tion of the shaped beam to the desired position 
on the tube face is accomplished by electrostatic 
or   electromagnetic   deflection   in   a   step-like 

manner. Selection, reference, and deflection 
voltages are established to display the desired 
character at the specified position on the screen; 
the beam is unblanked and then a new set of 
values established. The ultimate speed of this 
device is determined by the choice of compo- 
nents. With magnetic deflection, one can achieve 
from 10,000 to 40,000 characters per sec. If 
electrostatic deflection is used, the deflection 
voltages can be established in 2-3 microsec. With 
a display time of 8 microsec per character, a 
display rate of about 100,000 characters per sec 
is reasonably achieved. The tube is generally 
very long, about 40 in. for a 19-in. screen, due 
to the many components involved. They are 
found with screen sizes from 7 to 21 in. In 
addition, a tube may be obtained having an 8.5 
X 0.5 in. fiber-optic faceplate. This type of tube 
provides page-width printing. These tubes tend 
to be very expensive. 
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FIGURE  3-123.   Shaped-beam  Tube 

3-7.3.4.4 Stroke  Technique 

Another technique for the generation of 
characters is the stroke method in which the 
characters are formed by a sequence of line 
segments, called strokes, produced on the screen 
of a cathode ray tube by the movement of the 
electron beam. Generally, from 9 to 16 consec- 
utive strokes must be used to produce a character. 
Each stroke is produced by changing the voltages 
applied to the deflection plates. A resistor 
matrix is constructed for each required voltage 
change and a character generator clock selects 
the matrix point whose voltage is to appear at 
the deflection plate or coil, at each instant of 
time. Also, a Z-axis modulation is performed 
synchronously. A separate resistor matrix exists 
for each character. Stroke techniques have the 
highest character writing speeds, about 5 micro- 
sec per character. 

3-7.3.4.5 Lissajous  Techniques 

Characters are also generated in a cathode ray 
tube by the Lissajous technique. A Fourier series 
of sine and cosine terms is used to construct a 
voltage waveshape which is applied to the 
deflection plates for the generation of the 
character. The specific character displayed de- 
pends upon the particular waveshape. For ex- 
ample, to produce the letter "O", a sine and 
cosine wave of the same frequency are em- 
ployed. Usually, the first five harmonics of this 
frequency will suffice to generate good quality 
characters. If T is the character writing time, the 

~ is the basic generation frequency required of 

the sinusoidal signals. For the same bandwidth, 
this technique produces higher quality charac- 
ters than the stroke technique, but costs much 
more.   The  Lissajous  technique  is  capable  of 
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writing characters at the rate of 33  microsec 
each. 

3-7.3.4.6 Alphanumeric Indicator Tubes 

These tubes are capable of displaying letters, 
symbols, and numbers, but only one character at 
a time per tube. By operating several tubes 
simultaneously a multiple character format may 
be displayed. The most popular of these devices 
is the NIXIE tube manufactured by Burroughs 
Corporation. This indicator is an inexpensive, 
gas-filled, cold-cathode, glow-discharge tube 
having a common anode and ten individual 
metallic cathodes which are formed in the shape 
of numerals, alphabetic characters, or special 
symbols. When a negative voltage, with respect 
to anode potential, is applied to the selected 
character it becomes the cathode for a gas 
discharge diode. The cathode will be surrounded 
by the glow of the ionized gas and only that 
character will be visible. A minimum cathode 
current is required for a complete glow. Current 
values do not usually exceed from 2 mA to 6 
mA (depending upon tube size) when vised at 
the rated voltage of 170 V dc. Brightness in the 
order of 200 footlamberts may be expected for 
each character. Character heights range from 0.3 
in., visible at a distance of 11 to 14 ft, to 2.0 in. 
which is visible at a distance of 90 to 100 ft. 
Image contrast will depend upon ambient light- 
ing conditions. Characters may be generated at 
rates in excess of 1000 per sec and as high as 
20,000 per sec. Tube life is better than 20,000 
hr. 

3-7.3.4.7 Comparison 

of Character Generating Devices 

The factors to be weighed when comparing 
the various character generating devices should 
include writing rates, brightness, bandwidth, 
cost, size, quality and type of characters, and 
versatility. The writing rate is found by the 
relationship 

Rr = fnPr (3-180) 

where Rr is the character writing rate, f is the 
character regeneration frequency, n is the 
number of symbols to be displayed, and Pf is the 
fraction of time available for character genera- 
tion. In general, the character generation fre- 
quency need not be greater than 60 Hz, but 

should not fall below 15 Hz at the risk of being 
disturbing to the receiver of a CRT display. The 
greater the writing frequency the lower will be 
the brightness of the characters. The brightness 
in footlamberts is given by the relationship 

B 
B'fP' 
R,A 

(3-181) 

where B' is the brightness in lumens of the 
phosphor screen as determined by beam current, 
anode voltage, and phosphor type; f is the 
regeneration frequency in Hz; P' is the fraction 
of time the beam is on; Rr is the character 
writing rate; and A is the character area in ft2. 
With the highest speed character generators and 
regeneration frequency of 30 Hz, one can 
reasonably expect character brightness in the 
order of 20 footlamberts. 

Bandwidth for a raster scan system should be 
150 to 200 times the character writing rate. For 
a stroke character generating technique, a band- 
width of 50 to 100 times the writing rate will 
suffice. In the case of Lissajous character genera- 
tors, a bandwidth of 10 times the writing rate 
will suffice. 

3-7.3.5 Image-converter Tubes 

This device, illustrated in Pig. 3-124, converts 
an image formed in one wavelength of radiation 
into an image in a different wavelength for 
viewing. The tube contains both the sensor and 
display in one unit. The sensor is the photo- 
cathode at the front end of the tube which is 
held at ground potential. Light incident upon 
the photocathode causes the emission of elec- 
trons which travel down the tube following the 
potential gradient and striking the phosphor 
screen at the rear of the tube which is held 
several (typically 5 to 15) kilovolts above 
cathode potential. The phosphor screen then 
emits visible radiation. So, by projecting an 
image in one wavelength on the photocathode 
surface, that image is reproduced in a different 
wavelength on the phosphor screen. Some image 
converters employ proximity focusing of the 
electron image onto the phosphor screen; most, 
however, use electrostatic focusing by addition 
of an annular focusing ring to the tube. Dark 
current is usually below 0.1 £iA. The resolving 
power of image converter tubes ranges from 10 
to 80 line pairs/mm depending upon the tube 
type   and   quality.   A   magnifying   eyepiece  is 
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normally employed due to the small screen size. 
The eyepiece should be a good quality achromat 
with a field slightly in excess of the useful 
phosphor screen area. A 7-power Hastings triplet 
will suffice for most instances. 

For a visual display in which the human eye is 
to observe the screen directly, a P-20 phosphor 
is most suitable since its spectral emissive curve 
most closely matches the response curve of the 
eye (standard luminosity curve). The brightness 
of the screen may be calculated by using the 
relation, 

F 

where 

F 

L.E. 

I 

= (L.E.)X I (3-182) 

luminous flux, lumen 

luminous efficiency, lumen/juA 

current, /uA 

For a screen voltage of 6 kV, the luminous 
efficiency should be about 0.19 lumen/juA. A 
curve of luminous efficiency versus screen 
voltage is given in Fig. 3-125. 

The total power radiated by the phosphor 
screen is found by 

P = nVJ (3-183) 

where 

P = radiant power, w 

T?  = phosphor screen radiant efficiency, 
w/w 

Va = accelerating voltage, V 

/ = current, A 

At 6 kV, the radiant efficiency of P-20 is 
about 0.066 w/w. 

In addition to the above two measures of 
output brightness, there is another significant 
quantity to be considered when evaluating an 
image tube for display purposes. This is the 
radiant power gain which is defined as the ratio 
of total exit radiant flux in watts to total 
monochromatic incident radiant flux in watts 
and rates the image brightness intensifying 
ability of the tube. We may write, 

G = asyQTj (3-184) 

where 

G = radiant power gain, w/w 

as = photocathode radiant sensitivity, 
A/w 

Va = accelerating voltage, V 

77  = phosphor screen efficiency, w/w 

The quantity G will vary with wavelength as 
does the photocathode sensitivities shown in Fig. 
3-126. 

For an S-l photocathode and P-20 phosphor 
combination at screen potential of 16 kV, the 
radiant power gain at 0.8 micron wavelength is 
3.8 w/w. 

The standard image converter tube has a 
magnification factor less than unity, usually 
about 0.75 or less, which means the image is 
demagnified electron-optically. The electron 
density in the image increases inversely as the 
square of the magnification, so an image reduc- 
tion of say 0.20 gives an electron density and 
resultant brightness gain of 25 times. This 
additional brightness gain, due to demagnifica- 
tion, must be multiplied by the radiant power 
gain G, previously discussed, to give the net 
radiant power gain of the tube. It should be 
noted that these gain factors are idealized in that 
they do not take into account any losses in the 
tube. 

When evaluating the quality of the image 
produced, its distortion is measured. The distor- 
tion of the tube is expressed as a percentage 
departure of the radial distance of an image 
point on the screen from the product of the 
radial distance of the corresponding object point 
on the photocathode and the paraxial magnifica- 
tion. The percentage of distortion is given as a 
curve in the image characteristics of the tube. 
Typical curves are shown in Fig. 3-127. As an 
example of their utility, an illuminated point 5 
mm from the center of the photocathode would 
theoretically yield a point 3.3 mm from the 
center of the screen, but the 4.2 percent 
distortion at this radial distance causes the point 
to appear at a radial distance 3.44 mm—3.3 + 
0.042 (3.3) = 3.44-from the center. The curve' 
for resolving power shows that it falls off with 
increased radial distance from the center. For 
further discussion of the image tube with con- 
cern to its ability as a sensor, refer to par. 3-4. 
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3-7.3.6 Tape  Recording 

Display systems89 utilize tape recording as a 
method of storing and displaying video informa- 
tion. The two most widely used methods of 
recording on tape are magnetic and thermo- 
plastic recording. 

3-7.3.6.1 Magnetic  Tape 

Magnetic or signal-waveform recorders utilize 
magnetic-tape apparatus and are known as tele- 
vision tape recorders. Recorded tapes are repro- 
duced on the same type of equipment; no 
special reproducer is required. 

The recording of a video waveform on mag- 
netic tape has the advantages of immediate 
reproduction of a recording without processing, 
fidelity of picture reproduction, erasability, and 
reusability of the recording medium. 

The range of frequencies for video recording 

is approximately from 5 MHz down to 15 Hz, 
about 18 octaves at a tape speed of 15 in./sec. A 
conventional magnetic recording system is lim- 
ited in bandwidth to about 10 octaves with a 
practical signal-to-noise ratio. This limitation is 
imposed at high frequencies by the impossibility 
of satisfactory reproduction of recorded wave- 
lengths shorter than the head gap width. Lower 
frequencies on reproduction suffer a 6-dB loss in 
signal level per octave because of the reduced 
rate of change of flux across the gap. The signal 
level 10 octaves below a given reference fre- 
quency thus has a 60-dB lower signal-to-noise 
ratio. 

By utilizing the lower sidebands of an FM 
system, the video spectrum is contained within a 
range of three octaves, consistent with a high 
degree of signal transfer linearity. The undevi- 
ated carrier frequency is typically between 5 and 
5.5 MHz, corresponding to the blanking level of 
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the waveform. A peak white signal deviates the 
carrier to approximately 7, and at the synchro- 
nizing pulse dips to 4.3 MHz. Picture resolution 
is in the range 350-450 lines, and signal-to-noise 
ratios of 42 to 48 dB are obtained. During the 
reproduction process, the FM signals picked up 
from the tape are preamplified, sequentially 
switched, limited, and demodulated. 

A high degree of mechanical accuracy is 
required of the recording head from angular 
position. An error of 1 degree represents a 
timing error of about 12 microsec (approx- 
imately 1/5 of a TV line). 

In digital magnetic tape recording, standards 
are about 1000 bits/in. for parallel recording. 
This can be increased to approximately 2000 
bits/in. under laboratory-controlled conditions. 
For serial recording, packing densities of 4000 
bits/in. may be achieved with a conventional 
nonreturn to zero technique. If ultra-high den* 
sity methods, employing modulation techniques 
and bias are used, 10,000 to 20,000 bits/in. may 
be achieved; thus, in the laboratory, rates of 20 
megabits/sec represent the state-of-the-art. 

3-7.3.6.2 Thermoplastic Film 

The thermoplastic recording is made in the 
form of small ripples on the surface of a plastic 
film. A scanning electron beam produces the 
rippleSi The electrical input is similar to the 
magnetic case and the image is like that on 
photographic film. The film consists of a thin 
thermoplastic material coating on top of a 
transparent conducting layer, which in turn is 
adhered to a base like that of a standard motion 
picture film base. The surface of the thermo- 
plastic is charged by an electron beam in a 
pattern corresponding to the ripple pattern 
which will form the image. The film is heated as 
it moves past an RF heating element causing the 
thermoplastic to melt. The attraction of the 
charges to the conducting base depresses the 
thermoplastic's surface to form the ripples 
which are frozen into place by cooling the film. 

The film can be used again by melting it to a 
high enough temperature for the charges to leak 
away and the surface will smooth back to its 
original state. The process must be carried out in 
vacuum since an electron beam is involved. The 
ripple pattern is illuminated by a series of line 
sources imaged on a set of bars in front of the 

projection lens. Ripples on the surface of the 
film scatter light through the bar system. Light 
passing through the projection lens images the 
ripple as a white spot on the viewing screen. The 
film generally used is the size of 16-mm photo- 
graphic film. The film runs at 10 in./sec (25.4 
cm/sec) and large size recordings use half the 
film width; the images are about 5 mm wide. 

Commercial thermoplastic systems are avail- 
able at present with resolution of 40 optical 
lines per mm. Others have been demonstrated in 
the laboratory with resolution near 600 optical 
lines per mm. Theoretically the resolution ob- 
tainable is near 2500 optical lines per mm. The 
General Electric Company has already produced 
a commercial thermoplastic system. 

3-7.3.7 Photography 

Photography deals with the permanent re- 
cording of an object by a light-sensitive material 
so that it may be examined at a later time. The 
light-sensitive material employed is a support 
substance coated with a colloidal suspension of 
silver halide microcrystals immersed in a gelat- 
inous medium. This medium is a gelatin emul- 
sion, and its thickness ranges from 0.0002 to 
0.0015 in. Support is usually provided by glass, 
paper, or film. 

When extreme dimensional accuracy in the 
photograph is required, the glass support ma- 
terial is chosen. This material has the disadvan- 
tages of fragility, excessive weight, and inflex- 
ibility. The glass plates range in thickness from 
0.060 to 3/16 in. 

Paper is used as a support material for photo- 
graphic prints and applications requiring an 
opaque and highly reflective base. It is strong, 
economical, and resistant to photographic solu- 
tions. Paper used in making prints comes in 
three weights referred to as lightweight (less 
than 0.006 in. thickness), single-weight (0.006 
to 0.010 in. thickness), and double-weight 
(greater than 0.010 in. thickness). 

By far the most widely used emulsion base is 
plastic film in sheet or roll form. This substance 
provides a tough, strong, transparent base with 
good dimensional stability and relative inertness 
toward common solvents and chemicals. Sheet 
film is found in a variety of sizes from 2X4 by 3*4 
in. up to 30 by 40 in., with 4 by 5 in. being the 
most popular. Roll film is available in 70-, 35-, 

3-213 



BLUE GREEN RED BLUE GREEN RED 

zx 
BLUE SENSITIVE PANCHROMATIC TYPE A 

ORTHOCHROMATIC PANCHROMATIC TYPE B 

ZU 
INFRARED PANCHROMATIC TYPE  C 

FIGURE   3-128.   Spectral Sensitivity of Various Types of Film 

and 16-mm widths. Most 8-mm cameras use 
16-mm film and expose it one-half width at a 
time. 

Photographic   emulsions   in   wide   use   are 
divided into six general divisions: 

1. Ordinary blue sensitive 
2. Orthochromatic 
3. Panchromatic type A 
4. Panchromatic type B 
5. Panchromatic type C 
6. Infrared 

The spectral regions of sensitivity of these 
emulsions are shown in Fig. 3-128. These emul- 
sions will reproduce the object in black, white, 
and intermediate shades of gray in proportion to 
the local area brightness on the object. In 
addition to these, color emulsions are also 
available which reproduce the object in the 
colors which it appeared to the eye. The most 
widely used color films are based on the tripack 
subtractive processes produced by Eastman 
Kodak Company and Ansco. Trade names are 

Anscochrome,    Kodacolor,    Ektachrome,   and 
Kodachrome. 

To be useful as a display device the photo- 
graphic reproduction must provide an accurate 
representation of form, and a faithful rendition 
of tone. The dimensions of the image are 
determined by the optics employed in the 
recording process. For a discussion of this 
problem refer to Chapter 2 in this handbook on 
optical design and to Ref. 90. The tonal qualities 
of the image result from exposure and are 
related to the photo-sensitivity of the emulsion. 
Perfect reproduction may be defined as one in 
which the amount of light transmitted or reflec- 
ted by its various areas is directly proportional 
to the brightness of the corresponding areas of 
the subject. If a negative reproduction is used, 
the definition is one in which the amount of 
light transmitted by the various areas of the 
negative image is inversely proportional to the 
brightness of the corresponding areas of the 
subject. To understand more about the quality 
of the photographic image we must consider the 
sensitometric characteristics of emulsions. 
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When an exposed film is developed, the silver 
halide crystals affected by the exposure are 
converted into particles of metallic silver, while 
those not affected are removed in the fixing 
bath. The residual silver grains compose the 
photographic image by providing a certain opac- 
ity to light. This is determined by the relation 91 

o-'r (3-185) 

where O is the opacity, / is the intensity of light 
incident upon the emulsion, and /' is the 
intensity of light transmitted by it. It is custom- 
ary to speak of density rather than opacity. The 
density D is given as91 

D = log.o O   = log ,4) (3-186) 

An increase in exposure of the film increases the 
number of residual silver grains formed, and 
hence increases the density. The relationship 
between density and exposure for a particular 
film is given by the "Characteristic Curve" of 
the film (also called the H and D curve after 
Hurter and Driffield). A typical curve is shown 
in Fig. 3-129 where the density is plotted versus 
the logarithm (to the base 10) of the exposure91. 
The lower segment (AB) of the curve, the "toe", 
is   the   region   of  underexposure.  The  middle 

section (BC) is the linear part of the curve. The 
uppermost segment (CD), the "shoulder", is the 
area of overexposure. 

The BC portion of the curve indicates a linear 
relationship between optical density and log 
exposure. The range of exposure corresponding 
to this segment of the curve represents the 
region of correct exposure. As long as the 
darkest areas of the subject do not fall below B 
and the brightest areas do not reach beyond C, 
all gradations of tone within the subject will be 
faithfully reproduced as proportional density 
variations in the negative. The slope of this 
straight-line portion of the curve is called the 
gamma (7). If y = 1, then opacity is directly 
proportional to exposure. Tonal gradation in the 
negative is determined both by the shape of the 
characteristic curve and the level of exposure 
used to expose the negative. If a level of 
exposure that places the entire brightness range 
of the subject on either the toe or shoulder 
portions of the characteristic curve is chosen, 
the corresponding density gradations within the 
negative will be compressed, resulting in either 
under- or over-exposure. Thus, a correctly ex- 
posed negative results when the tonal range of 
the subject falls on the linear region of the 
curve. 

2.4 

2.1 

1.8 

z 
w 
Q    1.2 

0.9 

0.6 

0.3 

  

D 

C   . 

B 

A  

0.1 0.4   0.7   1.0   1.3   1.6   1.9   2.2  2.5   2.8 3.1 

L0G10  E 
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FIGURE   3-130.    Typical Variation of Gamma With Development Time 

Contrast in a negative is the difference in 
densities corresponding to the lighter and darker 
portions of the negative. Contrast in the repro- 
duction is determined by both the subject 
contrast and the y of the characteristic curve. If 
the tonal range of the negative is restricted to 
the linear region of the curve, the contrast of the 
subject and the reproduction will be the same 
for 7 = 1. When the gamma exceeds unity, the 
negative contrast will be greater than the subject 
contrast, and vice versa. 

The gamma of the curve is found to increase 
directly as a function of development time as 
shown by the plot in Fig. 3-130. A low gamma 
results from underdevelopment and a high 
gamma from overdevelopment. Extended devel- 
opment results in the buildup of an overall fog 
that reduces contrast and limits the maximum 
contrast obtainable to a value defined as gamma 
infinity (yj. 

With the preceding discussion of the sensitom- 
etry of emulsions understood, we may discuss 
the physical characteristics of the developed 
photographic image. The important factors to be 
considered are graininess, turbidity, sharpness, 
resolving power, and range of contrast. 

When the developed image is examined under 
low-power magnification, it exhibits granularity. 
Although the silver grains are microscopic in 
size, the inhomogeneous appearance or grain- 
iness is noticeable at low magnification due to 

the clumping together of individual grains. As a 
general rule, graininess increases with increasing 
sensitivity of the emulsion, with greater gamma, 
and with the density of the image. It is most 
evident within large areas of uniform exposure 
at density levels of about 0.3. Graininess limits 
the degree of enlargment which can be attained 
without disturbing the uniform appearance of 
the image and preventing the visual recognition 
of small, unsharp, low contrast detail. This 
effect can be reduced by using slower fine-grain 
emulsions in combination with low-energy devel- 
opers containing silver halide solvents. 

When a knife edge is held in contact with an 
emulsion and the emulsion is exposed to light, 
the developed image does not end precisely at 
the knife's edge but extends into the shaded 
area. Light reaches the shielded silver halide 
grains by the physical processes of diffraction, 
reflection, and refraction in the emulsion. This 
property of the emulsion is called its turbidity 
and is to be minimized where possible. This 
quantity may be expressed by the relation92 

Turbidity  = 
dx 

d(log10 E) 
(3-187) 

where x is the distance into the shaded area be- 
hind the knife edge, and E is exposure. 

The sharpness of an image is defined by the 
expression92 
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Sharpness = ML 
dx 

(3-188) 

where dD/dx is the rate of change of image den- 
sity D with distance x into the shaded region be- 
hind a knife edge held in contact with the emul- 
sion surface during exposure. A rough product 
between the sharpness and the turbidity will 
equal the gamma of the film92 

dx dD 
dx   I d (log10 E\ =   7 (3-189) 

The ability of an emulsion to record fine 
detail is called the resolving power or resolution 
of the film. The resolution of a typical high- 
speed emulsion is in the order of 40 to 50 
lines/mm while positive types may resolve 80 to 
100 lines/mm. Special emulsions can resolve up 
to 2000 lines/mm. Resolution increases with 
sharpness; inversely with graininess and turbid- 
ity; inversely with the wavelength of the expo- 
sing light; directly with contrast of both the 
emulsion and the object; and, finally, passes 
through a maximum as exposure increases. 

The range of contrasts attainable by a film is 
given by its latitude which is the length of the 
straight line portion of the characteristic curve. 
If the difference between B and C in Fig. 3-129 
on the logio E scale is 2, then from Eq. 3-186 an 
intensity range of 100:1 in the subject may be 
represented by the film in the reproduction. In 
practice, contrast ranges of 150:1 or even 200:1 
are recordable. 

3-7.3.8 Holography* 

A hologram is a recording of the diffraction 
or scattering pattern of an object. When light 
reflects from, or is scattered by an object, 
information as to the location, size, shape, and 
texture of the object is contained in the com- 
plex waves reflected from the object. 

By means of conventional optics, such as a 
lens, it is possible to collect a portion of these 
waves and refract them in such a way that the 

The definition of holography includes sound waves 
and the whole electromagnetic spectrum, including 
microwaves. X-rays, ultraviolet, and infrared. From the 
point of view of display, however, the visible region is 
of primary interest. 

spherical waves diverging from each point of the 
object are made into converging spherical waves. 
The collection of converging spherical waves 
then come to a focus, forming an image of the 
object. By means of holography, it is possible to 
record, in a permanent form, the complex waves 
themselves. At any later time, it is then possible 
to pass light through the record, or hologram, 
and obtain waves exactly like those that came 
from the original object (limited, of course, by 
noise and nonlinearities in the process). If one 
examines the waves by eye, he "sees" the 
original object in its original position with 
respect to the hologram plane, in three dimen- 
sions, with all spatial relationships preserved. 
This is to be expected, if the original waves 
coming from the object have been reproduced in 
detail. The process of recreating an image from a 
hologram is called "reconstruction". 

Information is contained in both the ampli- 
tude and phase functions of a complex optical 
wave. Recording the amplitude function alone is 
not sufficient to allow reconstruction of the 
wave. It is necessary to record both amplitude 
and phase. The most widely used medium for 
recording holograms is photographic film, which 
is known not to be sensitive to phase. It 
responds only to the intensity, or square, of the 
amplitude. Phase information may be recorded, 
however, if a reference beam is superimposed on 
the wave to be recorded, so that the relative 
phase between the two beams gives rise to fringe 
patterns. The amplitude and phase distribution of 
the wave to be recorded is then represented by 
the amplitude and position of the fringes. 

The way in which the amplitude and phase of 
a complex wave can be recorded by a detector 
sensitive only to intensity, and the manner in 
which the wave can be reconstructed from such 
a record will now be outlined. Let the electric 
field vector of the wave from the object in the 
plane of the plate be represented by a complex 
variable Es{x,y). Let the reference beam be 
represented by the complex function Er(x,y). 
When these two waves are superimposed on the 
photographic plate, the resultant electric field is 
the sum of the two functions, Es + Er, where the 
dependence on x and y is implicit. The plate, 
however, responds to the intensity of the result- 
ant wave, which is given (except for a constant 
factor) by 
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{E, + Er){Es + ErT = ESE* + EX + ESE* + E*Er (3-190) 

where * denotes the complex conjugate. 

The film is exposed in this way and then 
processed. Assuming, for simplicity, that the 
amplitude transmittance of the developed film is 
a linear function of exposure energy density, the 
transmittance r as a function of x and y is 

T  = A - B (EX+ EX + EX+ E*Er) (3-191) 

where A and B are constants for a given film and 
development. 

Now suppose the processed plate is illu- 
minated with a beam having the same amplitude 
and phase distribution as the reference beam. 
The distribution of the resulting wave after it 
passes through the plate (hologram) is 

Err = ErA- B [Es E*Er + Er{E*Er) + Es{E*Er) + E*ErEr] (3-192) 

If the reference beam has nearly constant 
amplitude across the plate, the product E* Er 

may be considered a scalar constant. With this in 
mind, the terms of Eq. 3-192 may be examined. 
The first and third terms represent a constant 
times the reference beam, and are equivalent to 
a zero-order beam, if the hologram is considered 
as a diffraction grating. The second term repre- 
sents noise due to interaction of the signal with 
itself. The fourth term is the original signal wave 
multiplied by a constant; this term gives the true 
image. The last term contains the conjugate of 
the original signal wave, and gives rise to a false 
image called the conjugate image. The goal of 
holography is to control the process of making 
holograms and reconstructing the images so that 
linearity is maintained, and the light beams 
corresponding to various terms of Eq. 3-192 are 
spatially separated so that they do not overlap 
and degrade the desired image. 

A typical optical arrangement for making 
holograms is illustrated in Fig. 3-131. Coherent, 
monochromatic light is divided into two beams 
by a beam splitter. One of the beams is spread 
by a lens so that it illuminates the object. Light 
reflected and scattered from the object falls on 
the photographic plate. At the same time, the 
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FIGURE    3-131.   Typical Arrangement for Making Holograms 

other beam is also diverged and made to fall on 
the plate, providing the reference beam. It is 
essential for the plate to be exposed to both 
beams simultaneously, so that the plate can 
record the interference fringes. 

If the plate is processed and replaced in the 
optical system, with the object removed, the 
light diffracted by the hologram into the view- 
er's eye placed at the position shown in Fig. 
3-132, seems to come from a three-dimensional 
object exactly like the original object. The 
reconstruction of the size and shape of the 
object is so exact that if the original object is 
not removed, but left in place, and illuminated 
as before, optical interference can be observed 
between the reconstructed wave and the waves 
scattered from the object. Small movements or 
distortion of the object can be measured to 
fractions of a wavelength by counting the fringes 
due to this interference. 

It should be noted that the viewer does not 
look along the direction of the illuminating 
beam. The light in that direction is the zero- 
order beam, which is shown by Eq. 3-192 to 
contain no information about the object. (One 
should also avoid looking into a laser beam for 
safety reasons.) The object information is con- 
tained in the first-order diffraction from the 
hologram. There are two first-order diffraction 
beams, one on each side of the zero-order beam. 
The beam represented by the fourth term of Eq. 
3-192 forms a true virtual image that can be 
viewed from the position indicated in Fig. 
3-132. The other first-order diffraction beam, 
described by the fifth term of the equation, 
forms a real image on the other side of the 
zero-order beam, but the image is "pseudo- 
scopic", i.e., it is reversed, or turned inside 
out in a peculiar way because it is formed by the 
complex conjugate of the object wave. 
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FIGURE    3-132.   Reconstruction of a Hologram 

The spatial detail in the fringes that must be 
recorded in a hologram is extremely fine, ap- 
proaching the resolution limit of the finest- 
grained spectroscopic plates. Consequently, 
small movements of the plate or the object 
during the exposure can completely wash out 
the fringe pattern. In such cases, one does not 
get a blurred image upon reconstruction, one 
gets no image at all. The requirement for 
extreme rigidity in a holographic recording may 
by relieved considerably by the use of a pulsed 
laser for illumination. Even the shortest available 
laser pulses, however, do not allow reconstruc- 
tion of rapidly moving objects such as bullets.* 

Another restriction on the present usefulness 
of holography is the requirement for coherence 
of the illuminating light throughout the volume 
occupied by the object. (Refer to par. 3-3 for a 
discussion of coherence.) This requirement may 

* Silhouette holograms have been made of bullets in 
flight. This fact has caused some confusion since 
bullets travel many wavelengths during an exposure. 
Light reflected from the moving object washes out 
completely, and does not contribute to the image. 
However, in these pictures, only the diffuse back- 
ground actually reconstructs and the hologram of the 
silhouette of a bullet appears in the picture. 

be relieved to some extent by tricks, such as the 
use of multiple beam splitters to illuminate long 
objects, or careful matching of path lengths but, 
in general, the depth of field of a hologram is 
limited to the coherence length of the laser. For 
typical He-Ne lasers, used for most holography 
to date, the length is about 20 cm. There is little 
doubt that improved coherence of lasers will 
greatly broaden the applications of holography. 

3-7.3.9 Special Purpose Displays 

3-7.3.9.1 Projection CRT 

The projection tube is a special version of a 
CRT and operates on the same principles, but at 
greater values of beam current and voltage than 
the standard, to produce higher output bright- 
ness. The tube operates at anode voltages of 40 
kV, beam currents of 500 /JA with brightness of 
20,000 footlamberts under typical conditions. 
Brightness levels approaching 40,000 foot- 
lamberts are possible with some of these tubes. 
Magnetic deflection and focus are employed 
because of the high beam currents. Maximum 
deflections of the beam are 38 deg. 
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Typical projection CRT characteristic curves 
are presented in Fig. 3-133. A special glass is 
used for the faceplate to prevent discoloration 
under such intense electron-beam bombardment. 
The faceplate is optically polished to have a 
curvature matching the optical system and is 
usually about 7 in. in diameter. Assuming a 4:3 
aspect ratio, the light is concentrated into an 
area about 5 in. X 4 in. If the tube has 30,000 
footlamberts at its faceplate, then projecting it 
on a large screen, say 20 ft X 15 ft, gives a screen 
brightness of 10 footlamberts. This is considered 
to be satisfactory; 5 footlamberts is the min- 
imum acceptable. 

For a projected display, the illumination on 
the screen will be given by 

E = TTJBe 

4(f/no.)2(l + m)2 

where 

footlambert 

(3-193) 

E - illuminance of screen, footlambert 

B = available source brightness, foot- 
lambert 

f/no.  = aperture (focal length/diameter) 

m = magnification 

ea = transmission of optical system 

The resolution of these tubes is 600 TV lines. 
A special shielding must be used around the tube 
since X-rays are produced by the high voltages in 
the tube. In addition, a heat exchanger (either 
gaseous or liquid) is required to maintain the 
proper operating temperature. 

3-7.3.9.2 Multi-gun CRT 

CRT's have been constructed with several 
complete but separate electron guns contained 
within a single tube. Each gun operates on the 
same principle as a single-gun CRT, having 
independent control over the intensity and 
deflection of its own electron beam. If the 
several beams in one tube are required to 
operate independently, then independent elec- 
trostatic deflection and focus are necessary. The 
main drawback to these tubes is a lack of precise 
registration of the beams; it is difficult to 
maintain a registration of two beams closer than 
about 1 percent of the tube diameter over the 
total useful screen area and there is crosstalk 
between the several deflection systems to de- 

TABLE 3-17. MULTI-GUN TUBES 

Faceplate dimension, in. 5-1/4 5-1/4 5-1/2 5-1/2 * 5-1/2 11-3/4 X  10-1/2 
Length, in. 18-1/4 18-1/2 18-1/2 18-1/4 21-3/4 
Number of guns 2 3 4 (offset) 5 (offset) 6 (with independ- 

ent displays) 
Faceplate radius of flat flat flat 40 in. 49 min 

curvature 
Post accel. Volt, dc 4000 12,000 8000 4000 — 

Accel. Volt, dc 2000 4000 2500 2000 4000 
Focus Volt., esu 400 to 900 to 550 to 450 to 900 to 1200 

684 1300 900 650 
Neg. grid cutoff 45 to 75 60 to 98 55 to 50 to 90 70 to 120 

(Volt, dc) 100 
Deflection D, D2 54 to 66 120 to 

180 
30 to 50 68 to 84 80 to 100 

(V/in.)Z>3 £>4, 43 to 53 104 to 50 to 70 27 to 37 37 to 50 
esu 156 

-Useful ScanDj D2 4.0 4.25 3.5 4.5 8.5 
(in.)             D, D, 4.0 4.25 0.84 1.5 2.5 
Line Width 0.026 in. 0.015 in. 0.012 in. 0.026 in. at 0.022 in. at 

at 25M at 50M A at 2JUA 25MA dc 25M A dc 
dc dc dc 
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FIGURE   3-134.   Exploded View of All-glass EL Readout Panel and Sectional View of Metal-glass Unit 
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FIGURE   3-13S.    Example of Electroluminescent (ELI Panel 

grade image quality. In addition to the three-gun 
color tubes in prominent use, there are CRT's 
available with up to ten guns. The most com- 
monly used are from 2- to 6-gun tubes for which 
some typical characteristics are listed in Table 
3-17. These tubes are useful for display of 
information received from several parallel chan- 
nels simultaneously. 

3-7.3.9.3 Electroluminescent (EL) Panels 

An EL panel consists of a phosphor layer and 
an insulating layer sandwiched between a pair of 
electrodes.  This  is  shown  in Figs.  3-134 and 

3-135 where one electrode is transparent, the 
other metallic, and the entire assembly is her- 
metically sealed between a pair of flat glass 
plates for protection. By applying an alternating 
potential to the electrodes, an oscillating electric 
field is set up in the phosphor dielectric layer 
which causes electrons to become excited into 
higher energy states from which they subse- 
quently decay with the emission of visible 
radiation. 

The most frequently employed phosphor ma- 
terial is ZnS with Cu or Al activator impurities 
added. The behavior of the EL layer will depend 
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very strongly upon the method of preparation; 
however, an empirical relation generally referred 
to in calculations of brightness B is given by 

J3 = A0exp -• 
(3-194) 

where AQ and b are constants, and V is the rms 
applied voltage. This relation attempts to repre- 
sent the empirical curves for brightness as a 
function of voltage, as shown in Fig. 3-136. 
Brightness of the phosphor also varies with the 
frequency f at which the excitation is applied, as 
shown in Fig. 3-136. EL panels very rarely suffer 
catastrophic failure, but gradually diminish in 
terms of output brightness. The time required 
for a panel to diminish to one-half of its initial 
brightness level is directly proportional to the 
number of cycles it has been put through and 
independent of the frequency at which it oper- 
ates. Thus, the higher the frequency of applied 
voltage the more cycles the panel will pass 
through in a given interval of time and, hence, 
the sooner it will reach its half-brightness  point. 

Commercially available EL panels provide 
brightness levels of up to 50 footlamberts at an 
applied potential of 250 V, 400 Hz. The applied 
voltages vary from 100 to 600 V ac, at rates of 
from 100 to 4000 Hz. Typical EL phosphor 
efficiencies are in the range of 0.5 to 2.0 
lumen/w. Light is observed from a panel within 
0.2 /jsec after the electric field is applied, but 
full brightness is not attained until after about 
10 cycles of operation. EL panels offer the 
widest viewing angle of any display device, 
almost 180 deg. They may be used to display 
numbers, letters, analog data, quantitative com- 
parisons, and even pictorial data, although they 
do not perform the latter task as well as desired. 
Resolution attainable is about 50 lines/in. at this 
time. Contrast ratios are in the order of 20:1 for 
most available devices. It is possible to increase 
the contrast by changing the transmission char- 
acteristics of the faceplate resulting in a net 
decrease in panel brightness. By using a 50 
percent transmission glass faceplate, for exam- 
ple, the contrast is increased significantly, but 
only one-half as much light output is available as 
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FIGURE 3-137.   Voltage-current Curve for Nonlinear Resistor 

with a 100 percent transmission faceplate. 

EL panels may be considered in two classes: 
(1) monostable and (2) bistable. The monostable 
must be continually refreshed to maintain a 
presentation, while the bistable has a memory 
and need be addressed only once. In a typical 
panel the front set of n parallel transparent 
electrodes is aligned in the .X-direction, while the 
rear set of n parallel electrodes is aligned with 
the F-axis. The n2 intersections of these elec- 
trodes may then be addressed in an X, Y fashion. 
By placing one-half the required rms excitation 
voltage on a given ^-electrode, say Xh and the 
other half on the y-electrode, Yy, then the 
position Xh F, on the EL panel will luminesce. 

The two prominent methods for constructing 
monostable EL panels employ: (1) nonlinear 
resistors (NLR) and (2) ferro-electric material. 
The NLR method consists of an EL phosphor 
layer in contact with an NLR layer sandwiched 
between two orthogonal sets of electrodes. The 
NLR layer provides electrical isolation between 
the EL layer and one set of electrodes. As the 
voltage applied to the electrodes is increased, 
the impedance of the NLR layer decreases (Fig. 
3-137) until reaching a point V0 at which the 
EL layer has enough applied voltage across it to 
luminesce. In the second type of monostable 
panel, ferro-electric material replaces the NLR 
layer to provide both an electrical isolation and 
a partial storage capability. The cross-grid elec- 

trode arrangement is applied here, too. This type 
of panel suffers less from flicker effects and 
offers a gray-scale sufficient for pictorial presen- 
tations. 

The bistable configuration is obtained with 
any of three techniques: (1) silicon control 
rectifiers (SCR); (2) cadmium selenide (CdSe); 
or (3) photoconductor (PC) elements. The SCR 
serves as a control element for the EL cell. A 
gate voltage is applied to the SCR element to 
open it, applying the excitation voltage to the 
EL layer. When the gate pulse is removed the 
SCR effectively blocks the voltage and turns the 
EL cell off. The CdSe is a polycrystalline 
material which possesses an abrupt discontinuity 
and hysteresis in voltage versus current (Fig. 
3-138). The current rises linearly with applied 
voltage in the CdSe element until reaching the 
discontinuous value, at which point the imped- 
ance decreases abruptly by several orders of 
magnitude allowing the passage of current suffi- 
cient to produce luminescense in the EL layer. 
By virtue of its hysteresis property, the CdSe 
remains in this on-condition until the applied 
voltage is reduced sufficiently below cut-off 
value. 

The PC technique uses a photoconductive 
technique in place of either the SCR of CdSe 
layer in contact with the EL layer. When the EL 
layer luminesces, some of the light produced will 
be   scattered   into   the   PC   layer  rendering it 
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FIGURE   3 738.   CdSe Hysteresis Curve 

conductive at those points. This allows the 
applied voltage to pass easily through the PC 
layer at positions where there is already lumines- 
cence underway and thereby sustain it. All of 
the preceding bistable techniques thus possess a 
memory and require no updating signals. 

3-7.3.9.4 Photo-emitter Diodes 

Discrete solid-state visible light emitters are 
available for use individually as indicator or 
event lights and in array format for presentation 
of alphanumeric information. These are gallium 
arsenide phosphide diodes of the diffused mesa 
structure (Fig, 3-139) which emit noncoherent 
light in the wavelength range from 500 to 700 
millimicrons (nra). With a forward bias voltage 
across the p-n junction in the mesa, electrons 
and holes combine with the emission of radia- 
tion. As the phophide concentration is in- 
creased, the wavelength of peak radiation emit- 

ted   decreases,   as does  the  efficiency  of the 
device. 

The radiation emitted peaks at about 665 
millimicrons with a narrow spectral distribution 
as shown in Fig. 3-140. Typically, a forward bias 
of 1.6 V will produce an output brightness 
proportional to the current, as shown by the 
characteristic curves in Fig. 3-141. This means 
that a brightness of 300 footlamberts is obtained 
at 50 mA and 80 mw. The total radiated power 
at this level of operation is about 25 juw. The 
device behaves like a standard p-n junction 
diode, in accordance with its characteristic curve 
shown in Fig. 3-142. The spatial distribution of 
the emitted radiation is shown in Fig. 3-143. 
These photo-emitter diodes may be operated in 
either steady-state or pulsed mode as desired. 
The turn-on and turn-off times are 10 nanosec 
each. Properly prepared diodes have a very small 
probability of failure and appear to have life- 
times equal to, or greater than, most other 
small-light sources. 
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p-TYPE GaAsP 

n-TYPE GaAsP 

GaAs SUBSTRATE 

EPOXY LENS 

(A) INDIVIDUAL GaAsP Diode 
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(B) GaAsP EMITTER DIODE ARRAY DISPLAYING LETTER M 

FIGURE 3-13d.   Illuminating Panel Consisting of GaAs Photo-emitter Diode Array 
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SPATIAL DISTRIBUTION 

FIGURE 3-143.   Spatial Distribution of Radiation Emitted by GaAsP Diode 

3-7.4  DISPLAY EQUIPMENT DESIGN 
PARAMETERS 

The design of a display should start with a 
complete analysis of the system in which it is to 
be integrated to determine the components, 
both man and machine, and the conditions 
under which they operate. In doing this, the 
following steps can be taken: 

1. Determine the internal and external en- 
vironments of the system 

2. Itemize all sensing devices required for 
system inputs 

3. List all equipment employed in proc- 
essing sensor data 

4. Specify human requirements (i.e., 
numbers and kinds of functions) 

5. Specify number and kinds of displays and 
controls required for system output 

After obtaining the information given above, 
it is possible to set intelligent requirements upon 
the display by assigning a measure of importance 
to each of the parameters in the following list: 

Information Recognition. Decide upon the 
amount and density of data to be presented 
concerning the relative importance of the data 
and the observer's ability to recognize it (see 
Chapter 5). Data will include a consideration of 
resolution, contrast, brightness, symbology and 
display time, and rate. 

Number of Inputs. The number of inputs to 
be presented on one display unit. 

Number of Displays. The number of separate 
display units required. 

Real Time. The time delay allowed between 
sensor response and data display to observer. 

Versatility. The different types of data to be 
presented in various formats (e.g., alpha- 
numerics, symbols, maps, pictures, etc.) on one 
display either simultaneously or sequentially. 

Screen 
surface. 

Size.  The actual size of the display 

Display Size. The physical size of the display 
package. 
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Power Requirements. Be certain the power 
requirements of the display are compatible with 
the overall system design. 

Image Quality. The accuracy with which the 
display must depict what is "seen" by the 
detectors, including the resolution and distor- 
tion of images. 

Brightness and Contrast. The brightness re- 
quired will be determined by the environment to 
a large extent (daylight or nighttime use) and 
the contrast attainable is a function of this 
brightness requirement. 

Repetition Rate. How often the information 
is refreshed is determined by cost of refreshing 
and flicker tolerance of the observer. 

Update Rate. The number of times new 
information is to be substituted on the display. 

Reliability. It is always advisable to guard 
against catastrophic failure by employing a 
display which deteriorates gradually. 

3-8   TESTING IR AND ASSOCIATED 
EQUIPMENT 

Testing of IR equipment must be tailored to 
prove the performance of each specific system 
and entails testing electronic and mechanical as 
well as optical equipment. Standard symbols 
used in this discussion are shown in Table 3-18. 
A general list of test requirements is derived by 
considering the following operating particulars 
which define IR sensor systems: 

1. IR System Types by Function 

a. Radiometers 

b. Spectrometers 

c. Target sights 

d. Target trackers 

e. Target search 

f. Search-track 

g. Mapping 

2. IR System Types by Wavelength Response 

a. Short wavelength (0.72 - 1.2 microns) 

b. Intermediate  wavelength   (1.2 - 7  mi- 
crons) 

c. Long wavelength (7 - 30 microns) 

d. Multiple wavelength, multiple filters 

e. Multiple wavelength monochrometers 

f. Wide bandwidth (2 - 10 microns wide) 

g. Narrow bandwidth (0.1 - 1 micron wide) 

h. Target temperature 

3. IR Systems Types by Field of View 

a. Narrow field, single detector 

b. Wide field, single detector, field lens 

c. Wide field, single detector, scanner 

d. Wide field, line detector array, scanner 

e. Wide field, detector matrix 

4. IR   System   Types   by  Signal Processing 
Mode 

a. Direct scan 

b. Interlaced scan 

c. Spatial discriminating reticles 

d. Spatial discriminating logic 

e. Photographic recording 

f. Kinescope display 

g. Alarm signal 

h. Error signals 

i. Time   frequency   transforms   of spatial 
signals 

j. Time   frequency   transforms   of  wave- 
length signals 

5. IR System Types by Environments 

EL. Temperature 

b. Humidity 

c. Pressure 

d. Shock and vibration 
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TABLE 3-18. STANDARD SYMBOLS FOR PAR. 3-8 

Symbol 

A 

D 

-Di 
D2 

Dm 

Db 

F(Sl) 
f/no. 
H 
H0 

H, 

dH 
k 
°K 
n 
Q 
Sd 

s, 

I 

2 

T 
dT 
w 
W 
w„ 

Definition 

Area of aperture; area of blackbody 
aperture 
Distance from a surface to reference 
blackbody 
Pathlength through collimator 
Free pathlength outside collimator 
Diameter of beam deviating mirror 
Diameter of collimated beam 
Modulation transfer function amplitude 
Ratio of (focal length)/(aperture diameter) 
Radiant flux density 
Radiant flux density of blackbody at 
reference temperature 
Radiant flux density at a finite distance 
from a reference blackbody 
Incremental change in flux density 
Empirical constants (Elder and Strong)93 

Absolute temperature 
Integer 
Figure of merit of tuned circuit 
Displacement of collimated beam 
Distance from sensor to beam- 
deviating mirror 
Atmospheric transmission 
Collimator transmittance 
Empirical constants (Elder and Strong)9 

Transmittance over a reference distance 
Transmittance over a measured distance 
Absolute temperature 
Incremental temperature change 
Precipitation over a given pathlength 
Total radiation 
Width of bar 

Typical Unite 

x93 

cm 

cm 
cm 
cm 

mrad 

w cm 

w cm' 

w cm 
w cm2 

degree Kelvin 

in. 

7c 

% 
°K 
°K 
cm 
w 
in. 

GREEK LETTERS 

a 

u b 

Ad, 

o 

Angle between source-point direction 
and blackbody axis 
Emissivity 
Angle of collimated beam deviation 
Angle of beam-deviating mirror 
rotation 
Wavelength measurement of light 
Stefan-Boltzmann constant 

deg 
ratio 0 to 1 
deg 

deg 
micron 
5.67 X 10-'2wcm"2 

oK-4 
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6. General Test Requirements 

a. Sensitivity 

b. Resolution 

c. Field of view 

d. Field distortion 

e. Spectral response 

f. Axes orthogonality 

g. Tracking rates 

h. Positioning accuracy 

i. Signal saturation 

j. Background discrimination 

k. False-alarm rate 

1. Built-in test source calibration 

m.Baffle effectiveness 

n. Mechanical references 

3-8.1  TEST CATEGORIES 

The two general categories of tests are identi- 
fied as Type 1 and Type 2 and involve testing for 
deviations from a specified standard. 

Type 1 tests are generally conducted in a 
laboratory environment using general purpose 
equipment of high stability, accuracy, and preci- 
sion. Type 2 tests are generally conducted in the 
field with special purpose equipment of accept- 
able precision and stability. The accuracy of 
Type 2 equipment is associated with its calibra- 
tion rather than with any integral reference 
standard. 

The reference for radiation measurements is 
the certified blackbody standard and calibrated 
temperature controller. The blackbody, in con- 
junction with accurate length and angle meas- 
uring instruments, is the basic tool for the 
calibration and alignment of all IR optical 
instruments. 

3-8.2   LABORATORY INSTRUMENTS 
AND TECHNIQUES 

3-8.2.1   IR Collimator 

A set of guidelines can be established for the 
selection of a laboratory IR collimator on the 
basis of the information contained in par. 3-2 

and from the general requirements of an IR 
laboratory. Par. 3-2 contains a detailed discus- 
sion of the optical properties of lenses, spectral 
filters, reflectance, and image quality. 

The collimator is used for simulating an 
object at infinity (or at a lesser distance) to 
which the IR system under test will be exposed. 

In general, a laboratory model IR collimator 
should have: 

a. All reflective optics 

b. Large diameter clear aperture relative to 
the system under test 

c. Long focal length relative to the system 
under test and a relatively large f/no. (f/10) 

d. Preferably, a Herschelian configuration 

The image quality of a collimator is a func- 
tion of surface errors, astigmatism, spherical 
aberrations, coma, and diffraction. In a setup 
where the collimator is larger in diameter than 
the IR system under test, resultant diffraction 
will be due to the diameter of the system 
aperture and the spherical aberrations will be 
greatly reduced because of the resulting higher 
effective f/no. (The small-diameter IR system 
acts as an aperture stop for the collimator.) 
Coma can be avoided by using an on-axis 
collimator setup so that the two critical specifi- 
cations are surface errors and astigmatism. When 
it is specified that these be small (i.e., 1 to 3 sec 
of arc) the collimator will, for all practical 
purposes, be diffraction-limited when used to 
test IR systems whose optical diameter is smaller 
than that of the collimator. 

A large-diameter collimator will ensure a more 
uniform central bundle, and also permit transla- 
tion and rotation of the IR system within the 
collimated bundle while avoiding vignetting 
effects. 

All reflective optics permit the widest range 
of uniform spectral response, as compared to 
catadioptric or refractive type systems. 

The four basic configurations of reflective 
optics collimators are illustrated in par. 3-2. The 
three on-axis types have central obscuration due 
to the source having been inserted at the focal 
plane, while the off-axis Herschelian type does 
not. 
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Where obscuration does occur, small aperture 
IR systems should be placed in the clear 
aperture area of the collimator. Newtonian 
systems are such that the obscuration can be 
limited to 1/10 - 1/15 of the beam diameter. 
Cassegrainian systems having a large central 
obscuration are really suitable only for testing 
other Cassegrainian systems of equal diameter or 
systems very much smaller since the obscuration 
ranges generally from 1/2 to 1/4 of the beam 
diameter. 

The Herschelian collimator will provide a 
clear aperture at the expense of a smaller 
effective f/no. since the aberrations are deter- 
mined by the full lens diameter f/no., while the 
usable diameter determines the diffraction limit. 
The special testing problems associated with 
long wavelength systems are reduced by using 
the Herschelian collimator. Since ambient tem- 
perature objects are targets of considerable 
irradiance in the long wavelength spectral region 
(including the IR system under test) the use of a 
Herschelian collimator will place the system 
under test such that it does not re-image onto 
itself as would be the case with on-axis colli- 
mators. Re-imaging in an on-axis collimator 
occurs when a point is placed at the radius of 
curvature of a reflective lens thereby causing the 
point to be re-imaged onto itself. Thus, for a 
typical 100-in. focal length collimator, a system 
under test placed on-axis at 200 in. from the lens 
would be re-imaged back onto itself forming its 
own target. Furthermore, because of the large 
depth of focus, a sensible return image would 
result for large variations of this distance and 
would interfere with the test target of interest. 
Under test situations where the effectiveness of 
IR sensor optical baffles are measured by illumi- 
nating the baffles at various off-axis angles, the 
baffle reflections would become an on-axis 
source of far greater intensity than a low-level 
target of interest. The Herschelian, off-axis 
collimator serves to image the sensor onto the 
target where it can be properly "light-trapped" 
and thus not be returned as a signal. 

In testing long wavelength wide field-of-view 
systems, the facility or enclosure housing the 
collimator and sensor is critical with respect to 
the uniformity of irradiance since part of the 
facility will be within the field of view of the 
system. The use of low-temperature shrouds and 
highly reflective,  i.e.,  low  emissivity, surfaces 

does not reduce the problem unless the shrouds 
are free of irradiance gradients. At a temperature 
of 4CK , the irradiance of a source is «lO"9 

w/cm2, several orders above the IR system 
sensitivity. Low-emissivity surfaces must be used 
with care to ensure that no gradients such as the 
edges of the collimator structure, room corners, 
and the sensor under test are reflected from 
these surfaces as targets of interest. 

The lower limit of a test background tempera- 
ture can be set at 4.2° K since this is the lowest 
temperature background within which the IR 
system will operate; however, this limit need not 
be realized to provide an accurate test. Since IR 
sensor systems are spatially and temporally 
selective for maximum response to small size 
targets, discrimination against a low frequency, 
uniform background will occur. 

A target source mounted on a two-axis 
cross-slide can be moved readily over a desired 
field of view and focus range. Since the focusing 
sensitivity of a collimator is the square of the 
ratio of the collimator focal length to the focal 
length of the system under test, the optimum 
focus position of the IR sensor can be tested by 
defocusing the collimator. For example, if the 
focal length of the collimator is 100 in. and the 

sensor focal length is 10 in., then/  
\ 10 

(10)2 = 100, which means that a 1-in. change 
of focus in the collimator is exactly equivalent 
to a 0.01-in. change in focus of the sensor. 
Thus, when it is not possible to refocus the 
sensor physically, the collimator can be re- 
focused for best spatial resolution and com- 
pared to the sensor response measured at an 
infinity focus position. Any response better than 
the collimator response at infinity focus would 
indicate an improperly focused sensor. The 
exact amount of refocusing required would be 
determined by the collimator focus change times 
the squared focal-length ratio. An increase in the 
collimator focal distance from its infinity focus 
position would indicate a shorter-than-infinity 
focal distance for the lens under test and vice 
versa. With suitable spatial resolution targets, 
positioning accuracy «0.001 in. is readily 
achievable. 

Wide field-of-view systems can be tested—one 
channel at a time—with a narrow field colli- 
mator   by   rotating  the   IR   sensor  about  its 
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entrance aperture, using a precision rotary table 
for angle readout. When the scanning mode of 
the IR sensor requires continuous rotation, a 
beam deviating mirror placed in the coliimated 
bundle can be pivoted to change the direction of 
the coliimated beam relative to the sensor. (See 
Fig. 3-144.) The angle of beam deviation 0b 

is twice the angle of mirror rotation A0m since 
beam position is a reflection of the collimator. 
For moderate field angles (less than 20 deg) the 
IR sensor can simply be rotated. This applies 
provided the aperture diameter of the sensor is 
less than two-thirds that of the collimator beam, 
since rotation of the beam-deviating mirror will 
translate the beam over the field so that the full 
beam diameter is only usable at one angular 
position.  As illustrated in Fig.  3-144 the dis- 

placement of the beam is Sd = Ss tan 6 b where 
Ss = distance of the sensor to the beam devia- 
ting mirror. The beam deviating mirror is, of 
course, larger than the coliimated beam due to 
its inclination, therefore, its maximum dimen- 
sion in the direction of rotation of the beam 

Db deviating mirror is Dm ft where Db is 
COS   öm, 

the diameter of the coliimated beam. This 
arrangement will cause the sensor to "walk 
across" the coliimated beam due to the beam 
translation. Consequently, nonuniformity of the 
coliimated beam will affect the relative response 
of the sensor for the same input target source. 

A  beam  uniformity  of ± 2 percent can be 
expected with a high image quality collimator 

COLLIMATED BEAM DEVIATING MIRROR D 

L 
PORTION OF BEAM USED IN POSITION 2 

PORTION OF BEAM USED IN POSITION 1 
REGION OF 
SENSOR 
LOCATION 

S, = DISPLACEMENT OF USABLE BEAM 
d 

S = DISTANCE FROM SENSOR TO BEAM 
S DEVIATING MIRROR (PIVOT POINT) 

A 9 

FIGURE   3-144.   Beam-deviating Mirror Schematic Diagram 
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using a pinhole target less than 0.1 mrad in 
diameter. With narrow-field paraboloidal colli- 
mators, the beam uniformity is very sensitive to 
target diameter while for wide-field cc'limators, 
beam uniformity is a characteristic of the design. 
Consequently, for some collimator designs, 
highly accurate measurements require that the 
collimator transmission be determined for each 
size of metering aperture. A change in target 
diameter of 10 times, i.e., from a 0.1 to 1.0 
mrad pin-hole may introduce a 20 percent 
relative error in collimated beam flux density. 
Where the wide field of view of a sensor makes 
it impractical to use a simple rotating beam 
deviator, the beam deviator can also be trans- 
lated to minimize "walking across" the beam 
while achieving angular changes SB±3 deg. 

3-8.2.2  Blackbody 

The laboratory blackbody is the irradiance 
standard for IR system measurements. It consists 
of a heated cavity that is temperature-controlled 
by means of a servo loop which senses the error 
signal between a monitoring thermometer and a 
calibrated temperature control potentiometer. 
The cavity is a passive element which, as a 
consequence of its shape factor (cone or sphere), 
can achieve an emissivity « 0.99 when the cavity 
walls have an emissivity as low as 0.85. The 
choice of shape factor is as much dependent 
upon the manufacturer's experience as upon 
personal preferences. Proportional controllers 
are thought to be superior to the SCR type of 
control because of the tighter control loop and 
freedom from electromagnetic interference 
(EMI). 

Laboratory blackbodies are available over a 
temperature range from 20° above ambient to 
3000° C and down to -10°C with the use of an 
auxiliary self-contained cooler. The standard 
cavity apertures are 1/2 and 1 in. in diameter 
with a Lambertian radiation over a cone angle of 
ö0 deg. 

Fig. 3-145 is a plot of the iso-flux density 
curves for a Lambertian radiator which is a circle 
of unit radius with the radiation target tangent 
to the circumference of this circle. In particular, 
it should be noted that equal distances from the 
blackbody, over the 30-deg field, do not fall on 
the iso-flux density curve since the blackbody 
exit aperture is on the circumference of the 
radiation  circle,  not at its center.  A pin-hole 

aperture will generate a new radiation circle 
while, at the same time, reducing the 
Lambertian radiation angle according to how far 
the aperture is from the cavity. 

Since the blackbody is most often used with 
metering apertures or spatial resolution targets, 
the cavity merely serves as an extended source 
for uniformly "illuminating" the clear spaces 
against which the pin-hole or target is a "silhou- 
ette". A larger expanse of uniform background 
will permit larger targets to be used without 
vignetting the Lambertian cone angle. 

The high level radiant energy from the black- 
body cavity tends to heat the pin-hole apertures 
to the point of sensible self-emission, therefore, 
precautions should be taken to cool the aper- 
ture. This may consist of circulating water, 
making the aperture surface highly reflective, or 
shuttering the cavity to block the heat during 
standby periods. 

The f/no. of the collimator used with the 
blackbody will determine the minimum 
Lambertian cone angle required to fill the 
collimator aperture. For example, an f/10 colli- 
mator with 100-in. focal length and 10-in. 
diameter requires a 1/10 rad (6-deg) cone angle 
while an f/2 collimator requires a cone angle of 
about 30 deg. The radiant flux density H0 of the 
blackbody is determined by its temperature 
from Eq. 3-195 

H0 = e0T\wcm-2 (3-195) 

where 

e   = emissivity 

cr  = Stefan-Boltzmann constant, 
5.6697 X 10-l2wcnr2 °K^ 

T - temperature, °K 

Thus, for a 1°K source temperature and an 
emissivity of 1, the irradiance is H0 ■ 5.7 X 10"12 

w cm ~2 . When the size of a metering aperture A 
is included in the calculation 

W - eoAT4,w (3-196) 
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where  W is the total radiation and A is the     where 
aperture area in cm2. 

The  radiant flux density Hx at some point 
distant from the blackbody source is calculated 
as 

W cos a 
Hx = 

TTD
7 w cm (3-197) 

W = total radiation, w 
a  = angle between the source-point 

direction with the blackbody axis, 
i.e., off-axis condition 

(For on-axis condition, a = 0, H, = -= 2J 

METERING APERTURE #1 

FLUX DENSITY = 

CENTER OF 
RADIATION 
CIRCLE #2 

BLACKBODY CAVITY 

LOCUS   OF   ISO-FLUX 
DENSITY 

CENTER  OF 
LAMBERTIAN 
RADIATION 

PRACTICAL LAMBERTIAN 
RADIATION ANGLE   (30°) 

METERING APERTURE //2 

LOCUS OF ISO-FLUX 
DENSITY FROM 
METERING APERTURE #2 

RESTRICTED LAMBERTIAN 
RADIATION ANGLE (3°) 

FIGURE 3-145.   Lambertian Radiation 
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D = distance of the point from source, 
cm 

As an example, for T = 1000° K, A = 1 cm2, 
D = 1000 cm, a = 0, and e = 1: 

Hl «(1)(5.7X 10"12)(l)(10004)/[7r(10002)] 

= 1.8 X 10-6 w cm"2 

Eq. 3-196 indicates that the metering aperture 
has a direct influence on the flux density 
according to its area or in proportion to the 
diameter squared. Thus, relative flux densities 
can be established in steps of 4X by doubling 
the diameter of successive metering apertures. 
For example, starting with a 0.001-in. diameter 
pin-hole aperture, the irradiance of a 0.002-in. 
diameter aperture would be four times greater; a 
0.004-in. diameter aperture would be 16 times 
greater; a 0.008-in. diameter aperture would be 
256 times greater, etc. 

However, when used at the focal plane of a 
collimator, this relationship may not hold for 
large apertures due to the off-axis aberrations of 
the collimator, therefore, the relative flux den- 
sity must be calibrated. 

The ideas conveyed by Eqs. 3-197 and 3-198 
are addition significant calibration considera- 
tions. 

For small temperature differences it is some- 
times convenient to calculate the change in flux 
density by using the implicit derivative of Eq. 
3-195, H=aT4. Emissivity e of 1.0 can be 
assumed. 

dH =   4eoT3dT (3-198) 

Thus, for dT = 10°K at T = 1000°K 

dH=   4X 5.7 X 10"12X (103)3 X 10 

=   0.23 w cm"2 

dH=   2.3 X 101 wem2 

The incremental flux density from an aperture A 
at a distance D is obtained from the derivative of 
Eq. 3-196 as 

dH=   4e 
oA(S) dT (3-199) 

which   for   T  =   1000°K,  e  =  1, A  =  1  cm2, 
D = 1000 cm, and dT = 10°K 

dH = 4(1)(5.7 X 10-12)(l)(10003)(10)/[7r(10002)] 

= 7.3 X 10's w cm"2 

i.e., a 10°K change in blackbody temperature 
will result in a change of 7.3 X   10-8  w cm*2. 

3-8.2.3 Chopper-modulator 

A mechanical chopper is normally used to 
modulate the blackbody energy thereby permit- 
ting ac amplification of the detector output or 
allowing the center frequency of the IR system 
under test to be matched. Placing the chopper 
between the blackbody and the metering aper- 
ture will: 

a. Provide the proper reference for different 
aperture sizes by making the angle subtended by 
the chopper identical to the angle subtended by 
the aperture. Particular attention should be paid 
to this geometry when testing long wavelength 
IR systems since a chopper placed between the 
system and the aperture may radiate more 
power than that received through the aperture. 
Placing the chopper behind the aperture will 
result in a flux difference proportional only to 
the relative temperature and emissivity of the 
chopper and blackbody. 

b. Prevent inadvertent changes in the in- 
tended signal waveshape since a chopper placed 
in front of the pin hole (located at the focal 
point of the collimator) may result in partial 
vignetting of the pin-hole image during the 
chopping cycle. 

c. The chopper can serve to shutter and cool 
the aperture from the radiated heat of the 
blackbody cavity. 

The use of a frequency pick-off on the 
chopper modulator in conjunction with a 
synchronous demodulator serves effectively to 
increase signal-to-noise ratios. This is a highly 
effective technique for rejecting transients 
signals such as power-line ripple. It also permits 
varying the bandwidth from 1000 to 0.001 Hz 
without changing the Q of the tuned circuit or 
altering the signal level. Thus, extremely low 
level signals which would otherwise be masked 
by noise may be recovered by narrowing the 
bandwidth. 

3-8.2.4 Blackbody  Usage 

The standard blackbody in an IR laboratory 
facility serves as a standard source of radiation 
and as a stable uniform background for spatial 
frequency measurements. 
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As a standard source of radiation, com- 
plemented by a set of precision metering aper- 
tures, the blackbody establishes a specified flux 
density at a known distance. The irradiance on 
the optical test equipment must be corrected to 
compensate for the effect of the atmosphere 
over the pathlength. 

Over the relatively short pathlength in a 
laboratory setup, H20 is the principal attenua- 
ting constituent of the atmosphere. The correc- 
tion factor discussed in Chapter 2 must be 
applied. In correcting for the pathlength atten- 
uation by the H20 content, the water vapor 
concentration is the measured variable and the 
transmission is determined as 

t   = -felogluw + f0 (3-200) 

where 

w = precipitable centimeters of water over 
the pathlength 

k,t0 = empirical numerical constants that vary 
with the selective spectral band listed 
in Table 3-19. 

The precipitable centimeters of water can be 
derived from Fig. 3-146 when the atmospheric 
room pressure is 1 atm and 

w = (saturated precipitable water vapor cm/km) 
X (pathlength) X (relative humidity) 

Since the equivalent pathlength is approximately 
inversely proportional to the square of the 
pressure ratio, the data provided in Fig. 3-146 
can be corrected as required. The corrections are 
generally small for distances involved under 
laboratory conditions since at a 1000-ft altitude 
the transmittance over a 20-m pathlength, when 
the relative humidity is 50 percent, will be 
reduced by approximately 0.1 percent of the 
transmittance at zero elevation. 

For example, determine the radiance of a V* cm 
source 600° C blackbody under the following 
conditions: 

Pathlength: 

Relative humidity: 

Temperature 
Pressure: 

10 min 1.9- 
to 2.7-micron band 

45% 

23°C 
1 atm 

*(wft)0A* = 0-0O9e" 
b. From Table 3-19 k = 13.1 and t0 = 72.5. 

Therefore, Eq. 3-199 takes the value: 

t =     13.1 log«, 0.009+ 72.5 

t - -13.1(-2.0458)+ 72.5 

t = 99.3% 

c. The average percentage of irradiance in the 
spectral band using a blackbody slide rule as 
described in Chapter 2 is 13.5% - 2.6% = 10.9 % of 
the total blackbody irradiance. 

d. Thus, the combined spectral and atmospher- 
ic effects will result in an effective irradiance that 
is 0.109 X 0.993 = 0.108 of the total irradiance. 

The transmittance obtained by these calcula- 
tions is an average ratio of irradiance absorbed to 
the irradiance emitted over the entire spectral 
interval and is not uniform for each wavelength 
in that spectral band. (See Chapter 2 for spectral 
transmittance data.) 

TABLE 3-19. WINDOW REGIONS 

IN THE INFRARED93 

SPECTRAL BAND, ,u k to 

0.72-0.92 15.1 106.3 

0.92- 1.1 16.5 106.3 

1.1    -1.4 17.1 96.3 

1.4   -1.9 13.1 81.0 

1.9   -2.7 13.1 72.5 

2.7   -4.3 12.5 72.3 

4.3   - 5.9 21.2 51.2 

5.9   -14 * * 

* In the 5.9- 14/ji band, specifically beyond 13/x, CO2 
becomes a significant absorber; water vapor has 
relatively little absorption from 8 - 11/i as discussed 
in Chapter 2. 

For example, determine the irradiance of a 
1 cm2 600°C blackbody source under the 
following   conditions: 

a. The precipitable centimeters of water (from 
Fig. 3-146) is 

Pathlength: 20  m 
Relative humidity: 45% 
Temperature: 23°C 
Pressure: 1 atm 
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a. Spectral band of interest:     1.9 to 2.7 i± 

b. Cm of precipitable water: From Fig. 3-146 
the precipitable water vapor for 23°C temperature 
is found to be 2 cm/km. For a 20 m pathlength 
and 45% relative humidity, the precipitable water 
is 

/ 20m\ 
yLOOOm/ °' 

45 = 0.0108 cm 

c. ft = 13.1 and t0 = 72.5 [from Table 3-19] 

d. Pathlength transmittance = 82.5% [Eq. 
3-200] 

e. Radiance in the band of interest = 0.111 
[from radiation slide rule]. 

Thus, the combined spectral and atmospheric 
effects result in an effective irradiance of 
0.111 X 0.825 = 0.0916 of the total radiance 
of the 1 cm2 600° C source. 

The transmittance thus obtained represents an 
average over the entire spectral interval and is not 
uniform for each wavelength in the band, as 
discussed in Chapter 2. 

A blackbody source located at the focal plane 
of a collimator will be attenuated by the reflec- 
tivity or transmissivity of the collimator optics. 
The extent of attenuation can be determined by 
direct measurement with a double-beam IR spec- 
trophotometer or alternately by means of a 
stable radiometer, spectrally band-passed over 
the region of interest. When using a radiometer, 
the irradiance level in the collimated beam is first 
measured and recorded. Then—without changing 
the blackbody metering aperture, spectral filter- 
ing, or temperature—the blackbody is removed 
from the collimator allowing the radiometer to 
be placed at a free-path distance from the black- 
body so that the same signal level can be measured 
with the radiometer. 

As an example, the average transmission of a 
collimator is determined here, assuming the fol- 
lowing conditions: 

Collimator focal length: 

Total pathlength from black- 
body to IR sensor: 

Number of collimator reflec- 
tion surfaces of unknown 
reflectivity: 

300 cm 

2000 cm 

Spectral band of interest: 1.9 to 2.7j/ 

Temperature: 23° C 

Relative humidity: 45% 

Pressure: 1 atm 

From Fig. 3-146, Table 3-19, and Eq. 3-200, the 
transmittance £, = 82.26%. 

The blackbody is removed from the collimator 
and the radiometer distance is adjusted so that 
the same signal level is measured. If this free-path 
distance is 2150 cm, the collimator transmissivity 
is determined by, 

?i   U; U) 
where 

D, 

D2 

t, 

- pathlength through the collimator 
= 2000 cm 

= free pathlength outside the collimator 
= 2150 cm 

= transmittance over the Di distance 
- 82.26% 

= transmittance over the D2 distance 
- 81.8% 

= collimator transmittance 

Thus 

_  /2000\2/82.26\_  RfiRy 

S    "  \2l5oj   \~8T8~) ~ 86-8% 

This transmittance of 86.8% for the collimator 
indicates an average reflectivity of 95.6% for each 
of the two collimator surfaces and a collimated 
blackbody irradiance off, X tC[ = 82.26 X 86.8 
= 71.3% of the unattenuated available energy. 

Where extreme accuracy is required in a chang- 
ing atmospheric environment, it may be necessary 
to replace the ambient atmosphere with dry air 
or nitrogen to ensure stable and repeatable meas- 
urements. 

3-8.2.5 Modulation Transfer Function (MTF) 
Measurements 

In visual-region optics, MTF can be measured 
by using spatial sinewave radiance targets pro- 
duced on a film transparency where the variabil- 
ity in transmission over each spatial cycle is 
sinusoidal. To permit the measurement of fre- 
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quencies approaching the grain size of the 
transparency, optical minification is used such 
that the image contains the spatial radiance 
amplitude of the aspect at these frequencies. 

Film and substrate materials being opaque for 
most of the long wavelengths of interest in IR 
measurements, dictate that particular considera- 
tion be given to the spatial frequency targets 
used in the IR. 

In the recording of MTF measurements, the 
irradiance at the image plane is incident on a 
photomultiplier through a narrow slit. Gener- 
ally, the slit should be in the order of one-fourth 
the diameter of the Airy disc of the system 
under test. Where the required dimension of the 
slit is impractical, the image is magnified by 
microscope optics so that a practical size slit can 
be used. 

The relatively low sensitivity of IR detectors 
compared to photomultipliers makes the use of 
ultra-narrow slits impractical, notwithstanding 
the practical difficulties of fabricating narrow 

slits and IR microscopes. Because of these 
constraints, clear-space bar reticles are used for 
infrared MTF targets. The reticles are generally 
etched from 1 mil-thick beryllium-copper stock. 

The three basic methods of making MTF 
measurements in the IR entail the use of (1) a 
nonperiodic target (Method 1), (2) a contin- 
uously varying square-wave spatial frequency 
target (Method 2), or (3) a discrete square-wave 
spatial frequency target (Method 3). 

3-8.2.5.1 Method 7 

Method 1 is implemented by placing a knife- 
edge object in the focal plane of a collimator 
and wide detector at the image plane of the 
optics. It can be shown that the recorded raw 
data from a knife-edge object and a wide 
detector are the double integral of the optical 
line spread-function. Consequently, the second 
derivative of the raw data is required for 
determining the line spread function. Unfortu- 
nately, it has been found impractical to compute 

CONSTANT 
SLOPE 
BASELINE 
SECTION 

STRAIGHT EDGE 
CONSTRUCTION 

IMAGE SIZE 

CONSTANT 
SLOPE 
DETECTOR 
SECTION 

FIGURE 3-147.   Section of Knife-edge Recording Characteristic Curve 
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these derivatives directly because of the extreme 
sensitivity of the second derivative to minute 
fluctuations in the slope of the raw data which 
can be easily distorted by noise. If the Fourier 
transforms are used however, the MTF can be 
computed directly by calculating the transform 
of the second derivative. The Fourier integral is 
less sensitive to noise amplitudes in the raw data 
than direct differentiation, thereby, providing a 
practical computational procedure for Method 1 
measurements. When using this method it is 
recommended that at least 200 data points be 
recorded to ensure an accurate representation of 
the optical high-frequency response. 

Fig. 3-147 is an illustration of a raw data plot 

using Method 1. The region of interest is the 
curved portion of the data (X) which represents 
the minimum circle of confusion of the optical 
system under test. The size of the image is 
determined by the scale of the recorded X 
dimension multiplied by the ratio of collimator- 
to-test-lens focal lengths. 

Fig. 3-148 illustrates a typical set of record- 
ings for five different focal positions at 0.002-in. 
focus change intervals. Curve No. 3 represents 
the best focus position, as indicated by having 
the smallest dimension in X. This curve can be 
used to compute the lens transfer function and 
line spread function. 

No.   1 

No.   2 

No.   3 

No.   4 

No.   5 

FIGURE 3-148.    Typical Knife-edge Record for Different Focus Positions 
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3-8.2.5.2 Method 2 

This method requires a continuously variable 
spatial frequency target scanned across the 
sensor field of view. The target, which is "back 
lighted" by a blackbody cavity, serves to mod- 
ulate the irradiance of the blackbody spatially. 
To ensure that the sidebands generated by this 
modulation are below the cutoff region of the 
electronic amplifiers and the response of an 
jc-y-plotting recorder, the field should be 
scanned by the target at a relatively constant 
time-rate for each spatial frequency. This implies 
that the physical scan rate should decrease in 
proportion to the increasing spatial frequency 
and, to accommodate and .x-y-plotter of 1 Hz 
(full scale) response, the constant time-rate 
should be 1 Hz or slower. 

This requirement can be met by a target 
whose bar and space width decrease at a 
constant rate, e.g.; with the rate being 5 percent 
and the first space 1.0 in. wide, the following 
equation gives the width of the successive bars: 

W„    = in. (1.05)"-" 

where 

Wn    = width of each bar, in. 

n       = an integer 

The second bar, for example, will be 

1 W2 1.05 

The third bar will be 

1 

= 0.9524 in. 

W3 (1.05)2 = 0.9073 in. 

And so on to a practical fabrication limit or to a 
limit beyond the lens cutoff frequency. A target 
of this type can be driven by a rate servo using a 
linear-rate potentiometer to achieve the desired 
constant temporal frequency. 

In order for the low-frequency electrical 
signal to pass through the IR system amplifiers, 
a constant-speed chopper is required to serve as 
a carrier frequency for the spatial target modula- 
tion. The chopper speed which determines this 
carrier is set at some nominal frequency within 
the passband of the system electronics. The 
rectified carrier signal will produce a signal that 

is proportional to the target modulation which 
can be recorded on an x-y-plotter and/or a 
digital data acquisition system. 

Since the target input signal is a train of 
square waves, and the optical transfer function is 
analyzed as a sine wave modulation transfer 
function (MTF), the waveform should be filter- 
ed so that only the sinewave fundamental of the 
modulation is recorded. This can be accomplish- 
ed by a post-rectifier low-pass filter. Several 
off-the-shelf synchronous-demodulator ampli- 
fiers are available with a wide range of post- 
rectifier filter time constants that can be manu- 
ally selected to perform the required filtering. 
The envelope of the resulting analog record of 
the target modulation will be the MTF of the IR 
system. 

When it is desirable to determine the MTF of 
the IR optics only, the effect of the system's 
finite width detector must be removed from the 
recorded data. Since the detector function atten- 
uates the F{Q,) amplitude of the optics MTF in a 
known manner, the data can be readily correct- 
ed geometrically on the analog record or by 
means of the computer. Since the detector 

sin x represents a function, the envelope must be 

accordingly corrected. 

3-8.2.5.3 Method 3 

The spatial response of an IR system can be 
determined simply and directly when the spec- 
ified performance is expressed as a percentage of 
modulation at a particular spatial frequency. 
This method requires the use of a target having 
six bar-space pairs corresponding to the specified 
spatial frequency and a wide space correspond- 
ing to a zero spatial frequency. The wide space 
will produce 100 percent modulation and the 
specified bar-space pairs will produce the per- 
formance modulation. For example, if the speci- 
fications state that 75 percent modulation is 
required for a 1 mrad target, then the dimen- 
sions of each bar and space should subtend 1 
mrad at the eollimator focal plane; while the 
reference wide space, i.e., 100 percent modula- 
tion, should be considerably larger. However, 
because in actual practice, the reference space 
cannot be sufficiently wide to provide 100 
percent modulation, a space width at least four 
times greater than the specified spatial frequen- 
cy can be used and the modulation level of the 
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reference space can be determined from the lens 
design MTF. If, in the above example, the lens 
were to have been diffraction-limited, then 
where 1 mrad produced 75 percent modulation, 
4 mrad would have produced 95 percent modu- 
lation. As a result, the relative amplitude be- 
tween the reference space and the six bar-space 
pairs would be 75/95 = 79 percent provided the 
detector width did not attenuate the F (£2) am- 
plitude, which is not the case for the illustrative 
example where the detector width is assumed to 
be 1 mrad. 

Since F(£l) vanishes at 1/2 mrad and at 1/4 
mrad, at 1 mrad the modulation level is only 70 
percent instead of 75 percent (because of the 
detector effect) and 93 percent instead of 95 
percent at 4 mrad. Thus, with a 4-mrad space 
reference and 1-mrad bars and spaces, the re- 
corded modulation would be 70/93 or 75 
percent. By selecting the reference spatial 
dimension judiciously, the analog record can 
provide a direct indication of the specified 
modulation. It is also apparent from the exam- 
ple that care should be taken not to specify a 
modulation level for spatial frequencies close to 
the vanishing point of F(Q), i.e., at even 
multiples of the detector width. Since the spatial 
resolution of an IR system is generally limited 
by the detector width, it is desirable to standard- 
ize the dimensions of the bar and space target to 
equal the detector width (i.e., a bar-space pair is 
twice as wide as the detector) and to specify the 
reference space at four times the width of the 
detector. 

3-8.3 ONBOARD CALIBRATION 

On-board calibration makes possible the per- 
formance evaluation of an IR system during 
actual operation and may be qualitative or 
quantitative depending on the specific mission 
requirements of the IR system. 

Quantitative calibration is used when preci- 
sion channel detectivity is required. When the 
expected radiometric stability of the system is 
less than the required precision of measurement, 
an on-board signal of high-stability can be used 
to calibrate the radiometric responsivity of the 
system periodically. 

Qualitative calibration provides end-to-end 
testing to ascertain whether or not all subassem- 
blies are functioning. 

There are two calibration methods: (1) radi- 
ometric source and (2) simulated electronic 
signal. 

3-8.3.1  Radiometric Source 

3-8.3.1.1 Quantitative Calibration 

The principle of operation for using a radi- 
ometric source is that the target flux incident on 
the detectors can be compared with the incident 
flux from a precision source. Since the detector 
responsivity is measured in 

output, V 
input irradiance, w 

radiation which produces the same output volt- 
age must have the same input power. Once 
having determined by calibration the power and 
stability of a test source, detector responsivity 
could be ascertained at will by irradiating the 
detectors with the calibrated source. 

3-8.3.1.2 Qualitative Calibration 

Under conditions where it is necessary to 
ensure periodically that the IR system is func- 
tioning, e.g., when targets of interest are infre- 
quent and short-lived, a built-in-test source 
(BITS) can be energized periodically to simulate 
a target signal. This permits stand-by checkout 
of the system. Source radiation waveform and 
spectral content are not as critical, therefore, a 
stable source will permit a one-point quantita- 
tive calibration. 

Qualitative calibration of long-wavelength sys- 
tems can often be implemented by viewing 
portions of the sensor mount or vehicle struc- 
ture and surroundings, obviating the need for a 
BITS. 

3-8.3.2 Simulated Electronic Signal 

A stable electronic signal of the proper 
waveform can be used to determine the ampli- 
fier gain and dynamic range for detector signals 
of the same waveform. From this measurement, 
qualitative information can be inferred about 
the relative detectivity and response of the 
detector. However, since changes in detector 
dark-noise cannot be accurately related to either 
detectivity or responsivity for small changes in 
noise, the method serves only to judge the 
relative change of one detector to another in a 
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multiple array and to suspect data from detec- 
tors that exhibit large noise variances. In systems 
where several detectors of an array scan the 
same real target, knowing the actual amplifier 
gain of each channel will permit data correction 
and thereby detector calibration. For example, 
through a cross-comparison of levels, the average 
level of target irradiance can 'be determined 
more accurately than from a single measure- 
ment. 

3-8.3.3 Types of BITS 

3-8.3.3.1 Lamps 

Tungsten lamps are stable graybody sources 
of IR irradiance spectrally limited by the enve- 
lope material or window material of specially 
built lamps. The usable dynamic range of irradi- 
ance is approximately three orders of magnitude 
when the lamp is operated from 10 percent to 
130 percent of its nominal rated voltage. Two 
magnitudes of the dynamic range are over the 
range of 10 percent to 50 percent of the 
nominal voltage rating. The lower limit of 
dynamic range is determined by the required 
stability since at low voltage/filament tempera- 
tures, the ambient environment will have a 
greater effect on the apparent irradiance. (Thus, 
a stable, cooled, lamp housing could achieve 
another magnitude of lower level irradiance.) 
The upper level is limited by lamp life; however, 
since the voltage range from 50 percent to 130 
percent of the nominal rating only accounts for 
about one-half the magnitude of high-level irra- 
diance, lamp life is shortened more rapidly than 
irradiance is increased. Thus an upper long-life 
limit of 90 percent of the nominal operating 
voltage is recommended for tungsten lamp 
sources. 

To increase the dynamic range (at the low end 
of irradiance) neutral density filters, reflective 
diffusers, or properly designed metering aper- 
tures can be used. (Transmissive diffusers for 
long wavelengths are not practical.) 

Thin glass envelopes do not greatly attenuate 
the spectral irradiance of commercial production 
miniature lamps, therefore, these are by far the 
most reliable and uniform sources available. 
When a special envelope is required, extensive 
testing is necessary to satisfy the uniformity- 
i.e., interchangeability, and reliability design 
requirements. 

The physical design of the lamp filament is 
crucial to its use as a test source. The most 
stable design consists of a single coil since it 
does not exhibit physical displacement when 
heated and it survives greater shock and vibra 
tion loads than does the flat ribbon or strand 
filament types. 

The single disadvantage of the coiled filament 
type lamp is that the filament must be imaged 
directly onto a detector or reticle which is 
smaller than a group of coils since very small 
displacements will change the incident irradiance 
of the lamp. Where no practical design can 
overcome this condition, a ribbon or strand 
filament must be used. In this instance, the 
filament should be specially designed as a single 
element, coiled at each end of the straight 
imaged section to minimize sag and provide 
isolation from mechanical shock and vibration. 

A controlled, constant-current power supply 
source is required to ensure that the lamp 
irradiance achieves the highest potential accura- 
cy. The irradiance intensity can be varied by 
adjusting a reference potentiometer in the com- 
parator circuit of the supply. In this manner, the 
lamp irradiance can be made relatively independ- 
ent of the environment and the precision of 
irradiance may be expected to be in the order of 
1 percent at medium and high levels, decreasing 
to 10 percent at low levels. Where the environ- 
ment is expected to be sufficiently stable to 
ensure the required calibration accuracy, the use 
of low resistance (large conductor cable) and a 
well regulated power supply will be adequate. 

38.3.3.2 Eminers 

Emitter diodes are commonly used as calibra- 
tion sources. Output radiance is proportional to 
the driving voltage over the specific operating 
range, beyond which internal heating will reduce 
the output. By reducing the duty cycle, the 
output can be increased to the point where the 
average heat dissipation is at the operating limit. 
Since the frequency response of emitters is in 
the megahertz region, the duty cycle will be 
limited by the response of the IR system. With 
dc or sine wave ac voltage, a dynamic range of 
two orders of magnitude may be realized. 
Cooling of the diode will permit doubling of the 
output at the high-level end while lowering the 
duty cycle will permit an increase of another 
one  to  two  orders of magnitude at the high 
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level, limited by the peak breakdown voltage of 
the diode. 

The diodes are particularly suitable where a 
compact modulated source is required. Since the 
bandwidth of the diode response is several 
hundred times greater than the usual electrical 
bandpass of IR systems, diodes can provide 
brightness with virtually any required modula- 
tion waveform at any desired detector amplifier 
center frequency. 

Typical emitter cw output at 25° C ranges 
from 10 to 20 JJW in a 900Ä-wide band 
centered at 6650Ä. Modulation rise-times are 
in the order of 10 to 100 nanosec. Peak power 
can be increased to 100 w when operated at a 
low duty cycle of 3 X 10^. Other emitters are 
available for operation in the 4-micron region. 
Because of the wide variety of emitters and the 
rapid advances in emitter technology, manufac- 
turers should be consulted for assistance. 

Because the emitter output is in a narrow 
and relatively short wavelength IR spectral 
band, its use as a calibration source must be by 
direct radiation of the detectors to be calibra- 
ted, i.e., without having to pass through any 
short wavelength cutoff filters. 

Where the system filter also serves as a 
window of the cooled detector cryostat, the 
emitter can be mounted within the cryostat, 
which will then also serve as a total integrator of 
the emitter energy. 

3-8.3.3.3 Blackbody Sources 

The temperature-controlled blackbody cavity 
is an excellent calibration source where space 
and weight can be accommodated. 

Miniature blackbodies approximately 2 in.3 in 
volume are commercially available with compact 
controllers approximately 8 in.3 in volume. 
Because of the small cavity size, the exit 
aperture is limited to 1/16 in. in diameter and 
operating temperature up to 600° C. Special 
designs can generally be implemented to accom- 
modate special configuration and temperature 
requirements. 

Because of their small mass, blackbody tem- 
peratures can be rapidly changed, requiring no 
more than 2 to 3 minutes to stabilize for 
temperature changes from one extreme to the 
other. The dynamic range of the output flux 

(which is approximately 30 to 1) can be 
increased at the low-level end by metering 
apertures and neutral density filters. The tem- 
perature is controlled by means of a feedback 
loop that senses the voltage drop across the 
heater element. 

Recently developed miniature blackbodies are 
much larger than miniature lamps and diodes, 
have relatively more complex electronic control- 
lers, and require several minutes to reach 
ambient temperature after having been turned 
off. They are particularly useful in providing a 
relatively large uniform source of blackbody 
radiation. This is independent of ambient tem- 
peratures lower than 10°C of the set point. 
Stability of 0.1° C can be readily achieved. 

3-8.33.4 Modulation of Blackbody Radiation 

Continuous sources of radiance such as lamps 
and blackbody cavities require mechanical inter- 
ruption or modulation of their emission at a 
frequency that is within the electrical bandpass 
of the IR system. Diode emission can be 
interrupted electrically and, thus, presents no 
special mechanical consideration since the 
purpose of the modulation is the same for all 
types of BITS. The specific method used for 
modulating BITS must be determined by the IR 
system design and calibration requirements; 
therefore no single design can be expected to be 
universally applicable. 

The principle of operation and possible appli- 
cation of several different modulation methods 
is described in general terms. In addition, the 
reader is referred to a general discussion of 
chopper modulators contained in par. 3-8.2.3. 
There are three general types of BITS choppers: 
(1) transmissive, (2) reflective, and (3) combined 
transmissive-reflective. 

Typical of the transmissive chopper is the 
simple slotted, opaque, rotary disc placed be- 
tween the BITS and the detector so as to 
alternately pass and block the energy from the 
BITS. The duty cycle and waveform is a 
function of the relative dimensions of the slots, 
the opaque area, and the size of the BITS. In 
general, a square wave is approached when the 
BITS is small relative to the slots, and a sine 
wave is approached when the slots and the BITS 
are circles of the same diameter. The average 
frequency of the chopper is the speed of disc 
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rotation multiplied by the number of slots. 
Where the IR system utilizes a chopper, a reticle 
might be used also to modulate the BITS 
provided an ancillary optical system can be 
devised to image the BITS onto the reticle. 

The reflective chopper is a two-sided, mirror- 
surface slotted disc so placed as to alternately 
reflect the target signal and the BITS signal onto 
the detectors. The slotted segments are generally 
uniform in order to provide symmetry between 
the two signal sources. Reflective choppers are 
also considered when the BITS is required to 
scan across the detector so as to approximate 
the scan of an actual target. In this manner, an 
effort is made to provide an accurate simula- 
tion of the real target waveform at various levels 
of irradiance. The scanning chopper is generally 
a cube (or other multi-sided reflector) that 
sweeps a reflected image of the BITS across an 
imaging calibration lens, or directly across the 
detector. The waveform is determined by the 
size of the BITS aperture, the focal distance of 
the lens, and the line spread function of the lens. 
By varying these physical dimensions, a wide 
variety of BITS slopes can be produced. 

Combined transmissive-reflective choppers 
consist of a mirrored-surface slotted disc ar- 
ranged so that the BITS is alternately reflected 
onto the detectors and the target signal is passed 
through the open slots. Generally, to provide 
symmetry of the two input signals, the slotted 
disc will be uniformly spaced. This type of 
chopper can be used in null type radiometers. 

The BITS signal in a null radiometer is varied 
to match the level of the target signal. A null 
will result when the average energies of the two 
signals are equal. 
\ 
3-8.3.4 Calibration of BITS 

In general, reliance on analytical methods to 
determine the absolute level of irradiance from 
each detector channel of an IR system is 
unsatisfactory because of the multiple variables 
in the path between the BITS and the detectors. 
Nonetheless, analytical calculations are required 
to establish parameters for selection of indi- 
vidual components, lenses, chopper-modulator, 
power source, heat loads and source size, and to 
establish parametric levels against which the 
physical calibration can be checked. Differences 
in   the   order   of   10   to   50   percent   of   the 

calculated values may result, depending on how 
accurately the calibration design has been 
modeled and analyzed. Realistic evaluation of 
target parameters during laboratory experiments 
entails simulating the target radiance level, spa- 
tial extension, spectral distortion, etc. 

The factors to be considered in the analysis 
depend upon the particular calibration require- 
ment. This may involve knowing one or more of 
the following: 

1. Absolute level of radiance in the spectral 
band of interest for each level of power input to 
the BITS 

2. The spatial extension and the geometry of 
the source object 

3. The transfer function of the source optics 

4. The optics transmission 

5. The transmission path losses 

6. The spatial transfer function of the de- 
tector 

7. The temporal transfer function of the 
detector amplifier chain 

8. The parameters affecting the characteris- 
tics of the data gathering system transfer func- 
tion 

9. The environmental effects on each of these 
factors 

The physical method of calibration is univer- 
sally applicable to all IR systems. It entails the 
following procedure: 

1. The IR system is aligned to a collimated 
blackbody. 

2. A system output voltage is recorded for 
various levels of blackbody radiance at a fixed 
aperture size. 

3. A system output voltage is recorded for 
various levels of BITS radiance. 

4. The BITS calibration is then the known 
radiance of the blackbody standard for each 
corresponding output voltage level of the IR 
system. 

5. Each channel of a multichannel system 
requires an independent calibration for errors 
due to: 

(a) Differences in size of the target 
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(b) Differences  in the operating environ- 
ment 

(c) Differences  in  channel response of a 
multichannel system 

(d) BITS variability 

From the sensitivity analysis, factors affecting 
calibration can be evaluated and an estimate of 
the calibration accuracy can be made. 

3-9  ANCILLARY IR COMPONENTS AND 
EMI REJECTION TECHNIQUES 

The material in par. 3-9 concerns the various 
electromechanical components associated with 
mounting and aiming IR sensors, monitoring 
their output, and protecting them from direct 
exposure to sunlight. Finally, the electro- 
magnetic     interference     and     its     attendant 
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FIGURE 3-149.   Conceptual Layout of Two-axis Gimbal Assembly 
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problems are discussed with respect to its effect 
on electrical and electronic systems used with IR 
equipment. 

3-9.1    GIMBALS 

Nearly all IR systems for the military are used 
to perform search, track, or measurement func- 
tions or combinations thereof. In each case the 
field of view of the system is usually small in 
order to achieve the high sensitivity required. 

Therefore, a suitable method must be used for 
pointing the IR sensor of such a system with the 
necessary accuracy. The gimbal serves this pur- 
pose by supporting the sensor on whatever 
platform it is mounted and controlling the 
angular position of its boresight axis. Some 
gimbals used in terminal guidance systems may 
be required to operate over a range of only a few 
degrees, while others such as those used with 
search sets may be required to cover a full 
360-deg azimuth. 
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FIGURE   3-7SO.   Conceptual Layout of Three-axis Gimbal Assembly 
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In the case of the two-axis gimbal (Fig. 3-149) 
the boresight axis of the optical package can 
move in either or both directions. Some special 
requirements may dictate the use of more than 
two independent axes (Fig. 3-150). For exam- 
ple, certain optical systems operating from 
inside an aircraft must track point-source targets 
through the aircraft windows. Consequently, 
when the line-of-sight to the target describes a 
large angle with respect to the center line of the 
tracker-aircraft window, there is a possibility of 
radiation blockage due to the finite size of the 
window. In order to minimize this blocking, 
gimbals  capable  of translating  parallel to the 

window are used to provide less obstructed 
coverage of the field of view. Fig. 3-150 illus- 
trates a gimbal which has one translational and 
two rotational axes. Systems having four degrees 
of freedom (two rotational and two transla- 
tional) have been built94 for the purpose of 
minimizing blockage. 

The design of a gimbal system usually begins 
with the definition of the applicable coordinate 
system and associated terminology. The system 
requirements—i.e., tracking accuracy, tracking 
rate, and acceleration—must then be estab- 
lished.  Next, components are selected and the 

1 . 

B 

. TARGET 

0 ^yL V 
/           AZ 

OB  =  BORESIGHT AXIS 
<t>   =   BORESIGHT  AXIS  WITH  RESPECT  TO  INSTRUMENT   PLATFORM 
9  =  TARGET  ANGLE  WITH  RESPECT  TO  INSTRUMENT   PLATFORM 

AZ  =  AZIMUTH 
EL =  ELEVATION 

FIGURE 3-151.   Relationship of Gimbal and Target Coordinates 
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system is analyzed and modified, if required, to 
ensure that the system meets the performance 
requirements. 

3-9.1.7  Coordinate System 

Fig. 3-151 illustrates a typical gimbal coor- 
dinate system. The coordinate system x, y, z is 
fixed to the platform upon which the IR system 
will be mounted. Line OB represents the bore- 
sight axis of the IR sensor (usually the center of 
the field of view). Angle <$> denotes angles of OB 
with respect to the platform and B denotes 
angular coordinates of the target with respect to 
the platform. The subscripts AZ and EL denote 
azimuth and elevation, respectively. 

3-9.1.2 Servo  Loop 

Fig. 3-152 is a diagram of a typical servo loop 
used for positioning the gimbal used with a 
typical IR search or measurement system. The 
program source generates a signal which the 
boresight axis is to follow. In the case of a 
search system, the program signal would de- 
scribe a search pattern. In a measurement 
system, the program signal might come from the 

gimbal of a tracker, thereby, slaving the meas- 
urement system to the tracker. The angle meas- 
urement circuit in the feedback loop provides 
the position angle of the boresight axis with 
respect to the platform. The program and 
boresight axis position signals are compared to 
produce an error signal. The error signal is then 
amplified and applied to a motor which drives 
the boresight axis toward the target. The load on 
the motor consists of the optics, detector(s), 
cooling system if required, and usually part of 
the electronics. These components are described 
in pars. 3-2 through 3-6. Often, the search 
pattern in one axis is a constant angular rate, 
and a rate feedback is used as illustrated in Fig. 
3-153. Here, a constant angular rate 0 is gen- 
erated by a constant command input. 

Fig. 3-154 is a diagram of a typical servo loop 
used with a tracking system. The reference input 
is the target angle 6 and the output <p is still the 
boresight axis. The processing portion of the 
tracker generates signals which correspond to 
the position of the target in the field of view. As 
before, these signals are used to drive the 
boresight axis toward the target. 
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FIGURE   3-152.   Servo Loop for Search or Measurement System 
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3-9.1.3 Specifications 

The purpose of a gimbal is to cause the 
boresight axis of the instrument mounted there- 
on to conform as closely as possible to the 
direction provided by a command signal input. 
The performance criterion of the gimbal is 
usually specified in terms of the error between 
the boresight axis and the command signal. 
Because the input and output of the servo are 
time varying, the error is also a time varying 
quantity; consequently, the error specification 
usually includes a transient specification and a 
steady-state error limit. 

3-9.1.3.1  Steady-state Errors 

For the simple servo loop illustrated in Fig. 
3-155, the transfer function is given as the 
Laplace transform of the response of the system 
to a unit impulse function (5 function). The 
following equations describe the system: 

Solving for E(s) 

where 

C(S) 

E(s) 

R(s) 

C(s) 

G(s) 

Solving for C(s) 

C(s) 

R(s) - C(s) 

E(s)G(s) 

(3-201) 

(3-202) 

Laplace transform of the 
error signal 
Laplace transform of the 
input signal 
Laplace transform of the 
output signal 
transfer function of the 
system 

G(s)R(s) 
1 + G(s) 

(3-203) 

E(s)     = 
R(s) 

1 + G(s) 

Using the final value theorem95 

(3-204) 

lim e(t) lim sE(s) 
s^O 

= lim 
s -+0 

sR(s) 
1 + G(s) 

(3-205) 

Eq. 3-205 describes the steady-state error 
which remains after all the transients have be- 
come negligibly small. 

The inputs R(s) normally used to specify the 
system performance are 

1. unit step R(s)   = — 

2. unit ramp R(s) =   — 
s 

3. unit parabolic function R(s)    =   — 

For most gimbals the input and output signals 
represent angular positions such that: the unit 
step input corresponds to a sudden shift in the 
input angular command; the unit ramp is a sud- 
den application of a constant angular rate or 
velocity command; and, the unit parabolic func- 
tion is the sudden application of a constant 
angular acceleration. 

Substituting the unit step for R(s) in Eq. 
3-205 

lim sE(s) = lim 
•0 ■0 

1 + G(s) 1 + lim G(s) 
s^0 

(3-206) 

R(s) *s> E(s) 
G(s) 

C(s) 

FIGURE   3-155.   Servo Loop Diagram 
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Substituting the unit ramp 

1 
T 1_ 

\i^sE(s) = hm-l+ G(s) ~ limsG(s) 

(3-207) 

Substituting the unit parabolic function 

,1/2 

lim sE(s) = lim 
S-+0 s-*-0 

1 
1 + G(s)       lim s2 G(s) 

(3-208) 

The   values   derived  in  Eqs.   3-206   through 
3-208  are  defined  as  error constants: 

Kp   -  lim   G(s)   -   position  constant 
s->-0 

Kv   =    lim  s  G(s) =  velocity  constant 

Ka   = lim s2 G(s)   = acceleration constant 
s->0 

The transfer function can be written in gen- 
eral factored form as follows: 

G(s) 
(s + Z. )(s + Z2 )(s + Z3). . . 
s«(s + Pl)(s + P2)(s+P3)... 

(3-209) 

The value of n in Eq. 3-209 reveals a great deal 
of information about the steady state character- 
istics of the system. For example, if 

=  0 

K P    = hm G(s) 
s->0 

Zj Z2 Z^. . . 
KKK7Z (3-210) 

and Kp has a finite non-zero value. A system in 
which n = 0 is known as a Type 0 system. For 
a Type 0 system the steady-state error is given 
by Eq. 3-206 and results in a finite non-zero 
value. 

TYPE 
OUTPUT 
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FOR UNIT 
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_P+ 
1+K 

J T^H7 

11 —J n 

FIGURE 3-156.   Error Constants and Responses of Type 0,1, and II Servos 

3-257 



Calculating Kv for a Type 0 system 

Kv    = lim s G(s) = 0 (3-211) 
s ->0 

For a Type 0 system, Eq. 3-207 shows that the 
steady-state error for a unit ramp input is in- 
finite. 

Systems whose transfer function (Eq. 3-209) 
show n = 1 and n ~ 2 are known as Type I and II 
systems, respectively. The error constants and 
steady-state errors for Type 0, I, and II systems 
are illustrated in Fig. 3-156 to permit direct 
comparison among the different types of sys- 
tems for various inputs. 

IR sensors used with search systems often are 
required   to   perform   a   search   pattern   at   a 

constant rate. The search rate is usually impor- 
tant in determining the spectrum of the detector 
output which in turn determines the filtering 
required. Thus, the servo specification is often 
expressed in terms of a maximum error allow- 
able while the gimbal moves at a constant rate. 
This describes the role of a Type I servo system 
and also determines the velocity constant re- 
quired. As indicated in Fig. 3-156 the output 
rate is not equal to the input rate for a Type 0 
system. 

The specifications governing IR systems used 
for tracking often impose a constant position 
error with a constant input rate. Here again a 
Type I servo system would be appropriate. 
However, there may be additional considerations 
involved. For example, if the tracker has a very 
small field of view, the signal-to-noise ratio may 
be seriously degraded when the target is even 
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slightly off center. Thus, it may be desirable to 
use a Type II servo in order for the tracker to 
operate at a constant velocity with zero steady- 
state-error. 

IR systems used with measurement equip- 
ment may vary considerably in the performance 
required. For a simple IR camera, a Type 0 
system may be sufficient if its function is merely 
to position the camera and if tracking of moving 
targets is not required. Many measurement 
systems may be slaved to a tracker which is 
tracking a moving target. These usually require a 
finite position error with an input rate. Still 
others which have an extremely small field of 
view may require a Type II servo for the same 
reason as in tracker operations. 

3-9.1.3.2 Transient Response 

Usually the response of a servo system is 
largely controlled by a few poles which deter- 
mine the low-frequency characteristics of the 
transfer function. Thus, servos are often speci- 
fied by natural frequency and damping ratio. 
The closed-loop response of the system is 
calculated by solving Eqs. 3-201 and 3-202: 

C(s)   _      G(s) 
R(s)        1 + G(s) (ö'Zi-Z) 

C(s) 
If     ö; ■)     is assumed to be represented by a 

second-order equation, it is convenient to write 
it in the form 

where 

£  = damping factor 

w „ = resonant frequency 

Then the response of the system to a unit step 
function input is expressed as 

The output signal C(t) is obtained by taking the 
inverse transform of Eq. 3-214 

i 

C(t) 1 + ,/1-E*    *"*"*' sin kVT^   t - Tan"1   A^-l (3-215) 

which is plotted in Fig. 3-157 for various values 
of the damping factor £. 
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1.0 

It can easily be seen from Fig. 3-157 that for 
small values of £ the output response reaches the 
input value of unity much faster but it also 
overshoots more. The overshoot versus damping 
factor is plotted in Fig. 3-158. Thus, a com- 
promise must be made between a fast initial 
response and more overshoot. A value of % 
greater than 0.8 usually results in a loop gain 
which is lower than required while values less 
than about 0.5 usually make a system excessively 
oscillatory and subject to instability. Thus a 
value of | of about 0.6 or 0.7 represents a 
satisfactory compromise. From Eq. 3-215 it can 
be seen that the first maximum in the response 

is at   co„ t  = vr^T 

A typical specification requirement for a 
servo system might be for a maximum of 10 
percent overshoot and may also require that the 
output be within 10 percent of its steady-state 
value when a unit step-input within 1 sec is 
applied. Fig. 3-158 illustrates that a damping 
factor of £ = 0.6 will meet the overshoot specifi- 
cation. Interpolation in Fig. 3-157 shows that 
for £ = 0.6 the amplitude reaches 0.9 at 
to„£ = 2.3. Thus for t = 1 sec, the resonant 
frequency u>n = 2.3 rad/sec. 

3-9.1.4 Design Considerations 

Usually the servo design and the procurement 
of certain components must be started before 
the IR system design is complete. Thus, certair 
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estimates must be made on which to base the 
servo design. These estimates generally include: 

1. The moment of inertia of the gimballed 
package 

2. The maximum acceleration required 

Other system performance specifications 
which are required in the servo design and which 
are usually available from the system specifica- 
tions include: 

1. Angular accuracy 

2. Maximum angular rate 

3. Accuracy at a tracking rate 

Whether the IR system is to be used in perform- 
ing a search, track, or measurement function 
the target motion usually determines these three 
system specifications. If the potential target is 
stationary, the information which satisfies spec- 
ifications 1 and 2 may be sufficient. For systems 
which are required to track moving targets, data 
for all three are required. 

3-9.1.4.1 Example Design Problem 

In the paragraphs which follow, a typical 
design problem consisting of a de torquer with 
tach generator feedback will be solved to illus- 
trate the application of some of the design and 
analysis techniques. The specifications selected 
include a tracking accuracy of 2 mrad while 
tracking at 100 mrad/sec, and the ability to 
attain a rate of 100 mrad/sec in 0.05 sec. 

3-9.1.4.1.1 Moment of Inertia 

The moment of inertia estimate is based on a 
simple tracker having a 6-in. diameter aperture 
optics and consisting of an 8-in. diameter 1/4-in. 
thick, 1-ft long aluminum cylinder with 2 lb of 
equipment at each end. The 2-lb weight at each 
end is intended to keep the gimballed package 
balanced. Mass unbalance is so undesirable that 
provisions are usually made for adding small 
weights to the gimballed package after the 
construction is completed in order to achieve 
precise balance. Any mass unbalance will appear 
to the servo loop as a torque disturbance, 
thereby, causing errors in the loop. Further- 
more, the torque disturbance input to the servo 
loop is directly proportional to any g loads 
imposed upon the system. 

According to Ref. 96 the moment of inertia 
Jcy, of a thin-walled hollow cylinder is 

Jcyi = m(y +  S) 'slug"ft2 (3"216) 

where 

m = mass, slug 

r = radius, ft 

B = length, ft 

The volume of the hollow cylinder is approx- 
imately Vcyi = 2-nrtiS. where £, is the thickness. 
The density of aluminum is 169 lb/ft3 (Ref. 97). 
Thus, the cylinder would weigh 7.35 lb and its 
mass would be 0.23 slug. Substituting these 
values into Eq. 3-216, Jcyl = 0.032 ft-lb-sec2. 
The moment of inertia of the 2-lb loads at the 
ends is 0.0313 ft-lb-sec2. Thus, the total moment 
of inertia is 0.0633 ft-lb-sec1. Since this is only 
an estimate, a value of J = 0.1 ft-lb-sec2 will be 
used. 

3-9.1.4.1.2 Acceleration 

In general, the maximum acceleration must be 
sufficient to satisfy all of the requirements 
imposed on the system. The requirement of 100 
mrad/sec in 0.05 sec requires an acceleration 
rate of 2 rad/sec2. 

3-9.1.4.1.3 Component Selection 

The main consideration in the selection of a 
torque motor is the maximum torque required. 
For the system with a maximum acceleration of 
2 rad/sec2 and a moment of inertia of 0.1 
ft-lb-sec2, a maximum torque of 0.2 ft-lb is 
required. However, it is usually desirable to 
select a motor whose torque capability is several 
times the maximum required. One reason being 
that, in the early stages of design, it is very 
difficult to predict accurately the moment of 
inertia which is a factor that can easily increase 
substantially. Also systems with a high-velocity 
constant usually require wide bandwidth opera- 
tion in order to achieve high gain while still 
maintaining the required system stability. Since 
bandwidth is related to the torque-to-inertia 
ratio, it is desirable to select a motor with the 
necessary high torque rating. For these reasons, 
a motor rated at 1 ft-lb would be used. 
According to Ref. 98 the specifications of a 
typical motor are as follows: 
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Maximum torque 
Torque constant KT 

Back emf KB 

Winding resistance R 
Winding inductance L 
Weight 
Moment of inertia JMOT 
Friction torque 

1 ft-lb 
0.23 ft-lb/A 
0.31 V/rad/sec 
4.3 ohm 
0.01 H (henry) 
1.6 1b 
0.27 X 10"3 ft-lb-sec2 

0.02 ft tb 

The first block of the diagram shown as Fig. 
3-159 represents the electrical circuit of the 
motor. The term RT is the sum of the resist- 
ances of the motor and the output resistance of 
the amplifier. Since the output resistance of a 
typical amplifier is about 0.2 ohm, RT = 4.5 
ohms. The term L represents the motor induct- 
ance. The next block represents the conversion 
of motor current into torque. The summing 
junction allows the application of a disturbance 
torque. The next block represents the conversion 
of torque into output angle. The term in the 
feedback path is the application of the back emf 
to the voltage input to the motor. 

The complete transfer function of the motor 
is calculated as 

<*.) - i - li 

4* + h+s&) 
(3-217) 

where 

8  = output torque angle, rad 

e  = input voltage disturbance, V 

It is convenient to factor Eq.  3-217 into the 
following form 

G(s)    = 
JL 

<?+£)(•+*&) 
(3-218) 

R       K   K 
This is possible if -y- > ~ g.p T which is true for JR 
most dc motors. 

For purposes of the example problem, spatial 
rate is not involved; therefore, a tachometer 
generator will be used in the analysis. A typical 
tachometer generator has the following spec- 
ifications: 

Voltage sensitivity Kc 

Generator resistance RG 

Generator inductance LG 

Weight 
Moment of inertia JTG 

Friction 

1 V/rad/sec 
215 ohms 
0.28 H 
13.5 oz 
0.028 oz-in.-sec2 

2 oz-in. 

The equivalent circuit of a tachometer generator 
is shown in Fig. 3-160. The block diagram of 
Fig. 3-161 shows the tachometer generator in 
Laplace transform notation. The load resistance 
RL presented to the tachometer generator is 
usually made large in order that the electrical 

pole ~L—j—Q will be very large and most of the 

voltage KG  f^jwill appear at the output. For 

the example, if RL = 50 kohm, the electrical 
pole of the tachometer generator will be 
178,000 rad/sec, which is well beyond the range 
of the other poles in the system. 

(ERROR 
VOLTAGE) 

~f~1"®  

FIGURE 3- 1S9.   Block Diagram of dc Torque Motor 
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3-9.1.4.1.4 Analysis 

In order to illustrate some of the analysis 
methods, the system shown in Fig. 3-162 will be 
analyzed, and the gains if, and K2 will be set 
for proper operation using the root locus 
method. 

3-9.1.4.1.4.1 Rate Loop 

The system represented in Fig. 3-162 has two 
loops. The inner (rate) loop is such that for a 
constant input R2, a constant output rate c(t) 
will be obtained. This loop can also be used to 
obtain a constant-velocity search pattern. In this 
analysis C(s) is the Laplace transform of c(t), the 
two terms conventionally used for frequency 
domain and time domain, respectively, in elec- 
trical engineering. 

The first step in the analysis is to set the gain 
K2. The closed-loop response for the inner (rate) 
loop is 

C{s)    _ K2 G(s) 
R* (s) 1 + K2 G(s)KG s 

(3-219) 

Now substituting Eq. 3-218 into Eq. 3-219, 
we have 

K2KT/(JL) C(s)    =    
R2 (s)        s{(s + R/L)[s + KBKT/(JR)} + K2KTKG/(JL)} 

Now substitute the values, previously given, 
for the motor and tachometer generator, and the 
moment of inertia from par. 3-9.1.4.1.1 

< 
X  Ki p- I G(s) 

c(t) 

r Q I 

V 

FIGURE 3-162.   Block Diagram of System in Example Problem 
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Q.23ff2 

C(s)  0.1(0.01)  
JM»)    ~     -//. ,   4.3  \[        0.31(0.23) 1        0.23(l)g2) 

\\       0.01/ I        0.1  (4.3)    j        0.1  (0.01)/ 

_  23 0K2  
s[(s+ 430)(s + 0.166)+ 230K2] 

=         230ü:2  
s(s2 + 430s + 71.3 + 230^2 ) 

The root locus is shown in Fig. 3-163. If we 
assume a damping factor of | = 0.707, the com- 
plex conjugate poles are at s = -215 + y'215. In 
this case the most direct way to solve for K2 is 
to note that the denominator of the right-hand 
side of Eq. 3-219 is of the form s[(s + a)2 + j32)] 
with a = 215, ß = 215 which gives a value of 
K2   = 405. 

Thus 

C(s)    = 230(405) 
RAs) *[(«+ 215)2 + (215)2]       >rf-^u' 

9.3 X 10* 
s[(s+ 215)2 + (215)2] 

In order to get an idea of the transient response 

of the rate loop, let R2 (s) = ——. This is a step 

function whose amplitude will command an out- 
put rate of 100 mrad/sec. 

r(s) =  (0.1X9.3 X 10*)  
C[S)        s2[(s+ 215)2 + (215)2]     V-ZZ1> 

It is more illustrative if the output rate c(t) rather 
than the output is plotted. Since sC(s) is the 
transform of c(t) then Eq. 3-221 can be written 
as 

£lö(t)] =  (Q.1K9-3X 10_^  
llC{t)]        s[(s+ 215)2 + (215)2]        y6^*) 

Taking the inverse transform95 

c(t) =  0.1 [1+ 1.41e"215'sin (215t - 135°)] 

(3-223) 

Eq. 3-223 is plotted in Fig. 3-164. 

It is also important to know the transient 
response of the motor torque. Since torque is 
Jc{t),therefore, from Eq. 3-222 we find 
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£[T(t)} = [Je {t)] 

= Js2C(s) 

-    (0.1)(0.1)(9.3X 104) ,„ 224, 
"    (s + 215)2 + (215)2 l<*-^j 

The inverse transform M is 

T(t) = 4.32e"215fsin (215t) (3-225) 

Eq. 3-225 is plotted in Pig. 3-164. The maximum 
torque is 1.4 ft-lb, indicating that a step function 
input of 100 mrad/sec saturates the system 
slightly. 

3-9.1.4.1.4.2 Position Loop 

Next, the root locus of the outer position loop 
C(s) 

is drawn (Fig. 3-165). The poles of p   . , become 

the open loop poles of the outer loop. 

In order to obtain reasonably high gain with 
reasonable stability, the value of % = 0.607 is 
selected, resulting in poles at s = -130 ± jl70. 
The  closed-loop  response  for  the  outer  loop 

C(s) 
is—using the value of „-■■■/. from Eq. 3-220 since 

li-i (S) 

the rate loop has already been analyzed— 

9.3 X lO4^!                  ~| 
C{s)    _ s(s2 + 430s + 9.3 X 104 ) 

Ri(s) 9.3 X 104X! 
s(s2 +   430s + 9.3 X 10") 

93000X, 
s3 + 430s2 + 93000s + 93000ÜC, 

(3-226) 

In order to obtain a reasonably high gain with 
reasonable stability, a value of § = 0.707 is 
selected which results in complex poles at 
s  -   130 ± j'170; therefore, it can be written 

(«+ a)[(s+ 130)2 + (170)2] = (s+ a)(s2 + 260s + 45900) 

Then, by dividing s2 + 260s + 45900 into 
s3 + 430s2 + 93000s+ 93000K, =s+ 170. Also, 
93000^, = (45900)(170)andK, = 84. Now the 
total closed-loop response can be written as 

C(s)    = 7.8 X 10* 
B,(8)        (s+ 170)[(s+ 130)2 + (170)2] \o-*&i) 

from which velocity constant of the system is 
calculated as 

Kv = limsX.^^V = 84 
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The result is better than the value of 50 required 
by the specification of 2 mrad accuracy while 
tracking at a rate of 100 mrad/sec. 

Note that for a tracker, the gain component Kt 

would consist of the error processing or that 
part of the optics, optical filtering, detectors, 
and electronics that converts the angular error 
into voltage. In general, this part of the system 
will include at least one pole which is likely to 
be closer to the origin than the' complex poles of 

Although this could affect the design C(s) 

considerably, the principles would remain the 
same. The poles of the error processing in a 
tracker are usually made as close to the origin as 
possible to minimize the bandwidth and, there- 
fore, maximize the signal-to-noise ratio. But for 
the servo design, it would be convenient to place 
the poles out as far possible. It is likely that for 
a tracker the servo design would require compen- 
sation99" 103. 

10"* For a step function input iJ,(s) =   and 
from Eq. 3-227 

C(s)c(t) - £[c(t)] 

_ (10^)7.8 X 106  r3 22g) 

s(s+ 170)[(s + 130)2 + (170)2] ' 

c{t) =  10-"   1- 1.5e-iwt + 1.23<r13o'sin(170£- 204°) (3-229) 

Eq. 3-229 is plotted in Fig. 3-166. 

The  torque  response  for  the  step input is 

£[T(t)]= £[Jc(t)] 

 (10^)7.8 X 106s 
(s+ 170)[(s+ 130)2 + (170)2] 

(3-230) 

The inverse transform is 

T(t) = -4.48e-170' + 5.71e"130t sin (170f + 51°) (3-231) 

When plotted in Fig. 3-166, Eq. 3-231 illustrates 
that a step-function input of 0.1 mrad is as large 
as the system will tolerate without becoming 
saturated. 

3-9.1.4.1.4.3 Response to  Torque Disturbance 

In any servo loop, the output response to an 
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C(s) input disturbance is given by the p, .    response 

divided by the forward transfer function from R 
to the disturbance U. From Figs. 3-159 and 3-162 

C(s)   = 

U(s) (84)(405)(0.23)(100) 
s+ 430 

C(s) 
Ri(s) 

/a+430     \ 
\7.8X 105 / 

C(s) 

C(s)   = _ 
U(s)    ' (s + 170)[(s+ 130)2 + (170)2] 

10(s + 430) (3-232) 

The output response to a torque step function 
of 1 ft-lb magnitude is 

£[c(t)) = 10(s + 430) 
s(s + 170)[(8+ 130)2 + (170)2] 

(3-233) 

Taking the inverse transform 

c{t) = 5.52 X IO-4- 5.1 X 10^e-170f+ 5.41 X 10^<r130fsin (170* - 174.6°) 

According to this equation, the steady-state 
response is defined by 5.52 X 10"4 rad, the first 
term in the right-hand side. 

In most systems, mass unbalance can be made 
about as small as the friction torque. Referring 
to the motor and tachometer generator specifica- 
tions, the sum of their friction torques is 0.04 
ft-lb. Even if this were doubled to take into 
account electrical connections, adverse environ- 
mental conditions, and a g load of 10, the torque 
disturbance input would be 0.8 ft-lb. Substituting 
this value in Eq. 3-232 and using the final value 
theorem, the steady-state error in the output 
would be 0.44 mrad. 

Several other considerations are appropriate 
to the complete analysis of the servo. These 
include an error analysis and a nonlinear analysis 
which are beyond the scope of this handbook 
but are mentioned here for the sake of complete- 
ness. 

There are many components in the servo 
whose characteristics can vary with environ- 
mental conditions or aging, and many vary in- 
dividually. An example of individual component 
variations is the inductance of the motor which 
is 0.01 H ±30%. This could cause a variation of 

(3-234) 
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approximately 30 percent in the electrical pole of 
1 
L the motor and in the forward gain of the 

s + Rn 

block of Fig. 3-159. These variations must be 
taken into account and, to be safe, the system 
should be designed to meet the performance 
specifications even at the extreme limits of the 
component variations. 

As illustrated in Fig. 3-166, a step-function 
input of 0.1 mrad is about as large as can be 
tolerated by the system without experiencing 
saturation. Larger inputs would cause the system 
to saturate. A common method of protecting all 
applicable components is to include a current- 
limiting function in the power amplifier. In the 
example design problem, the only significant 
nonlinearity is saturation. The describing func- 
tion method" shows that the system will be 
stable under saturation. Also there is negative 
rate feedback both when the system is linear and 
when it is saturated. When linear, the rate 
feedback is provided primarily by the tachom- 
eter generator and, when saturated, by the back 
emf of the motor. However, saturation will vary 
the transient response considerably and the 
effect in this case is to slow the system down. A 
phase-plane analysis" or a direct-transient re- 
sponse analysis will provide complete informa- 
tion on the stability and transient response of 
the system. 

One final servo analysis technique mentioned 
involves the emerging development and use of 
image-forming systems such as vidicons and large 
IR detector arrays for search and track. Sampled 
data techniques will probably be required". 

3-9.1.5 Components 

An important part of any servo design is the 
selection of suitable components. This generally 
starts with some knowledge of the required 
closed-loop response followed by a review of the 
components available. Some of the components 
commonly used in IR systems are discussed. 
Some of the advantages and disadvantages of 
various types are mentioned. Ahrendt and Sa- 
vant have compiled an outstanding book on 
components for use in servo systems104. 

3-9.1.5.1 Bearings 

Since IR systems usually are required to be 
highly accurate, precision ball- or roller-bearings 
are used. Only the pertinent facts relative to the 
use of bearings in servo designs are mentioned 
here since a vast store of information is avail- 
able10510610'' on bearings in general. 

The loads to be supported by the bearings 
should be analyzed to ensure reliability in the 
operational environment. Bearings are designed 
to support radial as well as axial loads, and some 
will support both in different relative amounts. 

The bearing friction must be low. Bearing 
friction or viscous damping will appear in the 
servo loop as rate feedback. Rate feedback is 
often desirable, but usually friction is not 
desirable for two reasons. First, mechanical 
friction is difficult to control. Viscous compo- 
nents are usually sensitive to temperature, 
bearing load, state of lubrication, and other 
variables. Secondly, viscous damping requires 
the dissipation of energy which, in turn, imposes 
a load on the power supply, requires a higher 
capacity amplifier, and results in heated 
bearings. 

For a complete discussion on the design, 
specifications, and use of bearings, refer to Refs. 
104, 105, and 106. 

3-9.1.5.2 Motors 

The most common types of drives used with 
IR systems are the two-phase ac servo motor and 
the de torquer. 

The ac motor is usually rated for high speed 
and low torque. A gear train is used between the 
motor and load to match speed and torque 
characteristics. The motor has two windings, one 
connected to the ac line source and the other to 
an amplifier. About half the power required is 
generally supplied to each winding. Motors are 
commonly available for operating from 28 
V rms to 130 V rms sources, and at frequencies 
from 60 to 400 Hz. These represent the most 
common voltage and frequency ranges, however, 
others are available. Ac servo motors are com- 
monly available in sizes ranging from 1/2 to 
100 w. Larger ac motors are usually less effi- 
cient and experience larger temperature in- 
creases. 
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De torque motors are available to satisfy most 
requirements imposed upon IR systems. Since 
dc motors apply torque directly to the load, 
many problems associated with gear trains (par- 
ticularly backlash) are eliminated. The dc am- 
plifier associated with this type motor must be 
carefully considered, as discussed in par. 
3-9.1.5.4. 

3-9.1.5.3 Gears 

Gears are used for matching the motor speed 
and torque characteristics to those of the load to 
be driven. As with bearings, gears can cause a 
dead zone and viscous damping due to static and 
dynamic friction, respectively. 

Probably the most difficult design problem 
involving gears is that associated with backlash. 
Anti-backlash gears are commercially available; 
however, these are generally used for instrument 
applications and are not suitable for trans- 
mission of high torque. 

Many of the considerations associated with 
bearings are also applicable to gears. These 
include high-precision design and manufacture108, 
lubrication, foreign material contamination, and 
reliability. 

3-9.1.5.4 Amplifiers 

The object of an amplifier in a servo system is 
to increase the power level of the error signal for 
application to the motor at the proper voltage. 
Some of the desirable characteristics of a good 
servo amplifier include high-gain, stability, suit- 
able frequency response, low noise-level, and 
low output-impedance. 

In achieving high gain, careful design is 
required to minimize noise. Noise appearing at 
the output will cause the boresight axis to 
"jitter" or move about in random fashion. White 
noise generated in the early stages of an amplifi- 
er can contribute to the noise. More commonly, 
several types of pickup and feedthrough can be 
troublesome. Spurious radiation can be coupled 
to low-level input wires routed close to high 
magnetic or electrostatic fields. Also, care must 
be taken to filter the ripple from signals which 
have been converted to dc and from power 
supplies. One technique, sometimes helpful here, 
is the use of an ac frequency which is outside 
the frequency response of the servo. However, 
even in this case, the amplifier could be satu- 

rated by the ripple, thereby causing heating of 
the motor and amplifier. 

For maximum power transfer from the ampli- 
fier to the motor, the output impedance of the 
amplifier must match the input impedance of 
the motor. This is usually impractical because 
the back emf causes an apparent change in the 
input impedance of the motor with speed. In dc 
motors, the input impedance of the motor is 
inductive, thereby causing an electrical frequen- 
cy response problem. Both effects are undesir- 
able, adding to the complexity of the servo 
analysis. Thus, the output impedance of the 
amplifier is generally made as low as practicable. 

3-9.1.6 Gimbal Associated Measurements 

3-9.1.6.1 Angle Measurement 

The two most common methods of obtaining 
angular measurements require the use of potenti- 
ometers and differential transformers. Both 
measure the relative angle between the platform 
on which the instrument is mounted and the 
gimbal. In certain applications, a gyro system is 
used on the gimbal to measure the spatial 
coordinates of the gimbal. 

A wide variety of potentiometers is available. 
Some of the more important characteristics of 
potentiometers include friction, resolution, 
noise, and linearity. 

In measuring very small angles, the resolution 
of a potentiometer can be the limiting factor. 
This is particularly true of wire-wound potenti- 
ometers where the resolution is generally limited 
by the number of turns of wire. However, 
wire-wound components offer advantages such 
as stability and accuracy of total resistance. 
Some manufacturers use a continuous resistance 
element in potentiometers for which they claim 
infinite resolution. 

The other angular measurement component in 
common use is the differential transformer. 
Many variations of the technique (e.g., synchro, 
induction potentiometer, microsyn, etc.) oper- 
ate on the general principle of generating an ac 
signal which corresponds to the relative position 
of one or more windings of a transformer with 
respect to the others. Another variation, the 
variable reluctance pickup, makes use of the 
motion in part of the magnetic circuit of a 
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transformer to produce an output which corre- 
sponds to the input angular position. 

All of these magnetic devices require ac 
excitation and produce an ac output. They are 
usually relatively free of the friction problems 
associated with potentiometers; also, they offer 
infinite resolution and low noise, while some 
units can measure angles within a few seconds of 
arc. 

3-9.1.6.2 Rate Measurement 

The two most common components used for 
measuring angular rates are the tachometer 
generator and the rate gyro'09'110. Sometimes a 
suitable position signal can be differentiated; 
however, since this method often results in 
excessive noise on the rate signal, the rate is 
usually measured directly. 

Tachometer generators are commercially 
available in a great many varieties. They can 
provide either an ac or dc output, and a large 
range of input rates, sizes, and accuracy ratings. 

The rate gyro provides the most accurate rate 
measurement. It measures the spatial rate of the 
gimbal and is capable of measuring extremely 
low rates. The rate gyro consists of a rotor 
which is capable of very high speeds up to 
20,000 rpm. With an angular input rate in an 
axis perpendicular to the spin axis of the rotor, 
the rotor axis tries to precess in an axis normal 
to both the rotor axis and the input axis. It 
deflects the retaining spring an amount propor- 
tional to the input rate. This deflection is 
measured with an accurate position pick off. 
This signal becomes the output and is propor- 
tional to the input rate. The gyro is usually 
mounted in a liquid to make it insensitive to 
accelerations; the movable part is balanced to an 
extreme accuracy, and the temperature is often 
controlled109-110. 

3-9.2 IR SYSTEM MONITORS 

3-9.2.1   Requirements for Monitor Devices 

Various methods of monitoring IR systems 
are used to provide periodic indications of their 
operational behavior in a system. This becomes 
necessary in order to account for operational 
changes in a system and, thereby, correct the IR 
system's output data accordingly. Such devices 
are especially necessary for monitoring IR sen- 

sors used in spacecraft where components can- 
not be replaced readily and where degradation 
of component performance can occur due to 
rigorous environmental conditions. Undetected 
changes in system performance due to degrada- 
tion or variation in component performance are 
highly undesirable. Only critical components 
used in IR systems installed in aircraft, helicop- 
ters, or on ships are monitored since periodic 
system checkout can be performed using ground 
equipment at scheduled maintenance intervals. 

Monitoring devices include temperature sen- 
sors on critical components, and voltage and 
current monitors on the electrical system. Tem- 
porary devices can be used during development 
tests and operational checkout; conversely, mon- 
itors can be permanent components in a system 
required for use in space. 

3-9.2.2 Thermocouples 

Thermocouples are used for measuring the 
operating temperature of system components. 
The major advantage in using thermocouples is 
that they can be readily installed on the surface 
to be measured by soldering, spot welding, or 
peening. The thermocouple generates an emf 
when a standard cold-junction reference is used, 
thereby, providing a direct indication of the 
surface temperature. Direct readout temperature 
indicators are used for visual monitoring where 
the number of readings is small. An example of 
this application is the monitoring of component 
temperature levels on an aircraft-mounted IR 
system during operational checkout. Fig. 3-167 
is a schematic of a thermocouple circuit. 

The accuracy of thermocouples falls off at 
lower temperatures due to the weaker emf signal 
generated and the nonlinearity of the signal. 
Thermocouples should be calibrated in place if 
they are soldered or spot welded to account for 
the effect of the installation method. In addi- 
tion, an accurate reference junction must be 
provided such as an ice bath or an electronic 
reference junction. The thermocouple itself re- 
quires no external power, although the weak 
signals are often amplified, especially when 
detecting low temperatures. 

Thermopiles, consisting of a group of thermo- 
couples placed in series, provide higher output 
signals; however, thermistors are now being used 
in most cases where greater signal power is 
required for accurate measurement. 
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FIGURE 3-167.    Thermocouple Circuit Schematic 
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FIGURE 3-168.   Resistance Thermometer Circuit 
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3-9.2.3 Thermistors and Resistance Thermometers 

Resistance thermometers and thermistors are 
passive sensors which require a bridge circuit and 
a controlled input voltage for recording the 
resistance of the element. A schematic of a 
resistance thermometer circuit is shown in Fig. 
3-168. Thermistors contain semiconductor or 
carbon elements while resistance thermometers 
have platinum, tungsten, or nickel wire ele- 
ments. Resistance thermometers and thermistors 
are available both in cartridge and sheet form. 
They are secured on a surface by cementing, 
strapping, or they may be held by screws. Good 
thermal contact between the temperature- 
measuring sensor and the surface to be measured 
is required especially when transient conditions 
are involved. These elements have essentially a 
linear resistance variation with temperature. 
When the sensor element is uniformly heated or 
cooled, the resistance changes. This, in turn, 
causes the bridge to change the output-signal 
voltage. The basic equation for the platinum 
resistance thermometer is 

-^SSVKiöö-^iöö    (3235) 

where 

t   = temperature 

Rt   = resistance of sensor at temperature 
t 

R0  = resistance of sensor at reference 
temperature t0 

Rx   = resistance of sensor at reference 
temperature tx 

S   = constant of the sensor 

To process the readings from a group of 
resistance thermometers which are monitoring 
an IR system, a specific voltage range is selected 
and the signals from the thermistors are adjusted 
by amplifiers or voltage dividers to fall within 
the selected range. The signals from all the 
thermistors can then be processed by multiplex- 
ing through the same system used for recording 
or telemetering data to earth from a satellite. 

Resistance thermometers must also be cali- 
brated periodically to ensure that accurate data 

are being reported. Calibration consists essen- 
tially of applying a known signal voltage to the 
device and comparing the expected and actual 
voltages. 

3-9.2.4 Voltage and Current Monitors 

Voltage and current are conventionally meas- 
ured with somewhat identical methods. Direct- 
reading voltmeters and ammeters operate on the 
principle that a current flow will produce a 
voltage indication in one scheme and current in 
another. Conventional meters can be used for 
direct monitoring of ground or airborne instru- 
ments. However, for spacecraft systems, the 
telemetering requirement dictates that voltage 
and current signals be converted generally to 
frequency or pulse signals for transmission. This 
is accomplished by means of an oscillator used 
in the setup illustrated in Fig. 3-169. The 
conversion of data to this form permits multi- 
plexing, whereby a number of monitor signals 
can be processed in sequence through the same 
transmitting channel. 

3-9.2.5 Calibration of IR Sensors 

A reference or calibration source can usually 
be designed into an IR system from which 
highly reliable data are required. The calibration 
source must provide a nearly constant level of 
radiation to which the detector can be exposed. 
A chopper or rotating mirror may be used 
periodically as a means of exposing the detector 
to the calibration source. A simple tungsten- 
filament lamp, provided with a controlled power 
input, can serve as a reference of known 
constant temperature. The actual temperature 
level in the calibration source lamp usually 
ranges from 1500° to 2000°K. It is extremely 
important to keep the temperature variation 
along the active filament length at a minimum. 

Two typical IR sensor calibration arrange- 
ments are illustrated in Fig. 3-170. In one setup, 
a calibration source is exposed to a multi- 
element array through a single mirror which is 
rotated at required intervals for periodic calibra- 
tion. In the other setup, a detector is exposed to 
selected wavelengths by use of filters located on 
a chopper wheel. A mirror located on the wheel 
reflects the beam from the calibration lamp to 
the detector once each revolution. 
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FIGURE 3-169.   Block Diagram of Voltage and Current Monitors 

3-9.3 SUN SHUTTERS 

IR sensors, particularly those in spacecraft 
applications, must be protected from exposure 
to direct illumination from the sun. Solar energy 
incident on a surface one astronomical unit 
(92,897 X 103 mi) from the sun is high, 127 
w/ft2. This intensity increases proportionately 
with optical magnification; consequently, some 
means of obscuring the sun must be provided for 
the protection of mirrors, lenses, and detector 
arrays since these are easily distorted and dam- 
aged by heat. Various means of preventing (by 
obscuring or interrupting) solar energy from 
impinging upon the detector arrays are outlined 
in Table 3-20 along with the estimated complex- 
ity of the mechanisms, the design problems, and 
actuating mechanisms. Most devices are electri- 
cally actuated upon command from a sun 
sensor. The listing in Table 3-20, although by no 
means all-inclusive, may encourage the designer 
to devise other improved methods of obscuring 

the path of the solar energy. A method that may 
be applicable for one design may not be suitable 
for another. 

One of the various techniques makes use of an 
iris type solar shutter at the entrance to the 
optical system. This type, normally used with 
cameras, may be mechanically or electrically 
actuated. A mechanically actuated unit may be 
as shown in Fig. 3-171; its application here is for 
a Cassegrainian optical system. This consists of a 
bi-metallic actuator heated by the sun. As the 
sun begins to illuminate the aperture, energy is 
concentrated on a bi-metallic shutter, thereby 
closing the aperture. Extreme care must be 
taken to maximize the actuation speed to 
prevent damage to the detectors. The electrical 
counterpart of this method, shown in Fig. 
3-172, has the advantage that the sun sensor can 
be placed almost anywhere and, most important, 
the actuation mechanism is rapid. 
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FIGURE 3-170.     Diagrams of Typical IR Calibration Systems 
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TABLE 3-20. METHODS OF PROTECTING IR DETECTORS, 
MIRRORS, AND LENSES FROM DIRECT 

SOLAR ILLUMINATION 

DESCRIPTION REMARKS 

1. Iris type shutter at entry May be all mechanical or electrically 
actuated (Figs. 3-171 and 3-172) 

2. Window shade at entry Fig. 3-173 
3. Actuated hood at entry Fig. 3-174 
4. Leap/trap closure Fig. 3-175 
5. Swivel closure inside sun shade Fig. 3-176 
6. "Venetian blinds" directly 

above mirror 

* 

7. Movable visor for detector array Fig. 3-177 
8. Closure utilizing focal plane 

support structure 
Fig. 3-178 

9. Light sensitive glass window Required energy may not pass 
in sun shade through glass* 

10. Electro-optic light modulator Required energy may not pass 
in optical system through* 

11. Tilt entrance lens to avoid 
focusing 

Possible realignment problems* 

12. Tilt mirror to avoid focusing 
on detector array 

Possible realignment problems* 

13. Tilt detector array to avoid 
focusing 

Possible realignment problems* 

*Sun sensor electrically actuated 

Another method similar to the first, except 
for the shutter, is the type normally used in a 
focal plane shutter camera, i.e., a window-shade. 
This method, which is electrically actuated, is 
illustrated in Fig. 3-173. Another type of mech- 
anism is illustrated in Fig. 3-174. Here the 
hood is normally open; however, when the sun 
sensor actuates the drive, the latches and asso- 
ciated hood close, preventing energy from enter- 
ing the optical system. 

A slightly more complex method is illustrated 
in Fig. 3-175. The two or more leaf closures, 
normally open, close the entrance aperture of 
the optical system on command. 

Fig.  3-176 illustrates a rotary damper-type 

sun shutter. During normal operation, the damp- 
er is oriented along the optical axis and when 
solar protection is required, the drive mechanism 
rotates the damper 90 deg thereby sealing the 
aperture. 

A Venetian-blind arrangement can also be 
used to obscure the solar energy as illustrated in 
Figs. 3-177 and 3-178. This mechanism is 
located at the detector array, at which point in 
the optical system it interrupts the solar energy. 

There are also a number of nonmovable 
systems available for use. One consists of a 
light-sensitive glass placed ahead of the sensors. 
This glass will darken upon exposure to intense 
light,  thereby  obscuring the  impinging  solar 
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energy. When the solar energy is removed, the 
glass becomes transparent again. Another device 
consists of electro-optical light modulators. Both 
methods present potential problems in not 
permitting all the energy to pass; however, in 
some systems they may be adequate. 

There are other methods of preventing solar 
energy from impinging upon the detector arrays. 

In brief, these entail moving one of the optical 
elements in the system to prevent the energy 
from focusing upon the detector arrays. It may 
even help to fold the energy, in a Cassegrainian, 
Gregorian, Newtonian, or Maksutov system at 
the detector array. This folding optic could be 
electrically rotated to reflect the solar energy 
back out of the optical system, thus reducing 
the heating effects. 

IR SYSTEM 
HOUSING 

DRIVE & 

ROLLER ,"S'"*fcQ[Z7 
1 

DRIVE & 
ROLLER 

Nie 

ENTRANCE 
APERTURE 

FIGURE 3-173.   Window-shade Type Protection for Focal Plane Shutter Camera 
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FIGURE 3174.   Hood-type Sun Shut 
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FIGURE 3-175.   Four-leaf Clover Sun Shutter 
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FIGURE 3-176.   Rotary Damper Sun-shutter Mechanism 
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FIGURE 3-177,   Classic Schmidt Sun-shutter System 
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FIGURE 3-178.   Blocking Mechanism in Schmidt System 
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3-9.4 ELECTROMAGNETIC INTERFERENCE 

Electromagnetic energy refers to the total 
electrostatic and magnetic fields set up by the 
movement of electrons on a conductor. Interfer- 
ence as defined by MIL-I-6181D, Interference 
Control Requirements, Aircraft Equipment, is 
"any electrical or electromagnetic disturbance 
phenomenon, signal or emission, man-made or 
natural, which causes or can cause undesired 
response, malfunctioning or degradation of per- 
formance of electrical and electronic equip- 
ment . . .". The use of dense packaging tech- 
niques, large voltage and current devices, and 
high-frequency and fast-switching circuits in- 
crease the probability of interference. Some 
devices such as semiconductors may be damaged 
by high-level transient interference. 

The approximate safe level of radiation for 
humans is below 10 mw cm"2 at any frequency. 
Sensitive areas such as the eyes can tolerate less 
radiation than other parts of the body. 

3-9.4.1 Sources of Electromagnetic Radiation 

Some of the common sources of interference 
are current-carrying conductors such as wires, 
plates, chassis, and other hardware; motors, both 
ac and dc; relays, inductors, transformers, 
switches, semiconductors such as silicon con- 
trolled rectifiers; and transmitters. The extent of 
the interference depends on the voltage, current, 
and frequency of the source; line impedance and 
length and proximity to other lines; and the 
ground plane of the receiving equipment. 

3-9.4.2 Elimination and Rejection 

Interference can be in some cases reduced or 
eliminated at the source by using shields on 
wires, arc suppressors on relays, and electrostatic 
shields between the primary and secondary of 
transformers. Other interference sources, such as 
transmitters, cannot be shielded at the source 
and perforce all other equipment must be 
shielded from them. 

The military have established design require- 
ments and interference test procedures for their 
equipment. These are specified primarily in 
MIL-I-6181D and MIL-E-6051D, Electrical- 
Electronic System Compatibility and Interfer- 
ence Control Requirements for Aeronautical 
Weapon Systems, Associated Subsystems and 
Aircraft. 

Wires and cables are common sources of 
interference and are susceptible to interference 
from other sources. Electrostatic coupling is a 
function of distributed capacitance while elec- 
tromagnetic coupling is a function of the mutual 
inductance between the wires. Wire lengths 
should be made as short as possible. They should 
be shielded if carrying high voltage, current, and 
frequency signals; and separated as much as 
possible since induced voltage drops expo- 
nentially with distance. Lines should cross other 
lines at right angles if possible to reduce induced 
current. Lines carrying alternating current 
should consist of twisted pairs. For a discussion 
of EMR interference and protective methods, 
the reader is referred to AMCP 706-235, Hard- 
ening Weapon Systems Against RF Energy. 

The following equation is used to determine 
the approximate value of electromagnetic 
coupling. 

Er = 3.19 x 10"8   fLL in (£)•' 
(3-236) 

where 

Er     = induced electromagnetic 
voltage, V 

f      = frequency, Hz 

L      =  the length of the receiving wire, 
in. 

/„      = current of the source, A 

£>i andD2 = distance of the receiving wire 
from the source according to 
Fig. 3-179 

The induced voltage Er can also be determined 
by the equation 

Er = 
Es X Rj 
X«, +R3 

(3-237) 

where 

R> = 
Ri X R2 

R{ + R2 

3-287 



FIGURE 3-179.   Schematic Illustrating Electromagnetic Coupling Parameters 

Ee     = source voltage, V 

Rt and R2    = the generator and load im- 
pedances, respectively of the 
receiving wire, ohm 

Xtf     = the distributed capacitive re- 
actance between the source 
and receiver, ohm 

3-9.4.2.1 Methods 

3-9.4.2.1.1 Bonding 

Chassis, racks, and other enclosures should be 
bonded to the ground plane, or airframe in the 
case of an aircraft. The low-impedance path to 
the ground plane would thereby prevent the 
formation of static charges and stray RF poten- 
tial. This also provides protection to personnel 
and equipment from high-potential lines faulted 
to the enclosure. Permanent type bonds may be 
achieved by welding, brazing, sweating, swaging, 
and other metal-flow techniques. The semi- 
permanent bonds include clamps, rivets, jump- 
ers, and straps. Jumpers and straps are common- 
ly used; however, their length-to-width ratio 
must not exceed 5:1. Use of dissimilar metals 
should be avoided to minimize corrosion. If 
their use is inevitable, means must be taken to 
exclude moisture from the bonded areas. 

For  protective  treating  of metal  surfaces, 

iridite should be used instead of anodize. This 
will also permit the required RF bonding. 
Alodine may also be used although not as 
satisfactorily as iridite. For information on the 
treatment of metal surfaces and bonding, the 
reader is referred to AMCP 706-235, Hardening 
Weapon Systems Against RF Energy and AMCP 
706-100, Design Guidance for Producibility. 

Bonding requirements on military equipment 
are specified in MIL-B-5087B, Bonding, Elec- 
trical, and Lightning Protection, for Aerospace 
Systems. 

3-9.4.2.1.2 Grounding 

A uniform grounding, shielding, and cabling 
arrangement is necessary within a system and 
between all interconnecting systems, in order to 
prevent redundancy and provide proper inter- 
facing between assemblies of an equipment. 

In a properly grounded system, the inter- 
connection lines between the transmitting and 
receiving devices at the low-frequency circuit are 
kept near the same potential. 

Electromagnetic fields can be reduced by 
grounding the electrical system at a single point 
usually at the power supply. The possibility of a 
ground loop causing noise pickup on the lines is 
thereby decreased. At higher frequencies, a 
common-point    ground    becomes   impractical 
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because long lines become interference sources. 
In this case, the secondary power should be 
generated at the circuit and grounded there. 
Grounding isolation should be provided, 
between this circuit and the circuit receiving the 
signal, through common mode rejection circuits 
or transformers with electrostatic shields 
between the primary and secondary. All lines 
should be kept as short as possible. 

3-9.4,2.1.3 Shielding 

Proper shielding prevents noise energy from 
radiating to other equipment and keeps radiated 
energy from entering low signal and noise 
equipment. 

Chassis, racks, and other enclosures con- 
taining interference sources or interference- 
susceptible circuits should be made of good 
shielding material. Materials having low electrical 
resistivity, such as copper and aluminum, should 
be used for high-frequency applications; mate- 
rials of high permeability should be used for 
low-frequency applications. These enclosures 
should be bonded to the ground plane or 
airframe if mounted in an aircraft. If the 
enclosure is on vibration isolators, a bonding 
strap should be used around the isolators, making 
sure that the strap does not disturb the isolators. 

Shields used on wires can be thought of as 
extensions of the enclosures from which the 
wires are going or coming. Shields on wires 
carrying low-frequency signals should be ground- 
ed at one end only to avoid ground loops. If 
high-level signals are involved, the shield ground 
should be at the sending end to avoid high-level 
signals on the shield. In the case of low-level 
signals, the shield ground should be at the 
receiving end to protect the receiving-end cir- 
cuits. When a signal shield is passed through a 
connector, separate pins should be used for each 
shield. All shields should have an insulating 
cover to prevent accidental grounding. A shield 
on a low-frequency signal pair or three lines 
should be grounded to the chassis or airframe at 
both ends and at all breaks in the lines. 

Shields on lines carrying high-frequency sig- 
nals should be grounded at both ends to prevent 
the shield from becoming a radiator at these 
frequencies. If a coaxial cable cannot be chassis- 
grounded at both ends, a tri-axial cable should 
be used, grounding the outer shield to the 
chassis or airframe at both ends and at all breaks 
in the line. 

For information on cable construction, the 
reader is referred to AMCP 706-125, Electrical 
Wire and Cable. 
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CHAPTER 4 

IR SYSTEMS DESCRIPTION 

Even a cursory survey of the various infrared 
systems that have been produced, delivered, or 
proposed leaves the uninitiated with the impres- 
sion of a bewildering array of different uses and 
techniques. In this chapter it will be shown that 
a coherent set of underlying principles exist 
which allow IR systems to be described and 

understood in terms of a relatively few func- 
tional parameters. These parameters will be 
identified and used to describe and categorize 
the systems. The following chapter, Chapter 5, 
will expand the discussion into specific system 
analyses and design methods. Table 4-1 defines 
the terms used. 

TABLE 4-1.  INFRARED SYSTEM DEFINITIONS 

SYMBOL TERM DEFINITION UNITS 

Ad Detector area Area of sensitive surface 
of a detector 

cm2 

AT 

Airy disc 

Target area 

Central bright portion 
of the diffraction 
pattern 

Cross-sectional area of a 
target 

cm2 

c Speed of light 2.997925 X 1010 cm sec"1 

D* Detectivity Detector figure of merit cm Hz1/2 w-' 

D0 Optical diameter Diameter of a circular 
entrance aperture of an 
optical system 

cm 

F f/number (f/no.) Ratio of focal length to 
optical diameter 

dimensionless 

%&f Noise equivalent 
bandwidth 

Bandwidth of white noise 
which has the same inte- 

Hz 

grated noise power as the 
total power of the actual 
noise 

*fe Electrical bandwidth 

* Written by S. J. Halasz 
$ For a white noise and an ideal bandpass filter, the 

filter bandwidth and noise equivalent bandwidth are 
the same. However for nonwhite noise or practical 
filter, the filter bandwidth and noise equivalent band- 
width are different. 

Bandwidth between the 
two half-power points of 
the amplitude response of 
the network 

Hz 

most   IR   detectors   and 
to white (with the excep- 

The   noise   spectrum   of 
systems are white or close 
tton of the low frequency band below 10 or 20 Hz) 
The filter bandwidth and noise equivalent bandwidth 
have therefore, almost the same values. 

4-1 



TABLE 4-1. INFRARED SYSTEM DEFINITIONS (Continued) 

SYMBOL TERM DEFINITION UNITS 

*A/e 

H 

Nf 

Optimum electrical 
bandwidth 

Hz 

h Scanner spin rate Rate of spin of a rotating 
mechanical scanner 

revolutions 
per second 
(rps), rpm 

fl Focal length Effective focal length of 
an optical system 

cm 

H Irradiance — w cm"2 

AH Change in spectral 
irradiance 

Variation in irradiance 
caused by variation in 

w cm"2 

Spectral irradiance 

h Planck's constant 

h Aircraft height 

hv _hc 
X Photon energy 

Radiant intensity 

Velocity constant 

K\ ,K2,K$ Proportionality 
constants 

N Cycles per revolution 
of spinning reticle 

Xd Number of detectors 

Number of prism faces 

scene temperature or 
emissivity 

Irradiance per unit wave- 
length interval 

6.62554 X IGT27 erg sec 

Energy of a quantum 
of radiation 

Radiant power per 
unit solid angle from 
a source 

6,/BB 

Eq. 4-35 

Number of detector 
elements that are em- 
ployed to scan the total 
field of view 

Number of individual sides 
on the rotating prism 
mirror of a down-looking 
line scanner 

w cm 2 fx"1 

ft 

erg 

w sr"1 

sec"1 

rev"1 

dimensionless 

dimensionless 

* For a white noise and an ideal bandpass filter, the 
filter bandwidth and noise equivalent oandwidth are 
the same. However for nonwhite noise or practical 
filter, the filter bandwidth and noise equivalent band- 
width are different. 

The noise spectrum of most IR detectors and 
systems are white or close to white (with the excep- 
tion of the low frequency band below 10 or 20 Hz). 
The filter bandwidth and noise equivalent bandwidth 
have therefore, almost the same values. 
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TABLE 4-1.  INFRARED SYSTEM DEFINITIONS (Continued) 

SYMBOL TERM DEFINITION UNITS 

NEED Noise equivalent flux Eq. 4-3 
density 

NEP Noise equivalent power Eq. 4-2 

NET Noise equivalent A T within scene element 
temperature (at constant emissivity and 

at some scene temperature, 
usually 300° K) which pro- 
duces a change in electrical 
signal level that is numerically 
equal to the rms electrical 
noise 

PT Transmitted power Radiant power generated by 
an illuminator 

R Range Distance to target 

a Reflection efficiency Ratio of incident flux to 

T Temperature 

8T Sample period 

t Dwell time 

vAZ 

Frame time, rotation 
period of reticle 

Instantaneous voltage 
of scan drive in azimuth 

Instantaneous voltage 
of scan drive in eleva- 
tion 

Reference voltage 

Aircraft velocity 

reflected radiant energy 
from an illuminated target. 
A product of surface reflec- 
tivity and geometric losses 

Temperature in absolute 
or Kelvin scale 

Pulse-width of a transmitted 
pulse of illumination for 
ranging purposes 

Time duration of a point in 
the image plane on a 
detector scanning across 
the point 

Time in which Q, is scanned 

Eq. 4-28 

Eq. 4-28 

Voltage generated by an 
analog pickoff from the 
scanner drive 

w cm" 

w 
3K, °C 

w 

cm 

sr 

'K 

sec 

sec 

sec, mm 

V 

V 

V 

ft sec"1 
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TABLE 4-1.  INFRARED SYSTEM DEFINITIONS (Continued) 

SYMBOL TERM DEFINITION UNITS 

v/h Velocity-to-height ratio Ratio of the forward ground 
velocity to the altitude of 
an aircraft 

sr sec-1 

ws Signal power Product of irradiance and 
collecting aperture 

w 

Wx Spectral radiant 
emittance 

Radiant emittance per unit 
wavelength interval 

w cm"2 M~
1 

WK Average radiant power Average spectral power in a 
very narrow bandwidth 

w 

"0 Differential radiant 
emittance 

Differential blackbody 
radiant density within 

wem"2 "K1 

AW 

Ae 

% 

eX 

rms radiant 
power 

Emissivity 

Change in 
emissivity 

Optical efficiency 

Scan efficiency 

Emissivity for a 
particular X 

Overall optical 
efficiency 

a spectral bandwidth, 
for a small change in 
temperature 

/ dT 

Integral of Wx for all 
wavelengths 

Ratio of radiant power 
emitted by a body to that 
emitted by a blackbody 
at the same temperature 

Fraction of incident 
irradiance actually trans- 
mitted by an optical sys- 
tem after losses to absorp- 
tion, reflection, blocking, 
etc. 

Factor describing the ratio 
of dwell time of an ideal 
scanner to the dwell time 
of a given scanner 

Factor that combines 
all optical losses in a 
system 

w 

dimensionless 

dimensionless 

dimensionless 

dimensionless 

dimensionless 

dimensionless 



TABLE 4-1. INFRARED SYSTEM DEFINITIONS (Continued) 

SYMBOL TERM DEFINITION UNITS 

V\d 

VB 

6' 

°A2 

Quantum efficiency 
of detector 

Average number of 
background photo- 
electrons per sample 
period 6 T 

Average number of 
pulse-return photoelec- 
trons per sample period 
ST 

Instantaneous angular 
position 

Full cone angle of 
cold shield for 
detector 

Azimuth angular posi- 
tion of detector with 
respect to center of £2 

Ratio of number of 
photons that are effec- 
tive in generating carriers 
in the detector to the total 
number of photons inci- 
dent at the detector 

Angular position of a 
scanning optical axis 
with reference to its 
mid position 

Eq. 4-11 

Eq. 4-27 

6E Error angle of scanner, 
instant angular dis- 
placement error 

Eq. 4-25 

"E(max) Maximum error angle 
of scanner 

Eq. 4-39 

8 EL Elevation angular 
position of detector 
with respect to center 
of n 

Eq. 4-27 

60 Constant reference 
angle 

Eq. 4-27 

os Angular position of 
optical axis (center 
of field of view) 

Eq. 4-25 

6 rp Target angular 
position 

Eq. 4-25 

oM Direction of missile 
velocity 

Eq. 4-26 

dimensionless 

dimensionless 

dimensionless 

rad 

rad 

rad 

rad 

rad 

rad 

rad 

rad 

rad 

rad sec"1 
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TABLE 4-1.  INFRARED SYSTEM DEFINITIONS (Continued) 

SYMBOL TERM DEFINITION UNITS 

* 
0. Rate of output 

angular displace- 
ment 

— rad sec-1 

• 
&S(max) Maximum steady 

state tracking 
rate available 
from servo 

Eq. 4-39 rad sec"1 

• • 
Output accelera- 
tion 

— rad sec"2 

• 
Line of sight 
angular rate in 
inertial coor- 
dinates 

Eq. 4-26 rad sec-1 

Ba Down-looking Angular coverage perpen- rad 
scan angle dicular to the line of 

sight of a down-looking 
line scanner 

X Wavelength Electromagnetic wave 
interval 

cm 

AX Spectral band Half-power spectral 
bandwidth 

cm 

X 
m Longest signifi- 

cant wavelength 
in an expression for 
diffraction limited 
operation 

cm 

V Frequency — see"' 

rA Atmospheric Fraction of radiance dimensionless 
transmission transmitted by the 

intervening atmosphere 
between source and 
instrument 

<p Beam angle Half-power subtended 
angle of a beam 

rad 

n Total field 
of view 

Solid angle that is repet- 
itively sampled or scanned 
by one or more detector 
elements 

sr, mrad1 
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TABLE 4-1.  INFRARED SYSTEM DEFINITIONS (Continued) 

SYMBOL TERM DEFINITION UNITS 

CO Instantaneous 
solid angle field 
of view 

Solid angle 
through which 
ambient radiation 
enters detector 

Small solid angle sub- 
tended by a detector 
element in the focal 
plane of an optical 
system 

Eqs. 4-9, 4-9a 

sr 

sr 

4-1  PASSIVE SYSTEMS 

For purposes of parametric description, it is 
convenient to separate passive IR systems into 
two broad categories: (1) scanning systems such 
as search, track, and imaging systems, and (2) 
measurement systems such as spectrometers, 
radiometers, and interferometers. Terms used in 
the discussion of passive systems are identified 
in Table 4-1. 

Scanning systems scan and sample the radiant 
intensity distribution within a designated field. 
Their output may be a linear analog of this 
distribution for imaging purposes, or a simple 
indication of the presence of a target and its 
location as in search-track applications. 

Measurement systems are intended for per- 
forming a measure on the irradiance directed at 
the system. The measure may be as simple as 
intensity level within some fixed radiation band- 
width, or a sequential measure of intensity 
within a variable center radiation bandwidth, or 
a simultaneous measure of intensity over a 
number of center bandwidths. 

4^.1   IMAGING SYSTEMS 

At the present state-of-the-art in infrared 
imaging technology, the most frequent emphasis 
is on thermal imaging with systems using me- 
chanical scanning in the 10-micron region, and 
somewhat less frequently in the 3- to 5-micron 
region. (Image tubes using electron focusing of a 
near-IR photo-emissive cathode onto a phosphor 

screen are widely used for sights and viewing 
devices. These form a separate category which is 
described in par. 4-1.1.2.*) 

The major portion of the IR scene radiance is 
in the 10-micron region, and sensitive detector 
elements and arrays as well as efficient optical 
components and detector cooling mechanisms 
are now available for this spectral region. Thus, 
it is possible to obtain maximum sensitivity to 
thermal variations in the structure of the scene. 

A block diagram for a typical imaging system 
is shown in Fig. 4-1. The basic elements are a 
scanner which scans the scene (an object plane 
which can be assumed for all practical purposes 
to be located at infinity) with a sensor which 
responds to the IR radiance level within the 
instantaneous field of view of each detector 
element; amplification and filtering to convert 
the detector outputs into electrical signals to 
modulate corresponding light sources; and a 
display scan that moves the light sources in 
angular synchronism with the sensor scan in 
order to "paint out" a visible radiance distribu- 
tion that is analogous to the scanned scene. The 
display scan may be the electron beam deflec- 
tion on a CRT, or the optical deflection of a 

* Other image conversion devices such as the Absorption 
Edge Image Converter, the Evapograph, and the 
Thermosensitive Phosphor Imaging System rely on 
some physical change in state with temperature that 
can be observed optically1'2. They have had limited 
applicability to practical military systems. Baird- 
Atomic, Inc., Cambridge, Mass., has developed the 
Evapograph into a commercial instrument. 
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light beam focused on a strip of film. If the scan 
rate is rapid enough to scan an entire designated 
scene repeatedly at a rate higher than the flicker 
frequency of the human eye, then an integrating 
display surface such as film or long-persistence 
phosphor is not needed. The display plane can 
be simply the focal plane onto which scanning 
modulated light sources such as diode emitters 
are focused. To the human observer the visible 
image will appear to reside in that plane. 

Supporting system functions consist of the IR 
scanning mechanism, detector cooling mech- 
anism (if needed), and a multiplexing subsystem 
for commutating the outputs of many detectors 
into one CRT (if needed). In some systems it 
may be desirable to transmit the scanner output 
signals to a remote recording and/or display 
station. This of course requires a transmitter- 
receiver data link to be included in the loop but 
does not change the generality of the approach. 

4-1.1.1 Mechanical Scanners 

For slow scanners, the simplest scan tech- 
nique might be to move the optical telescope 
assembly on its gimbals through some pro- 
grammed raster scan, spiral scan, or any path 
which avoids redundant scan and gaps in the 
field. This is adequate where many seconds or 
minutes are available for the scan of one frame. 
For higher speed scanning, schemes must be 
devised where less physical mass is to be moved. 
Common techniques are to direct the optical 
viewing path of the sensor at oscillating plane- 
mirrors located outside the collector aperture, or 
through counterrotating prisms as described in 
Chapter 3. Down-looking line scanners that 
operate from aircraft utilize the aircraft's mo- 
tion to achieve scan in the forward direction, 
and a spinning four-sided mirror whose rotation 
axis is parallel to the direction of motion for 
scanning in the direction perpendicular to the 
line of flight. 

In this chapter scanning imaging systems will 
be described in terms of functional parameters. 
First the sensitivity equations will be derived. 
There are two basic approaches to describing the 
sensitivity of the detector within the scanner. 
One approach is based on utilizing the detector 
figure of merit D* which was described in par. 
3-4. This approach regards the detector as a 
source of noise of a fixed level, the level being 
determined   from   measurements   under   con- 

ditions similar to the conditions to be encoun- 
tered by the detector when it is installed within 
the scanner. The other approach which is suit- 
able only for BLIP detectors, regards the ran- 
dom arrival rate of photons from the back- 
ground as being the ultimate source of detector 
noise. (Refer to par. 3-4 for definition of BLIP 
or background-limited operation.) Here the de- 
tector noise-power-density is calculated on the 
basis of photon rate and detector quantum 
efficiency. For situations where the number of 
signal photons is small in comparison to the 
number of background photons, the two 
approaches are equivalent since BLIP D is 
determined by background photon rate. For 
situations where the number of signal photons is 
larger than the average number of background 
photons, the noise due to the random arrival 
time of the signal photons predominates and D* 
has no meaning. This situation, however, is less 
likely to occur in imaging systems than in 
systems where bright objects are located against 
dark backgrounds, as for example, in star 
trackers. 

After deriving the sensitivity equations the 
optical parameters will be analyzed, then the 
effect of scan rate on system bandwidth will be 
described. Finally the sensitivity equation will 
be presented in parametric form, showing the 
trade-offs among operational parameters such as 
scan rate, field of view and resolution; and 
instrumentation parameters such as optical col- 
lector diameter, number of detector elements, 
and optical efficiencies. 

4-1.1.1.1 Scanner Parameters 

4-1,1.1.1.1 Noise Equivalent Temperature 
(Sensitivity! 

Customarily, image forming scanners are not 
designed to respond to the absolute radiance 
level of a scene element, i.e., they are not 
designed for dc response. They are, however, 
designed to follow the changes in scene radiance 
as the scene is being scanned, down to very low 
frequencies corresponding to a gradual change in 
level over a large portion of the scan. Dc 
restoration may be used in the circuitry to 
restore the average scene level to some arbitrary 
average intensity level at the display output. 
There are two major reasons for not designing 
for absolute level or dc response. The first is that 
the possible range of radiance levels in a scene 

4-9 



spans a far greater range of levels than that 
which can be reproduced in a practical display 
system. Frequent periods of no brightness or 
complete saturation of the display output could 
result if absolute levels were maintained. The 
second reason is that both detectors and high 
gain dc amplifiers exhibit drift and high 1/f 
noise near zero frequency. (In cases where 
absolute radiance level measurement is a require- 
ment, reference blackbody sources are supplied 
within the system, and provisions are made to 
allow the scanner to periodically scan them and 
present a reference output.) 

The signal in the scene that is of significance 
to the imaging sensor is therefore the variation in 
irradiance H caused by variation in scene tem- 
perature or emissivity. This is expressed by 

where 

co  = instantaneous field of view, sr 

T = temperature, °K 

e   = emissivity 

WK = spectral radiant emittance, w cm"2^"1 

(4-1) 

If the system noise is mainly detector noise, 
it can be expressed in terms of "noise equivalent 
flux density". This is the minimum signal irra- 
diance that will produce a peak signal-to-rms- 
noise ratio of one. 

The system noise equivalent power (NEP), in 
watts, is obtained from the figure of merit for 
the detector, denoted as D*. This relationship 
can be expressed as 

NEP = ^^FJ—     , w (4-2) 

where 

Ad   = area of sensitive surface of detector, 
cm2 

Af   = system noise bandwidth, Hz 

D*   = detector figure of merit, cm Hzin w"1 

The signal power on the detector is equal to 
the optical collector area times the signal flux 
density. Therefore the system noise equivalent 
flux density {NEED) is 

410 



NEFD = ±ffi*Z 
vDlD* 

w cm -2 (4-3) 

where 

D0   = diameter of aperture of optical 
system, cm 

e0    = optical efficiency 

and other terms as previously defined. 

Both AT and Ae contribute to the differential 
radiant emittance AH of a thermal scene. How- 
ever, by convention only the AT term in Eq. 4-1 
is considered in sensitivity calculations. If the 
first integral in this equation is abbreviated to 
WQ then Eq. 4-1 can be reduced to 

AH = - AT^, wem" 
7T 

(4-4) 

The instantaneous field of view OJ is defined by 
the area of the detector Ad and the optical focal 
length fl 

CD    = -^^    sr 
(fl)2 ' Sr 

Substituting Eq. 4-5 into Eq. 4-3 gives 

NEFD-   ^VW  ,wcm-a 
nD0D ea 

where F is the f/no. of the optics. 

(4-5) 

(4-6) 

The  signal-to-noise  (S/N)  generated  by the 
scanner is given by the ratio of AH to NEFD 

S/N =    ATW<pD0D*<:0*JZr 
(4-7) 

42VÄT 
where all terms previously have been defined. 

It should be noted that the spectral distribu- 

tion of -r-=f is not the same as that for WK . For 
O 1 

example, a 300° K blackbody, or a scene at this 
average temperature, will have its peak spectral 
energy density at approximately 10 microns, 
whereas the partial derivative with respect to 
temperature at an average temperature of 300° K 
will have a peak spectral energy density at 
approximately 8 microns. The difference is im- 
portant when optical transmitting elements, fil- 
ters, and detector responses are under considera- 
tion. 

The AH actually seen by the sensor is modified 
by the spectral transmission of the optical com- 
ponents and by the spectral transmission of the 

atmosphere. Generally, the integrals in Eq. 4-1 
should also contain these factors as multiplying 
elements. In practice, however, sufficient ac- 
curacy can usually be achieved by applying 
averaged transmission values to these factors and 
retaining them as constant multipliers or as a 
single constant outside the integrals. 

The sensitivity of an image forming scanner is 
expressed by "noise equivalent temperature", and 
is abbreviated as NET. It refers to that A T within 
the scene element (at constant emissivity and at 
some average scene temperature, usually 300° K) 
which produces a change in electrical signal level 
that is numerically equal to the rms electrical 
system noise. In a well-designed system, the sys- 
tem noise is mostly due to detector noise. The 
NET is determined by solving for A T in Eq. 4-7 
for a signal-to-noise ratio equal to one. By incor- 
porating the atmospheric transmission TA in 
Eq. 4-7, NET is obtained as 

NET = 
toD0D*e0TA W^ 

,°K (4-8) 

In the derivation of Eq. 4-8, it was assumed that 
the value of the second term in the right-hand 

side of Eq. 4-1       f ^^- WKd\, is negligible. 
o ex 

Given a particular imaging system whose param- 
eters are known, Eq. 4-8 will express the tem- 
perature sensitivity of the system. Implicit as- 
sumptions are that the scene area over which the 
temperature differential A T occurs is significantly 
larger than the instantaneous field of view, and 
the detector D* refers to the detector inside the 
instrument under its normal operating conditions. 
The D* of a particular detector type will vary 
considerably from the generally published data 
owing to such factors as manufacturing process 
control for unusual sizes, cold-shielding effi- 
ciency, nonoptimum electrical bias and loading 
conditions, aging effects, background radiance 
effects, and aerodynamically heated optical win- 
dow radiance. 

In Eq. 4-8 the system noise was derived on 
the basis of detector D* . For BLIP operation 
it is sometimes more useful to derive the rms 
noise value on the basis of the random fluctua- 
tion in arrival rate of incident photons on the 
detector. To obtain this photon noise, Poisson 
statistics are usefully invoked, which state that 
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the mean square value of the number of pho- 
tons in a sample time period is equal to the 
average number of photons in that sample inter- 
val. If the average radiant power in a narrow 
spectral bandwidth is P^,_the average number 
of photons per period is l^ bT/{hv)vthex:e5T 
is the sample period. The rms variation in the 
power is, therefore, *J\y hv/(8T), w. Similarly, 
if the detector sees an average background spec- 
tral irradiance H\, it will see a random varia- 
tion whose rms value is given by 

As previously indicated, in Eq. 4-9, wB is not 
the solid angle subtended by the detector at the 
optical focal length, but the solid angle through 
which ambient radiation enters the detector. 
For a detector without cold shielding this angle 
is effectively it steradians. If a cold shield with a 
round aperture is employed, the value of toB is 

AW = M^ih^i^M^y 
1/2 

(4-9) 
where wB is not the solid angle subtended by 
the detector at the optical focal length, but 
the solid angle through which ambient radia- 
tion enters the detector. The term T?^d represents 
the quantum efficiency of the detector. It is the 
ratio of the number of photons that are effective 
in generating carriers in the detector to the 
total number of photons incident at the de- 
tector. The bandwidth Af represents the effec- 
tive noise bandwidth of the system, and the 
factor 2 is a consequence of the negative fre- 
quencies in the power spectrum of the noise. 
For photoconductive detectors, where both 
generation and recombination of carriers occur, 
an additional factor of 2 should be included 
under the radical. Eq. 4-9 when applied to a 
photoconductor can be simplified to 

wB 7T sin 072 (4-10) 

w 

where 6' is the full cone angle of the shield. 
The lower limit to this angle is set by the nu- 
merical aperture of the collector optics. 

sin (072) = 
V4F2 + 1 

and      wB(minimum) = —.„2  .  -i 

(4-11) 

(4-12) 

The signal power Ws is the product of the 
irradiance   (Eq.   4-1)   and  collecting aperture: 

W, uATD2
0eo /»"(S1)*- w 

(4-13) 

Aff = AfaBD2
0e o'-o f^Mfh 

To_ obtain  NET  find   the   case where  Wa   = 
w AW,  i.e.,  the  signal power is equal to back- 

ground noise power. From Eqs. 4-9 and 4-13 
(4-9a)    we obtain 

<*>ATD0e0 
\2 

J  V^d\()T 
3WMdx A/-W.DJ«. |nXdHx(^)dxj"2 

NET or A T is, therefore, 

AT = 

Afo>, fXdHx(!f)dX 1/2 

(4-14) 

"Dosfc J^Kö
T
A{ET) 

dx 
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4-1.1.1.1.2 Optical Gain and Resolution 

From a viewpoint of system analysis, how- 
ever, the parameters in Eq. 4-8 are not all 
independent. In the first place, the optical 
diameter D0 has to be sufficiently large to make 
diffraction effects compatible with the optical 
resolution requirements. 

The central bright portion of the diffraction 
pattern, the Airy disc, contains 84 percent of 
the energy of an imaged point source. In a 
diffraction limited system this Airy disc should 
not be larger than the size of an individual 
detector element. 

A classical Airy disc is produced only by 
monochromatic radiation, but an IR imaging 
system will be sensitive to the entire available 
spectral bandwidth, typically the 8.5- to 14- 
micron atmospheric window or the 3.2- to 
5.0-micron window. Therefore, the intensity 
distribution within the diffraction pattern will 
be a superposition of the weighted values of all 
of the incoming wavelengths. The contribution 
from the edges of the window will be less 
significant than that from the central portion of 
the window. This intensity distribution is fur- 
ther modified by residual optical aberrations and 
imperfections. This intensity distribution or spot 
spread function is, therefore, not readily predict- 
able analytically. 

The focal plane image is a convolution of the 
object scene with this spread function. The 
scanning of this image plane by the detector 
represents, in effect, a second convolution be- 
tween the detector area and the image. Each 
convolution of course degrades the image qual- 
ity to some extent. 

A basis for a rigorous relationship between 
optical spread function and detector area cannot 
be provided. An optimum error budget and cost 
budget exists if the spread function is approx- 
imately equal to the detector area. This crite- 
rion can be formulated approximately by requir- 
ing that the Airy disc diameter formed by the 
longest significant wavelength in the window, 
e.g., the one-half power point on the atmos- 
pheric transmission curve, be equal to or less 
than the size of the detector. 

If the detector area is square, and it subtends 
an instantaneous solid angle field of view co, 
then according to Rayleigh criteria: 

w   - 
2.44Xf 

D„ 
(4-15) 

where Xm is the longest significant wavelength in 
an expression for diffraction limited operation. 
The the NET of a diffraction limited imaging 
system is 

NET = 
\mD*e0rA W^ 

5K (4-16) 

where Af is noise equivalent bandwidth. Thus 
the sensitivity of a diffraction limited system is 
independent of optical diameter. The trade-off is 
only between optical diameter and resolution. 

4-1.1.1.1.3 Scan Rate and Bandwidth 

The electrical bandwidth Afe is determined 
by the scan rate. It is proportional to the 
reciprocal of the dwell time of an image point 
on the scanning detector. The electrical filter 
can be optimized, in principle, to maximize the 
signal-to-noise ratio, if the characteristics of the 
signal and noise can be completely described. 
This process is described in Chapter 3 and in 
Ref, 3. In practice, however, the optimum filter 
is usually not realizable physically, and in an 
imaging system utilizing many detectors and 
amplifiers, even a piecewise approximation to 
the optimum filter for each detector channel 
might require an excessive number of electronic 
components. A relatively simple bandpass filter 
consisting of a flat response with low- and 
high-frequency cutoff is often adequate and 
provides a signal-to-noise ratio very nearly equal 
to the theoretical optimum. A few decibels of 
peaking near the high frequency end of the filter 
will result in improved definition of small details 
in the scene, at the expense of a slight increase 
in noise. 

At this point in the filter design, many design 
trade-offs are possible. Most of these trade-offs 
will relate to the aesthetic appeal of the dis- 
played scene or to compensating for system 
component characteristics. For example, high 
frequency enhancement, which is analogous to 
differentiation, will enhance the edges of objects 
within the scene by causing light and dark 
banding in the direction of scan. In the extreme, 
the scene can be reduced very nearly to a stick 
drawing over a uniform intensity background 
level. Or, contrast can be traded for fine-detail 
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definition by adjusting the slope of the high- 
frequency cutoff. Compression and expansion 
can be implemented to compensate for non- 
linearities and dynamic range in the display 
element. If bandwidth compression is an impor- 
tant consideration, the statistical constraints 
among picture samples and the properties of 
human vision can be exploited to achieve an 
order of magnitude reduction in bandwidth 4 . 

In most instances, however, the desire is for a 
displayed output scene whose intensity distribu- 
tion is a reasonably linear analog of the thermal 
intensity distribution in the scanned scene, and 
to obtain this with maximum economy. If a 
simple low-pass filter were used, its optimum 
electrical bandwidth Af'e for best peak signal- 
voltage-to-rms-noise ratio would be approx- 
imately5 

Aß -   3^es 
4:0) tf 

,Hz (4-18) 

Art  = -g- , Hz (4-17) 

The constant of proportionality of 3/4 be- 
tween the bandwidth and the reciprocal of 
dwell-time t is not rigorous because the assumed 
signal pulse does not have zero rise time and 
because the bandwidth does not have a math- 
ematically sharp cutoff. But an important factor 
to be kept in mind for this type of analysis is 
that the constant of proportionality is not at all 
critical in value. Goldman3 has shown, for 
example, that, if the bandwidth is reduced by a 
factor of one-third (to a proportionality con- 
stant of 1/2), the peak signal-to-noise ratio is 
reduced only by 6.5 percent and, if the band- 
width is increased by one-third (to a propor- 
tionality constant of 1), the signal-to-noise ratio 
is reduced only by 3 percent. Therefore the 
approximation of Eq. 4-15 is well within the 
accuracy requirements of a system trade-off 
study. 

If a total field of view of SI steradians is 
scanned at a constant rate, without redundancy, 
by an instantaneous field of view of o steradians 
and the scan is completed in a frame time period 
tf, the dwell time tola point on the detector is 
tf X co/£2. Because of mechanical scan rate 
limitations, a linear scan rate is usually difficult 
to achieve, with the result that the dwell time in 
some parts of the field will be reduced by a 
factor es called scan efficiency. This requires an 
increased electrical filter bandwidth, and is 
commonly expressed as scan efficiency or scan 
overshoot. The required bandwidth is then 

In reality this refers to the upper cutoff 
frequency because it is impractical to design for 
dc response. However, the lower cutoff frequency 
is typically very low—of the order of a few 
Hertz—in order to allow the scanner to ac- 
curately reproduce the low frequency features 
within the scene. The upper cutoff frequency is 
typically of the order of tens of kHz so that it is 
numerically very nearly equal to the total 
bandwidth. If a number Nd of detectors are used 
to simultaneously scan the field Q,, then the 
required bandwidth Art' is proportionately 
reduced. 

The equivalent noise bandwidth Af will gen- 
erally be somewhat larger than Art' owing to 
excess Iff noise, amplifier noise, and the gradual 
cutoff of simple R-C filters. The equivalent noise 
bandwidth is obtained by integrating the noise 
power spectrum in Art' and equating it to the 
integration of an ideal white noise power 
spectrum. 

4-1.1.1.1.4 Performance Requirements and 
Instrumentation Parameters 

Expressed in terms of scan rate, the NET of a 
scanning system is 

NET = 

(4-19) 

The terms in Eq. 4-19 have been separated 
into three groups by the use of parentheses in 
order to illustrate the nature and effect of the 
different parameters involved. 

a. First Group of Terms: 

The first group, to,n, and t— which are 
instantaneous field*, total field, and frame time, 
respectively—represents the system performance 
requirements. These parameters are governed by 

* Instantaneous field is also commonly referred to as the 
"resolution" of the system since it relates to the 
resolvable detail within the scene. It is important to 
note that this is not the same definition of resolution 
as the Rayleigh criterion, or those definitions that 
relate to photographic or television resolutions. 
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the operational or tactical demands on the 
system and are derived from a larger system 
analysis such as that for an integrated fire 
control-navigation system, weapon delivery sys- 
tem, etc. 

b. Second Group of Terms: 

The terms in the second set of parentheses 
represent the instrumentation parameters, or 
tools, which the designer has at his disposal for 
synthesizing an IR imaging system to meet the 
requirements. Actually, he will find that the 
flexibility and range of values at his disposal are 
quite restricted and that he cannot design for 
any arbitrary set of performance specifications. 
Similarly, the system analyst who defines the 
performance requirements soon becomes aware 
that he cannot request any arbitrary set of 
performance specifications. He, therefore, must 
perform judicious trade-offs among the perform- 
ance parameters in order to constrain the net 
demands to the state-of-the-art in instrumenta- 
tion. For example, Eq. 4-19 (first parentheses) 
shows that sensitivity or NET trades off as the 
square root of scan rate, and inversely as 
resolution or instantaneous field of view. Thus if 
high resolution is important, then it may be 
necessary to relax scan rate. If frame time 
cannot be increased, then the total field of view 
that is to be scanned might be decreased. Or, the 
NET specification may have to be relaxed. 

Among the instrumentation parameters in the 
second set of parentheses, the number of detec- 
tor elements Nd is probably the only parameter 
that allows for a wide range of values. The 
number of detectors used in imaging systems 
vary from one to a few hundred. The other 
parameters are less flexible. 

Optical diameter D0 is typically of the order 
of a few inches to a foot. Weight and cost 
increase much more rapidly than gains in sen- 
sitivity for sizes larger than this range. On the 
other hand, for optical sizes much smaller than 
this range, system sensitivity and resolution 
decrease much more rapidly than overall system 
cost or weight. Therefore, practical considera- 
tion constrains optics diameter to this range of 
sizes. The optimum diameter depends on a close 
analysis of the overall instrumentation approach. 

The f/number for sensitive systems is similarly 
constrained to a narrow range of values, typ- 
ically  between  f/1.5  and  f/3.0. Again, values 

significantly less than f/1.5 are very difficult and 
costly to achieve, and the cost trade-off is poor. 
For narrow field of view, high-resolution sys- 
tems, analogous to teiephoto lens cameras, a 
longer focal length and, therefore, a higher 
f/number is necessary. A practical lower limit to 
the size of detector elements that can be 
fabricated is of the order of a few thousandths 
of an inch. Therefore, a limit is reached where 
decreased instantaneous field can only be 
achieved by increasing the focal length. 

The selection of the detector type to be used 
is one of the most critical steps in the design 
process. The choice depends not only on the 
wavelength band of operation and available D* 
but also on cooling requirements, cost and 
availability in the specific configuration called 
for, reliability and aging characteristics, and 
particular characteristics such as time constant, 
responsivity, sensitivity contours and uniform- 
ity, spectral filtering requirements, etc. 

The last parameter in this group, W^, is the 
differential radiant emittance from the scene. In 
the 3- to 5-micron window for an average scene 
temperature of 240° K, W$ has a value of 
approximately 1.5 X 10"5 wem"2 °K"', depend- 
ing considerably on atmospheric and meteoro- 
logical conditions. In the 8.5- to 14-micron 
window, the value is approximately 2.1 X 10"* 
w cm"2 °K_1, again depending on the atmos- 
pheric absorption path and meteorological con- 
ditions. Thus, the available energy is consid- 
erably higher in the 10-micron region; however, 
cooling requirements are usually more severe for 
detectors operating in this region than for those 
operating in the 3- to 5-micron window. The 
optical diffraction limit is worse for the longer 
wavelength region, and optical materials such as 
refractors and filters tend to be significantly 
more costly for the longer wavelengths. 

c. Third Group of Terms: 

The terms in the last set of parentheses 
represent specific engineering design efficiency 
parameters. Optical transmission efficiency ea 

and scan efficiency es are parameters that have 
to be maximized during the detailed design 
layout phase. Optical transmission in particular 
can become a critical or pacing item, especially 
in the longer wavelength system. Optical mate- 
rials such as germanium or zinc sulfide have very 
high  indexes   of  refraction, resulting in  high 
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reflection losses at each surface. For example, if 
a fast, high-resolution optical system design 
requires four air-spaced refractive elements and 
if a transmission loss of 50 percent were suffered 
at each two surfaces, the net transmission would 
be reduced to (0.5)4 or 0.0625 owing to this 
effect alone. To make up for this loss by 
increasing the optical diameter would require an 
increase of D0 by a factor of almost 16 which, 
of course, would be absurd. A multi-layered 
anti-reflection coating can reduce the reflection 
loss to about 2 percent at each surface, depend- 
ing on the specific material to be coated and the 
width of the spectral band that is to be 
subtended. A 2 percent reflection loss per 
surface would result in a net transmission of 
0.92 percent. 

The atmospheric transmission TA is actually 
beyond the control of the system designer. It is 
merely a factor to be considered in the analysis 
and selection of the wavelength band of opera- 
tion. 

4-1.1.1.2 Thermographs 

A thermograph is essentially a scanning radi- 
ometer. (See par. 4-1.4 for a description of 
radiometers.) A typical configuration produced 
by the Barnes Engineering Company utilizes an 
oscillating plane mirror mounted at 45 deg in 
front of the 8-in. diameter radiometer optics. 
The mirror is cam-driven in a horizontal scan 
with a quick return. During the return, the 
mirror tilts up one linewidth, thus generating a 
line-by-line scan of the scene. The back of the 
same plane mirror scans a light spot from a glow 
modulator tube over photographic film. The 
light spot is made proportional in size to the 
instantaneous field of the radiometer, and is 
intensity modulated by the radiometer output. 
Since the same mirror scans both the IR scene 
and the light output, excellent synchronization 
is maintained between the two. 

for co = 1 mrad2, £2 = 10° X 10°, or 0.03 sr; and 
t( - 17 min. Instruments similar to the thermo- 
graph are also produced by Servo Corporation of 
America and Radiation Electronics Corporation. 

4-1.1.1.3 Down-looking Line Scanners 

For air-to-ground IR reconnaissance mapping, 
a down-looking line scanner is a configuration 
that utilizes the forward motion of the aircraft 
as one dimension of scan. The instantaneous 
field a> is caused to scan through an angle 0 „ at 
right angles to the direction of motion. Typi- 
cally, 0 a is made large enough to provide nearly 
horizon-to-horizon coverage. The rate of scan is 
adjusted to the forward speed of the aircraft so 
that successive scans cover adjacent strips on the 
ground. 

To provide the scan pattern, a rotating mirror 
in the form of a prism with a number of faces is 
placed in front of the imaging optics. As each 
face rotates past the optics, the optical line of 
sight is deviated along with it. Two basic 
configurations are: (1) faces at 45 deg to the 
optics, and (2) a folded system where the faces 
on the prism are parallel to the direction of 
motion, and the receiving optics are separated 
into two halves to receive the reflection from 
two sides of the rotating prism. 

The scan rate for this configuration is equiva- 
lent to 

scan rate = 
dav 

sr sec (4-20) 

where v and h are aircraft velocity and height, 
respectively, and 0 a is expressed in radians. The 
dwell time on the detector is approximately 

'=  Kh  'SeC (4-21) 

and the spin rate of the mirror that is required is 

The dynamic range and average intensity level 
of the output can be varied by electronic 
controls. The radiometer measures the level of 
the scene radiance by comparing it to a built-in 
reference blackbody source. It also supplies a set 
of reference signal levels which register as 
reference gray scale levels on the film. 

By utilizing an immersed thermistor bolome- 
ter, characteristic performance is &NET of 0.04° C 

U " 
60t; 

uNfh rpm (4-22) 

where Nf is the number of sides on the rotating 
prism mirror. For low-altitude, high-speed flight, 
the work load imposed on the scanner is 
relatively severe. For example, for a v/h ratio of 
one steradian per second (i.e., 1000-ft altitude 
and 1000-ft secA velocity) and an instantaneous 
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field of 1 mrad2, the scan rate is approximately n 
sr sec"1, the dwell time t is approximately 3 X 
10"* sec, and the spin rate fd for a four-sided 
mirror {Nf = 4) is 15,000 rpm. Using more than 
one detector relieves some of the work load, but 

increases the distortion and scene rectification 
problem. 

Fig. 4-2 illustrates one part of the distortion. 
The angular resultion of the detector is constant, 

FIGURE 4-2.   End of Scan Distortion 
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but its projected area on the ground is not. It 
increases in the direction of travel as a secant 
law of the viewing angle, and in the direction of 
scan as a secant squared law. Thus, toward the 
end of the scan, two effects become pronounced: 
there is overlap or crosstalk from line-to-line, 
and foreshortening occurs in the direction of 
scan. Objects having a third dimension up from 
the plane of the earth suffer additional distor- 

, tions. With a linear array of detectors these 
effects become more aggravated. 

The line scanner display is produced by 
scanning a light spot across a strip of film. The 
film moves at a rate corresponding to the 
forward velocity of the aircraft, and the light 
spot scanner is mechanically coupled to the 
infrared scan drive for synchronization. The 
light spot is formed by a glow modulator tube or 
a solid state diode emitter and is modulated by 
the detector signal. The projection scheme of 
the light spot and its scanner may be configured 
in ways to cancel or rectify some of the scan 
distortion. 

4-1.1.1.4 Forward-looking Infrared Systems 

Forward-looking infrared systems, or FLIR, 
is a term applied to an IR imaging system used 
on aircraft. FLIR systems look in the forward 
direction of flight and produce a flicker-free 
display in real-time for target identification and 
navigation purposes. 

In this situation a fairly large total field of 
view has to be scanned at frame rates above the 
flicker frequency of the human eye. The for- 
ward motion of the aircraft cannot be used as a 
part of the scan because the equipment is 
generally gimbal-mounted to allow viewing in 
various directions within the forward hemi- 
sphere. 

Implementation of a scan technique presents 
engineering problems in this case. For good 
quality imagery, a few hundred scan lines within 
the frame are desirable. At a frame rate of 15 to 
20 frames per sec, this implies a few thousand 
line scans per second. It would be impractical to 
attempt this kind of scan with a single detector 
because of the complex, high-speed mechanical 
scan motions that would be required. Therefore, 
FLIR systems generally use many detector 
elements. One straightforward approach is to 
arrange a few hundred detector elements in a 

vertical linear array and to scan the array back 
and forth in the horizontal direction. Since the 
dwell time on each detector element is relatively 
long in this approach, narrow bandwidths and 
high sensitivity (low NET) can be achieved. 

Two basic schemes are used to display the 
scene. In one, a CRT tube is the display element. 
The signals from Nd detectors are sampled in 
sequence at a high enough rate so that the entire 
linear array is sampled before it has moved one 
array width. The CRT beam is deflected verti- 
cally in synchronism with the sampling multi- 
plexer and horizontally in synchronism with the 
scanning motion of the detector array. The 
beam intensity is modulated in response to the 
multiplexer output levels. 

The second approach is to couple each detec- 
tor-amplifier into an individual light emitter 
such as a solid state diode emitter. The emitters 
are arranged in a linear array in proportion to 
the detector array, and the emitter array is 
scanned back and forth in synchronism with the 
IR scan. At the present state of the art, the solid 
state diode emitters are relatively inefficient in 
the visible spectrum and cannot directly form a 
bright display. However, the image can be 
intensified by conducting it to the face of an 
image intensifier tube or a sensitive vidicon. 

Economy in detector and amplifier channels 
can be traded off against increased scan com- 
plexity and some loss in sensitivity by using 
fewer detectors and increasing the scan rate. The 
detectors in the linear array can be arranged 
with spaces between them. The spacing corre- 
sponds to some integral number of detector 
widths. The scan motion then has to include a 
vertical step after each horizontal scan until the 
gaps are filled in, and the scan motion must be 
speeded up correspondingly to cover the frame 
in the same amount of time. 

4-1.1.2 Image Tubes 

Photoemissive image forming systems use an 
evaporated semi-transparent photoemissive sur- 
face as the infrared sensitive element. This 
surface converts the infrared image into an 
electron emission pattern. The electrons are 
accelerated and focused on a phosphor layer. 
The phosphor screen then converts the electron 
image into a visible pattern. 
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The image tube that performs this conversion 
is used with objective optics to image the scene 
onto the photoemissive cathode surface and an 
eyepiece to observe the phosphor image. Solid 
state power supplies for converting a battery 
voltage to the high-voltage accelerating potential 
have been developed in extremely small and 
efficient configurations. The entire assembly of 
optics, image tube, battery, and power supply 
can be packaged into a small instrument not 
much larger than a simple monocular or small 
telescope. 

Photoemissive surfaces have been used in 
devices designed to receive ultraviolet, visible, 
and near-infrared images. The devices are ele- 
gantly simple and of relatively low cost. They 
are used as weapon sights, map readers, night 
driving aids, tank periscope viewers, etc. 

Their major drawback is caused by the photo- 
emission process which at present requires rela- 
tively high-energy photons. Their limit of sensiti- 
vity in the infrared is only slightly beyond one 
micron wavelength. Therefore, a photoemissive 
system, in practically all cases, must be used in 
conjunction with a source of illumination. To 
obtain security from visual detection, a sharp 
cutoff filter is used to eliminate any sensible 
visible radiation below 0.85/i from the illumi- 
nator. The metascope is a small lightweight 
device developed for reading maps and signs at 
night and for detecting enemy use of near IR 
sources. (The World War II sniperscope was a 
combination image tube viewing device and near 
infrared illuminator mounted on a rifle. It was a 
somewhat heavy and bulky configuration which 
required a back-pack for the power supplies.) 

4-1.2 SEARCH  EQUIPMENT 

Infrared search equipments (Fig. 4-3) are 
mechanical scan systems which scan a total field 
of view Q with instantaneous field of view CJ in 
a frame time tf. Generally the objective is to 
detect the location of a target which constitutes 
a hot point, such as the tailpipe of a jet aircraft, 
against a lower-temperature background clutter 
such as sky-and-cloud thermal gradients or 
terrain clutter. 

The location of the detection event is dis- 
played on a visual screen such as the fact of a 
CRT or an array of light sources. Thus, the 
operation   of  a  search   system   is   completely 

analogous to that of a scanning IR imaging 
system. A major difference is in the spectral 
region of response. In this case, the structure of 
the background is of no particular interest and 
represents noise. Therefore, by appropriate spec- 
tral, spatial, and temporal filtering the contrast 
between the point target and the background is 
enhanced as much as possible, and the remaining 
clutter signal is blocked by thresholding. Usually 
the operator is provided with a control to adjust 
the threshold level to prevailing background 
clutter conditions. It is evident that the range 
sensitivity of the search unit will be directly 
affected by the clutter level. 

The irradiance (or flux density) on a scanner 
from a target at a range R is 

H   -(-JpJTA   , w cm (4-23) 

where 

J - radiant intensity, w sr ' 

Scanner system noise limited detection range is 
then* 

R = cm (4-24) 

where the signal-to-noise ratio threshold (S/N) is 
determined by the specified false-alarm rate and 
probability of detection. This relationship ap- 
plies only if clutter noise is less than system 
noise, and when the same operational and 
instrumentation parameters apply as those for 
imaging systems as shown in Eq. 4-19. 

However, since some background clutter 
exists under all real situations, clutter is the 
ultimate limit to sensitivity and range. With the 
present state-of-the-art in search systems, the 
major portion of design and development efforts 
are being applied to clutter rejection. Some of 
the methods of approach will be mentioned in 
order to illustrate the key system parameters 
that are operative. 

: This equation is derived from Eqs. 4-19 and 4-23, with 
the   approximation that a numerical proportionality 

factor 
V   2J ̂  

equals one. 
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4-1.2.1 Spectral  Filtering 

This is the first and simplest technique to 
implement. The background radiant intensity 
will typically peak around 10 microns owing to 
thermal self-emission, and at 0.5 micron owing 
to reflected solar spectrum. Around 3 microns, a 
region of minimum radiance exists. 

The hot target will have a peak spectral 
radiant intensity somewhere between the two 
background peaks. The simplest approach is to 
use a spectral bandpass filter that maximizes the 
target-to-background signal while maintaining a 
usable signal level. A more sophisticated ap- 
proach, called color discrimination, senses the 
energy in two adjacent spectral bandwidths. The 
ratio of the energy in the two will be different 
for different temperature objects. Acceptance of 
a signal is then based on a measurement of this 
ratio. 

4-1.2.2 Spatial  Filtering 

As the instantaneous field of view GJ scans 
across a background, a quasi-random signal is 
generated. The power spectrum of this signal 
will depend on the shape and size of u> and on 
the spatial distribution of the scene radiance. 
This analytical problem can be treated formally 
with the aid of two-dimensional Fourier trans- 
form principles, in a manner quite analogous to 
electrical filter theory. The two-dimensional 
spatial structure of the background is regarded 
as being composed of a spectrum of spatial 
frequencies or wavenumbers. A more detailed 
treatment of this approach can be found in Refs. 
3 and 6, and a summary is given in Chapter 3 of 
this handbook. 

Briefly, a point target has a spatial frequency 
spectrum out to high wavenumbers, analogous 
to a narrow-pulse electrical signal. Background 
clutter, however, appears to have a decreasing 
power spectrum with wavenumber, somewhat 
analogously with 1// electrical noise. Therefore, 
it is desirable to use an instantaneous field with 
high wavenumber response, which implies a 
narrow spatial or angular size. Conceptually this 
may be better described by saying that, as ou is 
made smaller to approach the angular size of the 
target, more clutter is rejected without sacrific- 
ing target signal. 

However, if co is decreased while Ü, and tf are 
held   constant,   increased  mechanical  scanning 

speed or increased numbers of detectors or both 
are required. In systems where economy or 
other considerations make a small OJ impractical, 
reticles can be used to some advantage. The 
reticle is fixed in the focal plane in front of the 
detector, and a striped or checkered trans- 
mission pattern is impressed on it. As the scene 
is scanned, the reticle causes a modulation on 
the radiant signals from the scene. The scale size 
of the reticle pattern is designed to just produce 
100 percent modulation of the optical image of 
a point object. The larger background features 
then receive relatively less modulation as a result 
of the transfer function of the reticle. The 
electrical filter is then tuned to the modulation 
frequency. 

The reticle is, in effect, a spatial bandpass 
filter analogous to an electrical tuned filter but 
with a large response around zero spatial fre- 
quency. The specific design details of reticles are 
often based on intuition and insight rather than 
rigorous mathematical analysis, owing both to 
the complexity of the analysis and the difficulty 
of obtaining accurate and complete background 
statistical data. 

4-1.2.3 Temporal  Filtering 

The spatial frequencies produce a time signal 
having a frequency content that is equal to the 
spatial frequency times the angular scan rate. 
(Dimensionally, it is cycles per angle times 
angles per second.) Thus electrical filtering, such 
as low frequency rejection and high-frequency 
peaking, can be used to reject some of the 
background clutter signals. Trade-offs have to be 
made between the ability to resolve closely 
adjacent signal peaks in the presence of over- 
shoot and signal amplitude peaking. Addition- 
ally, if the target and background signals can be 
adequately described, the combined spatial- 
electrical filter can be optimized in a formal 
manner to maximize the ratio of target signal to 
background signal. 

Again, as in multi-element imaging systems, 
multi-element search systems that use large 
numbers of detectors and corresponding ampli- 
fiers will usually implement relatively simple and 
economical filtering techniques. The instanta- 
neous field is made as small as practical. The 
upper frequency cutoff in the electrical filter is 
made to correspond to the dwell time of a point 
on the detector and the low frequency cutoff 
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is placed at 1/3 or 1/4 of the upper cutoff 
frequency to block low frequency background 
noise without imposing severe overshoot of the 
target signal. 

Search equipments are used in ground-based 
and airborne applications and will probably be 
used in spaceborne vehicles as well as for 
rendezvous and docking purposes. Often, they 
are coupled with tracking systems, and auto- 
matic acquisition and track modes are imple- 
mented to maintain track on a target after it is 
detected by a search system. A single scanner 
may be designed to perform the combined 
functions of search, acquisition, and track. 

A somewhat unique background problem will 
exist for spaceborne search equipment in that 
the sky background clutter will consist of 
discrete point objects similar in angular size and 
spectral radiant intensity to the target being 
sought. The discrete point objects are, of course, 
planets and stars, whose spectra are similar to 
the thermal self-emission and reflected sunlight 
from a satellite target. Other differential signa- 
tures, such as angular rate and intensity rate, can 
be implemented in this case. 

4-1.3 TRACKERS 

In tracking applications the infrared scanner 
serves basically as an optical transducer whose 
output is a voltage corresponding to the position 
of the target image with respect to the center of 
the field of view of the scanner. If the target 
angular position with respect to an arbitrary 
reference is 0T, and the angular position of the 
optical axis (center of the field of view) is 0S, 
then the error angle 6 E is 

BE =6T- 9S (4-25) 

Usually the error angle is required along two 
orthogonal axes such as azimuth and elevation. 
Fig. 4-4 shows a simplified block diagram of one 
axis of a tracking loop. 

The scanner is mounted on gimbals, and the 
voltage output corresponding to 6E is fed to a 
torquer which moves the scanner in the proper 
direction to reduce or eliminate 0E. If the target 
should move and change its angular position 8 r, 
a new error signal is generated and the tracker 
will move to cancel the error—in other words the 
tracking loop "tracks" the target. 

The accuracy and rapidity with which a target 
can be tracked will depend on the quality of the 
scanner as an optical position transducer, servo 
loop transfer function and stability constraints, 
signal-to-noise ratio, and local conditions such as 
platform stability. 

For guidance of homing missiles the tracking 
loop provides attitude control and steering 
information. The most common guidance law 
utilized in air-to-air missiles is known as propor- 
tional navigation. If two vehicles move at con- 
stant velocities and are on a collision course, the 
line of sight angle between them is constant. In 
proportional navigation the tracking loop is used 
for the purpose of measuring the angular rate of 
the line of sight between the target and the 
missile. The missile is steered in response to a 
measured line of sight rate to bring the measured 
rate to zero. If the line of sight angular rate in 
inertial coordinates is dTM and the direction of 
missile velocity is dM, then the missile turn 
rate is made proportional to the target line of 
sight of rate 

7M kd TM (4-26) 

This guidance law implements corrections early 
in the trajectory and causes the missile to steer 
to a collision course. It requires considerably less 
lateral accelerations in the terminal phase of 
flight than the pursuit type of guidance laws. 
(Ref. 7 is recommended as an introduction to 
the kinematics of the more common guidance 
schemes such as proportional navigation, beam 
riding, pure pursuit, deviated pursuit, etc.). To 
obtain the vertical angular rate measurement a 
rate gyro, or an integrating gyro captured in a 
rate loop, is attached to each axis of the tracker 
gimbal. This gyro is also utilized to rate stabilize 
the tracker loop to inertial coordinates. The 
tracking loop then may serve as an inertial 
reference for vehicle attitude control. 

In other tracker applications—such as weapon 
orientation, optical instrument pointing, star 
tracking, etc.—the information of interest is 
accurate target angular position instead of angu- 
lar rate. In these applications, rate gyros or 
tachometers may still be utilized for the purpose 
of tracker servo loop stabilization. However an 
additional element, an accurate gimbal position 
pickoff,   is   required.   Some   applications   may 
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demand angular tolerances of the order of a 
second of arc, which of course implies corre- 
sponding accuracy in the scanner. 

The discussion of trackers will be divided into 
two major areas. The first area is the 
consideration of the scanner as an optical 
position transducer, and to show that the same 
sensitivity parameters apply as for any scanner. 
The second area is to consider the scanner 
parameters in the way they affect the perform- 
ance of the tracking loop, and to identify the 
parametric trade-offs for tracker optimization. 
The art of servo design is naturally of paramount 
importance to a tracking system. Some of the 
basic servo approaches will be introduced, how- 
ever an extensive treatment of this technology is 
beyond the scope of this handbook. 

4-1.3.1 The IR Scanner As an Optical 
Angle Transducer 

The target must first be localized by some 
means, i.e., visually, or by some other sensor 
such as radar or infrared search set. It will be 
shown that it is desirable to keep the field of 
view of the tracking scanner small. Therefore, a 
common system design problem encountered is 
that of target acquisition by the tracker—i.e., to 
rapidly orient the tracker into a position where 
the target appears in its field of view. 

The tracking scanner scans some field of view 
£2, which is typically of the order of a few 
square degrees or a fraction of a square degree, 
with some smaller view of view co. The scanning 
is performed in such a way that the output 
contains the position information of the target 
within Q. The rate at which £2 is scanned, the 
frame rate, is governed by the information rate 
demanded by the tracking servo. Typically, to 
prevent additional phase lags from being intro- 
duced, the frame rate should be a factor of 3 to 
10 times the frequency response of the closed 
loop. 

The opportunity for invention and innovation 
has been thoroughly exploited in IR trackers, 
and many scanning schemes exist in practice and 
theory. A wide range of trade-offs exists be- 
tween mechanical-optical complexity and ele- 
gance, and signal processing and spatial filtering 
optimizations. For purposes of description, they 
may be categorized into two functional types- 
small   instantaneous   field   scanning  and   wide 

instantaneous field reticle scanning. Both types 
perform the same function, but with different 
levels of mechanical and signal processing effi- 
ciency. 

Because of the small frame time requirement, 
scan modes that allow high mechanical speeds 
are a prerequisite. Generally, the approach is to 
spin some optical element or elements to gener- 
ate a motion of the IR image in the focal plane, 
or to move a reticle with respect to a stationary 
image. Only a few common examples will be 
given here. Some additional examples will be 
found in the classified literature and Refs. 6 and 
8. 

4-1.3.1.1 Small Instantaneous Fietd-of-view Scanning 

This approach consists generally of causing 
the small instantaneous field of view w to scan 
and sample £2 in some orderly manner such as a 
spiral pattern or a Lissajous pattern. Motion in 
two coordinates, of course, implies the existence 
of two orthogonal scan drive signals. The driving 
voltages then have some known or predictable 
relationship to the actual angular position of the 
scanning element w. 

The signal pulse that results from the presence 
of a target on CJ is used to gate 'or sample the 
amplitude of the scan drive voltage. The level of 
the sampled voltage then discloses the position of 
the target. Usually it is transformed by peak 
holding circuitry into a dc level that is propor- 
tional to target displacement from the optical 
axis along each separate gimbal axis. 

A cruciform tracker is an example of this 
method. As shown in Fig. 4-5(A) and (B), a pair 
of long thin detectors (or focal plane apertures) 
are crossed, and each of the two members of the 
cross has its own signal processing. The focal 
plane image is caused to "nutate", or to describe 
a circular motion with respect to the detector 
cruciform. This motion is imposed by a spinning 
tilted secondary mirror or a spinning optical 
wedge. Functionally, this is the same as if the 
cruciform were nutating with respect to the 
focal plane image. 

If the detectors are longer than the focal 
plane field stop dimensions of J2, then only 
motion perpendicular to the detector long di- 
mension is significant. This component of mo- 
tion for each detector is described as 
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&AZ =eo sin 2vfdt 

BEL =0O COS 2irfd *.} (4-27) 

where 

®AZ   
= azimuth angular position of detec- 

tor with respect to center of £1, rad 

dEL   = elevation angular position of detec- 
tor with respect to center of £2, rad 

0O     = constant reference angle, rad 

fd      -  scanner spin rate, rps 

t       = dwell time, sec 

Simultaneously a pair of reference voltages is 
extracted from the scan drive which is spinning 
at fd rps. After proper phasing they are ex- 
pressed as 

VAZ =V0 sm2*fdt\ 
VBL = V0 cos 2nfd'ti 

(4-28) 

where V0 is a constant reference voltage, and 
VAZ and VEL are the instantaneous voltages of 
the scan drive in azimuth and elevation, respec- 
tively. 

From Eqs.  4-27 and 4-28, it is readily seen 
that 

AZ 'AZ (a and VEL = 8EL (B (4-29) 

Thus the extracted drive voltages VAZ, VEL are 
linearly proportional to the instantaneous posi- 
tions of the detector 6AZ, 6EL, respectively. 
Then if a target crosses the detectors and causes 
the drive voltages to be sampled, the output is 
linearly proportional to the AZ—.EL-coordinates 
of the target. 

The foregoing has been just one sample of the 
manner in which 12 is scanned by one or more 
smaller fields to to find the position of the target 
and to produce an output signal proportional to, 
or at least some usable function of, the target 
position. 

The considerations relating to background 
clutter suppression by various filtering tech- 
niques—as discussed in par. 4-1.2 for search 
equipment—apply equally well for tracking 
scanners, and the same operational and instru- 
mentation parameters apply since the problem is 
still basically one of scanning £2 with co within 
some period tf in order to locate a target. 

Situations may arise where the target is more 
than a point image. It may be a line, or edge, or 
a resolved two-dimensional image. In these cases, 
some special processing is called for in order to 
define and track the appropriate parts of these 
extended objects. The appropriate part may be 
an intensity centroid, a preferred orientation 
edge, the end of a line, etc. The associated signal 
processing will require various levels of complex- 
ity depending on the specific problem. For 
example, simple differentiation of the detector 
signal can mark leading and trailing edges of 
extended targets. On the other hand, elaborate 
digital logic may be required in difficult situa- 
tions. 

4-1.3.1.2   Large Instantaneous Field-of-view 
Reticle Scanning 

In this approach the detector fills or nearly 
fills the entire field of view J2. A reticle in front 
of the detector scans or modulates the field in 
order to locate a point target. The reticle 
modulation may be AM, FM, random, pulse, or 
some combination of these. 

The simplest example of a tracking reticle is 
perhaps the rudimentary "half-moon" configura- 
tion. As it spins in front of the detector, the 
time that its edge crosses the target image is a 
measure of the target's position in one angular 
coordinate. (See Fig. 4-5(C).) This reticle has a 
number of serious drawbacks: it modulates large 
amounts of background clutter; it does not 
reveal the distance of the target from the center; 
and it produces no signal if the target is on 
center. 

The entire circular field is 12, and the trans- 
mitting portion of the reticle is co in this case, or 
to = 12/2. One-half of the detector is blocked at 
all times. Therefore, the detector area is larger 
than oj, which has the effect of generating 
additional detector noise. 

The reticle is improved by imposing a modu- 
lated transmission pattern in place of the opaque 
section. (See Fig. 4-5(D).) This decreases the 
response to the large low spatial frequencies in 
the background clutter, and the modulation 
pattern can be arranged to produce a code on 
the modulation of a point image such that the 
value of the code corresponds to the distance of 
the point image from the center. This scheme is 
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simple and economical to instrument since it 
requires only one detector, a spinning reticle, 
and relatively simple signal processing. It is 
adequate for economical tracking systems that 
are required to operate against targets with good 
target-to-background-clutter contrast. 

A more sophisticated approach is to hold the 
reticle stationary with respect to the detector 
and to nutate the focal plane image. One 
immediate benefit from this is the removal of 
spurious noises that may be introduced from a 
moving object such as a reticle in the immediate 
vicinity of a detector. This problem can be 
particularly serious in long-wavelength IR sensi- 
tive systems, since any moving item can intro- 
duce spurious reflections, emissions, and uni- 
form background modulation signals into the 
detector. 

With an FM reticle the target image is nutated 
around a constant diameter circular path. If the 
circle is concentric with the stationary reticle 
pattern, a steady carrier frequency is generated. 
This is the on-center situation. (See Fig. 4-5(E).) 
If the target moves off-center, the carrier is 
frequency-modulated at the nutation frequency. 
The modulation amplitude is proportional to 
displacement, and the phase of the modulation 
is proportional to the direction of the displace- 
ment. Thus the modulation on the carrier 
represents the polar coordinates (p, 8 coor- 
dinates) of the target position. 

The use of larger disks on which modulation 
codes are impressed offers another set of possi- 
ble approaches. One example is shown in Fig. 
4-5(F) where the frequency of the carrier 
depends on the elevation position of the point 
image, and the phase of an amplitude modula- 
tion on the carrier depends on the azimuth 
position of the target. 

4-1.3.2 Tracking Scanner Sensitivity 

The scanner sensitivity is expressed, as before 
in pars. 4-1.1 and 4-1.2, in terms of noise 
equivalent flux density (NEFD) 

NEFD V4 Af 
D^ 

NEFD = K,V^/if 
\D0 D\ 

(4-30) 

where Kx is a proportionality constant. This 
equation is used for all of the scanning modes 
discussed for tracker operation. If the tracking 
scanner utilizes a small instantaneous field of 
view u> to scan £1 in a period fy, then 

A - u(fi)2 
(4-31) 

where fl is the effective focal length of the op- 
tical system 

A/- = 
U)tf 

(4-32) 

and        VÄtÄf   - {fiy/nJV (4"33) 

Substituting this into Eq. 4-3 results in Eq. 4-30. 

If the scanner utilizes a detector large enough 
to cover f2, and a spinning reticle with a carrier 
frequency N cycles/revolution and amplitude 
modulation on the carrier, then 

A   = n(fl)2 (4-34) 

Af   =   pf+1)- (AT- lj|   X (rps) 

= 2 X (number of revolutions 
per second) 

m 2 
if (4-35) 

where rps = number of revolutions per second is 
the rotation rate of the reticle and ty is the rota- 
tion period of the reticle. 

Then 

VA A/  = (fl)V2\MJt^ (4-36) 

It will be shown that this reduces to the form 

If the reticle is FM-modulated instead of AM- 
modulated, the required bandwidth will be pro- 
portional to the deviation of the carrier frequency 
times the revolution rate of the reticle9, which 
is again similar to Eq. 4-32. 

The important relationship to be noted is that 
to a first-order calculation the scanner sensitivity 
depends on the total field £2 that is scanned, and 
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the time within which it is covered ^; and is 
independent of the instantaneous field w or the 
number of cycles N of the reticle. 

However, NEFD refers to the signal-to-noise 
ratio in the bandwidth that immediately follows 
the detector. This bandwidth is typically much 
wider than the servo bandwidth which follows 
the electronics. For a tracker, it is the signal-to- 
noise ratio in the servo bandwidth that is of 
significance. After the detector signal is demod- 
ulated and narrow-banded around zero frequency 
for the servo, the S/N ratio increases by a factor 
proportional to the square root of the ratio of 
detection bandwidth to servo bandwidth 

iS/N)servo = K2   l^ff^A 
1/2 

(S/N\ 'detector 

(4-37) 

where K2 is a proportionality constant. The 
proportionality constant depends on the type of 
demodulation, i.e., square law, synchronous, etc. 
For low S/N ratios the proportionality constant 
is nonlinear. (Ref. 5 is a more detailed introduc- 
tory text on modulation theory.) However for 
high-precision trackers, or for homing trackers in 
terminal flight, relatively high signal-to-noise 
ratios will obtain and the proportionality is 
valid. This relationship along with Eq. 4-30 leads 
to the interesting result that for maximum S/N 
ratio in the servo bandwidth, the tracker scan- 
ning mode utilized should be one that codes the 
target signal into the widest possible bandwidth. 
For example if the small instantaneous field-of- 
view scanner described in par. 4-1.3.1.1 is utilized, 
then Eq. 4-37 becomes, using Eq. 4-32 recog- 
nizing the relationship that S/N « (Sl/tf) "

m, 

(S/W). = K, 

= K, 

-1/2 

(4-38) 

where K3 is a constant coefficient, since for a 
given target the detector S/N ratio is inversely 
proportional to the NEFD of the scanner. Thus 
making u> as small as possible provides the 
maximum S/N ratio for tracking, in addition to 
minimizing background clutter. 

This approach is valid for situations where the 
detector S/N ratio is expected to be relatively 
high during operation, and where maximum 
static tracking accuracy is sought. It has the 

disadvantage that at relatively low detector S/N 
ratios, say in the vicinity of 3 to 1, the servo S/N 
ratio starts to deteriorate to the point of losing 
track, owing to the inefficiency of the demod- 
ulation process. In the example cited the broad- 
band detector signal would consist of narrow 
pulses occurring once per frame time, but with a 
pulse spacing that depends on target or tracker 
motion between frames. The target position 
information is contained in the pulse position on 
the time axis, and the demodulation process 
consists of converting pulse position to analog 
voltage level. If the frequency of occurrence of 
random noise pulses becomes comparable to 
that of the target signal pulses, the resultant 
analog voltage becomes erratic and causes track- 
er jitter. The reticle modulation schemes gen- 
erate continuous signals which are not as cat- 
astrophically affected after low S/N ratio 
demodulation. Some rudimentary reticles such 
as the half moon reticle described in par. 
4-1.3.1.2 do not generate a carrier signal, and 
therefore the demodulation consists simply of 
separating the signal into orthogonal (eleva- 
tion-azimuth) components without a change in 
frequency. With reticle scanners it is usually 
possible to maintain track on a stationary target 
with S/N ratios of one. 

4-1.3.3 Tracking Loop Servo Parameters 

Trackers are usually designed with Type I or 
Type II servo loops. Briefly, a Type I servo is 
defined by an open loop response with a single 
pole at the origin and a Type II with a double 
pole at the origin (Refer to par. 3-9). Since a 
physical system cannot have infinite gain at zero 
frequency, real trackers are close approxima- 
tions to these types. 

Functionally, the closed loop response of a 
Type I servo is such that the rate of the output 
angular displacement $s is proportional to the 
input angular displacement error 6E. Conversely, 
in order to generate a constant output rate, a 
constant error 8E must exist. Thus a Type I 
servo tracks with an error that is proportional to 
the steady rate at which the target is moving. 
The velocity constant Kv is the steady state ratio 
of es/eE. 

If the scanner generates a linear error function 
over some range ±0E(max) —i.e., if the voltage 
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output is linearly proportional to the displace- 
ment of the target image, over this angle—then 
the maximum steady state tracking rate available 
from the servo is 

VS(m ax)    ~Kv6B(max) (4-39) 

The maximum Kv that can be attained in a servo 
is limited by gimbal-tracker inertia and the 
frequency responses of actuators. Values of the 
order of 100 (deg/sec)/deg are typical limits for 
infrared trackers. This factor brings up one of 
the major trade-offs in IR tracker design. On the 
one hand, it is desirable to keep the total field of 
view fi of the scanner as small as possible in 
order to decrease background clutter or suscep- 
tibility to decoys. However the maximum linear 
8E that can be generated is one half of the width 
of the total field. Therefore, a small field implies 
a low maximum rate tracking capability in 
accordance with Eq. 4-39. 

A Type I servo will produce a steadily 
increasing error for a steadily accelerating target 
until the error angle exceeds dE(maxj and the 
target is lost. The response of the tracker to 
noise input is a random jitter. Its effect is to 
cause loss of track before the steady state error 
reaches 6E. 

The closed loop response of a Type II servo is 
such that the output acceleration ös. is propor- 
tional to the displacement error 6E. Thus a 
steadily accelerating target is tracked with con- 
stant error, and a steadily moving target is 
tracked with zero error. 

In practice a typical tracker is made to 
approximate a Type II system by means of a 
relatively long-term integrator in the forward 
loop plus the use of a tachometer or rate gyro in 
the feedback loop. The specific design must take 
into account not only the basic stability and 
frequency response criteria, but must include 
detailed consideration of the transient and 
steady state responses to target motions, and to 
physical and electrical noise inputs or disturb- 
ances. 

In practice, a high signal-to-noise ratio from 
the infrared scanner is often masked or degraded 
by other noise inputs, such as aerodynamic 
buffeting and physical vibrations in an airborne 
guided missile. Therefore, in this type of tracker 
application, designing for maximum servo band- 
width signal-to-noise ratio from the scanner may 

not be as important as some other considera- 
tions such as ease of target acquisition, mechan- 
ical ruggedness and simplicity, cost, etc. On the 
other hand, for applications where great ac- 
curacy is to be obtained in an undisturbed 
environment, as for example a ground-based 
satellite tracker or satellite based star tracker, 
the maximum S/N ratio that can be obtained 
within the state of the art may be called for. 

4-1.4  RADIOMETERS 

A radiometer is an instrument for measuring 
thermal radiation, especially infrared. Histor- 
ically, the name has been applied to a number of 
devices. The first was Crookes' Radiometer 
which works on the principle of thermal tran- 
spiration of gas molecules from the polished side 
to the blackened side of vanes to cause rotation 
of a lightweight paddlewheel. C. V. Boys' 
Radiomicrometer used a sensitive galvanometer 
to measure a Seebeck current. It was reported to 
have sufficient sensitivity to detect a candle at 
2 miles10. 

In the modern sense of the term, a radiometer 
is an optical instrument which collects radiation 
from a narrow field of view and converts it into 
a calibrated electrical signal. Typical commercial 
radiometers are the Barnes Engineering Com- 
pany's Optitherm radiometer and the Servo 
Corporation of America's Servotherm radiom- 
eter. 

Modern designs rely on the use of an accurate 
biackbody radiation reference built into the 
instrument. (See Fig. 4-6.) In operation, the 
collecting optics focus an image of the object 
whose temperature is to be measured onto a 
detector. Within the instrument the reference 
biackbody source is also focused on the 
detector, and a reflecting chopping wheel al- 
ternately allows the external and internal radiant 
signal to fall on the detector. Thus the detector 
sees an alternating radiant signal which corre- 
sponds to the radiant difference between the 
target source and the reference source. If high 
accuracy, independent of amplifier gain, is 
desired, a nulling technique is used where the 
temperature of the reference biackbody is ad- 
justed until the difference signal becomes zero. 

A more economical but less accurate 
approach does not use a biackbody reference 
source.    Instead,   the   incoming   radiation   is 
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chopped by a blackened or highly emissive 
chopping wheel. In this case the blades of the 
chopping wheel act as the reference temperature 
source. Or the blades may be made highly 
reflective, in which case the detector itself (or 
more accurately the image of the detector in the 
polished blade) becomes the reference tempera- 
ture source. 

Commercial radiometer instruments are gen- 
erally designed for uniform response over a 
broad band of infrared wavelengths in order to 
optimize the accuracy of remote temperature 
measurements. In military applications, how- 
ever, special designs are often called for to 
measure and record radiation from specific 
sources, often under special operational con- 
ditions. In these designs, a broad spectral re- 
sponse is usually not as important as high 
sensitivity and speed of response, within al- 
located bounds on instrument size and cost. 
Here again, background clutter problems have to 
be faced when the radiant sources are remote 
objects that cannot fill the field of view of the 
instrument. 

4-1.5 SPECTROMETERS 

A spectrometer is an instrument for measur- 
ing the relative amounts of radiant energy as a 

function of wavelength. Historically, the term 
referred to a spectroscope that was provided 
with a graduated circle for measuring angular 
deviations of the dispersed spectrum. A spec- 
troscope is a viewing instrument where a radia- 
tion source is collimated. The collimated beam is 
passed through dispersive elements such as grat- 
ings or prisms, and the dispersed beam is viewed 
through a telescope. 

Today the term spectrometer is applied to 
practically any instrument that measures the 
spectral components of a radiation source. The 
instrument may use a dispersive element plus a 
scan drive to sample the various portions of the 
spectrum, or it may use a number of detectors 
with different transmission filters to sample a 
number of wavelengths simultaneously, or it 
may use a rotating color wheel which holds a set 
of discrete filters. The OCLI Corporation has 
recently developed a rotation tunable filter, 
which is a narrow-band interference filter whose 
center wavelength varies linearly with angular 
position around a wheel. 

A common military application is to measure 
the spectral content of radiation sources of 
interest, such as airborne or land-based vehicles 
operating  under   typical   conditions.   In  these 
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situations, the target radiation sources often 
have to be viewed at long ranges against back- 
ground clutter. Background suppression tech- 
niques, such as the use of reticles and narrow 
fields-of-view (as described in pars. 4-1.2 and 
4-1.3), have to be employed in these situations. 
Boresighted infrared trackers may be employed 
to hold the spectrometer on target, in which 
case the system is referred to as a "tracking 
spectrometer". 

4-1.6   INTERFEROMETERS 

Wave interference phenomena can be utilized 
to obtain high spectral resolution in a spectrom- 
eter or to record spectral intensity details 
simultaneously over a wide band. For example, 
the Block Associates' interferometer spectrom- 
eter is an adaptation of the Michelson inter- 
ferometer11 principle. One of the mirrors in the 
interferometer is moved at a linear rate, which 
causes an alternate brightening and darkening of 
the central fringe pattern. The frequency of the 
cyclic changes is inversely proportional to the 
wavelength of the incoming radiation. An infra- 
red detector placed at the central fringe converts 
the cyclic intensity changes into an ac signal. If 
more than one wavelength is present in the 
radiation, the detector output consists of a 
superposition of the corresponding ac signals. 
The output is tape recorded and played back 
through a wave analyzer to recover the infrared 
spectrum. 

Another approach to interferometry for spec- 
trometry application is Aerojet's "color coding 
reticle" approach. A pencil of rays from the 
collector optics is passed through a disk having 
good transmission in the wavelength region of 
interest. If the optical thickness of the disk is 
equal to odd multiples of a quarter wavelength, 
transmission through the disk is a minimum 
owing to interference. Transmission is a maxi- 
mum for an optical thickness equal to multiples 
of a half wavelength. The color coding reticle 
has a layer of germanium whose thickness varies 
linearly with angle about the center of the disk. 
Therefore, if the reticle is rotated, a transmitted 
pencil of monochromatic rays is modulated at a 
rate proportional to the spin frequency and 
inversely proportional to wavelength. In effect it 
acts like a spoke reticle. For mixed light, the 

modulations are superimposed and can be elec- 
tronically separated to reconstruct the spectrum. 

Perhaps the most sharply tunable interferom- 
eter is the Fabry-Perot11. Wavelengths can be 
measured to thousandths, or even ten thou- 
sandths of an Angstrom. The instrument is used 
almost exclusively for ultra-high resolution and 
requires a high-dispersion, high-resolution spec- 
trograph to avoid overlapping orders. 

4-1.7 HYBRID SYSTEMS 

4-1.7.1 Track-while-scan 

In situations where more than one target 
exists in the total field of view, the results of the 
scan of each frame can be stored in the memory 
of a small special purpose computer, and predic- 
tion techniques can be used to keep track of 
each target. The name of this technique, bor- 
rowed from radar systems terminology, is 
"track-while-scan". It demands no basically new 
or different approaches in infrared technology, 
but capitalizes on the state-of-the-art in signal 
and data processing. 

4-1.7.2  Scanning Radiometer/Spectrometers 

Typical search and track equipments utilize 
target intensity information only to establish the 
presence or absence of a target; i.e., once a 
target appears over a decision threshold, the 
information of primary interest is the coordinate 
position of the target. Other target information 
such as intensity, or spectral content is dis- 
carded. However, in cases where it is of interest, 
this information can be retained and the func- 
tions of search or track can be combined with 
the functions of radiometry or spectrometry. 
This requires simply that dual electronic signal 
processing be utilized. 

For example, while a tracker is locked onto 
and tracking a target, the broadband detector 
signal can be channelled into circuitry for 
measuring absolute amplitude of the signal. This, 
in effect, is a radiometric function. Or, the 
scanner could be configured to receive radiation 
from a target in a number of discrete spectral 
bandwidths. These signals could be summed for 
maximum signal-to-noise ratio to perform the 
detection or tracking function and extracted 
separately to plot the spectral characteristics of 
the target. 
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4-2 ACTIVE SYSTEMS 

4-2.1   ILLUMINATORS 

Presently, only searchlights and laser systems 
operate as infrared illuminators. In this hand- 
book, searchlights are distinguished from laser 
systems due to the vast differences in their 
design requirements and parameters, as de- 
scribed in the paragraphs which follow. 

4-2.1.1   Searchlights 

A searchlight is an optical system which 
consists, basically, of a radiation source, a power 
supply, and a reflector or refractor. Additional 
components may consist of beam-spreading op- 
tics and infrared security filters. The searchlight 
system is designed to direct a powerful artificial 
source of visible and near-infrared illumination 
at a predetermined position with a minimum of 
dispersion. Searchlights range in size from 60-in. 
diameter down to flashlights. 

The radiation sources for searchlights are 
tungsten filament, carbon arc, and gaseous arc 
lamps—discussed in par. 3-3. Tungsten filament 
and carbon arc lamps in use are being replaced 
with xenon arc lamps which are simpler to 
operate, more efficient, and provide a light 
output which consists of usually more than 10 
percent infrared. 

Normally, reflective optics are used for 
searchlights due to their freedom from chromat- 
ic aberrations and decreased loss of energy. 
Moreover, if the reflecting surface is parabolic in 
form, spherical aberrations may be eliminated 
and a much larger collecting angle is obtained12. 

The reflector collects the radiant energy from 
the lamp, determines the beam pattern and, in 
conjunction with the lamp intensity, determines 
the beam intensity. The beam candlepower of a 
searchlight is defined as the candlepower of a 
bare source which, if placed at the same distance 
away from a given point, would produce the same 
illuminance at that point. The peak beam candle- 
power is determined from a beam intensity dis- 
tribution curve. This curve represents data ob- 
tained by using a calibrated photocell to measure 
the intensity across the beam at a convenient 
distance (1,000 ft). 

The infrared security filter of an illuminator 
obscures visible radiation to prevent visible 
detection. The criteria for infrared filter effec- 
tiveness are: (1) no transmission at wavelengths 
less than 0.8 micron and optimum transmission 
in the IR region, (2) minimal white-light 
penetration (pinholes) through the filter, (3) 
ability to withstand thermal shock of exposure 
to high temperatures and then quick cooling to 
reduce afterglow, and (4) ability to withstand 
prolonged exposure to high-intensity radiation 
without deterioration. 

Typical searchlights presently in use include 
18-in., 2500-w incandescent lamps, 23-in., 
2200-w xenon arc lamps, and 30-in., 16-kw 
carbon arc lamps. The 23-in. xenon arc search- 
light, which will replace the 18-in. searchlight, 
provides a narrow or wide beam of high- 
intensity visible or infrared radiation. The 
searchlight contains hardware for use in mount- 
ing on tanks and helicopters, and with a univer- 
sal mount for use on trucks, towers, etc A new 
30-in. xenon arc searchlight is being developed 
for ground and airborne use to replace the 30-in. 
carbon arc searchlight 13. Table 4-2 lists the 
characteristics of the 23-in xenon arc, 30-in. 
carbon arc, and 30-in. xenon arc searchlights for 
comparison. 

4-2.1.2  Lasers 

A laser illumination system consists of a laser 
source (see par. 3-3.1.3), power supply, control 
electronics, and collimating optics. It is not 
intended to replace the searchlight as a source of 
continuous wide area illumination. Lasers have 
features not provided by searchlight sources, 
thereby, making them ideally suited for use as 
illuminators in applications such as missile 
homing, pulse-gated viewing, and target designa- 
tion (see Chapter 6). These features include 
operation at wavelengths ranging from the 
visible to the far infrared, high spectral radiance 
in a narrow beam, nearly-monochromatic out- 
put, and pulsed operation. 

Reflective and refractive telescopes can be 
used to collimate the laser output into beams as 
narrow as 1 microrad. The optical design of laser 
systems is simplified because chromatic aberra- 
tion is not a problem. Greater efficiency can be 
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TABLE 4-2. COMPARISON OF 23-IN. XENON ARC, 30-IN. CARBON ARC, AND 
30-IN. XENON ARC SEARCHLIGHTS 

ITEM 
23-IN.                              30-IN. 

XENON ARC                CARBON ARC 
30-IN. 

XENON ARC 

Power, w 2200 16,000 20,000 

Reflector Diameter, in. 23 30 30 

Reflector Focal Length, in. 6.9 9.75 9.75 

Reflector Collecting Angle, deg — 150 150 

Beam Candlepower 100 X 106 420 X 106 1.2 X 109 

Beam Spread — Narrow, deg 0.75 3.0 2.0 

— Wide, deg 7.0 10.0 — 

Beam Lumens — 310,000 500,000 

Flicker none slight none 

Operation Time 200 hr 
continuous 

must be shut 
down every 
8hrto 
change neg- 
ative electrode 

750 hr 
continuous 

Afterglow 2 sec 
(with black- 
out shield) 

3 sec 
(with dowser) 

1 min 
(no dowser) 

3 sec 
(no dowser) 

achieved in the optical system by use of high- 
efficiency, narrow-band optical coatings. How- 
ever, coatings selected must withstand the op- 
tical   power  densities  from  high-power lasers. 

Repetition Rate: 
Average Output Power: 
Beam Spread: 
Dimensions: 

10 pulses per sec 
1 w 
0.057 deg 
13 X 4 X 4 in. 

Chapter 3 discusses some optical design prob- 
lems peculiar to lasers. 

Sensitive detection systems, optimized for the 
laser wavelength in conjunction with the high 
spectral radiance of the source, allow the use of 
low-power laser illuminators. These illuminators, 
which are usually pulsed, can be made into a 
compact, lightweight, man-portable system. The 
physical and performance characteristics of a 
typical laser illuminator are: 

Material: 
Wavelength: 
Peak Power Output: 
Pulse Width: 

neodymium glass 
1.06 microns 
2.5 Mw 
40 nanosec 

Descriptions of neodymium-doped yttrium 
aluminum garnet (YAG:Nd) and gallium arsenide 
(Ga:As) laser illuminators are given in AMCP 
706-128. 

4-2.2  RANGEFINDERS 

Two kinds of optical rangefinders are present- 
ly in use; one is active, while the other is passive 
operating only in the visible region. The ac- 
curacy of a passive system, used to measure 
distances by triangulation, is dependent upon 
the length of the base. A laser rangefinder 
(active) measures the time required for an 
optical pulse to travel from the laser transmitter 
to a selected target and back to a receiver. A 
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sight is used for aiming the rangefinder at the 
target. The transmitter consists of a Q-switched 
ruby or neodymium laser and a collimating tele- 
scope. The receiver consists of a photo multiplier 
or solid-state photodetector, receiving telescope, 
and range-computing electronics. The receiver 
and aiming sight typically share a common 
objective lens. A dichroic mirror in the optical 
system separates the reflected laser pulse, which 
goes to the detector, from the visible scene light 
which goes to the aiming eyepiece. 

The theory of operation of a typical laser 
rangefinder is summarized by describing in 
sequence the stages illustrated in Fig. 4-7. It is 

important to emphasize that the effect of laser 
irradiance directly on the human eye may result 
in permanent eye damage. This damage becomes 
more severe as the laser power increases. Upon 
energizing the fire command, the range comput- 
ing unit (RCU) is reset and held at zero. At the 
same time, the laser trigger is set to fire the laser 
as soon as the pulse-forming network (PFN) is 
charged by the power supply. The laser output 
pulse passes through a collimating telescope that 
narrows the energy of the beam to less than 1 
mrad. As it is transmitted, a photodiode detects 
the pulse and energizes the RCU. The receiving 
optics whose axis is aligned to the transmitter 

POWER 
SUPPLY 

FIRE 

CLOCK 
OSCILLATOR 

PULSE- 
FORMING 
NETWORK 

I 
TRIGGER 

LASER < 

PHOTO 
DIODE 

COLLIMATING 
TELESCOPE 

START 

RANGE 
COMPUTING 
UNIT 

STOP 
DETECTOR 

DISPLAY AIMING 
SIGHT 

COLLIMATING 
TELESCOPE 

FIGURE  4-7.    Typical Laser Rangefinder Block Diagram 
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directs the reflected energy pulse to a sensitive 
detector which terminates the range computa- 
tion. The optical filter in front of the detector 
can be made very narrow-band in order to 
reduce background and photon noise. 

The maximum range detection is limited to a 
distance where the return pulse signal amplitude 
is sufficiently large to allow its unambiguous 
detection in the presence of noise. It is con- 
venient to express both noise and signal in terms 
of the average number of photoelectrons TJS per 
sample period 5 T because their levels tend to be 
very low. This average number of pulse-return 
photoelectrons can be calculated in a straight- 
forward manner as follows: 

PT 

7r/4$ -][ 
AT<R 

(4-40) 

where 

"T - transmitted power, w 

AT -  cross-sectional target area, cm2 

<R = reflection efficiency, sr-1 

D0 = optical diameter of system, cm 

b T = sample period, sec 

<J> = beam angle, rad 

R ~ range to target, cm 

hv = photon energy, erg 

r]  = overall optical efficiency (optical, 
transmittance, quantum, etc.) 

The transmitted power PT resides more or less 
uniformly in some finite beam angle 4>. There- 
fore, the first bracketed term in Eq. 4-40 is the 
transmitted beam power density in w sr-1. The 
second bracket is the solid angle subtended by 
the target times its reflection efficiency in the 
direction of the receiver. The product of the 
first two brackets thus gives an apparent target 
radiant intensity in w sr"1. The third bracket is 
the solid angle subtended by the receiving 
optics. The fourth bracket is a factor for 
converting the received power into a number of 
quanta. 

Within the sample period 5 T, an average num- 
ber of background photoelectrons rjB will be 
generated by the naturally illuminated back- 
ground   seen   by   the  receiver.  Typically,  this 

primary source of noise in a receiver is generated 
by the random variation about this average. For 
most purposes, it is valid to assume Poisson 
statistics for photoelectron generation rate, where 
the mean-square variation is equal to the average. 
Thus, the root-mean-square background noise is 

rms noise VB   =  )HKA\u)t 
1/2 

(4-41) 

The received signal r?s should be larger  than ^~ 

by some factor S/N in order to assure accurate 
detection. The required transmitted power then 
is, from Eqs. 4-40 and 4-41, 

.   (S/N)$2R4  \irHiA\iohv 
PT  = 2ATDnR (STh? 

1/2 

if the beam is larger than the target, or 

- (S/N)R2   \TrHxA\ojhu \m 

(4-42) 

p- - i^r 1 "TT>T I (4~43> 
if the target is larger than the beam. 

The accuracy of a laser rangefinder depends 
upon the transmitted pulse shape and the clock 
oscillator accuracy. A recently-developed range- 
finder, using a pulsed YAG:Nd laser14 produces 
20-nanosec-wide pulses with a peak power of 
750 kw at a rate of 6 pulses per min. The 
measurement range is 9,990 ft in clear weather, 
and 5,700 ft in haze, with an accuracy of ±10 ft. 
The tripod mount can be positioned aligned to 
true north within ±1 min of arc, by means of a 
sensitive magnetic compass. Azimuth and eleva- 
tion accuracy is within ±0.1 deg. 

4-2.3 COMMUNICATIONS AND  DATA 
TRANSMISSION 

Laser communication systems are partic- 
ularly useful due to their narrow beam-width, 
high-spectral radiance, and monochromacity. A 
narrow beam enables a system to be highly 
resistant to eavesdropping but requires precise 
alignment of transmitting and receiving el- 
ements. The narrow optical bandwidth enables 
the background to be filtered out very effi- 
ciently. Disadvantages of earthbound systems 
are the adverse effects of atmosphere and 
weather, line-of-sight restrictions, beam align- 
ment difficulties, and danger to human vision. 

The effects of atmospheric absorption and 
scattering can be overcome by the use of optical 
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transmission structures, such as pipes or optical 
waveguides in which the environment is con- 
trolled, or by transmitting over only short path 
lengths through the atmosphere. 

Short-range optical communication links 
(several experimental systems have been pro- 
duced) may have valuable tactical applications. 
Amplitude modulation of cw laser radiation is 
distorted by the atmosphere, particularly in the 
low a-f (audio frequency) range up to 250 Hz. 
Pulse code modulation (PCM) is the most 
promising of the many modulation techniques 
tried. PCM systems quantize and convert the 
analog signal to a digital code for transmission in 
pulse form. This system is ideally suited for 
short-range communication using pulsed room- 
temperature injection lasers operating at 12 to 
20 kHz15. 

An unusual form of optical pulse code mod- 
ulation/polarized light (PCM/PL) is being devel- 
oped for transmission of wide-band video infor- 
mation in earth and space applications1*. In this 
scheme, the output from a cw laser is polariza- 
tion modulated; a digital "one" is transmitted as 
right-circular polarization; and, a digital "zero" 
is sent as left-circular polarization. At the 
receiving end, the beam passes through a 
Wollaston prism which has the property of 
deflecting polarized light in either of two direc- 
tions, depending upon the polarization. The two 
polarized components of the beam are thus 
separated and directed to separate photo- 
multipliers. Redundancy is provided because 
each photomultiplier circuit can produce the 
original signal. PCM/PL is about 3 dB more 
efficient than other techniques and cancels out 
common mode noise. 
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CHAPTER 5 

IR SYSTEM DESIGN* 

5-1   SYSTEM APPROACH 
TO  INFRARED  DESIGN 

The system approach to infrared design en- 
gineering is a technique whereby all aspects of 
the total system are considered in the design of 
each individual subsystem and component. This 
systematic approach entails defining of the total 
mission objectives; the priority rankings and 
relative weightings of each individual mission 
objective; the operational environment in which 
the system must function; the target, back- 
ground, and transmission characteristics; the 
measures of effectiveness against which alternate 
designs and requirements can be evaluated; and, 
finally, a methodology by which a final system 
design can be synthesized. For the system to 
perform effectively in the operational envi- 
ronment, detailed consideration must be given 
to reliability, maintainability, logistics, and 
ground support equipment. 

The first task in the evolution of system 
design involves the identification of the mission 
objectives and subsequent translation of these 
objectives into a set of functional requirements 
to be satisfied in the design of the sensor system. 
For example, the functional requirements for an 
IR search system might include threat warning, 
threat identification, and threat priority assign- 
ment. Each may have different (and perhaps 
conflicting) implications on the performance 
parameters of the sensor system. The output of 
the functional requirement analysis includes 
characteristics associated with the operational 
performance of the system such as detection 
range, detection probability, minimum signal- 
to-noise ratio, sensitivity, false alarm"*" rate, 
frame time, total field of view, resolution, and 
tracking rates. It should always be remembered 
that this baseline set of operational parameters 
must be continuously re-evaluated in light of 
cost effectiveness considerations. 

Cost effectiveness is the mission performance 
achieved at a given cost for one system ap- 
proach. This determination must be made in the 
broadest possible sense; i.e., the measure(s) of 
effectiveness must be appropriate and all the 
costs, amortized over the sensible life of the 
system, must be included. The question of 
whether increased effectiveness at increased cost 
should be provided depends on the allocation of 
resources between qualitatively different sys- 
tems and is beyond the scope of the analysis to 
be performed by the infrared system designer. 

Following the delineation of functional re- 
quirements, a set of baseline sensor parameters 
are established to satisfy the performance re- 
quirements. These parameters include optical 
diameter, optical speed (f/no.), number of detec- 
tors, detector size and aspect ratio, detector 
type, the operating spectral region, electrical 
bandwidth, and the desired output display or 
format. Since most of these parameters are 
interrelated and are functions of the perform- 
ance parameters, the actual selection of numer- 
ical values must follow a detailed parametric 
trade-off analysis in which the possible con- 
straints of size, weight, power, and cost effec- 
tiveness considerations are evaluated. The out- 
put of this phase of analysis will be a baseline 
preliminary design specification. 

At this point, the mission objectives should be 
re-examined, several alternative sets of func- 
tional requirements established, and a set of 
sensor parameters developed for each require- 
ment. The optimum set of performance param- 
eters and sensor parameters can then be resolved 
through the synthesis and development of a cost 
effectiveness model that can relate sensor and 
performance parameters to mission effectiveness 
and cost. The end result will then be the 
performance and design specification which de- 
fines the final system. 

* Written by S. Braunheim and K. Seyrafi 
t When a signal waveform amplitude exceeds a preset 

threshold level due to noise, this excess of threshold is 
called false alarm. 

5-2  REQUIREMENTS 

Systematic   evaluation   of   mission   require- 
ments,  functional  requirements, targets, back- 
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grounds, and the effects of atmospheric trans- 
mission establishes the basic framework within 
which systems are designed and optimized. The 
interrelationships among the various sensor pa- 
rameters and performance parameters, and the 
constraints and objectives of the mission consti- 
tute the analytical and quantitative base for 
establishing cost effectiveness relationships. 

5-2.1  SYSTEM ANALYSIS 

The paragraphs which follow describe the 
methodology through which functional require- 
ments are established. A specific example is 
assumed throughout the remaining paragraphs to 
provide a few concrete situations in what must 
be an otherwise fairly-general discussion. For 
this purpose, the design of an IR sample-data 
tracker for use on an inexpensive surface-to-air 
missile (SAM) was selected. Table 5-1 lists and 
defines the symbols used. 

5-2.1.1 Operational Environment 

The operational environment delineates the 
mission characteristics and objectives in such a 
manner as to permit the development of the 
functional requirements. Thus, it is at this point 
that mission profiles and overall objectives 
should be established. 

The geometric and kinematic relationships 
between the sensor platform and the target 
provide the initial clues into the requirements 
for detection range, field of view, tracking rates, 
and frame times. For example, assume that the 
mission of the sample SAM is to provide point 
defense capability for such targets as bridges, 
command posts, supply dumps, etc., against 
low-altitude attack jet aircraft armed with con- 
ventional low-drag ordnance. An analysis of the 
ordnance ballistics and other characteristics 
would show that, for a given drop altitude and 

TABLE 5-1.  LIST OF SYMBOLS 

SYMBOL DEFINITION UNITS 

A 

Abkd 

Ad 

Ai 

A;s 

A0 

Ar 

A, 

B 

C 

c 

D* 

D* 

Maximum amplitude of angular scan 

Background area in receiver field of view 

Detector area 

Inherent availability 

Area of illuminated spot 

Optics collecting area 

Receiver area 

Finite area of target 

Background radiance 

Background spectral radiance 

Radiance of the intervening atmosphere at 
ambient temperature 

Contrast of target and background 

Speed of light 

Detector specific detectivity 

Detectivity of detector before roll-off 

rad 

m2 

cm2 

m' 

em2 

m2 

m2 

w sr V ' 

cm sec     or 
m sec ' 

cm Hz1'2 w"' 

w cm-2 
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TABLE 5-1.  LIST OF SYMBOLS (cont'd) 

SYMBOL DEFINITION UNITS 

Dn Optical diameter 
Aperture diameter 
Minimum object dimension 

D0{max) Maximum diameter constraint 

DL Diffraction limit 

d Detector linear dimension 

"min Minimum linear dimension of element 

E Acquisition threshold level 

e Charge on the electron 

f Frequency 

f/no. Optical speed 

fa Lower cutoff frequency 

h Upper cutoff frequency of filter 

fc Filter center frequency 

Af Noise equivalent bandwidth 

Af Electrical (filter) bandwidth 

fr Natural frequency of servo 

f. Detector aspect ratio (height-to-width) 
Sampling rate of servo 

G Electron multiplier gain 

H Irradiance at the collecting aperture 

HB Apparent background irradiance 
Total background radiant intensity 

He(\) Background radiant intensity 

Ht Target irradiance 

HK Spectral irradiance on ground 

h Planck's constant 

h/o Threshold-to-rms noise ratio 

I Moment of inertia of rotating seeker cc 

'bfed 

about the spin axis 

Background induced current 

Photomultiplier dark current 

cm 
cm 
m 

cm 

rad 

cm 

Hz 

1.602 X 1019C 

Hz 

Hz 

Hz 

Hz 

Hz 

Hz 

Hz 

w cm 

w cm 
w cm 

w cm 2 ß ' sr"1 

w cm 

w m 2ß' 

or 6.625 X 10-34wsec"2 

6.625 X l(r34J-sec 

m.-oz sec 

A 

A 
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TABLE 5-1.  LIST OF SYMBOLS (cont'd) 

SYMBOL DEFINITION UNITS 

's 

J 

J(\) 

JaM 

Ki, K2 

K 

k 

N 

NEI 

Nfa 

'h, 

«d 

ndo 

ntot 

"bkd 

P 

P 

Pd 

Pf 

Ps 

P(V) 

QB 

-1 

wsr 'M ' 
w sr"1 ju"1 

1.38 X lO-^jrK"1 

wm~2 

w cm"2 

w cm 

crossings per sec 

Signal current 

Radiant intensity w sr 

Spectral radiant intensity of target 
Spectral radiant intensity from target 

Apparent spectral radiant intensity from target 

Proportionality constants 

Number of linear resolution elements required 
for identification 

Scan efficiency 

Boltzmann's constant 

Radiance of illuminated spot on the ground 
Rms system noise 

Noise equivalent input (sensor sensitivity) 

False alarm rate 

Number of bars 

Number of detectors — 

Required number of detectors — 

Number of resolution elements in the acceptance gate — 

Number of looks required for detection — 

Total number of resolution elements in the field of view — 

Background power level w 

Reflected power impinging upon detector w 

Laser power w 

Probability that a noise pulse exceeds the threshold 
in any given resolution element — 

Probability of an initiating noise pulse occurring — 

Probability that at least one noise pulse will exceed 
threshold in acceptance box — 

Detection probability — 

Probability of a false alarm — 

Probability that any one of nt looks exceeds the threshold 

Probability distribution function of noise — 

Incident photon flux density phot cm"2 sec" 
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TABLE 5-1.  LIST OF SYMBOLS (cont'd) 

SYMBOL DEFINITION UNITS 

R Range cm 

Re Visible detection range of target due to cloud cover m 

Rd 
Weapon release range to target m 

R Load resistor ohm 

** min Minimum acceptable detection range m 

Rs 
Safety margin range m 

rs Scan rate rad sec"1 

S/B Signal-to-background noise ratio — 

S/N Signal-to-noise ratio — 

S Amplitude of signal — 

T Threshold level of system 
Torque 
Time 
Temperature 

in.-oz 
sec 
°K 

AT Effective temperature contrast between target 
and background °K 

T/a Number of levels the threshold level is above the 

fa 

(opt) 

s (max) 

(max) 

Vm 

noise level 

Dwell time of an individual detector 
Time required for a point image to cross a detector 

Mean time between false alarms 
Time period 

Time of flight of missile 

Frame time that would produce the roll-off knee 
frequency (3 dB point) for a given size detector 

Reaction time prior to launching the SAM 

Frame time 
Frame (scan) time 

Optimum scan time 

Maximum frame time 

Maximum scan time 

Missile velocity 

Attacking aircraft velocity 
Velocity of target 
Target speed 

sec 
sec 

sec 
sec 

sec 

sec 

sec 

sec 
sec 

sec 

sec 

sec 

m sec" 

m sec" 
m sec' 
m sec" 
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TABLE 5-1.  LIST OF SYMBOLS (cont'd! 

SYMBOL DEFINITION 

V Instantaneous noise voltage 

X Detector linear dimension 
Detector height 

Y Detector linear dimension 
Detector width 
Empirically determined number 

a Receiver field of view 
Instantaneous field of view 

UNITS 

amiri Limiting field of view 

ar Angular resolution required of system 

ee Coefficient which relates the peak or rms value 
of the signal output to the input irradiance 

e0 Optical efficiency 

e(S) Error for a ramp input 
e(t)Peah Peak value of error 

77 Quantum efficiency of detector 
Photocathode quantum efficiency 

8 Angle between laser beam and normal to surface 

dx/y (min) Minimum angular dimension of an individual detector 

6X Detector angular resolution in direction of scan 
Detector's angular dimension 
Detector width 

6 Y Detector's angular dimension 

6S Sinusoidal scan angle 

8t Angular scan rate 

6 Angular rate 

\c Long-wavelength cutoff 

\i Short-wavelength cutoff 

\a Long-wavelength cutoff 

AX Spectral bandpass 
Spectral bandwidth of receiver optical filter 

p Reflectance 

pm Minimum signal-to-noise requirement 

pß Signal-to-background plus noise ratio 

Ps Signal-to-noise ratio S/N 

cm 
cm 

cm 
cm 

rad 
sr 

sr 

rad 

rad 

rad 

rad 
rad 
rad 

rad 

rad 

rad sec-1 

rad sec""1 

cm 

cm 

cm 

ß 
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TABLE 5-1.  LIST OF SYMBOLS (cont'd) 

SYMBOL DEFINITION UNITS 

T 

T(\) 

TB(A) 

Ta 

r(\R) 

Tio 

4> 

S2 

CO 

<*> max 

Rms value of noise 

Transmittance 

Atmospheric transmission for target 

Atmospheric transmission for background 

Atmospheric transmission 

Transmission of the atmospheric path between 
the optical system and the background 

Atmospheric transmission as a function of 
wavelength and pathlength 

Transmission factor of illuminator optics 

Transmission factor of receiver optics 

Field of view in the direction of scan 

Total field of view 

Angular precession velocity about output axis 

Scan rate of system 
Angular velocity of scanner 

Angular subtense of detector 

Maximum angular scanning rate of field of view 

Seeker spin velocity 

rad 

mrad or sr 

rad sec"1 

rad sec"1 

rad sec"1 

sr 

rad sec"1 

rad sec"1 

speed, the weapons must be released some 
distance Rd prior to reaching the target in order 
for the weapon to hit the target and for the 
attacking aircraft to safely clear the area. It is 
necessary for the defense missile to intercept the 
aircraft with some safety margin prior to the 
aircraft reaching the range Rd. If we represent 
the safety margin range as Rs and the missile 
velocity as Vm, the time of flight tm of the 
missile may be calculated as (it is implicitly 
assumed that the aircraft altitude relative to 
range is small) 

= Rd +R. (5-1) 

If the reaction time prior to launching the SAM 
is tr and the attacking aircraft velocity is V,, 
then the minimum acceptable detection range 
may be calculated by 

R, Vt(tm + tr) (5-2) 

Analogous expressions can be developed for the 
search field frame time and other sensor per- 
formance parameters. For an infrared instru- 
ment, the minimum signal-to-noise ratio is deter- 
mined by the required detection probability and 
the false alarm rate. If the false alarm rate 
requirement is very stringent, the system must 
operate at a high threshold level which would be 
significantly higher than the rms noise values of 
the system. This implies that the peak signal 
must be at least equal to the threshold level. If 
the detection probability requirement is 99 
percent and the system noise is Gaussian white 
noise (normal), then the minimum signal must 
be at least 2.33 times noise standard deviations 
(usually expressed as root mean square-rms- 
noise) above the threshold in order to assure this 
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probability of detection. If the threshold setting 
based on false alarm rate considerations must be 
6 times rms noise, then the minimum signal-to- 
noise ratio for 99 percent detection probability 
would be 8.33:1. In this manner (clearly simpli- 
fied at this point), the mission requirements and 
operational environment determine the func- 
tional requirements. 

5-2.1.2 Functions 

The mission objectives and requirements de- 
termine the sensor parameters and sequence of 
functions that the sensor must perform, thereby, 
dictating the functions of the subsystems and 
components within the overall system. A def- 
inite delineation of these generic functions is 
imperative if reasonable and realistic require- 
ments are to be allocated. Again consider the IR 
seeker on the SAM. Prior to initiation of the 
SAM launch sequence it is necessary to detect 
and acquire the target. This requires prior 
acquisition of the target by some other element 
of the SAM system (e. g., infrared or radar 
acquisition system) and then a transfer of this 
acquisition information to the IR seeker. The 
pointing accuracy of the initial acquisition sys- 
tem determines, in large measure, the field of 
view requirements of the IR seeker. If target 
acquisition is also a requirement of the IR 
seeker, it must be capable of rejecting back- 
ground clutter and providing the sensitivity 
necessary to detect and lock on a target at the 
desired range. Thus, the acquisition function in 
conjunction with the operational environment 
will establish the ground rules governing the 
field of view, background clutter rejection, and 
sensitivity requirements. 

The second function of the seeker is to track 
the target and to provide guidance error signals. 
In this mode of operation, the seeker must reject 
the countermeasure response of the target and 
provide data at the rate and resolution required 
to achieve the desired kill probability. It must 
possess the necessary gimbal freedom for main- 
taining the target in the field of view despite 
target maneuvers. A sufficiently-high angular 
tracking rate capability must be provided to 
maintain a small miss-distance at the intercept 
point. In order to establish numerical require- 
ments for these functions, the missile and target 
motion usually undergo dynamic simulation on 
an analog computer. However, as is often the 

case, the volume weight or power constraints of 
the missile nose will not permit the installation 
of a seeker which provides the full desired 
mission capability. As a consequence, the de- 
signers of both the IR seeker and the mounting 
platform must determine whether the mission 
performance can be resolved if the power 
required can be reduced; or whether more 
power, weight, or volume can be allocated to the 
seeker. 

It can now be seen that the mission objec- 
tives, operational environment, and the func- 
tional requirements have begun to yield a 
preliminary set of performance specifications 
from which the sensor characteristics can be 
developed. 

5-2.1.3  Requirement Analysis 

Following the definition of the functional 
requirements, the system designer can begin to 
formulate the sensor system parameters. In 
general, these are derived analytically from the 
system sensitivity equations; the considerations 
of optical, mechanical, and electrical design; 
cooling requirements and power constraints; and 
size and weight constraints. 

Assume a target of radiant intensity J in w 
sr"1 at a given range R in cm through an 
atmosphere that provides transmittance T. The 
irradiance at the collecting aperture is expressed 
as 

H = 
R2 w cm (5-3) 

based on the inverse-square law. The sensor 
sensitivity or noise equivalent input (NEI) is 
given by Eq. 5-4, which is discussed further in 
par. 5-3.3.1. 

NEI = 
^AdAf 

e0 eeA0JJ f  , w cm (5-4) 

where 

A/ 

detector area, cm2 

noise equivalent bandwidth, Hz 

optical efficiency 
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e„   = 

A0 

D* 

coefficient which relates the peak 
or rms value of the signal output to 
the input irradiance (a unique func- 
tion of the filter characteristics and 
input waveforms) 

optics collecting area, cm2 

detector specific detectivity, cm 
Hz1 w 

If the minimum signal-to-noise requirement is 
pm then the noise equivalent input can be 
rewritten  as: 

NEI = H = 
JT 

e„e„Ar,D* 
(5-5) 

It is thus shown (for this example) how the 
functional requirement for detection at range R 
is related to the sensor parameters of Eq. 5-4. It 
is also apparent that there is no unique solution 
to Eq. 5-5 since an infinite combination of 
numerical values will satisfy the equation. 

Assume the need to scan the total field of 
view SI steradians once per ts seconds, and nd 

detectors of instantaneous field of view a 
steradians to scan the field at 100 percent duty 
cycle, then the dwell time 
detector is expressed as 

td 

nd tsa 
J sec (5-6) 

The filter (electrical) bandwidth Af for scanning 
systems is often given as 

^'-^■H' 
(5-7) 

in which case the system response will be 
reduced by a factor of 0.60 to 0.70 of its 
maximum amplitude. Theoretically, one would 
like to have Af - °° so that there would be no 
degredation in system response. However, be- 
cause of the increase in noise power with 
bandwidth, Af should be limited. Practically, the 
selection of Af as indicated by the relationship 
of Eq. 5-7 is a compromise between system 
response and noise. In this case the response has 
been reduced by a factor of 0.6—0.7, depending 
on its application. The detector area Ad can be 

expressed as follows in terms of optical speed, 
aperture, and field of view: 

Ad    = (f/no.fDla (5-8) 

where 

f/no. = optical speed 

a       - instantaneous field of view, sr 

D0     = optical diameter, cm 

The background clutter rejection capability of 
a sensor is often expressed in terms of the 
signal-to-background noise ratio. This reflects 
the fact that the higher the ratio, the higher the 
threshold can be set (given adequate sensitivity) 
and, thus, the more background clutter that can 
be eliminated. Since background radiance is a 
complete random function, a frequently-used 
criterion is a "worst case" or peak background 
radiance. The signal-to-background noise ratio 
S/B may be computed as 

S/B = 
JT 

aBR2 (5-9) 

td of an individual     where 

B     = background radiance, w cm 2 sr ' 

Eq. 5-9 applies when the target is a point source 
and the background is an extended source such 
as a cloud. Both the signal-to-background and 
signal-to-noise ratios can be improved by making 
the instantaneous field of view a small in the 
equation. This is done at the expense of cost and 
complexity compared to a system of equal size 
and performance, since the number of scanned 
elements in a frame time is SI fa. The frame time 
can be achieved by using additional detectors. 
There are also physical constraints on the 
minimum dimension <*„„■„ of current state-of- 
the-art detectors which can be fabricated to 
form large arrays. Thus, the constraint imposed 
dictates that 

< f/no. Doex/y(min) (5-10) 

where 0 x/y (min) is the minimum angular dimen- 
sion in radians of an individual detector. Since 
total   package   size,   weight,   and   volume   are 
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strongly influenced by f/no. and diameter; 
severe penalties can result from using small 
detectors. 

For sensors wherein the limiting source of 
noise is the internal system noise—provided this 
noise is Gaussian distributed with a flat ampli- 
tude (white) spectrum—the ratio of threshold to 
the rms noise required for any prescribed false 
alarm rate is 

£ = J~ in[Afndtfa(ng)"t-{] (5-11) 

where 

T   - threshold level of the system 

N   = rms noise 

nv   = number of looks required for detec- 
tion 

nd  - number of detectors 

Af = noise equivalent bandwidth, Hz 

tfa  = mean time between false alarms, sec 

rig   = number of resolution elements in the 
acceptance gate 

The proof of Eq. 5-11 (see Eqs. A-l through 
A-12 in the Appendix to this chapter) assumes 
Rayleigh-distributed white noise such that the 
probability density functions p(u) can be written 
as 

p(v) = --  exp I4(*y| (5-12) 

where 

Piv) probability distribution function of 
noise 

v  = instantaneous noise voltage, V 

a   = rms value of noise, V 

and the probability that a noise pulse exceeds 
any given threshold T is 

**>" - iSH-i(f)9l*' 
= exp 

Eq. 5-11 is the result of a being defined as the 
rms value of the noise which is denoted as N. 

Also it can be shown that the signal-to-noise 
ratio S/N required for any given detection 
probability pd when S > N, is 

S_ 
N N 

+ 2£n 
1- (Paf*. 

(5-14) 

Given a signal of amplitude S, a threshold value 
T, and noise N, all the same units (volts, for 
example), and a detection rule of nv looks; 
the detection probability can be derived in the 
manner which follows. First, the probability ps 

that any one of the nt looks exceeds the thresh- 
hold is expressed as 

exp [- im (5-15) 

Assuming that an overall detection probability 
of pd  is required, then 

or 

Pd-    (pj l 

Ps-    (pd)ni 

(5-16) 

(5-17) 

Substituting Eq. 5-15 into Eq. 5-17 gives 

l(^)! 

1 " (Pd) if" 

or 

S- T 
29n 

l-iPd)^ 

(5-18) 

(5-19) 

(5-20) 

Substituting  N  for   a   and  rearranging terms, 
results  in  Eq.   5-14. 

For example, assume the target analysis as 
having shown that, in the spectral band of 
interest (3.8 to 4.8 microns for instance), the 
radiant intensity of the target is 7 w sr~\ and 
the mission analysis as having indicated a detec- 
tion range of 9 km through an atmosphere that 
provides 0.3 transmittance. From Eq. 5-3 the 
irradiance will then be 
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Let us also assume the background analysis as 
having shown the effective peak-background- 
radiance in the band to be 3 X 10~s w cm"2sr-1 

and that a signal-to-background noise ratio of 
2.0 is necessary for background clutter rejection. 
Then from Eq. 5-9 

2.6 X 10"12 

2.0 oX 3X 10"5 

The instantaneous field of view a must be 
approximately 4.4 X 10~8 sr which implies a 
detector instantaneous field of view of 
2.1 X 10 ~4 rad, assuming a 1:1 aspect ratio. With 
a total field of view Cl of 10 X 10 mrad dictated 
by pointing accuracy requirements and a need to 
search the field with a single-bar linear array, the 
required number of detectors would be 

IPX lO'3^, .„ 
"d     ~ 2.1 X IO-4-48 

Let it also be assumed that in order to provide 
an adequate information rate, the system must 
scan the complete field 30 times per sec; then 
from Eq. 5-6 

48 X 0.033 X 4.4 X 10"8 

100 X   10 "6 - 7 X 10 ~4 sec 

and from Eq. 5-7 

A/'   = 2 X  7 X  10'4 710 Hz 

If a detection probability requirement of 0.99 
is required, an average false alarm rate of one per 
hour is acceptable, and a single-look detection 
criterion is used, a threshold setting of 6.4 (Eq. 
5-11) and signal-to-noise ratio of 9.5 (Eq. 5-14) 
will be required. From Eq. 5-5 the required 
sensitivity is determined to be 

2.6 X IQ-" 
NEI - 9.5 2.74 X 10"!3wcra"2 

It is now assumed that an analysis has shown 
lead selenide (PbSe) to be potentially the most 
suitable detector material and that an average 
D* of 4X 1010 cm Hz1/2 w"1 can be expected 
when the detector is cooled to -80° C. By 
replacing Ad and A0 of Eq. 5-4 by their 
respective terms, 

where 

Ad = (f/no.)2Dia    [Eq. 5-8] 

and 

An -l u -(f)« 
(representing  the  detector  and  collector area, 
respectively), NEI can be expressed as 

NEI-±f/no-rfF -ne„e„DnD 

or 

n    -    4//no. y/uAf 
D° " 7te0eeD0D*NEI 

(5-21) 

(5-22) 

By further assuming an f/no. of 3.0 for purposes 
of optical resolution and packaging and an 
optical  efficiency  e0 of 0.5, 

Dn 

4X 3X V4.4X 10"8 X 710 
3.14 X 0.5 X 0.65 X 4X 1010 X 2.74 X 10"13 

= 5.8 cm * 2.3 in. 

Next, a check is made to verify that neither the 
Rayleigh diffraction limit criterion or the cell 
size limit have been exceeded. The required 
resolution was 2.1 X 10 "4 rad. The diffraction 
limit equation is 

nr       2.44 Xe r (5-23) 

Assuming the limiting wavelength to be 4.8 
microns, then 

ni  _ 2.44 X 4.8 X IP'4 _ ov -__ 
DL =  P~Q  - 2 X 10 4 rad 

and thus the diffraction limit is not exceeded. 
Assume next that the minimum linear dimension 
d^n of a PbSe element is 0.001 in. or 
2.5 X 10 "3 cm. From Eq. 5-10 it is shown that 
the detector dimension 

d =  5.8 X 3.0 X 2.1 X 10"4   = 3.65 X lO'3 cm 

which is greater than the assumed dmin of 
2.5 X l0-3cm. 
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5-2.1.4 Block Diagrams 

One of the most effective methods of describ- 
ing all manner of complex systems is by means 

of simple pictorial diagrams. This technique is, 
of course, well-suited for illustrating the overall 
scope, internal functions, and interfacings of 
typical IR systems (see Fig. 5-1). 
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5-2.2 TARGET DEFINITION 

The mission objectives and the generic class of 
targets of interest in any given application 
determine the functional role of the IR sensor. 
The target characteristics or interest in a recon- 
naissance or mapping mission are in most cases 
distinctly different from those of interest in a 
threat warning application. The spectral, spatial, 
temporal, and amplitude characteristics of the 
surrounding background, in large measure, deter- 
mine the overall effectiveness of the system. If 
no significant distinguishable target characteris- 
tics exist relative to its background, the target is 
essentially camouflaged. In general, there will 
always be some distinguishable aspects of the 
target. The question is then relative to the type 
of detection system required and to its cost. Par. 
2-6.2 and AMCP 706-128 discuss in detail some 
of the salient characteristics of military targets. 
The following two paragraphs describe the man- 
ner in which the system designer makes use of 
this information. 

5-2.2.1 Spectral  Radiant Intensity Bounds 

The spectral characteristics of many military 
targets are often the most dominant differenti- 

ating feature of the target description. As a 
result, spectral optimization has become a highly 
effective tool in providing increased background 
rejection. Thus, it is extremely important for the 
system designer to have, or to be able to 
generate, an accurate spectral representation of a 
(minimum) target under the operating con- 
ditions expected to be encountered in the field. 

For example, the spectral signature of a jet 
aircraft at side aspect is significantly different 
from that of the same aircraft viewed from the 
tail. In the first case, the signature is character- 
ized by emission bands of H2 O and C02 

combustion products at 2.7 and 4.4 microns, 
while in the second case, the signature is 
characterized by the blackbody emission of the 
hot tailpipe. Fig. 5-2 shows the various aspect 
emissions. When viewed from the nose aspect, 
the signature may be dominated by graybody 
emission from the relatively cool surface of the 
aircraft. 

Ground targets, which exhibit relatively little 
energy compared to airborne targets, are gener- 
ally characterized by small temperature differ- 
ences between the target and the surrounding 
background. 

TAIL ASPECT 

2 
W 
H 
Z 
i-l 

H 
U 
W 

NOSE ASPECT 

WAVELENGTH (u.) 

FIGURE   5-2.   Spectral Characteristics of Aircraft vs Viewing Aspect 
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5-2.2.2 Radiance Gradients 

Virtually all infrared sensors operate on the 
modulated gradient between the target and its 
surrounding background. Thus, from a signal 
standpoint, the effective signal is the difference 
between the target and the background. Thus, 
for example, a 300°K blackbody target con- 
trasted against a 300° K blackbody background 
would not produce a discernible gradient. In 
many cases it is not required that the contrast be 
positive because negative gradients can also be 
processed. In the case of thermal imaging sys- 
tems, targets are often specified in terms of the 
effective temperature contrast A T between tar- 
get and background. For example, a sampan on 
a river might be said to have a 5°AT"gradient. It 
should be noted that this temperature gradient is 
the result of both emissivity and temperature 
differences. In the 8- to 14-micron region a ±5 
percent emissivity difference around e = 0.95 is 
equivalent to approximately a 7°C temperature 
difference at 300° K ambient. 

5-2.3 BACKGROUND DEFINITION 

The spectral and spatial characteristics of the 
background relative to the target determine the 
degree of background clutter that must be 
processed and the resulting false alarm rate if 
background is the dominant source of noise. To 
this date there has been no satisfactory statis- 
tical representation of the underlying stochastic 
process of background noise. Weiner spectra 
representations of backgrounds have never been 
found to adequately represent the spatial distri- 
bution of backgrounds. As a result, the system 
designer must generally utilize concepts such as 
the signal-to-background ratio which can be 
quantitatively translated into false alarm rates 
only through complete knowledge of the prob- 
ability distribution function. However, if the 
signal-to-background ratio is defined in terms of 
the minimum signal-to-maximum background 
and the ratio is significantly greater than unity, 
then in most cases the background can be 
adequately thresholded to a point where the 
false alarm rate will be within tolerable limits. 

5-2.3.1  Terrain, Sea 

The spectral signature of most ground back- 
grounds are characterized by diffusely reflected 
solar energy in the short wavelengths during 
daylight hours; and lunar, stellar, and air glow 

illumination at night. In the longer wavelengths 
(above 4 microns) the spectral characteristics are 
dominated by graybody emission at or near 
ambient temperature. Since most natural objects 
tend to have high emissivities in the long 
wavelengths the spectral signatures approach 
that of a blackbody. These subjects are discussed 
in greater detail in par. 2-6.1. The spectral 
absorptive properties of the intervening atmos- 
phere and the re-emission of the atmosphere in 
the absorption bands tend to modify the spec- 
tral characteristics of the background in a 
fashion which in many cases is to the advantage 
of the designer. In many cases, terrain back- 
grounds will be at a range greater than or equal 
to the target range, which means that the 
background will be attenuated as much as or 
more than the target. It should also be noted 
that the relative position of the sun, the type 
and amount of cloud cover, and the type of 
terrain also affect the amplitude and spectral 
signature of backgrounds. 

The spatial characteristics of terrain are usu- 
ally dominated by a large low-frequency com- 
ponent and roll-off at about Ijf beginning at 
relatively low spatial frequencies. Many targets 
of interest may be characterized by point 
objects with corresponding high-frequency com- 
ponents. This tends to improve the background 
clutter problem if the proper spatial and electri- 
cal filters are used. In general, these filters limit 
the low-frequency response of the system. This 
reduces signal energy, but at a much slower rate 
than background energy, and thus improves the 
signal-to-background ratio. 

5-2.3.2 Clouds 

Clouds, or more exactly cloud edges, have 
been the traditional enemy of IR system design- 
ers because of the large radiance gradient be- 
tween blue sky and a cloud edge. There are few 
analogous situations in the case of terrain 
backgrounds that produce gradients of this 
magnitude. As a result, systems that are designed 
to operate in a cloud environment must be 
carefully designed with respect to their spectral 
and spatial filtering properties. 

As in the case of terrain, the spectral signature 
of clouds are dominated by emitted energy in 
the long wavelengths and reflected energy in the 
shorter wavelengths as illustrated in Fig. 5-3. 
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FIGURE  5-3.    Typical Sunlit Cloud Radiances vs Wavelength 

(Refer to par. 2-6 for more detailed informa- 
tion.) The spectral radiance of clouds in the 
reflected region is strongly affected by the solar 
scattering angle and the cloud altitude. High- 
altitude ice clouds tend to be better reflectors in 
the short wavelengths but, because of their 
cooler temperatures, have lower radiance than 
the low-altitude water clouds in the longer 
wavelengths. 

5-2.3.3 Stellar Backgrounds 

The stellar background provides two sources 
of background radiation. The first comes from 
the bright stars that are resolved or detected by 
the sensor. The number and position of resolv- 
able stars can often be predicted in advance 
through the use of star tapes and ephemeris 
catalogues. When this information is stored in 
processing computers, these false targets can be 
eliminated. Another technique of stellar discrim- 
ination is based on the spectral signature of 
stars. Since most stars radiate as 5000° - 6000° K 
blackbodies, an instrument operating in two 
spectral regions has a potential for rejecting 
these objects relative to much cooler targets. In 
the regions of high-stellar density such as the 
galactic equator it is often impossible to process 
the information in real-time and as a conse- 
quence   these   regions   are   often   avoided.   A 

second source of stellar radiation is the noise 
emission from many unresolved stars. In some 
long-wavelength applications this may be the 
limiting noise source. 

5-2.4 TRANSMISSION 

The selective absorption of radiated infrared 
energy by the intervening atmosphere influences 
both the spectral characteristics and amplitude 
of the received target signal. As a consequence, a 
comprehensive understanding of absorption 
phenomena is mandatory for successful system 
design. The primary constituents that absorb 
infrared energy are the vibration and rotation 
bands of water vapor and carbon dioxide. 
Secondary absorption sources include nitrous 
oxide, ozone, methane, and other minor atmos- 
pheric cases. Particulate matter causes scattering 
of the infrared energy. The phenomenology of 
this subject is discussed in par. 2-4. 

5-2.4.1 Absorption 

The dominant absorption bands in the infra- 
red are the 2.7-micron band of H2 O and C02, 
the 6.3-micron band of H2 O, and the 15-micron 
band of C02 . Because of these absorption bands 
and the spectral characteristics of target radia- 
tion, the traditional operating bands which have 
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evolved include: 1.8 to 2.7 microns, 3 to 5 
microns, and 8 to 14 microns. It should be 
noted that, since the atmosphere absorbs in the 
same bands where hot-gas plumes emit, only a 
small fraction of these strong emission bands is 
transmitted even through relatively short atmos- 
pheric paths. However, temperature and pressure 
broadening of the plume emission bands results 
in a small residual skirt of energy that is 
transmitted as shown in Fig. 5-4. It is apparent 
from Fig. 5-4 that unless both the spectral 
characteristics of the target and transmissions 
are well understood, the estimation of the 
transmitted target energy can be significantly in 
error. It should also be noted that nonhomoge- 
neities in the atmosphere in the absorption 
regions can be a significant source of external 
scanning noise. 

Model atmospheres have been developed to 
represent the differing climatological environ- 
ments in which an infrared system may operate. 
For example, a model temperate atmosphere 
describes the altitude dependence of C02, H2 O, 
temperature, and pressure for mid-latitude re- 
gions. Similar models exist for tropical and 
arctic regions. In addition, transmission models 
by such authors as Thomas Altshuler1 greatly 
facilitate the calculation of slant path transmis- 
sion. 

5-2.4.2 Obscuration 

infrared energy. This is often characterized by 
probability curves of cloud free line-of-sight as 
shown qualitatively in Fig. 5-5. The point A on 
the curve indicates that at an altitude of about 
20 kft and an observer-target distance of 5 mi 
there is 80 percent probability of a cloud-free 
line of sight. While at the same altitude but for a 
6 - mi observer-target distance, point B on the 
curve, there is 70 percent probability of a 
cloud-free line of sight. Curves such as those in 
Fig. 5-5 are especially useful in cost effectiveness 
studies. For example, from the point of view of 
aircraft detection it may be desirable to have a 
detection range of 20 km. If, however, there is 
only a 1 percent chance of having a cloud-free 
line of sight to that altitude, it may not be 
economical to provide that range capability. In 
addition, the relationships of Fig. 5-5 are useful 
in determining the expected range at which 
targets may emerge from cloud cover. This 
information is often required in determining 
frame rate requirements. For example, if a 
system must detect a target by some minimum 
range Rmin and the cloud data indicate that 
there is a high probability that the target is not 
visible until some other range Rc and the 
velocity of the target is Vf, then the maximum 
frame time is 

Ls( max } 
Rc ~ R, sec Rr > R. (5-24) 

In addition to being a background problem, 
clouds   are  also   a  source   of   obscuration   of 

Cloud cover data are also often required for 
airborne and satellite reconnaissance systems in 
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FIGURE  5-4.   Relative Target Energy and Transmission vs Wavelength for Plume Emission 
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determining the percentage of time that ground 
targets will be visible. 

5-2.5 COUNTERMEASURES 

The designer of infrared systems must be 
constantly aware of potential countermeasures 
that may be used against the system. This 
knowledge can in some cases permit the inclu- 
sion of counter-countermeasures in the initial 
system design. In almost all cases the details of 
countermeasure techniques and their perform- 
ance are highly classified and, as a result, the 
discussion must be general in nature. IR counter- 
measures are divided into two general groups 
representing two functional modes of operation: 
passive countermeasures and active counter- 
measures. 

52.5.1  Passive Countermeasures 

Passive countermeasures can be broadly de- 
fined as that class of countermeasures which are 
employed continuously and are not activated as 
a result of the presence of an attacker. Passive 
countermeasures exclude the deployment or 
ejection of physical objects from the defended 
platform. The most generally employed counter- 
measure against IR systems is a reduction in 
target signature. The primary objective of these 
techniques is to reduce or suppress the level of 
IR radiation from the defended platform to a 
level so low that the attacker cannot detect his 
target until it is too late to mount an attack. The 

40 T 

three dominant suppressing techniques for mis- 
sile and aircraft targets are shielding, cooling, 
and additives. 

Shielding is a technique whereby the hot 
engine parts of an aircraft, helicopter, or any 
other potential target are shielded from all but a 
very narrow range of aspect angles, usually only 
a few degrees directly around the exhaust 
nozzle. Shielding and cooling are often used 
simultaneously in order to improve the overall 
effectiveness. Fuel additives are sometimes used 
in order to reduce plume radiation. These 
additives can be quenching in nature, such as 
water, which tends to reduce the temperature 
and thus the radiation of the plume emission, or 
they can be inhibiting in nature such as certain 
chemical additives. 

5-2.5.2 Active Countermeasures 

Active countermeasures are those counter- 
measures that either confuse or destroy the 
attacker's guidance system. Flares, decoys, 
modulation jammers, and directed energy beams 
are all considered active countermeasures. 

The infrared flare is one of the most common 
countermeasures used to reduce the effective- 
ness of air-to-air missiles. If the radiant intensity 
of the ejected flare is slightly greater than that 
of the intended target and its trajectory is not a 
too radical departure from that of the intended 
target, the missile will tend to follow the flare 
and not  the aircraft.  The  intent is to use a 
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FIGURE 5-5.   Estimate of Probability of Cloud-free Line-of-sight from (or to) Surface Level 
(Washington, D.C.—Summer) 
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sufficient number of flares deployed at the right 
time so that when the last flare has burned out, 
the aircraft is out of the missile's field of view. 
The missile is then rendered harmless because 
the remaining time is insufficient for reacquiring 
the target. It should be realized that since the 
flare is significantly smaller than the target, it 
must be substantially hotter in order to emit as 
much or more energy in any given spectral band. 
As a result, if the air-to-air missile were to have a 
two-color tracker (a counter-countermeasure) it 
could discriminate against the flare and reject it. 
This, of course, would force the defense into the 
deployment of a two-color flare (a counter- 
counter-countermeasure), and so on. 

Decoys are objects that simulate the spectral 
and spatial characteristics of the target but are 
dispersed in such large numbers that it becomes 
uneconomical for the attacker to fire at all of 
them in an attempt to hit the real target(s). As 
in the case of the flare, the attacker may try to 
find a discriminant which the decoy does not 
simulate and use this to reject them in favor of 
the true target. 

Modulation jamming is a technique whereby 
flashing or blinking lights are used to introduce 
spurious tracking signals into the missile tracker 
in an attempt to either completely confuse it or 
to introduce a significantly large miss-distance so 
as to render it ineffective. 

Potentially, lasers (directed energy beam) 
could be used as a defensive technique to 
destroy either the optical coatings, filter, or the 
sensing element of the threatening IR seeker. 
Achievement of these objectives requires high- 
power levels not always compatible with air- 
borne platforms. In addition, efficient use of 
these lasers requires precise pointing mecha- 
nisms. 

concept prior to the firm delineation of the 
performance requirements; however, it must be 
remembered that cost and schedule constraints 
may require the revision of the performance 
specifications if the trade-off analyses of the 
baseline design and the alternative concepts 
indicate that the specifications cannot be satis- 
fied. Thus, the baseline design is part of the 
repeated cost effectiveness analysis. 

5-3.1  SPECTRAL OPTIMIZATION 

The selection of the optimum spectral band 
and the choice of detector are the most critical 
decisions made in designing an infrared sensor. 
The optimum spectral region must be selected in 
the context of the operational mission, the 
targets, background, and transmission character- 
istics; and size, weight, power, and cost con- 
straints imposed on the system. The two dom- 
inant factors involved in spectral selection are 
system sensitivity and background rejection. 
Both of these factors affect the spectral location 
and the spectral bandwidth, and are always in 
opposition. The maximum target-to-background 
ratio is achieved by selecting an infinitesimally 
small bandwidth at the spectral location of 
maximum target-to-background contrast as 
shown in Fig. 5-6. However, since the bandwidth 
is infinitesimally small, the signal-to-noise ratio 
is essentially zero. In order to increase the 
signal-to-system-noise ratio, the spectral band 
must be widened which reduces the signal-to- 
background ratio since the background is in- 
creasing faster than the target as the optimum 
point is the center wavelength. The resolution of 
this problem is generally found in minimizing 
the number of detectors required for a series of 
fixed-aperture diameters, then developing a 
philosophy of making aperture/de tec tor trade- 
offs. 

5-3 BASELINE DESIGN CONCEPT 

The baseline design concept is a technique 
used to focus the analysis once a firm set of 
performance requirements have to be estab- 
lished. The sensor system is then optimized by 
performing hardware and sensor parametric 
trade-offs about the baseline design point to 
determine the most economical way to achieve 
the performance requirements. It is almost 
always premature to establish a baseline design 

5-3.1.1 Trade-offs 

The instantaneous field of view and the 
detector material, in addition to sensitivity 
requirements, must be considered in selecting 
the optimum spectral region. The optimum 
spectral region can be defined as the one that 
maximizes the signal-to-background-plus-noise 
ratio Pß and simultaneously satisfies the mini- 
mum signal-to-noise constraint pN. These can be 
defined by the following expressions 
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FIGURE   5-6.   Example Spectral Background and Target Radiant Intensity 

and 

where 

R1 f 2J(\)T(\)d\ 
Pß  = 

{(« j^2B(X)TB(\)d\f +N 
1/2 

PN   < 

1     r^2 
fti      j      J(\)T(\)d\ 

N 

(5-25) 

(5-26) 

p    = signal-to-background plus noise 
ratio 

= signal-to-noise ratio -=r 

= spectral radiant intensity of target, 
wsf'/i   ' 

= atmospheric transmission for target 

= atmospheric transmission for back- 
ground 

= range, cm 

= instantaneous field of view, sr 

J(X) 

T(\) 

TB0<) 

R 

a 

5(X) 

N 

background spectral radiance, 
w sr"' ß '1 

rms system noise, w cm"2 [Eq. 5-4] 

Eqs. 5-25 and 5-26 are based on the target, 
background, transmission spectral characteris- 
tics, and the detector noise characteristics. 

Assume the target and background radiance 
and the transmission coefficient to be as shown 
in Figs. 5-7 and 5-8, and a mission detection 
range of 7 km in a temperate atmosphere. Also 
assume the field of view of the sensor to be very 
small so that all backgrounds will be at a range 
equal to or greater than the target. The apparent 
target and background (as seen through the 
atmosphere) will then be as shown in Fig. 5-9. It 
is apparent that transmission has significantly 
altered the spectral characteristics of both target 
and background. 

Next, assume an instantaneous field of view 
of 10"6 sr selected on the basis of resolution and 
number of detectors. It should be noted that 
this is an extremely significant design selection, 
therefore, several iterations may be required to 
determine the optimum detector subtense. The 
cumulative target and background irradiation 
curves are shown in Fig. 5-10. These curves show 
the amount of energy up to the long-wavelength 
cutoff X2 on the abscissa. The plateau region is 
the result of the strong absorption at 4.4 
microns. The signal-to-background-plus-noise 
ratio p0 is illustrated in Fig. 5-11 for several 
short-wavelength cutoffs X r. The curves with the 
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larger values  of pp   represent narrow spectral 
bands. 

At this point the signal-to-noise constraint 
must be invoked. Assume that a minimum S/N 
ratio of 6 has been determined based on an 
analysis of Eqs. 5-11 and 5-14. Also keep in 
mind that size constraints limit the collecting 
aperture to some fixed maximum. In the spec- 
tral region of interest, the two potentially useful 
detector materials are PbSe and InSb. Fig. 5-12, 
which illustrates the cumulative S/N ratios pN 

for these two detector materials, indicates that 
InSb is more sensitive than PbSe. For any given 
detector material, the optimum band is the most 
narrow band that satisfies the constraint of 
S/N =6. This is found by iteratively selecting 
different combinations. Since InSb is more 
sensitive, it can satisfy the requirement with a 
narrower band than can PbSe (in this example, 
3.75 to 4.50 microns vs 3.50 to 5.00 microns). 
The implications for the signal-to-background 
ratio are illustrated in Fig. 5-11. The system 
using PbSe would operate at position A of this 
graph while the system using InSb would oper- 
ate at position B. It is apparent then that the 
most sensitive detector also provides the better 
background rejection capability. It should be 
noted that only a few aspects of the spectral 
region selection problem have been illustrated in 

this paragraph. For example, the trade-off of 
detector instantaneous field of view was not 
examined. However, even before this paragraph 
can be completed, a discussion on the final 
choice between detector materials must be 
included. 

5-3.1.2 Detector Selection 

The availability of detector materials for 
specific spectral regions, their physical prop- 
erties, sensitivities, and cost are some of the 
more significant considerations in selecting a 
spectral region and the design of an infrared 
sensor. The most significant detector parameters 
which influence the choice of detector materials 
are spectral response, detectivity D*, responsiv- 
ity, cooling requirements, minimum size con- 
straints, cell-to-cell uniformity, long-term stabili- 
ty, manufacturing tolerances, array technology, 
and costs. 

The spectral response of most detector mate- 
rials is relatively narrow in that their sensitivities 
outside of the limiting band are usually not 
satisfactory for weapon system applications. As 
a result, there are few examples in which more 
than two or possibly three detector materials are 
serious candidates for a specific application. Of 
these candidates, the second consideration is the 
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FIGURE  5-12.   Cumulative Signal-to-noise Ratios for Two Detector Types 

intrinsic sensitivity of the detector material 
under the system operating conditions. It is clear 
that detector sensitivity has a significant impact 
on both system size and system performance. 

In order to achieve maximum sensitivity, 
most detector materials must be cooled to 
cryogenic temperatures. The electrical power 
requked to provide this cooling is often the 
most significant portion of the sensor's power 
budget, and in many applications is often the 
parameter that determines the choice of detec- 
tor material. For example, mercury-doped- 
germanium Ge:Hg can operate in the 3- to 
5-micron region, but must be cooled to or below 
30° K. On the other hand, indium-antimonide 
InSb also operates in the 3- to 5-micron region; 
however, it must be cooled to only 77°K. For 
equivalent heat inputs, the Ge:Hg system will 
require approximately three times the input 
power as will the InSb sensor, consequently, a 
substantial system trade-off could be made 
relative to size (due to cooling requirements) 
before selecting the detector material. 

Detector cell size is also an important param- 
eter in the selection of a detector material. It 
was shown that the instantaneous field of view 
of a detector was a significant parameter in 
eliminating  background  clutter.  The  detector 

area is related to the field of view by Eq. 5-8 and 
the linear dimensions X and Y are given by 

X = D0(f/no.)6x 

Y = D0{flno.)6y 

a « 0jj0y (sr) 

(5-27) 

(5-28) 

(5-29) 

where 6X, 8y are the detector's angular dimen- 
sions. The state-of-the-art usually limits the 
minimum physical dimension at which a given 
detector material can be manufactured. For 
some detectors this may be 0.001 in. while for 
others it may be 0.004 in. Thus, if very small 
instantaneous fields of view are required for 
background rejection, and the optical diameter 
D0 and optical speed f/no. are limiting the 
package size, it may not be possible to use a 
particular detector material due to its size 
limitations. 

When large arrays are required for specific 
applications, the existence of array technology 
and the uniformity of the detectors in the array 
also influence the choice of detector materials. 
For example, there are only two detector 
materials (PbS and Ge:Hg) for which large array 
(greater than 100 detectors) technology cur- 
rently exists. The long-term stability of detector 
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sensitivity and responsivity also must be con- 
sidered in the choice of a detector material. 

5-3.2  FRAME-TIME OPTIMIZATION 

In many cases the frame time can be derived 
and optimized based on target geometry and 
kinematic considerations. For example, consider 
the problem posed in par. 5-2.1.1 in which 
detection and acquisition are required by some 
range Rmjn as defined by Eq. 5-2. The optimum 
scan rate will be defined as the rate that 
minimizes the aperture diameter D0 while assur- 
ing target detection at a minimum range Rmm 

which provides an acceptable signal-to-back- 
ground-noise ratio S/B. As shown in Eq. 5-9 

S/B = 
Jr 

aBR2 

The following simplified relationship for atmos- 
pheric transmission ra is used to arrive at an 
analytic solution of the optimum frame time: 

u > o 

which is an approximation for a negative expo- 
nential, where x is determined empirically in the 
spectral region of interest for the ranges of 
interest. 

For many detector materials (e.g., PbS) the 
detectivity D* term in Eq. 5-21 is a function of 
the frame time ts as a result of its high-fre- 
quency time-constant roll-off past some knee 
frequency 

D* ■ *(tr Y> 0 
U > t„ 

(5-31) 

where 

D*   - detectivity of the detector before 
roll-off*", wcm_! 

t„   =  frame time that would produce the 
roll-off knee frequency (3 dB point) 
for a given size detector, sec 

t, - frame time, sec 

Y = number which is empirically 
determined 

t Frequency roll-off is defined as a frequency beyond 
which the output signal relative to input signal begins 
to be attenuated. 

A/' 

A linear array of detectors is assumed to i 
the elevation field of view. The electrical (filter) 
bandwidth of the filter Af is approximated by 

1 
2td 

where td is the time it takes a point image to 
cross a detector. If the detector is of width dx 

and the system is scanning at a rate co rad/sec, 
then 

and 

tA      = 

Af 

1Ä 
co 

CO 

20 v 

(5-32) 

(5-33) 

If the field of view in the direction of scan is 
tj> and the frame (scan) time is r5, then 

0 

(5-30)       and 

V- 2tsdx 

(5-34) 

(5-35) 

Substituting Eqs.  5-30,  5-31, and 5-35 into 
NEI Eq. 5-21, and solving for S/N, we obtain 

S/N - 
RXR2 

*D0e0eeD*t? 

l{f/no.)tX 

(5-36) 

If the signal-to-noise ratio for a particular 
detector is to be constant, independent of range, 
it is required, therefore, from Eq. 5-9 that 

(5-37) a   = K,R2 

where Kt is a constant multiplier. 

For square detectors 

e2  = a 

eY = ex =v^~ 

By substituting Eq. 5-39 into Eq. 5-36, the 
following relationship is obtained between D0 

andi? 

(5-38) 

(5-39) 
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D„  - K (5-40) 

where K2 is another proportionality constant. 

Range R is equal to the minimum range plus 
the distance which the target could have traveled 
in a frame time prior to detection, having just 
been missed during the previous frame (the 
target is assumed to be traveling away from the 
observer). We, therefore, have 

R = Rmin + n, Vtts (5-41) 

where 

n,   = number of looks required for 
detection 

V, = target speed 

ts = scan time 

Thus from Eq. 5-40 

n     =   K    ffi"i'"+_.?? Vt^s) 
2.5+X 

Y^KT 

Differentiating with respect to ts and setting 
to zero yields the following optimum value of ts 

ta(opt) (0.5+ Y)R, 
ntVt[(2.5 + X)- (0.5+ Y)} 

(5-42) 

For example, assume that transmission is inverse- 
ly proportional to range {X = +1) and that D* 
is inversely proportional to the square root of 
the frame time (Y= +0.5). Also assume a mini- 
mum detection range Rmin of 2 km, a target 
speed Vt of 0.3 km/sec (1000 ft/sec), and a 
two-look (n   -2) detection criterion. 

t.(opt) 
(0.5+ 0.5)2 

2X 0.3  [(2.5+ 1)- (0.5+ 0.5)] 

tjopt) = 1.33 sec. 

It must be remembered that other system 
considerations have been neglected in this 
optimization. If cloud and terrain masking make 
it likely for the target to approach the defended 
point unobserved prior to the range dictated by 
ts(opt), then a faster frame-time may be re- 
quired as illustrated by Eq. 5-28. Thus, the 
frame time is calculated as 

ts = min [ts(opt) or ts(tnax)] (5-43) 

or the minimum of the maximum determined by 
environmental considerations and the optimum 
determined by sensor considerations. 

5-3.3 PARAMETRIC DESIGN 

The parametric relationships between sensor 
and mission variables determine, in a large 
measure, the trade-off opportunities available to 
the system designer. As a result, a perceptive 
understanding of the basic mathematical and 
physical relationships is a mandatory require- 
ment for the system analyst. The relationships 
between optical size, number of detectors, cool- 
ing requirements, scan methods, displays, and 
other system considerations are investigated in 
the paragraphs which follow. 

5-3.3.1  Collecting Aperture Diameter 

The size of the collecting aperture D0 is a 
dominant variable in determining the weight, 
size, and volume of the entire IR sensor unit. As 
a consequence, it is the system parameter that 
often requires the most attention. 

Eq. 5-4 is the basic system equation for a 
detector-noise-limited system and the geometry 
for a simple optical system is illustrated in Fig. 
5-13. 

The detector area Ad is, of course, the 
product of its dimensions in height X and width 
Y (there is no relationship between these X and 
Y, and those shown in Eqs. 5-40 and 5-41) 

Ad = XY, cm2 (5-44) 

From Fig. 5-13 it is apparent that the angular 
subtense of the detector can be given as 

0X =—, rad 

0. 

f 
Y       , ^T.rad 

The instantaneous field-of-view a of the 
detector is the angular volume of the detector 
subtense and is given by Eq. 5-29 as 

a   »  6 x d Y , sr 

As discussed previously, it is frequently as- 
sumed that the electrical bandwidth should be 
the inverse of twice the time it takes a point 
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image to traverse the detector in the direction of 
scan, or 

Lf - 2^ , Hz [Eq. 5-7] 

where 

td  = dwell time, sec 

Assume the total volume of J2 steradians is to be 
searched in time ts by nd detectors, then 

td   =   %&±    [Eq.5-6] 

Substituting Eqs.   5-6  and 5-7 into Eq.  5-21, 
yields the system sensitivity equation 

ne0eeD0D 
a 

2ndts 
(5-45) 

The required system sensitivity is determined 
by the radiant intensity J(v? sr'1) of the target, 
the atmospheric transmission ra, the detection 
range R (cm), and the desired signal-to-noise 
ratio 

where 

or 

S/N = 

NEI = 

Jr„ 

R2NEI 

Jrr 

R7(S/N) 

(5-46) 

(5-47) 

Eqs. 5-4, 5-21, 5-45, and 5-47 can be com- 
bined to yield three alternative methods for 
calculating the optical diameter 

D0  = 

1/2 R7(S/N) , 4^AdAf 
Jra ne0eeD 

R2(S/N)    4(f/no.)>/äÄf~ 
nene„D JT„ 

R2 (S/N)     4 (f/no.) n 
JT„ ire0eeD 2ndtB 

(a) 

(b) 

(c) 

(5-48) 

Typically for search/track systems 

e0ee  = 0.2 

f/no.      > 1.5 

S/N      > 7 

The following two additional inequalities are 
required to completely specify the optical di- 
ameter D„: 

D0  > 

Dn  > 

(f/no.) 6X 

2.44X 

(5-49) 

, (Ac in cm)   (5-50) 

The same expressions can be written for 9 Y ■ 
The first inequality refers to the fact that 
detectors can be made only so small (dmin) after 
which either costs or physical constraints render 

COLLECTING LENS 

DETECTOR 

FIGURE   S-13.   Optical Diagram 
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impossible further size reductions. The second 
inequality refers to the Rayleigh diffraction 
criterion in which the long-wavelength cutoff Ae 

and the optical diameter determine the mini- 
mum spot-size for a point object. 

An example of the type of parametric data 
that can be generated by means of Eqs. 5-48, 
5-49, and 5-50 is illustrated in Fig. 5-14. The 
curves illustrate that for any given instantaneous 
field of view a, the diameter increases as the 
square of the required range. Fig. 5-14 illustrates 
a situation where the diffraction criterion Xe 

determines the minimum detector size criterion 
dmin . A maximum diameter constraint D0 (max) 
is imposed to reflect the possibility of limited 
size or volume available to the sensor. The 
signal-to-background-ratio line S/B, Fig. 5-14, 
also places a limit on the possible combination 
of a and R. As a consequence of the underlying 
system equations and the severe physical and 
environmental constraints placed on the system, 
only the small region shown in the graph 
remains to satisfy all the restrictions and limita- 
tions. 

5-3.3.2 Number of Detectors 

In many cases the number of detectors is the 
dominant variable in determining the sensor 
cost.  The reason for this is the fact that each 

detector element requires its own separate proc- 
essing network including preamplifier, filter, 
thresholding, and other electronic processing 
functions. Each detector processing channel 
currently costs in the neighborhood of $100 to 
$500, thus, a system with 1000 detector chan- 
nels would cost at least $100,000. On the other 
hand, if the number of detectors is too small, 
the resultant false alarm rate and loss of resolu- 
tion may require additional computer processing 
which, in the long run, may cost more than 
adding additional detector channels. 

Three basic factors that determine the de- 
tector size and detector number are background 
level, sensitivity, and resolution. Most natural 
background clutter, with the exception of stellar 
sources, tends to be extended in nature and is 
thus larger than the detector element. In these 
cases, the apparent background irradiance HB is 
expressed as 

HB    =      arBB+a(l- rB)Ba        (5-51) 

where 
TB = transmission of the atmospher- 

ic path between the optical sys- 
tem and the background 

B = radiance of the background 
Ba = radiance of the intervening at- 

mosphere at ambient tempera- 
ture 

JL± ZZD   (MAX) 

RANGE     R 

FIGURE   5-14.   Constraints on System Aperture Selection 
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In most cases Ba is assumed to be negligible and 
thus 

HB    = (XTBB (5-52) 

It is apparent that the background radiance 
can be made as small as desired by reducing the 
instantaneous field of view a if the background 
is composed of extended sources. However, 
several limiting conditions exist. First, even if 
assumed to be a point source, the target has in 
reality some finite area At. Thus, once the 
instantaneous field of view a begins to approach 
the target subtense, further reductions will re- 
duce both target and background with no re- 
sultant gain in the signal-to-background ratio. 
Thus the limiting field of view amin  is 

a   ■    > 
R2 

sr (5-53) 

The qualitative degree of background clutter 
rejection capability is often expressed in terms 
of the signal-to-background ratio 

S/B 
JT„ 

<XR
2
TRB 

ifo>  -f- 
R2 (5-54) 

Consider, for example, the problem of detecting 
a helicopter (At = 10 m2) at a range of 5 km. 
Assume that the target radiates 3 wsr^1 in the 3- 
to 5-micron region, the atmospheric trans- 
mission for both target and background is 0.33, 
the background radiance is 10~4 w cm~2sr-1, and 
that   a   signal-to-background   ratio 
desired. By Eq. 5-54 

3X 0.33 

of   3:1   is 

3 X (5 X 105)2 X 0.33 X 10"4 

4X 10"8 sr 

However, the limiting field of view is expressed 
as (Eq. 5-53) 

10 
"""      (5X 103)2 

amin =  4X 10 ~7 sr 

Thus, the maximum achievable signal-to-back- 
ground ratio is only 0.3 since further reductions 
in the instantaneous field of view reduces the 
signal and background energy equally. If, how- 
ever, the effective target area were only 1 m2, 

then  the desired S/B ratio could be achieved 
with an instantaneous field of view 4 X 10 _s sr. 

Consider, next, a rectangular scan field of 
dimension 8 X <p in which 9 is the angular field 
of view in the direction normal to the scan 
direction and <j> is the angular field of view along 
the direction of scan. A single linear array used 
for scanning the entire field would have to be 
comprised of the number of detectors nd calcu- 
lated as follows: 

(5-55) 
V fsä 

where fs is the detector aspect ratio (height-to- 
width)*. In order to search the scan field by nb 

bars or a linear array, the following number of 
detectors will be required 

nd   =  —=- (5-56) 
nb sjfsu 

As shown in Eq. 5-21, system sensitivity is pro- 
portional to the square root of the product of 
the detector field of view and the equivalent 
noise bandwidth; i.e., 

NEI a yjAfa 

but by Eq. 5-7 

1 

(5-57) 

Af = 

td   = 

2td 

V^JK 

where rs is the scan rate, rad/sec. 

Therefore 

NEI cc ^AsVo/s 

Thus, from number of detectors, it is highly 
desirable that the detectors be long and thin; 
however, this is undesirable from a sensitivity 
standpoint. The conflict must be resolved by 
examining the sensitivity and cost constraints 
and making the required trade-off decision, as 
illustrated in Fig. 5-15. The mission require- 
ments establish some maximum noise level NEIa 

that will just satisfy the detection requirement. 

The detector height is assumed to be in the d direction. 
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FIGURE   5 15.   Sensitivity of Detectors and Number Required vs Detector Aspect Ratio 

This, in turn, determines the maximum allow- 
able aspect ratio, thereby establishing the re- 
quired number of detectors ndo, 

Detector overlap is another factor to be 
considered in determining the number of detec- 
tors. Because of the finite size of the optical 
image, a certain amount of overlap between 
adjacent detectors is required to prevent targets 
from passing across the focal plane without all 
of its energy having irradiated at least one 
detector (see Fig. 5-16). For a detection system, 
an overlap equal to the size of one image 
quality, i.e., the diameter of a circle which 
contains about 90 percent of the target energy, 
is usually recommended. In this case, the num- 
ber of detectors is expressed as 

nd 

6 

2.44X/A] 
(5-58) 

The requirement for one full image quality is 
usually ignored when the detector size ap- 
proaches the diffraction spot size. 

Eq. 5-48 illustrates the fact that for any given 
set of conditions, the required optical diameter 
is inversely proportional to the square root of 
the number of detectors. 

Dn (5-59) 

Thus, in addition to being an effective back- 
ground-clutter rejection technique, the use of 
small detectors in large arrays also is a significant 
factor in increasing sensitivity, thus yielding 
longer detection ranges for the same equipment 
size. In making the final determination regarding 
the number of detectors, cost and minimal 
detector size must always be considered. 
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5-3.3.3 Cooling Requirements 

Most detectors must be cooled to cryogenic 
temperatures in order to achieve maximum 
sensitivity. In addition, detector materials which 
are background photon noise limited, BLIP, 
often require cooling of the entire optical 
system to achieve the maximum sensitivity. The 
electrical power necessary to provide this cool- 
ing is often the most significant portion of the 
sensor's power budget. For open-loop systems 
operating with a fixed supply of cryogen, the 
cooling requirement can practically omit the 
operating life of the sensor. As a consequence, 
the cooling requirement often dictates the 
choice of detector materials. 

For example, Indium antimonide InSb as well 
as mercury-doped germanium Ge:Hg can be used 
in imaging systems that provide thermal maps of 
the surrounding environment. A Ge:Hg system is 
approximately twice as sensitive as one using 
InSb and thus could be considerably smaller. 
However, Ge:Hg must be cooled to 28°K (liquid 
helium) while InSb operates at 77°K (liquid 
nitrogen). For equal heat inputs, the Ge:Hg 
system would require approximately 3 to 4 
times more cooling power than does the InSb 
system which requires approximately 300 w of 
cooling power for a 1-w heat input. If the sensor 
is to operate from a large aircraft, the difference 
between 300 w and 900 to 1200 w may not 
outweigh the advantages of the smaller package 
which is possible with Ge:Hg. If the system is to 
operate on battery power from an armored 
personnel carrier with its engine turned off, the 

power difference is very often more significant 
than the size and weight difference. It is thus 
clear that the cooling requirements can affect 
the entire system design significantly, depending 
on the application. The following data illustrate 
the cooling requirements and spectral range of 
the more popular detector materials: 

Material Temperature Spectral Range, ju 

PbS + 25° to-140°C 2-3.5 
PbSe + 25° to-140°C 2-5 
InSb 77°K 2-5 
Ge:Hg 30°K 2-14 
Ge:Cu 10°K 2-25 

It is apparent from these data that the long- 
wavelength response increases as the cooling 
requirement becomes more stringent. 

Both mercury- and copper-doped germanium 
detectors are BLIP and thus their sensitivities 
improve inversely as the square root of the 
incident photon noise (assuming negligible pre- 
amplifier noise). 

D* 2hc QB 
,cmHzww' 

(5-60) 

where 

X = wavelength, cm 

h = Planck's constant 6.625 X 10_3* 
w sec2 

c = speed of light 2.9979 X 1010 cm sec"1 
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FIGURE   5-17.   Basic Scan Modes 

17  = quantum efficiency of the detector 

QB = incident photon flux density 
= phot cm"2 ■ sec -1 

In some applications (e. g.,when the sensor is 
operating in a space environment against a space 
background) the photon flux from an uncooled 
optical system would be the dominant source of 
photon noise. As a result, when Ge:Hg or Ge:Cu 
systems are operated in such an environment, 
their optical systems are often cooled to tem- 
peratures approaching those of the detectors. 
Since at some point detectors cease being 
BLIP and become limited by some other noise 
source (e.g., preamplifier noise), the temperature 
to which the optical system is cooled must 
be carefully computed to avoid cooling beyond 
that which can affect the system sensitivity. 
As an example, consider the use of Ge:Hg 
in a thermal imaging system operating at sea 
level against 300°K ambient backgrounds. In 
this case, there is absolutely nothing to be 
gained by cooling the optical system since the 
external thermal background noise will domi- 
nate the internal thermal noise. 

5-3.3.4 Scanning Systems 

The scanning method to be used determines 
to a large extent the mechanical configuration of 
an infrared sensor. Six basic scan methods are 
illustrated in Fig. 5-17. Each has its own 
applications, advantages, and disadvantages. The 
method to be used must be selected-on the basis 
of a critical examination of the particular 
problem at hand. 

In the past, reticle scanning was used almost 
exclusively as the primary method of providing 
modulation for tracking systems and for back- 
ground rejection in search/track systems. How- 
ever, the advent of multi-element arrays has 
increasingly supplanted the reticle to the point 
where linear arrays are used in most advanced 
track, search, and imaging IR systems. 

Where a single detector element is used, 
scanning is usually provided by means of a prism 
or mirror as is typical of most line-scanning 
imaging systems for reconnaissance. This type of 
scan is illustrated in Fig. 5-18. The scan speed of 
the rotating prism is synchronized with the 
velocity-to-height   ratio   (u/h)   of  the   aircraft 
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FIGURE   S-l8.   Line Scanning Technique 

whereon the instrument is mounted, in order to 
provide continuous line coverage. The output of 
the detector modulates a small emitter whose 
output is recorded on film. Data processing 
entails placing the individual lines side by side to 
form a complete picture. As indicated by the 
simple diagram, the scanning prism is quite large 
relative to the collecting lens. 

Linear arrays have the advantage of permit- 
ting significantly smaller mechanical packaging. 
For example, a linear array wherever the scan- 
ning motion is provided by two counter-rotating 
wedges as illustrated in Fig. 5-19, would be quite 
small and its output could be viewed in real time 
(i.e., directly on a CRT). Of course, the elec- 
trical complexity is considerably greater than 
that required for a simple-line scanner and, 
depending on the application, may or may not 
be warranted. 

Numerous other scan patterns and scan tech- 
niques can be developed, the exact technique 
depends upon the application and upon cost and 
engineering trade-offs. Hybrid scans such as a 
spiral scan with a linear array, nutating mosaics, 
and others, all offer the system designer with an 
almost infinite number of possible techniques. 

5-4 SAMPLE  IR SYSTEM  DESIGNS 

5-4.1   MISSILE SEEKER 

Infrared seekers are used to guide missiles by 
homing in on the IR emission from the target. 
IR seekers provide the guided missile's steering 
system with information on the target's line of 
sight, angular rate, and/or angular position rela- 
tive to the missile velocity vector. The missile's 
steering system closes a feedback loop which 
controls the missile flight-path kinematics. The 

COLLECTING 
LENS LINEAR ARRAY 

WEDGES 
PROCESSING 
ELECTRONICS 

CRT 

FIGURE   5-19.   Scanning Image System 
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target's line of sight angular rate or position is 
kept sufficiently near zero or constant to ensure 
a hit (Fig. 5-20(A)). When the angular position 
of the line of sight is constant, the missile flight 
path describes a pursuit course. The angular 
position of zero describes a pure pursuit missile 
flight-path trajectory, and if a fixed angle is 
maintained by the missile's steering system 
between the missile's velocity vector and the line 
of sight to the target, a deviated pursuit course 
will result. 

A constant bearing (collision) course (Fig. 
5-20 (B)) exists when the line of sight from the 
missile to the target is constant. The proportion- 
al-navigation course is an approximation of the 
constant bearing course wherein the missile's 
steering system commands an angular rate of 
change of the missile velocity vector which is 
directly proportional to the target sighWine rate 
of change. 

The guidance mode selected (pursuit, propor- 
tional navigation, etc.) will have a significant 
effect on the time history of the missile trajec- 
tory and on the requirements for maximum 
lateral acceleration, control system bandwidth, 
cost, and weight. The optimum factors regarding 
airframe, propulsion, warhead, control system, 
and guidance mode for the missile are deter- 
mined by means of a preliminary design analysis 
and simulation of the complete weapon system. 
Specific missile seeker performance require- 
ments are determined at that time. It will be 
assumed that, for the following missile seeker 
design example, such an overall weapon system 
study and computer simulation has resulted in 
the selection of a proportional-navigation seeker 
design. It is recognized that the example 
chosen—an air-to-air-missile—is not the U. S. 
Army's responsibility. However, this example is 
presented in order to adequately illustrate the 
theory previously presented. 

This design example follows the procedure of 
establishing the mission objectives which yield 
the functional and performance requirements. A 
baseline design concept is formulated with the 
selection of fixed seeker characteristics. 

5-4.1.1  Missile Seeker  Requirements 

5-4.1.1.1  Operational Environment 

It is assumed that the seeker will be designed 
for use with an air-to-air missile such that target 

acquisition and identification can be performed 
by the pilot using visual means. The pilot's visual 
target identification range of 3 n mi determines 
the seeker's maximum target acquisition range. 
The warhead safe-arming distance of 1/3 n mi 
from launch aircraft determines the minimum 
range. 

System simulation studies involving the 
launch aircraft and target are assumed to have 
resulted in the following operational require- 
ments: 

Gimbal angle freedom ±40 deg 
IR dome (max dia) 3.5 in. 
Line of sight tracking rate 

(max) 20 deg/sec 
Gimbal drift rate (max) 0.2 deg/sec 
Target acquisition time (max) 0.5 sec 
Target acquisition range 

(max) 3 n mi 
Target acquisition range 

(min) 1/3 n mi 
Target tracking accuracy 1 mrad 
Probability of target 

acquisition 0.9 
Minimum operational time 2 hr 
Target maximum maneuver- 

ability 6 g at 1000 fps 

The pilot will acquire the target by aiming his 
aircraft at the target using a fixed gunsight 
reticle. His aiming error, combined with the 
aircraft structural deflection between his sight 
and the seeker, will be assumed to represent a 
circular normal distribution having a CEP of 12 
mrad (a standard deviation of 10 mrad in each 
of two orthogonal directions). 

For purposes of this example, the missile will 
be pylon mounted to the aircraft's wing. It will 
be exposed to altitudes ranging from sea level to 
50,000 ft at aircraft flight velocities of Mach 2 
maximum under all weather conditions. 

5-4.1.1.2 Seeker Functions 

The pilot will set the seeker in the "ready" 
mode which will result in the detector being 
cooled down to its operating temperature. Upon 
acquiring and positioning a target within his 
fixed-sight aiming circle, the pilot will manually 
select the seeker target-acquisition mode. This 
will cause the seeker to: (1) search the required 
acquisition field of view, (2) lock on and track a 
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target in the search field of view, and (3) present 
the pilot with a visual or audible signal indica- 
tion of the seeker tracking a target. The pilot 
can then launch the missile. If target acquisition 
does not occur or if the pilot decides not to 
launch the missile, the pilot will restore the 
seeker to the "ready" mode which will place the 
seeker in the boresight position. 

5-4.1.1.3 Functional Description 

A generalized seeker block diagram which 
illustrates the various functions of a seeker such 
as described is shown in Fig. 5-1. As shown, the 
pilot would have command of the aircraft fire 
control system, allowing him to: control (1) 
cooling of the detectors, and (2) activation of 
scanning, signal processing, and seeker position- 
ing functions. In addition, the aircraft fire 
control system would provide him with an 
indication of target lock-on. 

The seeker control loop makes it possible to 
conduct a programmed search of the acquisition 
field of view, and to detect and track a target. A 
typical seeker servo block diagram is shown in 
Fig. 5-21. (Also see par. 3-9.1 for a discussion of 
servo systems.) Proportional navigation is 
achieved by closing the missile control loop 
around the angular rate of target line of sight. If 
the seeker is provided with angular inertial 
stabilization, the vehicle attitude oscillations will 
not affect the detected target angular position. 
Such stabilization may be accomplished by 
either a seeker design comprising a free gyro, or 
a design using seeker-head-mounted rate gyros in 
conjunction with a high-gain servo loop. 

5-4.1.1.4 Apparent Radiant Intensity of Targets 

and Backgrounds 

Apparent spectral radiant intensity Ja{\) data 
[Ja (X) = J(X)T(X)], representing the maximum 
range target under the most severe atmospheric 
and target signature conditions, are generally 
available to the seeker designer in the form 
shown in Fig. 5-22. Similar apparent target 
radiant intensity plots are obtained from meas- 
urements which have been extrapolated to the 
desired target range conditions by combining 
them with measured and calculated atmospheric 
transmission data. 

The peak apparent background radiance 
gradients at an angular subtense similar to the 

target and in the spectral bandpass of interest is 
assumed to be 7.5 X 10 ~5 wem"2 sr"1 JU"

1
. 

As discussed in this handbook, background 
levels should be treated, properly, as nonstation- 
ary random processes. In practice, conservatism, 
and often lack of detailed information concern- 
ing a realistic background model, leads to the 
assumption of a model wherein the variation in 
apparent background radiance is the maximum 
for a given spectral region. As will be seen, the 
seeker must be designed to minimize the proba- 
bility of false acquisition on backgrounds of this 
intensity. 

5-4.1.2 Baseline Design Concept 

By use of the values selected thus far, the 
target irradiance Ht in the 4.3- to 4.7-micron spec- 
tral passband may be calculated as 

J^rS^R) dx 

R2 dX, w cm" (5-61) 

where 

J(X)  = spectral radiant intensity from tar- 
get, w sr_1/x _1 

^a(^) = apparent spectral radiant intensity 
from target, w sr"V "' 

T(X, R) = atmospheric transmission as a func- 
tion of wavelength and pathlength 

R  = range, cm 

Xj and X2 = target spectral cutoffs (4.3 and 4.7 
microns, respectively), cm 

Integrating Ja(X) over the 4.3- to 4.7-micron 
spectral passband, as shown in Fig. 5-22, gives 
19 w/sr as the target apparent radiant intensity. 
At a range of 3 n mi, the target irradiance is 

Ht 
19 

(3X 1.85 X105)2 

19 
30.8 X 1Ö15 

6X lO^'wcm-2 

(3 X 1.85 X 10s cm = 1 n mi).    The background 
irradiance level HB is calculated as 
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100 

J  (X) - J(X) T(X) 
a 

WHERE 

J(X) 
T(X) 

TARGET SPECTRAL RADIANT INTENSITY 
TROPICAL ATMOSPHERE TRANSMISSION 

RANGE TO TARGET 3 n mi 

4.1       4.2       4.3       4.4      4.5       4.6       4.7 

WAVELENGTH   (y) 

FIGURE  5-22.   Apparent Target Intensity 

4.8 

HB  = Hc(X)A\oja (5-62) 

where 

HB   = total background radiant intensity, 
w cm"2 

HC(X)  = background radiant intensity, 
w cm"2/j"' sr'1 

A A  =  spectral bandpass, micron 

wa  = angular subtense of detector, sr 

A target-to-background ratio of greater than 4 
is required in order to minimize the likelihood 
of the seeker locking onto background gradients, 
i.e., 

ML. >  4 (5-63) 

Solving Eq. 5-63 for the angular subtense of the 
detector 

<-. 
6X 10" 

4 X 0.75 X 10" X 0.4 
5X 10_7sr 

since HC(X) is given as 0.75 X 10"4 and Af= 0.4 
(i.e., 4.7 - 4.3 = 0.4). Thus, the maximum de- 
tector angular subtense is established at a value 
which minimizes the likelihood of false back- 
ground acquisition. 

The seeker total acquisition field of view is 
calculated from the system acquisition require- 
ments. Assuming a 0.9 target acquisition prob- 
ability requirement, the baseline design con- 
cept will allocate a 0.95 probability for the 
target being in the seeker acquisition field of 
view and a 0.95 probability for detection when 
in the acquisition field of view. The seeker 
aiming error is specified as being normally 
distributed in each direction with a 1 a-value of 
10 mrad. On the assumption of an independence 
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of the errors in the two orthogonal axes, the size 
of a square acquisition field, having a 0.95 
probability of including the target, will be 45 
mrad by 45 mrad. For purposes of this example, 
this value is rounded off to a 50 mrad by 50 
mrad square. 

This acquisition field size is calculated as 
follows: Assuming normally distributed inde- 
pendent errors in X- and ^-directions, and a 
square field of view of 2 mrad on a side, the 
probability of the target falling within the 
square is 

/a/o   _ a/a 

I exp[-I(X2 + rjjdxdy 
a/a •'-a/a 

-♦Hfl 
for P(X, Y) = 0.95, er/7-|-\ = 0.4875. From the 

error function table we find:   —  = 2.25 which 
a 

gives a = 22.5 mrad. 

Also, assuming a frame time requirement of 
1/2 sec, the square 50 by 50 mrad target acquisi- 
tion field of view can be readily searched in a 
five-bar raster-type scan using a sinusoidal bar 
with a 50 percent duty cycle. Bar-to-bar move- 
ment of the scan occurs during the 50 percent 
turnaround time. The detector dwell time is 
given by 

td = S_ ( gec [Eq 5.321 

^ max 

where 

0 x ~ detector angular resolution in direc- 
tion of scan,rad 

<*>max = maximum angular scanning rate of 
field of view, rad sec"1 

Assuming  square  detectors, 9X   = \/ wa 

=   V5 X   10-7    =   7X  10 "4   rad =  0.7 mrad. 

Assuming a five-bar scan—since the acquisition 
field was assumed to be 50 mrad X 50 mrad—it 
requires 10 mrad coverage per bar in the eleva- 
tion direction. This, in turn, requires 14 detec- 
tors—10 mrad/0.7 mrad * 14—each subtending 
5 X 10 "7 sr as required for suppressing the 
background. 
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The maximum angular scanning rate of the 
field of view is: 

5(bars) X 50(mrad in azimuth scan) 
umax ~   i/2(frame time) X l/2(duty cycle) 

1000 mrad sec 1 rad sec" 

Eq. 5-32 gives the detector dwell time: 

U   = 
7X 10"4 

7 X 10 "4 sec 

To determine the threshold settings at the 
signal processing system in terms of system rms 
noise units, the specification for 0.95 target 
detection probability requires the threshold to 
be set at 1.65 noise units below the predicted 
signal for the target at 3 n mi {Eq. 5-12). The 
threshold setting in noise units above the maxi- 
mum background signal will determine the false 
alarm rate. 

The acquisition threshold level is established 
by considering the false alarm rate requirements 
of the system. It has been shown* that the 
expected number of positive slope crossings of a 
threshold per second, assuming white Gaussian 
noise is given by 

For a scanning system of this type, the signal 
processing center frequency fc  is expressed as 

fe       2td 2(7 X10"4) 
740 Hz (5-66) 

Thus, for a per-channel false alarm rate of one 
per hour, the threshold level is set at 

2 Kiqfe}) -5'45      <5-67) 

The difference between the target and the 
background signals must, therefore, exceed the 
seeker noise level by a factor of 5.45 (threshold 
level) plus 1.65 (allowance for 0.95 detection 
probability)    =    7.1. 

The required NEI is thus 

NEI = -^ H„ 
7.1 

Since HB is constrained by the seeker design at 
HB   = Hr/4 (Eq. 5-63) 

NEI = 
0.75 X 6X 10"u 

7.1 

= 6.3 X 10"12 

E\N, fc 3(fb - L) 
exp itöf 

(5-64) 

where 

Nfa  =  false alarm rate, crossings per sec 

fb  = upper cutoff frequency of filter, Hz 

lower cutoff frequency, Hz 

= threshold-to-rms-noise ratio 

fa 
h_ 
a 

For 

reduces to 

f*tu 
h   -fa 

>  1, the equation 

E N, fa = fc exp m (5-65) 

where fc is the filter center frequency, Hz. 

* Selected Papers on Noise ani Stochastic Processes, 
Dover Publications, Inc., p. 193. 

5-4.1.3 Seeker Design 

5-4.1.3.1  Optical and Mechanical 

The example optical system design is said to 
include all optical elements which must be 
placed within the space allocated in the mechan- 
ical primary design. It is assumed that refractive 
and folded catadioptric candidate systems were 
compared and that the catadioptric system was 
selected on the basis of cost and performance. 
Empirically, diffraction-limited optical system 
for f/no. of 3 to 4 will provide a blur circle 
diameter equal to the Airy disc on the optical 
axis providing essentially a linear increase in blur 
circle diameter with off-axis angular position. At 
0.5 mrad off-axis, the diameter of the blur circle 
is assumed to be 5 X 10 "3 cm. A 10 mrad field 
of view is adequate for target tracking. The 
optical-mechanical design permits the utilization 
of a linear array of detectors which will search 
the acquisition field by means of a 5-bar raster 
scan. When a target is detected, the seeker will 
go into the track mode. The optical-mechanical 
scanner will provide a single-bar scan of the 
tracking field of view of 10 X 10 mrad. 
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The catadioptric system has 25 percent block- 
age and consists of the following elements with 
their respective transmission for the 4.3- to 
4.7-micron spectral passband: 

Element 
IR Dome 
Primary Mirror 
Secondary Mirror 
Corrective Lens 
Cell Window 
Spectral Filter 

Material 
IRTRAN 2 

Silicon 
Silicon 

Transmission 
0.95 
0.98 
0.98 
0.95 
0.95 
0.65 

0.95 X 0.98 X 0.98 X 0.95 X 0.95 X 0.65 

=  0.53 Transmission 

5-4.1.3.2 Detector 

As was mentioned in the previous subpara- 
graph, a linear detector array of 14 square 
detectors, which subtends a total of 10 mrad in 
elevation and 0.7 mrad in azimuth, would be 
used. Each detector would have an instanta- 
neous field of view of 5 X 10~7sr. The detectors 
would be lead selenide-cooled to 193°K to 
provide a D* of 4 X 1010cm HzI/2 w"1 in the 
4.3- to 4.7-micron region. 

5-4.1.3.3 Acquisition-mode Programmer 

The acquisition-mode programmer will cause 
the seeker to scan the square 50 X 50 mrad 
target acquisition field in a 50 percent duty 
cycle sinusoidal five-bar scan in 1/2 sec. This 
requires a 5 Hz azimuth scanning rate with 
elevation stepping of 10 mrad occurring during 
the turn-around time of 0.05 sec. With a 
free-gyro gimbal system, an elevation precession 
rate of 0.2 mrad/sec must be achieved during the 
stepping period. A first approximation of the 
torque T required to produce this precession 
rate would be obtained by 

T = Icorttv, in.-oz (5-68) 

where 

/  = moment of inertia of the rotating seeker 
components about the spin axis, in.-oz 
sec2 

cor= seeker spin velocity, rad/sec 

J2 „    = angular precession velocity about output 
axis, rad/sec 

The inertia of the free gyro wheel for a seeker 
of this type is approximately 0.01 in.-oz sec*, 
and a realistic spin velocity without encoun- 
tering bearing problems is 500 rad/sec. The 
torque requirement for precessing the seeker in 
elevation during the acquisition mode with £2 
given as 0.2 mrad/sec is 

T - 0.01 X 500 X 0.2 

=  1 in.-oz 

Similarly, a peak torque of 5.5 in.-oz is 
required in order to achieve the 1.1 rad/sec scan 
rate. 

5-4.1.3.4 Track-loop-mode Servo 

A Type II servo tracking loop would be 
utilized in this seeker design due to its small 
field of view and to the tendency of such a servo 
to compensate for gimbal unbalance and drift 
without incurring a static boresight error. In 
addition, under certain circumstances, the sys- 
tem may be designed to operate with a lower 
tracking loop bandwidth, resulting in improved 
tracking at lower signal-to-noise ratios and im- 
proved tracking (rejection) of intermittent dis- 
turbances in error signal caused by decoy flares 
and backgrounds. 

The maximum angular rate was specified as 
20 deg/sec. This resulted from the intercept 
kinematics and the desire to maintain target 
track to within a "time to go" distance to target 
impact which is less than the response time of 
the closed loop missile system. 

Maximum angular line of sight rate to a 600 
fps velocity target at the minimum launch range 
of 2000 ft results in an 18 deg/sec launch initial 
tracking rate. Missile body pitching motions will 
be compensated for by the free gyro gimbal and, 
to a first approximation, need not be accounted 
for in track loop design. For baseline design 
purposes it will be assumed that the missile will 
be initially directed at the target, and the input 
initial conditions will be approximated by zero 
target position error, with an initial angular line 
of sight rate of 18 deg/sec. This initial angular 
rate requires a servo transient response time 
small enough to keep the target within the 10 
mrad field of view. 

For purposes of preliminary transient re- 
sponse analysis, the linearized block diagram 
(Fig. 5-21) may be approximated as 
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G(S) 

where 

=   Ka{T3S+l) 
S2(rlS+ 1) 

KtK2KAKs 

H 

(5-69) 

, as Fig. 5-21  and 

where the r, correspond to the location of the 
pole or zero of the network. I„ is assumed 
T2 and r4 are small for purposes of this calcula- 
tion. 

The error for a ramp input may be written 

e<s> = SMI + G<S)1 (5-70) 

_Jjj1S_+l)  
S

2
{T2S+ 1) + Ka{r3S + 1) 

for  relatively   large  r3(0.2   sec)   and relatively 
large JT0, (>100 sec"2} 

e(S) = '(s+^r) 
(>+%*+$ 

K„ 
(5-71) 

Finding the peak value of the error by taking 
the maximum of the inverse transform of e(S) 

e(t) peak K 
QT3 

(5-72) 

(Note that Kar3 is just the velocity constant of 
the equivalent high-frequency response of a 
Type I servo.) 

By imposing the constraint based on the 
oscillatory roots of 1 + G(S) having a per-unit 
critical damping of 0.5, the result is expressed as 

Kar3   = ~- (5-73) 

Thus, the natural frequency  of these roots is 
given as 

(2irf„) (KaT3)
2 (5-74) 

In reality, this analysis must be ultimately 
performed using transforms due to the discrete 
sampling nature of the signal processing system. 
Through such an analysis, it would be found that 
the servo will operate with oscillatory roots in 
vicinity of 

A <     fn   < 
fs (5-75) 

where  fs   is  the  sampling  rate, and fn  is the 
natural frequency of the servo. For purposes of 

LL 
4 this simplified analysis, fn 

Therefore 

was selected. 

A 
4 fn 

KgT3      . 

2TT ; fs (Kar3) 

For an initial velocity of 18 deg/sec (314 mrad/ 
sec) and a maximum error of 5 mrad, 

fs  = — { —p- j = 40 samples/sec minimum 

A higher value would be required to maintain 
the target well within the seeker field of view. 
Consequently, a 30/sec frame rate (60 samples/ 
sec at the center of the field) would be selected. 

5-4.1.3.5 Sensitivity 

The size of the entrance aperture necessary 
for attaining the required NEI (Eq. 5-4) is 
determined as follows. The initial optical trans- 
mission value e0 of 0.53 was determined to be 
0.4 due to the 25 percent blockage factor (see 
par. 5-4.1.3.1). Electrical efficiencies of approx- 
imately 0.65 were assumed wherein the band- 
width was inversely proportional to twice the 
detector dwell time. A small detector area is 
desired for maximum sensitivity and from an 
optical design standpoint, a 5 X 10 ~3 cm linear 
dimension detector is required to match the 
maximum blur circle at the edge of the track 
field of view. The detector instantaneous field of 
view 5X 10"7sr required for background dis- 
crimination dictates a focal length of 7 cm. 

The 780-Hz bandwidth of the processing 
electronics was selected for the acquisition 
mode. The bandwidth for the tracking mode is 
the result of the following considerations. As- 
suming a sinusoidal scan angle of 

6S     = A sin wT, rad (5-76) 

where 

A      - maximum amplitude of angular 
scan, rad 

6j      = angular velocity of scanner, rad/sec 

T      = time, sec 

Amplitude A is related to the field of view (fov) 
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fov 
A  = 

sin(f^) 
(5-77) 

where Kd is the scan efficiency. 

From Eq. 5-76 the angular scan rate 0S is calcu- 
lated as 

0S      = ALOCOSOJT (5-78) 

which has a maximum value of 

"s (max) ~   A(x> 

With a total field of view of 10 mrad, a sinus- 
oidal scan rate of 30 Hz, and a 50 percent scan 
efficiency 

0.005 
s(max) 

sin(f 0.5) 

=  1.33 rad/sec 

X 30 X 2TT 

The detector dwell time is calculated as 

*    - it „  7X 10"4 
d   "   0 1.33 

= 5.25 X 10 "4 sec. 

(5-79) 

The   noise-equivalent   bandwidth   for   a   pulse 
detector is expressed as 

A/ 2td 

104 

2X 5.25 
= 9.5 X 102 Hz 

The NEI is directly proportional to the square 
root of the signal processing bandwidth. The 
small difference in the bandwidths of the acqui- 
sition and tracking modes causes their respective 
NEI to be within 10 percent of one another. The 
entrance aperture area is determined for the 
tracking mode by solving for A0 in Eq. 5-4. 

A„  = v^Ä7 
e0ee(NEI)D* 

A, 
V (5x io~3)2x g.sxTcF 

0.4 X 0.65 X 4 X 1010 X 6 X 10"12 

A0   =  2.5 cm2 

D0  =  1.8 cm 

The f/no, of the seeker would be determined 

f/no. 
focal length 

entrance aperture 

7 
1.8 

=  3.9 

5-4.1.3.6 Signal Processing 

The signal processing system for a typical 
pulse-position track-while-scan seeker, such as 
the example treated herein, is illustrated in the 
block diagram of Fig. 5-23. As shown, each 
detector will have an amplifier followed by a 
threshold circuit. The threshold output of each 
detector comprises one input to an "and" gate 
whose other input consists of an analog voltage 
proportional to the azimuth scan position from 
the optical axis. The output of this channel is an 
error signal to the tracker azimuth servo. The 
elevation signal is derived from a similar analog 
"and" gate whose two inputs consist of the 
detector threshold signal and the analog voltage 
proportional to the detector position. The out- 
put of this channel is an error signal to the 
tracker elevation servo. 

The seeker elevation field of view array, 
determined by the length of the detector and 
target elevation angular position, is indicated by 
observing the detector which is above threshold. 
The azimuth target position is determined by 
the scanner position at which the target is 
detected. 

5-4.2 ACTIVE  IMAGING SYSTEMS 

5-4.2.1   Sample Design of Active  IR  Imaging 
Systems 

This paragraph describes the development of a 
sample design of a spot scan Nd:YAG laser 
illuminator and a single S-l photomultiplier with 
a synchronized, television-type display. The de- 
sign requirements dictate that the system allow 
an airborne observer to identify a truck at night 
while presenting a contrast ratio of 25 percent 
between the target and background at a range of 
275 m. The geometry of the field of view of the 
system, which will be 5 X 5 deg, is as illustrated 
in Fig. 5-24. 

5-4.2.1.1 Spatial Resolution and Field of View 

Assume that an observer requires 10 linear 
resolution elements in order to identify a truck 
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Ais 

FIGURE   5-24.   System Geometry 

at 275 m with a contrast ratio of 25 percent, 
and that its dimensions are 2 X 2 X 4 m. The 
angular resolution ar required of the system is 
expressed as 

where 

KR rad (5-80) 

D0   - minimum object dimension, m 

C = contrast of target and background 

K =  number of linear resolution elements 
required for identification* 

R  = range, m 

2V 0.25 
10(275) 

3.6 X 10 "4 rad 

=  0.36 mrad 

The number of resolution elements required for detec- 
tion, orientation, and identification of various military 
objects is given in Ref. 33. 

For a field of view of 5 X 5 deg (0.087 X 0.087 
rad), the total number of resolution elements AT 
within the field of view is 

N 
area fov 

area resolution elements 

(0.087)(0.087) 
(3.6 X 10_4)(3.6X 10"4) 

-2\2 =   (8.7 X 10'2) 
(3.6 X 10'4)2 

=  5.8 X 104 

5-4.2.1.2 Data Rate and System Bandwidth 

If a frame rate of 30 frames per second is 
selected for the system, the number of resolu- 
tion elements scanned per second would be 30 
X 5.8 X 104 = 1.74 X 106. Consider a 
resolution element as a pair of black and white 
lines. The dwell time td required for the laser 
beam to sweep across a resolution element is the 
inverse of the number of elements scanned per 
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second or 0.575 microsec. The bandwidth re- 
quired to resolve each black line separated by a 
white line would be 

Af    > f- >  1.74 X 106 Hz (5-81) 

5-4.2.1.3 Laser Power and Signal-to-noise 
Characteristics 

If the reflection from the ground is diffuse, 
the radiance N of the illuminated spot on the 
ground can be written as 

N PjTgTioP 

■nAis 

w m (5-82)      s/N 

where 

Pt     = laser power, w 

r0     = atmospheric transmission 

rio    = transmission factor of illuminator 
optics 

p       = reflectance 

Ais   = area of illuminated spot, m2 

The reflected power Pd impinging upon the 
detector is expressed as 

(5-83) Pd  ■■ 
_ NAisArrroTa 

R2 cos 6, w 

where 

Ar    = receiver area, m2 

Tro    = transmission factor of receiver optics 
R      = range, m 
6       = angle   between   the   laser   beam  and 

normal to surface 

Substituting Eq. 5-82 into Eq. 5-83 

PyTlrloTroArpcos 6 

Trie2 , w 

The signal current is from the photocathode of 
the photomultiplier can be written as 

i.  » ^-   , A s he (5-85) 

where 

TJ  = photocathode quantum efficiency 

X = wavelength, m 

h = Planck's constant, 6.6256 X 10"34 

J-sec 

c = speed of light, 3 X 108 m/sec 

e   = charge on the electron, 1.602 X 
io-,9c 

Combining Eqs. 5-84 and 5-85, the signal cur- 
rent equation becomes 

- P^hioTroArpr}Xecose 
h T7T —  (5-86) 

■nR   he 
The   signal-to-noise   ratio  for  this  case  is  ex- 
pressed as 

2e{is + ibkd + id)(Af) + f^D- 

(5-87) 

where 

e  = charge on the electron, 1.602 X 10"19 C 

ibhd = background induced current, A 

id = photomultiplier dark current, A 

Af - noise equivalent bandwidth, Hz 

k = Boltzmann's constant.   1.38 X 10-23 J/°K 

T = temperature, °K 

G = electron multiplier gain 

i£t = load resistor, ohm 

The first term under the radical is the shot noise 
due to the total photocathode current, while the 
second term is the thermal or Johnson noise of 
the load resistor divided by the electron multi- 
plier gain. The current due to the background 
can be expressed as 

: =      Pj,kd^e A 
hkd hc , A (5-88) 

(5-84)      where 
P      =  H\P^AbkdArTrnTa cos 8        (- „ 
M>fcd ^ß2          — , W (5-89) 

and 

Hx  = spectral irradiance on ground, 
w m~2/i"' 

AX = spectral bandwidth of receiver 
optical filter, p 

Abhd = background area in receiver field of 
view, m2 
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The background area for this case is 

na2R2 

where 

4 cosö 
(5-90) 

a = receiver field of view, rad. 

Substituting Eq. 5-90 into Eq. 5-89, 

Hf,pA\a2A,.TrdTa 
(5-91) 

Eq. 5-91 implies that Pbkd is independent of the 
angle 8 as long as a uniform background fills the 
receiver field of view. 

Several assumptions can be made to simplify 
Eq. 5-87: (1) the spectral bandwidth AX in Eq. 
5-91 can be made narrow enough such that 
Pbkd < < Pd and, thus, ibkd can be neglected 
compared to j's; (2) in a photomultiplier, id is 
sufficiently small to be neglected; and (3) the 
electron multiplier gain G is sufficiently large 

kTAf 
GR 

neglected. Eq. 5-87 can be rewritten as 

inverse of the number of looks and the rms noise 
is reduced by the inverse of the square root of 
the number of looks. Thus, with six looks, the 
effective voltage signal-to-noise ratio is 7.5 when 
the frame-to-frame signal-to-noise ratio is 3. The 
probability of any noise pulse exceeding a 
threshold of 7.5 is approximately 10 "13, conse- 
quently, random noise is essentially eliminated 
at a frame-to-frame voltage signal-to-noise ratio 
of 3. 

If the signal-to-noise requirement were set at 
2 rather than 3, the effective signal-to-noise ratio 
would be 5 and approximately two noise sam- 
ples would be expected to exceed the 3:1 
threshold during each visual integration period. 
However, even two false targets per visual 
integration period (0.2 sec) is probably excessive 
and a signal-to-noise ratio of 3 should be 
maintained. 

For a system in which the S/N voltage = 3, 
Af =1.74 X 106 Hz, #=250 m, r0 = 0.9, 
T,-„=0.8,    Tro=0.4,   4,. = 60.1    m\   p = 0.1, r? I  f\ T iv * ft* *       —'       *       ' — ' 

such that the Johnson noise term, —prs- , can be      17 =10 ~3, X = 1.06^1, and 6 = 45 deg; the required 

S/N - 
\r2eisAf 2eAf 

(5-92) 

Combining Eqs. 5-86 and 5-92 the following 
expression is obtained for the laser power 

p      = 2n(S/N)2AfR2hc 
rlrioTroArpri\cosd 

w (5-93) 

Consider a voltage signal-to-noise ratio of 3 
without eye integration. In one frame there are 
approximately 5.8 X 104 resolution elements, 
each of which has an equal probability of 
containing a noise signal. Assuming a Gaussian 
distribution for the noise, there is a 1.3 X 10 "3 

probability of a noise pulse exceeding a level of 
three times the rms in any resolution element. 
Therefore, on the average, there would be 75 
resolution elements containing noise pulses as 
large as the signal. It would be virtually impos- 
sible without visual integration to detect the 
true target from among 75 false signals. How- 
ever, the human eye integrates over a period of 
0.2 sec. Thus, at 30 frames/sec, the eye takes six 
separate "looks" integrating (averaging) the re- 
sults.   The   noise   variance   is  reduced   by the 

laser power would be 0.67 w (Eq. 5-93). Fig. 
5-25 is a block diagram representing such a 
system. 

5-5 TRADE-OFF ANALYSES 

5-5.1  GENERAL PRINCIPLES 

In the process of analyzing, designing, fabrica- 
ting, deploying, operating, and logistically sup- 
porting an infrared sensor system; a major 
milestone is the so-called critical design review. 
At this point all major decisions are made 
regarding the system design. These decisions will 
determine the eventual functional utility of the 
system, whether the sensor can be produced on 
schedule and with the funds allocated, whether 
the system will eventually operate reliably with 
reasonable maintenance cycles and logistic sup- 
port, the extent to which future technological 
advancements can be retrofitted into the system 
(i.e., growth potential), and other decisive ques- 
tions. Each decision made at the critical design 
review will have been the result of considering 
many alternatives from which selections had to 
be made. These selections must be based on the 
admittedly difficult balance between perform- 
ance, cost, maintainability, reliability, support- 
ability, and use. 
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FIGURE  5-25.   System Block Diagram 

No exact rules can be provided as a guide in 
selecting the design characteristics in the face of 
conflicting benefits. What can be done is to 
examine in detail the implications of each of the 
important sensor system design decisions. It is 
the intent of this paragraph to review some of 
the basic principles which affect design decisions 
in the areas of human engineering, reliability, 
maintainability, producibility, aerospace ground 
equipment, and logistics. 

It is not possible to arrive at a suitable 
infrared sensor system design if careful analysis 
is not provided in each of these areas and design 
implications identified and traded off. 

5-5.2  USE   OF   ADVANCED   COMPONENTS 
AND   CONCEPTS 

In striving for maximum performance, the 
sensor system designer has to consider the use of 
advanced optical, electronic, and mechanical 
components and concepts. However, before 
doing so, he must consider all the cost elements 
to determine whether or not the increased 
performance is in fact worth the added cost. 
Specifically—uncertainties in reliability, produc- 
ibility, maintainability, ground equipment re- 
quirements, and logistics can represent hidden 
costs that manifest themselves only after the 
initial sensors are fabricated and tested. Fre- 
quently, it is desirable to consider those ad- 
vanced components which may entail high risk 

only in terms of future growth potential for the 
sensor system and to design the sensor in such a 
way as to permit later incorporation into the 
sensor should such incorporation prove war- 
ranted. 

5-5.3   COST,  SPACE,   WEIGHT,   AND   POWER 
TRADE-OFFS 

In performing cost effectiveness analyses, it is 
relatively straightforward (although frequently 
difficult) to determine the complete dollar costs 
of an infrared sensor system over some assumed 
operational lifetime. It is much more difficult to 
determine an equitable cost to assign to pen- 
alties such as weight, power, and space require- 
ments. Frequently, these are system-related 
questions: systems in the sense in which the IR 
sensor is a subsystem. In performing trade-off 
analyses for the purpose of selecting design 
parameters, the IR sensor designer must make an 
attempt to view weight, space, and power 
penalties from the ultimate user's point of view. 
As an example, in the design of satellite-borne 
sensors, space and power can be converted to 
weight through the structure and solar cells 
required. These equivalent weights can be con- 
verted to dollars based on launcher and ground 
support costs and, thus, all costs can be ex- 
pressed as dollars in performing cost trade-offs. 
In most IR sensor missions, however, the equiva- 
lent cost relationships are subtle, difficult to 
evolve, and agreement is difficult to reach. 
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5-5.4 HUMAN FACTORS 

In recent years, much research has been 
performed with the objectives of influencing 
designs in such a manner that the resultant 
product can be used with maximum effective- 
ness and of defining environments suitable for 
the human condition. This field of endeavor has 
come to be known as "human factors" or 
"human engineering". 

The precision performance and high output 
demands created by sophisticated military space 
and electronic systems indicate the direction and 
focus of much current and future research. It is 
essential to obtain the most efficient output of 
the human operator with a minimum overload 
to his senses. Thus, for example, where the sense 
of vision is involved, a small saving in the time 
necessary to read a display coupled with the 
accuracy required may—in addition to saving an 
operator's life as its prime result—be the most 
efficient method of executing a mission. 

Man has many capabilities which may be 
exploited to enhance effectiveness of the man- 
machine system. For example, because of his 
ability to discriminate signals in a changing field, 
man provides a flexible means of controlling 
retrieval methods for infrared target information 
which otherwise may possibly go undetected in 
a strictly automated system. He can vary thresh- 
olds and search patterns to fit anticipated data 
rates and target discriminability. He may react 
to emergencies or the unusual by taking adaptive 
or corrective measures such as selecting alternate 
modes of operation, locating and repairing 
faults, or solving unforeseen problems. Man's 
ability to contend with unexpected aspects of 
displayed data patterns, together with his cogni- 
tive capacity, increases an infrared system's 
reliability and significantly improves its flexi- 
bility. Being able to discriminate the useful from 
the irrelevant, he minimizes the data collection 
effort and, in the role of data evaluator, edits 
the collected information such that only perti- 
nent and meaningful data are stored or trans- 
mitted. 

When specifying man's role in the infrared 
system, various physical and psychological pa- 
rameters must be considered to optimize his 
usefulness. Examples of this type of data are set 
forth   in   the   paragraphs   which   follow.   This 

information is related primarily to the definition 
of the infrared display2. 

5-5.4.1   Visible Spectrum 

The visible spectrum extends from about 
3800 to 7200 Angstroms (Ä) with variations in 
wavelength manifested by changes in color; the 
violets being at about 4000 Ä, blending into the 
blues at about 4500, greens at around 5000, 
yellow-orange at 6000, and reds at 7000 and 
above. The peak response of the human eye 
occurs in the green band; a fact which should be 
considered when selecting a phosphor color and 
type of illumination3. This is not to say, 
however, that optimal phosphors would neces- 
sarily be in the green. 

The use of color to identify categories of 
information is well known. Proper use of color 
makes it possible for the operator to discrimi- 
nate items within a category more rapidly. The 
individual colors used must be sufficiently dif- 
ferent to allow immediate perception. In terms 
of information flow rates, it has been found that 
numerically-coded data are superior to color- 
coded data, and color-coded-numeric data are 
best3. 
5-5.4.2 Visual Acuity 

Visual acuity, which is a measure of the 
smallest visual angle that the eye can resolve, has 
a direct influence on the establishment of 
resolution parameters for displays. There are 
different kinds of visual acuity measurements, 
each of which is important in design develop- 
ment. 

Minimum separable acuity is the smallest gap 
which the eye can detect or the smallest space 
between the parts of a target. Acuity is highly 
dependent upon illumination and the amount of 
contrast between a test target and background 
brightness. As rule of thumb, it can be stated 
that the eye can detect a gap which subtends a 
visual angle of about 1 minute of arc at ordinary 
indoor-light levels (20 to 50 footlamberts) when 
the target has a high brightness contrast2. At 
illumination levels below 0.1 mlambert, the eye 
will no longer have the' 1 minute of arc 
resolution and visual performance capability 
begins to deteriorate". 

Minimum perceptible acuity is a measurement 
of the capability of the eye to detect a spot 
which is either darker or lighter than its back- 
ground. The size of the spot which the eye can 
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detect depends upon the brightness level and 
brightness contrast. There is no lower detect- 
able-size limit for spots which are brighter than 
their backgrounds. The eye can detect a bright 
spot no matter how small it is as long as it is 
bright enough. For example, the star Mira can be 
seen, although it subtends a visual angle of only 
0.056 sec of arc. Lines and squares are also very 
visible against bright backgrounds. Measure- 
ments indicate the eye can usually see a wire 1 
deg long and 0.43 sec wide against a bright sky 
background. These numbers, for all practical 
purposes, represent the lower limits of minimum 
perceptible acuity5. 

The eye responds to levels of illumination 
over a total dynamic range of ten billion to 
one—from 10"s to 105 mlamberts. Visual acuity 
is best when the eye is adapted to about the 
same brightness level as the target and the 
immediately surrounding area. In general, the 
adaptation mechanism of the eye permits us to 
discriminate within a dynamic brightness range 
of about 1000 to 1 without requiring time to 
adapt to light or dark6. If possible, the display 
should be at least 0.01 as bright as the pre- 
exposure field. For fine discrimination of detail, 
the display should be operated at a scene 
brightness above 0.01 mlambert2. This permits 
the use of cone vision and its correspondingly 
better visual acuity. 

5-5.4.3 Other Factors Affecting Acuity 

Such variables as brightness contrast, illumina- 
tion available, time to view the object or display, 
brightness ratio, movement, and glare influence 
visual discrimination. 

Brightness contrast is defined in par. 3.8. In 
general, the greater the contrast between an 
object and the background, the greater the visual 
discrimination; high contrast permits smaller 
details to be distinguished. The longer the 
viewing time, within reason, the greater is the 
discriminability. 

The brightness ratio is the ratio of illumina- 
tion on the object being viewed to the illumina- 
tion of the surrounding area. In general, this 
ratio should be low, and the illumination of the 
surrounding area should not be in marked 
contrast with the primary visual area. 

Of interest to the display designer is the 
ability of humans to identify targets. The eye 

can identify letters of the alphabet which 
subtend a visual angle at least 5 min of arc. In 
fact, it is this capability which defines 20-20 
vision. However, it has been demonstrated that 
when the visual angle subtended by a target is 
less than 12 min of arc, search time and errors in 
identification increase. Results of research2 in- 
dicate that 12 min of arc is a reasonable value 
for accurate identification. 

Movement is an additional variable that af- 
fects man's ability to make visual discrimina- 
tions. Movement of targets on a display may 
occur when the observer is moving, when the 
observer and the target are both moving, or 
when only the target is moving. The capability 
of humans to discriminate targets under these 
circumstances is termed "dynamic visual 
acuity". This is usually a measure of acuity 
deterioration in terms of target movement in 
degrees per second. These visual discriminations 
are also a function of target size and viewing 
time. For example, a subject can achieve 100 
percent recognition of a target subtending an 
angle of 39 min, traveling vertically at an angular 
velocity of 40 deg per sec, when the viewing 
aperture subtends a visual angle of 15 deg. This 
angular rate deteriorates to 33 deg per sec when 
the size of the viewing aperture is reduced to 7.5 
deg7. 

In a well-known study by Cobb and Moss8, 
the interaction between visual variables, when 
two or more are used in combination, was 
plotted. Visual acuity was measured under vary- 
ing conditions of brightness contrast, time, and 
illumination. Acuity was expressed in terms of 
the visual angle of the smallest target that could 
be discriminated. Results of the study are 
illustrated in Fig. 5-26. As an example of the use 
of this figure, trace the 100-mlambert level on 
the 0.300-sec exposure time curve. Note that, 
for a small test target (0.7 min of arc), a contrast 
of 50 percent is required; whereas, for a rela- 
tively large target (5 min of arc), a contrast of 
only 2 percent permits discrimination8. 

5-5.4.4 Flicker 

Perceptible flicker, which varies with indi- 
viduals, has been found to be a function of 
many factors such as the age of the individual, 
color of the displayed light, location of the dis- 
played data in the field of view of the observer, 
brightness, and the ratio of light to dark9. Its 
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and Visual Acuity 

adverse effects upon a display monitoring task 
are well known and vary from mild distraction 
to annoyance, fatigue, and nausea. To avoid 
flicker, a display must be operated at a suffi- 
ciently high refresh rate so that fusion occurs 
and the eye can no longer perceive the on-off 
cycles. Fig. 5-27 illustrates the critical flicker 
frequency at various brightness'levels10. 

If a CRT display is to be used, the designer 
must take into consideration the flicker data for 
the phosphor used in the particular tube. 
Various commercial types of phosphor are avail- 
able and these vary mainly in terms of per- 
sistence. If a display is to be operated at high 
brightness levels, the refresh rate must be higher 
than for a display which is to be operated under 
dim conditions. Extensive studies were per- 
formed by the television industry in arriving at a 
flicker-free refresh rate of 60 fields (30 full 
frames) per sec. These rates must be tailored to 
meet the specific requirements for each system 
as determined by the human engineering data. 

5-5.4.5 Supplementary Auditory Displays 

Two or more sensory channels can be com- 
bined in the transmission of input data to the 

display operator. Usually, these two channels are 
visual and auditory. Auditory displays should be 
provided where redundancy in the presentation 
of information will facilitate display operator 
performance, particularly under conditions of 
reduced operator alertness. There is virtually no 
question3 about the increased probability of 
receiving information more effectively when 
presented simultaneously visually and aurally 
(see Fig. 5-28)12. An example of the effective- 
ness of the combination is the use of an audio 
warning signal which indicates a condition re- 
quiring immediate attention or action on the 
part of the operator who may have failed to 
note the condition on the visual display. The 
major concentration of energy in such an audio 
alerting device should be between 250 and 2500 
Hz, and the signal should be readily identifiable 
on the basis of components below 2000 Hz. The 
sound pressure level of audio alerting signals 
should be at least 10 dB above the maximum 
ambient noise level, but should not exceed a 
maximum intensity level of 110 dB (0.0002 
dyne/cm2 )n . 

5-5.4.6 Human  Reaction Time 

The time required for the human to respond 
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to a signal is a function of the complexity of the 
response and of the body member being used. 
Very simple responses involve a few hundredths 
of a second (e. g., pushing a button), but more 
complex responses such as positioning move- 
ments may require a few tenths of a second. 
With the simplest tasks, where decision time is 
not required, the minimum reaction time to 
sense and respond is on the order of 0.15 to 

0.20 sec, depending upon the senses used. A 
man can push a button in response to a light 
signal in about 0.18 sec. His reaction time to an 
auditory stimulus will be somewhat less than 
this2. 

Decision time will vary considerably, depend- 
ing upon the complexity of the decision to be 
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made. As a rule of thumb, it can be stated that 
decision time is proportional to the logarithm of 
the number of alternative choices2 . 

5-5.4.7  Human Engineering 

There are many additional aspects of human 
performance which must be considered when 
defining the overall man-machine interface. 
Thus, the human factor engineer frequently 
employs the systems approach to solving design 
problems. This approach includes systematic 
attention to both engineering and human factor 
considerations toward the objective of develop- 
ing integrated systems that consist of optimum 
combinations of physical and human com- 
ponents. A human factor engineer typically 
analyzes system configurations to identify and 
define human performance requirements and 
system simulation techniques. Results of such 
analyses may be used to establish system re- 
quirements for communications, measurements, 
controls, and displays. 

On a recently developed (classified) IR missile 
system it was necessary to establish the fre- 
quency and intensity of an audible target ac- 
quisition signal. The signal was to be clearly 
audible to the operator under battlefield noise 
conditions. Human engineering tests were con- 
ducted using human subjects to ascertain the 
effectiveness of various auditory signals and 
techniques for penetrating high ambient noise. 
One approach to the problem entailed conduct- 
ing sound through bone, thereby bypassing the 
middle ear in the event of temporary deafness. 

Additional problems encountered with the 
same system involved determining the intensity, 
color, and location of a visual target-acquisition 
signal. The visual indicator had to be bright 
enough to be discerned by the operator under 
both day and night conditions, yet not so bright 
as to impair his visual dark adaptation or 
interfere with his visual search for targets. 

Human factor engineering was also applied to 
the   unique   design   and   arrangement   of  the 
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system controls, protection from blast of a 
rocket engine, handling and carrying require- 
ments, personnel requirements, training require- 
ments, and many other aspects of system devel- 
opment. 

5-5.5 RELIABILITY 

5-5.5.1 The Importance of Reliability 

The reliability of a system and associated 
equipment is probably the second most-impor- 
tant factor in judging system effectiveness, pre- 
ceded only by system performance. Further- 
more, as the complexity of modern-day military 
systems increases, the importance of reliability 
increases. 

The importance of reliability varies with the 
type of system. The highest reliability require- 
ments are imposed on those systems which are 
presently considered nonrepayable, such as 
spacecraft-installed systems. High reliability re- 
quirements are also imposed upon one-shot 
systems, such as missiles, and upon repairable 
equipments that are not easily accessible. A 
reasonably high requirement is even justified on 
repairable items that are easily accessible, in 
order to reduce maintenance costs, especially 
logistic support costs. 

5-5.5.2 Reliability Program 

Reliability programs are established and main- 
tained as specified by contractual requirements 
and probably in accordance with the require- 
ments of MIL-STD-785, Requirements for Reli- 
ability Program (for Systems and Equip- 
ments)12 . The task of setting up a reliability 
program should be performed by a reliability 
engineer. In order to be effective, timely, and 
economical, the program must be integrated 
with the design engineering program and other 
product control and system engineering 
programs. 

5-5.5.3 Definitions 

Terms used in the field of reliability are 
defined in MIL-STD-721, Definitions of Effec- 
tiveness Terms for Reliability, Maintainability, 
Human Factors, and Safety13. The most signifi- 
cant of these terms are defined as follows: 

a. Reliability is the probability that an item 
will perform its intended function for a specified 
interval under stated conditions. 

b. A failure is defined as the inability of an 
item to perform within previously specified 
limits. The failure can either be a catastrophic 
failure resulting in total loss of operational 
capability, or tolerance failure whereby the 
equipment fails to meet its operational toler- 
ances. Tolerance failures may be intermittent or 
constant and may be caused by maladjustment 
as well as component failure. Failures are also 
divided into early failures, wearout failures, and 
random failures. Early failures are usually cata- 
strophic failures that occur during the initial 
stages of operation, in most cases due to poor 
manufacturing and quality control techniques. 
Wearout failures are usually tolerance failures 
that occur as the result of component aging and 
poor maintenance practices. Random failures are 
those that, unlike early failures and wearout 
failures, are unpredictable and cannot be elimi- 
nated by using good quality control and main- 
tenance practices. Therefore, the inherent design 
must be such that the effects of random failure 
are not critical to system performance. 

c. Probability is the frequency of occurrence 
of an event in a specified number of trials. The 
probability figure used in reliability predictions 
is a value less than 1 with the 1 representing 100 
percent chance of satisfactory operation. 

d. Failure rate is the number of failures of an 
item per unit measure of life (cycles, time, miles, 
events, etc., as applicable for the item). 

e. Mean-time-between-failures (MTBF) is, for 
a particular interval, the total functioning life of 
a population of an item divided by the total 
number of failures within the population during 
the measurement interval. The definition holds 
for time, cycles, miles, events, or other measure 
of life units. If the item is nonrepayable, the 
equivalent interval may be more accurately 
termed mean-time-to-failure (MTTF). 

5-5.5.4 Reliability Prediction 

General reliability prediction methods are 
specified in MIL-STD-756, Reliability Pre- 
diction14 . Detailed prediction methods for mili- 
tary electronic equipment are specified in 
MIL-HDBK-217, Reliability Stress and Failure 
Rate Data for Electronic  Equipment15. Other 
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sources  of detailed  reliability  prediction data 
include Refs. 16 and 17. 

5-5.5.5   What the  IR  Design  Engineer Should  Know 

About Reliability 

The IR design engineer should know: (1) the 
basic concepts of reliability, (2) the degree of 
reliability required for a given program plan, (3) 
design practices for achieving high reliability, 
and (4) the form of design reporting required by 
the reliability engineers. The basic concepts of 
reliability are described in Ref. 18, Sees. 1-1 
through II-l. The degree of reliability required 
in the program plan and the form of design 
reporting will vary according to specific con- 
tractual requirements. 

5-5.5.6 Design Practices for Achieving High 

Reliability 

The following general design practices should 
be kept in mind to achieve high inherent 
reliability: 

a. Borrowing and buying 

b. Simplification 

c. Selection of reliable parts 

d. Derating (use of a part at a stress level 
lower than its rated level) 

e. Redundancy 

f. Providing for satisfactory heat transfer 
properties 

g. Mechanical strength and stability 

h.    Formulating alternative designs 

i. Miscellaneous considerations (human fac- 
tors, maintainability, special environments) 

5-5.5.6.1 Borrowing and Buying 

The first practice that should be avoided with 
respect to designing for reliability is the duplica- 
tion of design efforts. Some reliability analysis 
has probably been used in achieving the existing 
design and this effort should not be wasted. The 
following are  some  specific  recommendations: 

a. When buying a special part such as a 
detector or thermoelectric cooler, investigate the 
biasing or power circuits recommended by the 
manufacturer.  If these circuits can be adapted 

for use in the equipment being designed, borrow 
the circuits. 

b. If a unit in a specialized design area such as 
a power supply is required, investigate commer- 
cial sources and buy the unit from a reliable 
source rather than designing a new unit. 

c. Investigate the design of similar equip- 
ments and borrow designs that have proven 
reliability. Update the designs using up-to-date 
parts, packaging techniques, and advanced de- 
sign principles. If the service is available, have a 
document search conducted to obtain up-to-date 
design information that can be borrowed and 
adapted for use in a particular design area. 

The recommendation to borrow or buy a 
design is not meant to discourage state-of-the-art 
advancement. Designing to advance the state-of- 
the-art will become necessary due to function, 
size, weight, power, thermal, environmental, and 
maybe even reliability requirements. The 
chances are, however, that a new design will be 
unreliable until it has been checked out and 
analyzed for reliability, and then changed to 
meet the reliability requirements. 

5-5.5.6.2 Simplification 

A major factor in designing for reliability is 
simplification. Some specific design practices 
through which simplicity is achieved entail: 

a. Minimize the number of parts within the 
confines of ensuring full operational capability 
and adequate safety margins 

b. Avoid the incorporation of nonessential 
functions 

c. Minimize adjustments 

d. Eliminate complex fabrication require- 
ments (complex machining, assembly) 

e. Avoid design for appearance only. (Ap- 
pearance is a factor in human engineering and 
must not be neglected in this application.) 

5-5.5.6.3 Selection of Reliable Part Types 

The factors to be considered when selecting 
part types, with respect to reliability, are: 

a. Use of MIL-STD and Federal Standard 
parts, or other parts that have been previously 
tested and determined to have a high reliability. 
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All specifications and standards for MIL-STD 
and Federal Standard parts are listed in the 
Department of Defense Index of Specifications 
and Standards. A guide for selection of parts for 
electronic equipment is contained in MIL- 
STD-242, Electronic Equipment Parts19. This 
document in turn references such useful docu- 
ments as MIL-STD-701, Lists of Standard Semi- 
conductor Devices20. 

b. Identify parts that do not have a high 
reliability or have unknown reliability. (Use 
manufacturer's data as guides only. Avoid un- 
known parts that would require extensive reli- 
ability testing.) 

c. Identify limited-life parts, including those 
that have a specified shelf life. 

d. Select parts that have a reliability rating 
that is commensurate with total system design 
considerations, including cost, weight, and 
power trade-offs. 

SS.5.6.4 Derating 

Parts are rated for operation at certain stress 
levels under given environmental conditions 
(primarily temperature). These ratings are given 
in specifications as maximum stress levels or 
may be given in the form of derating curves. A 
derating curve indicates the ratio of operating 
level to rated level (operating power to rated 
power, for example,) as a function of a variable 
that will affect the stress level (operating tem- 
perature, for example). 

The following design rules pertain to derating: 

a. Do not exceed maximum stress levels. 

b. Derate from an overall design point of 
view rather than derating uniformly. This tech- 
nique is described in Ref. 18, Sec. III-l. 

c. Consider redundancy as an alternative to 
severe derating. 

5-5.5.6.5 Redundancy 

Redundancy is used as an alternative to 
optimized simplification, parts selection, and 
derating if a cost, weight, volume, or power 
saving can be achieved; or is used to achieve "a 
required level of reliability otherwise not attain- 
able within the current state of the art of parts 
design"18 . Since redundancy "involves a penalty 
of increased  weight,  space,  cost,  and usually 

decreased maintainability"18, it should be used 
judiciously. 

A discussion of redundancy as a design 
approach is contained in Ref. 18, Change 1, Sec. 
III-2. The basic rules of applying redundancy are 
as follows: 

a. Use active redundancy, simultaneous oper- 
ation of redundant components, only at the part 
level. 

b. If the dominant mode of failure of a part 
is an open circuit, use active parallel redun- 
dancy. When active redundancy is used, the 
redundant parts operate simultaneously. 

c. If the dominant mode of failure of a part is 
a short circuit, use active series redundancy. 

d. If either mode of failure of a part is 
significant, use parallel-series redundancy. 

e. Use standby redundancy—which is the 
switching of a parallel duplicate circuit into 
operation—at the stage, equipment, or system 
level. 

f. Use voting redundancy, which uses a series 
decision-making circuit to ascertain that the 
combination of operation of several parallel 
circuits is adequate, only at the stage or equip- 
ment level. Because of its complexity, redun- 
dancy should not be used unless other methods 
are not adequate. 

5-5.5.6.6 Providing for Satisfactory 
Heat-transfer Properties 

One of the prime reasons for equipment 
failure is excessive heat buildup. Thermal design 
is of special significance in IR system design, 
since the heat absorbed by optical components 
and detectors must be dissipated in order to 
avoid adverse effects on spectral transmission 
and system sensitivity. 

A detailed discussion of thermal design and 
evaluation for electronic equipments is con- 
tained in Ref. 18, Sec. II-2. Some general 
thermal design practices for electrical equipment 
are: 

a. Use low-power circuits. If feasible from the 
standpoint of other trade-off restrictions, use 
microelectronics. Thermal design with respect to 
microelectronics is discussed in Ref. 18, Sec. 
IV-4. 
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b. Design for minimum use of high-heat-pro- 
ducing components. 

c. Derate components sufficiently to avoid 
extensive heating at one location, hot-spots. 

d. Identify potential high-heat components 
to assist packaging engineers and thermal engi- 
neers in the layout of components, equipments, 
or systems. 

Some mechanical design considerations perti- 
nent to thermal control are: 

a. Provide specific heat flow paths for heat- 
producing components by using insulation tech- 
niques, heat sinks, and thermal radiation tech- 
niques. 

b. Select the location of parts, stages, and 
equipments to avoid hot-spots and to provide 
for adequate air flow. 

c. Provide for active thermal control using 
forced air cooling, liquid cooling, evaporative 
cooling, thermoelectric cooling, or refrigeration 
as necessary to achieve adequate cooling and 
within the limitations of cost, weight, size, and 
power that are contractually imposed. 

5-5.5.6.7 Mechanical Strength and Stability 

The mechanical reliability of an equipment is 
rated in terms of its ability to withstand shock, 
vibration, and thermal variations. To meet the 
demands of today's military environments, IR 
systems must have high mechanical strength and 
stability. 

Whenever optical components are used in a 
system, as in the case of IR systems, mechanical 
structures take on added importance. Optical 
components must be zealously protected from 
mechanical stress; their mountings must include 
provision for precise alignment; and the optical 
components must hold their alignment for ex- 
tended periods of time when exposed to varying 
external environments. 

Conventional mechanical design techniques 
for reliability are discussed in Ref. 18, Sec. V-l. 
Encapsulation, embedding, and potting tech- 
niques are discussed in Ref. 18, Sec. IV-2. Use of 
printed wiring boards to ruggedize a design is 
described in Ref. 18, Sec. IV-3. Selected stand- 
ard mounting components, such as terminals and 
fuseholders, are listed in MIL-STD-242, 19, Part 

II, Selected Standards for Electro Mechanical 
Parts. 

5-5.5.6.8 Formulating Alternative Designs 

Unless there is one design that is obviously 
superior to others in a particular design area, 
alternatives should be formulated and presented 
for evaluation. Often these alternatives may 
consist of minor variations of a basic design 
approach rather than an entirely new design 
approach. In whatever form, realistic alternatives 
should be considered and presented for system 
engineering analysis. Alternatives that are con- 
sidered but which fail to meet a particular 
operational requirement should be mentioned, 
and the cause for rejection given, in order to 
avoid duplication of effort at a later date. 
Alternatives designed strictly for the sake of 
presenting alternatives should be avoided. 

5-5.5.6.9 Miscellaneous Considerations 

The following important factors should be 
considered when designing for reliability: 

a. Human Factors. Reliability may be im- 
proved during the process of human engineering 
by reducing stress on the equipment due to 
operational misjudgments. However, reliability 
will generally be decreased due to added equip- 
ment complexity. Therefore, a trade-off will 
probably have to be made between optimum 
reliability and optimum human engineering de- 
sign. Human engineering as a complement to 
reliability is discussed in Ref. 18, Sec. V-5. 

b. Maintainability. Designing for good main- 
tainability may have an effect on reliability 
because of added complexity. Improving reli- 
ability may, however, reduce maintainability 
requirements. An optimum configuration for 
both reliability and maintainability will require 
trade-offs. 

c. Special Environments. The reliability of an 
equipment in a special enrivonment is always an 
important consideration. An example is the 
reliability of equipment in specified cosmic and 
nuclear radiation environments. In these cases, 
designing for reliability is stated in terms of the 
equipment being hardened to withstand a speci- 
fied radiation level for a given time interval. 
Alternative designs for hardening to a specified 
level  (or levels) should  be generated, and the 
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decision as to which alternative is selected must 
be made with many trade-off considerations in 
mind. 

In addition to a working knowledge of reli- 
ability design, the IR systems engineer should 
know: (1) the relationship of the reliability 
program to the overall system/equipment pro- 
gram plan, (2) how to interpret reliability 
diagrams and formulas, (3) trade-off and opti- 
mization considerations, and (4) reliability test- 
ing and verification methods. 

In order to interpret reliability diagrams and 
formulas, reliability prediction methods must be 
understood. Reliability prediction methods are 
described in MIL-HDBK-217. 

Reliability is always an important trade-off 
consideration. Achieving high reliability will 
normally increase cost, development time, 
weight, size, power, and may decrease produc- 
ibility. Although increasing reliability may de- 
crease the maintenance requirement, designing 
for good maintainability will probably reduce 
inherent reliability by increasing the number of 
parts. Designing for good operability (human 
engineering) or for added mobility, or for use in 
a special environment, will also tend to decrease 
reliability. 

A rule-of-thumb approach for reliability 
trade-offs is to establish which design factors are 
to be considered unalterable and then optimize 
reliability without compromising the design in 
these areas. For example, if the system perform- 
ance requirement is unalterable and there are 
fixed ceilings on cost, time, weight, and power; 
the system/equipment reliability would be opti- 
mized within these confines. Trade-offs would 
then be made with the other trade-off factors 
(maintainability, producibility, etc.) to achieve 
specific goals without seriously degrading reli- 
ability. If a high enough reliability cannot be 
achieved within the confines of the "unalter- 
able" factors, certain compromises may have to 
be made in order to guarantee system effective- 
ness. 

The contractual statement of work and the 
system design specification will usually contain 
descriptions of specific inspection and test oper- 
ations that are required to demonstrate system 
reliability. From these statements, reliability, 
quality control, and test personnel will specify 
the environmental tests, life tests, and quality 

control inspection operations to be performed 
during system development. Because reliability 
tests are costly and time consuming, the IR 
system engineer should carefully evaluate the 
degree of testing called for in the reliability 
program plan to verify that the test require- 
ments are consistent with other system develop- 
ment requirements. In order to make valid 
trade-off recommendations, the IR system 
engineer must have considerable knowledge of 
reliability engineering techniques. 

5-5.6 MAINTAINABILITY 

5-5.6.1  The Importance of Maintainability 

As stated in Ref. 21, "The costs of support 
for present (1966) military systems involve 
from 3 to 20 times the original procurement 
costs. Much of this high cost is due to lack of 
recognition and control of reliability, maintain- 
ability, and support factors during the successive 
stages of development, production, and service 
use." 

Although maintainability is very important 
for long-life repairable equipments, it is also 
important for one-shot items, such as missiles, or 
for items which are presently considered mini- 
mally repairable, such as spacecraft. All catego- 
ries of equipment must undergo intensive testing 
and evaluation before being put into use, and 
during this development phase considerable time 
and money can be wasted if adequate considera- 
tion has not been given to maintainability 
design. 

5-5.6.2 Maintainability Program 

The maintainability program will be estab- 
lished and maintained as specified by contrac- 
tual requirements and probably in accordance 
with the requirements of MIL-STD-470, Main- 
tainability Program Requirements (for Systems 
and Equipments)22. The task of establishing a 
maintainability program should be performed by 
a maintainability engineer. The program must be 
integrated with the design engineering program 
and other product control and system engineer- 
ing programs. 

The detailed requirements for implementing 
a maintainability program are specified in MIL- 
STD-470. Of special interest to IR design engi- 
neers   and   IR   system   engineers   is   Sec.   5.4, 
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"Establish Maintainability Design Criteria", of 
MIL-STD-470. 

5-5.6.3 Definitions 

Terms used in the field of maintainability are 
defined in Ref. 13. The most significant of these 
terms are defines as: 

a. Maintainability is a characteristic of de- 
sign and installation which is expressed as the 
probability that an item will be retained in or 
restored to a specified (operable) condition 
within a given period of time (down time) when 
the maintenance is performed in accordance 
with prescribed procedures and resources. 

b. Down time is that element of time during 
which the item is not in condition to perform its 
intended function. 

c. Active repair time or maintenance time is 
that portion of time during which active repair 
operations are being performed on the system. 

d. Delay time is that portion of down time 
during which no maintenance is being accom- 
plished on the item because of either supply 
delay (logistic time) or administrative reasons. 

e. Mean-time-to-repair is the total corrective 
maintenance time divided by the total number 
of corrective maintenance actions during a given 
period of time. 

f. Repairability is the probability that an 
inoperable system will be restored to operable 
condition within a specified active repair time. 

g. Serviceability is the degree of ease or 
difficulty with which a system can be repaired. 

h. Availability is the probability that a sys- 
tem or equipment will be operating satisfactorily 
at any given time when the total time considered 
is operating time and total down time. 

i. Inherent (or intrinsic) availability is the 
probability that a system or equipment will be 
operating satisfactorily at any given time when 
the total time considered includes only opera- 
ting time and active repair time. 

5-5.6.4 Maintainability Predictions 

Pour methods of maintainability predictions 
are provided in MIL-HDBK-472, Maintainability 
Prediction23.   The   program   plan   will   specify 

which of these or other methods will be used for 
a given system or equipment. As stated in 
MIL-HDBK-472, "maintainability prediction 
methods are dependent upon at least two basic 
parameters: 

a. Failure rates of components at the specif- 
ic assembly level of interest 

b. Repair time required at the maintenance 
level involved" 

Failure rates have been fairly well established 
as a part of reliability studies15. Repair time 
cannot be established with much accuracy until 
trial procedures have been performed. A detailed 
method of estimating repair time is provided in 
Procedure I of MIL-HDBK-472. This procedure 
subdivides active repair time into times for 
preparation, malfunction verification, fault isola- 
tion, part procurement, repair, and final mal- 
function tests. Each of these categories is further 
divided into repair activities, to which time 
increments and weighting factors are allotted. 

A procedure which may place more emphasis 
on designing each item to achieve a certain level 
of maintainability is the scoring technique de- 
scribed in Procedure III. This technique scores 
each equipment at the level of interest with a 
rating of from 0 to 4 according to whether a 
certain maintainability factor has been given no 
consideration (0), below average consideration 
(1), average consideration (2), above average 
consideration (3) or optimum consideration (4). 

5-5.6.5 What the IR  Design  Engineer Should  Know 
About Maintainability 

The IR design engineer should know: (1) 
what maintainability is, (2) the degree of main- 
tainability required by a given program plan, and 
(3) design practices for achieving good maintain- 
ability. All of these factors are described in 
general and semi-detail in MIL-STD-470. Detail- 
ed design practices for achieving good maintain- 
ability are described in Ref. 21. The general 
categories are repeated here to stress their 
importance. 

The considerations for general design applica- 
tion are: 

a. Accessibility 

b. Identification of parts, assemblies, equip- 
ments, and special features 
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c. Interchangeability 

d. Safety provisions 

e. Servicing provisions such as ease of lubrica- 
tion, filling and draining, cleaning and preserv- 
ing, and adjusting and aligning 

f. Simplification 

g. Standardization 

h.  Unitization and modularization 

i.  Redundancy 

j.  Fastening techniques 

k. Use of bearings and seals 

Other factors that affect maintainability and 
which should be considered when designing for 
good maintainability are: 

a. Logistic support 

b. Maintenance personnel skill and availa- 
bility. 

c. Basic human factors 

d. Geographical-environmental conditions 

e. Maintenance facilities and equipment 

f. Maintenance documentation 

In addition, the infrared design engineer 
should be aware of (1) the relationships of the 
maintainability program to the overall system 
equipment program plan, (2) the meanings of 
maintainability prediction results, (3) main- 
tainability review and trade-off techniques, and 
(4) maintainability demonstration methods. 

Maintainability prediction results are de- 
scribed in MIL-HDBK-472. Review and trade-off 
techniques are discussed in Ref. 21, Chapter 5, 
including an extensive review checklist. The 
trade-off criterion recommended in Ref. 21 is 
inherent availability, which uses the formula: 

MTBF 

where 

rt, MTBF + MTTR 

At =      inherent availability 
MTBF mean time between fail 

ures 
MTTR mean time to repair 

This results in a value less than 1 with optimum 
availability approaching a value of 1. The prob- 
ability of availability of alternative systems is 
then related to the cost of each system to arrive 
at an initial decision. The best alternative or 
alternatives must then be analyzed with respect 
to the other trade-off factors (human factors, 
mass properties, mobility and/or transport- 
ability, special environments, producibility, 
power limitations, and schedule) to arrive at a 
final decision. 

Some very important trade-off decisions must 
be made to arrive at effective testing methods 
and reasonable test equipment requirements for 
a given system/equipment. The major trade-offs 
involve (1) the level of testing, (2) use of 
automatic vs manual test equipment, and (3) use 
of built-in vs portable test equipment. A valu- 
able treatment of testing and test equipment 
trade-offs is included in Ref. 21, Chapter 5. 

In order to evaluate maintainability design 
results, the IR system engineer must be cogni- 
zant of maintainability demonstration methods. 
These are described in MIL-STD-471, Maintain- 
ability Demonstration2*. 

5-5.7 PRODUCIBILITY 

5-5.7.1  Definition and Importance 

Producibility is the ease with which a part or 
system equipment can be fabricated and assem- 
bled. It could be considered a facet of Value 
Engineering since the ultimate purpose of im- 
proving producibility is almost always to reduce 
costs. However, producibility analysis is the 
responsibility of production or manufacturing 
engineers who have detailed knowledge of fabri- 
cation techniques (automated or manual), pack- 
aging design and assembly techniques (auto- 
mated or manual) and mass production or unit 
production. The real importance of producibil- 
ity is that it is a factor to be considered during 
the design phase, rather than a factor such as 
production efficiency which is only considered 
after design and which, unfortunately, may 
consist of making the best use of a poor design. 

Producibility is, of course, most important for 
system equipments that are to be mass pro- 
duced. For mass-produced system equipments 
with a high initial cost vs maintenance cost, 
producibility   may   be   weighted   higher   than 
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maintainability as a trade-off factor. Producibil- 
ity is of least consideration in system/equip- 
ments which will be produced in very limited 
quantities, unless there is considerable redundan- 
cy within the system itself. Even in one-of-a- 
kind systems, however, producibility is impor- 
tant because any simplification that can be 
contributed from the standpoint of producibil- 
ity will probably result in a better design. 

5-5.7.2 Producibility Program 

Although producibility is normally not part 
of the initial design and development effort, the 
high cost of incorporating producibility after the 
fact suggests the advisability of such a program. 
The producibility program would be organized 
as a product control function and would have to 
be integrated with other product control and 
system engineering functions. 

5-5.7.3  What the IR  Design  Engineer Should Know 
About Producibility 

The IR design engineer should know what 
emphasis should, or can, be placed on pro- 
ducibility at the initial design level, and design 
practices for achieving good producibility. The 
definition of producibility and what its 
weighting should be for different system/equip- 
ments were discussed; design practices for 
achieving good producibility are: 

a. Simplification. In the case of producibility, 
simplification means not only the reduction in 
the number of parts or assemblies, but also the 
separating of a complex part into simpler, easier 
to produce parts. Adaptability to assembly-line 
or automated production must always be con- 
sidered. 

b. Reduction in the Number of Steps Re- 
quired to Produce a Part or Complete an 
Assembly. Probably the greatest savings in time 
and cost can be achieved in this area if a 
thorough analysis of the design is within the 
scope of the contract. 

c. Standardization and Interchangeability. 
The savings achieved by use of standard stock 
items, use of as few part types as possible, and 
use of interchangeable assemblies are obvious. 
These savings can be considerable. Use of new 
techniques such as miniaturization may make 
standardization not feasible or desirable in cer- 
tain   circumstances.   However,   the   accessories 

used with microelectronic subassemblies, such as 
connectors and mounting components, will in- 
creasingly be standardized, so the principle of 
standardization remains valid. 

d. Use of the Widest Possible Tolerances. 
Needlessly low tolerances on dimensions or 
surface finishes can increase costs at a drastic 
rate. This is especially true if a more difficult 
process must be used to achieve the tolerance. 
The process must, therefore, be kept in mind 
when selecting a tolerance (or material, or 
overall design). Any tolerance less than 0.005 in. 
should be very carefully examined because the 
cost curve increases rapidly for lower tolerances. 
Tolerances should also be selected with standard 
tool sizes in mind. 

e. Selection of Materials. While maintaining 
structural support and thermal properties, 
materials should be selected for economy of 
production of a part. The cost of production 
includes both the cost of the material itself and 
the cost of machining, casting, molding, welding, 
forming, or otherwise fabricating the part. 
Therefore, even though a material such as an 
aluminum alloy may be more expensive than 
steel, the reduced cost of machining the alumi- 
num alloy may override the initial cost. 

f. Economy of Material. The amount of 
material used in a part should be kept in mind 
and be held to a minimum while maintaining 
structural integrity. 

g. Selection of the Best Production Process 
(Adaptability to Assembly-line Production or 
Automation). Each part and assembly should be 
analyzed as to the process that can be used for 
its production before it is incorporated into the 
final design. If the item is to be mass produced, 
its adaptability to automated production or 
assembly line production is critical. 

h. Design for Ease of Handling, Installation, 
Transfer, and Storage. Any improvement that 
will facilitate locating, orienting, holding, se- 
curing, moving, or storing parts or assemblies 
will lower costs. Adapting parts for mechanical 
handling is especially valuable for mass-produced 
parts. Tooling costs can also be reduced by 
proper design. 

i. Drawings and Specifications. The availabil- 
ity of adequate, up-to-date drawings and speci- 
fications is a major factor in producibility. It is 
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sound basic design practice to assure that good 
drawings and specifications are developed during 
the initial design phase and then kept up to date 
throughout the program. 

Mechanical fabrication techniques are dis- 
cussed in detail in Ref. 25. Some valuable hints 
for mechanical design of parts for producibility 
are contained in Ref. 26 and AMCP 706-100, 
Design Guidance for Producibility. 

In addition to the producibility design con- 
cepts outlined, the IR system engineer should 
know: (1) how producibility is weighted with 
respect to other systems engineering programs, 
and (2) trade-off considerations involving pro- 
ducibility. 

Because producibility is not felt in a program 
until the initial design and development phases 
have been completed, it is often ignored during 
these phases. This can be a costly mistake. It is 
the responsibility of the IR system engineer to 
see that producibility is taken into consideration 
during initial phases and is properly weighted. 

When producibility is considered as a trade- 
off factor, a distinction must be made between 
optimizing and improving producibility. Opti- 
mizing producibility will probably be detrimen- 
tal to system performance, reliability, human 
factors, and maintainability. An example of this 
is the fabrication of a vehicle. It is well known 
that hand-tooled cars are usually superior to 
mass-produced cars. Improving (not optimizing) 
producibility, however, will almost always im- 
prove reliability and maintainability and will not 
necessarily be detrimental to performance or 
human factors. If optimization of cost and 
schedule is of primary importance, however, 
producibility should be optimized and sacrifices 
may have to be made in system effectiveness. 

5-5.8 MOBILITY 

5-5.8.1   Definitions and  Importance 

Mobility is the ease with which a system/ 
equipment can move or be moved from one 
location to another under given conditions, and 
be installed and logistically supported at the new 
location. Transportability is one facet of mobil- 
ity having to do only with the case of movement 
of equipment. 

Mobility is most important when system 
performance is directly affected, as is the case 
when the equipment is directly man supported 
or vehicle supported during field use. The 
mobility consideration is not so important for 
items such as test equipment (a radiometer, for 
example), but it is still a factor to be considered. 

5-5.8.2 Transportability Design Program 

A program which can be instituted to specifi- 
cally design for the transportability is described 
in Ref. 27. In a large number of cases, however, 
transportability design will be considered a 
normal mechanical and packaging design func- 
tion. 

5-5.8.3 What the IR Design Engineer Should Know 
About Mobility 

The IR design engineer should know: (1) the 
different facets of mobility design, (2) the 
mobility requirements of the system/equipment 
being designed, and (3) design practices for 
achieving good mobility. The facets of mobility 
design are self-propulsion, transportability, the 
ease of mounting, and the ease of logistical 
support. Self-propulsion will normally not be a 
consideration with IR equipments because of 
size and application. The other facets are impor- 
tant and preferably these should be considered 
during initial design by a mobility engineer 
rather than by mechanical or packaging engi- 
neers. Since these facets are also critical to 
maintainability, the design should be analyzed 
from the mobility standpoint by both the 
maintainability and mobility engineers. 

Design practices for achieving good transport- 
ability are: 

a. Minimum weight 

b. Minimum size 

c. Compact shape 

d. Adequate handling fixtures 

e. Ability to withstand transportation shock 
and vibration levels 

f. Ability to withstand transportation orien- 
tation and environments 

g. Minimum   imposition   of  special   environ- 
mental requirements 
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h. Convenient shipping breakdown 

i. Design for the type of transportation that 
will ordinarily be used (ground, sea, air) 

j. Design for minimum handling steps, all of 
which can be clearly explained 

Design practices for achieving satisfactory 
mounting are: 

a. Matching the mounting method to meet 
the mounting requirements 

b. Ease of installation and removal. Fastening 
components should be accessible and easy to 
remove or operate. 

c. Adequate mounting structure strength. 
The mounting structure must be able to support 
the unit, with a heavy safety factor, under all 
conditions of operation or transport including 
all environmental conditions that might be 
encountered. 

d. Adequate shock mounting. Because IR 
systems include optical components as well as 
electrical components, shock mounting should 
be used whenever possible. If not possible, a 
very high level of shock and vibration resistance 
must be incorporated in the design. 

e. Compact shape and low center of gravity. 
If equipment is to be gimbal mounted, shape 
and center of gravity become very important. 
Either the center of gravity or the mounting 
points must be located so as to prevent imbal- 
ance. A center of gravity as close as possible to 
the mounting interface is generally desirable. 

In addition to these mobility considerations, 
the IR system engineer should know mobility 
design concepts plus; in addition he should 
know (1) the detailed strategical, tactical, and 
logistical requirements of the system/equipment; 
(2) the weighting of mobility with respect to 
other program requirements; and (3) trade-off 
considerations involving mobility design. 

Discussions of strategical, tactical, and logis- 
tical mobility are contained in Ref. 28, p. 7-2. 
The detailed significance of each factor varies 
with each equipment. The operations analyst 
and system engineer must cooperate to arrive at 
the required mobility objectives. 

The weighting of mobility varies widely with 
the type of system, as discussed in the paragraph 
on importance. For IR systems, it will seldom be 

weighted high enough for a mobility engineer to 
be consulted even though it might be advisable 
in certain instances. 

The primary trade-off consideration will prob- 
ably be mobility analysis versus initial cost and 
schedule. The amount of mobility analysis is apt 
to suffer as a result. This may prove to be false 
economy when the system/equipment is put 
into use, but it may be a contractual fact of life 
during the initial design phase. Mobility analysis 
will probably benefit system performance, hu- 
man factors, reliability, maintainability, produc- 
ibihty, weight and size reduction, other mass 
property considerations (center of gravity and 
moments of inertia), and adaptability to special 
environments. It will probably have no effect on 
power requirements or other factors. 

5-5.9 INTEGRATED  LOGISTIC SUPPORT 

Integrated Logistic Support (ILS) is a com- 
posite of the elements required for the effective 
and economical support of a system or equip- 
ment at all levels of maintenance for its pro- 
grammed life cycle. It is characterized by the 
harmony and coherence which exist between 
each of its elements28. The intent of this par- 
agraph is to emphasize the importance of ILS in 
achieving the total system design objectives, 
rather than to treat ILS in its entirety since this 
has already been done in Refs. 28 through 31. 

Considering the complexities and state-of- 
the-art achievements of the many modern-day 
infrared systems in the military arsenal, it 
becomes apparent that some guiding principle 
must be employed to assure that a system will 
fulfill operational readiness objectives. If these 
objectives are not considered in proper perspec- 
tive during the development of a system, their 
attainment will undoubtedly be something less 
than optimum. Design and support requirements 
expressed in terms of finite numbers that meas- 
ure gross system availability, utilization, down- 
time, turnaround, crew requirements, main- 
tenance man-hours per operating hour, con- 
straints, etc., provide quantified data that can be 
evaluated against operational readiness objec- 
tives. 

The principles of ILS are directed toward the 
reduction of support requirements to an opti- 
mum level consistent with operational readiness 
requirements. These objectives will not be real- 
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ized by chance or by superficial analysis of 
support requirements. Rather, systematic evalua- 
tions of all support and design characteristics by 
qualified engineers and support technicians will 
be required in the following areas to assess the 
probable impact which the design will have on 
specific performance and support requirements: 

Maintainability and Technical data 
reliability 

Maintenance planning      Facilities 

Personnel and 
training 

Funding 

Management data 

Support and test 
equipment 

Supply support 

Transportation and 
handling 

Coordinated participation of ILS specialists 
responsible for the various support elements 
throughout a system design event sequence will 
result in the systematic identification of re- 
quired support activities, a prerequisite to the 
achievement of mission readiness and cost ef- 
fectiveness. 

5-5.10 GROUND SUPPORT EQUIPMENT 

5-5.10.1   The Importance of Ground 
Support Equipment 

Modern airborne systems, often of exception- 
al capability and corresponding sophistication, 
are valueless unless ground support equipment 
(GSE) functions are performed expeditiously 
and accurately when required. 

The role of ground support equipment has 
become increasingly important as the complex- 
ity of airborne systems has increased. The 
philosophy of self-containment, although allevia- 
ting the complications of ground based support 
equipment to a degree, is necessarily tempered 
by trade-offs relating to weight of the airborne 
equipment. Many functions are delegated to 
ground equipment on that basis alone. Develop- 
ment of the ground support equipment must, 
therefore, occur concurrently with the develop- 
ment of the airborne system. 

5-5.10.2 Ground Support Equipment Functions 

Functions performed on both airborne and 
other systems and components by ground sup- 
port   equipment   include   inspection,   trouble- 

shooting, testing, appraising, gaging, measuring, 
adjusting, and calibrating. Test stands, meters, 
gages, calibrating equipment, and similar types 
of equipment may be considered as typical 
examples of the equipment used. 

5-5.10.3 Ground Support Equipment Design  Factors 

The following factors will influence the design 
of ground support equipment in varying degrees: 

Performance 

Maintainability 

Procurability 

Vulnerability 

Reliability 

Versatility 

Growth potential 

Climatic environment 

Cost 

Human factors 

Logistic support 

System integration 

Packageability 

Producibility 

Interchangeability 

Serviceability 

Durability 

Safety 

Reversibility 

Compatibility 

Transportability 

Replaceability 

Simplicity 

5-5.10.4 Selection of Aerospace Ground Equipment 

It is the contractor's responsibility to furnish 
the procuring activity with a description of the 
charactersitics of equipment by functional areas 
for all levels of use, i.e., test phase, organiza- 
tional, direct support, general support, and 
depot. 

The following source categories and priorities 
must be considered in determining or selecting 
an item of ground support equipment to fulfill 
a required function: 

a. Category I. An item of equipment de- 
scribed by an approved Government specifica- 
tion and qualified to that specification. 

b. Category II. An off-the-shelf commercial 
item that is currently in the DOD inventory. 

c. Category III. Off-the-shelf commercial or 
modified commercial equipment not currently 
in the DOD inventory. 

d. Category IV. Equipment being developed 
by an Army contractor or by the Army. 
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5-5.10.6 Applicability of Government Equipment 

The contractor is responsible for investigating 
current Army equipment, whether standard or 
in development, or that of other Government 
agencies to determine if it meets functional 
requirements. If the equipment can be adapted 
or modified to meet these requirements, infor- 
mation as to the nature of the required modifi- 
cations or adaptions is submitted to the pro- 
curing agency. Data on any particular type of 
equipment will normally be released to the 
contractor having the necessary clearance and 
need-to-know. 

5-5.10.6 Multi-function Concept 

5-5.10.6.1  General 

Where more than one function is to be served 
by a single piece of equipment, certain advan- 
tages as well as disadvantages accrue. Although 
not new, the multi-function concept has recent- 
ly been the object of considerable emphasis 
while, at the same time, provoking controversial 
opinions as a result of service use. Because there 
is only one compromise of the two extremes- 
single or multi-function—and that only at addi- 
tional cost, a decisive conclusion is frequently 
difficult to make. While there is no routine 
solution to analysis of multi-purpose versus 
single-purpose equipment, guiding principles and 
evaluation factors for the guidance of designers 
are available to serve as bases for the adoption of 
one of the several alternatives. The advantages 
and disadvantages are outlined in the paragraphs 
which follow. 

5-5.10.6.2 Advantages 

Better known advantages of multi-purpose 
equipment appear to be a function of produc- 
tion, logistics, and other phases of procurement, 
while the disadvantages stem primarily from 
operational use. More specific advantages of 
multi-function ground support equipment in- 
clude: 

a. Versatility. Achieved simply for the sake 
of combining more than one function, versatility 
offers no practical reward. Conversely, if viewed 
as a means of accomplishing some end of 
intrinsic value, it may be considered an advan- 
tage. Improvement by the building block meth- 
od—for example, the simple addition of several 

complete and individually self-contained systems 
on a single chassis—is of limited value. On the 
other hand, the use of an adapter to extend the 
range of usefulness of an article generally results 
in complete elimination of duplicate prime 
devices. The advantages accruing indirectly from 
the improved versatility in such a situation are 
readily apparent. 

b. Compatibility. Delegating the responsibil- 
ity for the design of several of the supporting 
systems to a single subcontractor may be ex- 
pected to provide improved system compatibil- 
ity and integration into the overall system. 

c. Cost, Properly applied, the multi-function 
concept should reduce equipment costs. Avoid- 
ance of redundancy contributes to cost reduc- 
tion. 

d. Logistic Support. Reduced logistic support 
reflects in less delivered item quantities, reduced 
manpower, and higher equipment utilization 
rates. 

5-5.10.6.3 Disadvantages 

The following are'a few of the disadvantages 
associated with the multi-function concept: 

a Excessive Downtime. Multi-function equip- 
ment may have to be removed from service 
often and for extensive periods for maintenance 
or design modification due to its complexity. 

b Cost. Cost reduction potential is frequently 
not achieved in practice. 

c Maintainability. The added design complex- 
ity which results from integrating several func- 
tions into a single unit can exceed the capabil- 
ities of operating and servicing personnel. 

d Performance. The design of multi-function 
equipment may compromise individual system 
performance factors excessively by imposing 
impossible or unduly restrictive conditions on 
the equipment. 

5-5.10.6.4 Unitized Multi-purpose Equipment 

A compromise between the single function 
and multi-function equipments offers more of 
the advantages and fewer of the disadvantages of 
either alternative. Unlike many aspects of devel- 
opment engineering, there is fundamentally only 
one alternative available to designers. Assembly 
of several unitized systems on a common chassis 
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-co form a single piece of multi-function equip- 
ment provides an acceptable compromise of 
advantages and disadvantages. To maximize 
benefits, the identity and self-sufficiency of each 
of the subsystems must be maintained with each 
system readily removable and easily transport- 
able. 

5-5.10.7 Quality 

5-5.10.7.1  Criteria 

The quality of an item is measured by its 
ability to meet all pertinent specification re- 
quirements. Functional quality pertains to fac- 
tors involved primarily in the design, engineer- 
ing, and development of equipment. Logistical 
quality applies to factors involved in the pro- 
curement, production, maintenance, and supply 
of equipment. However, in practice, functional 
and logistical requirements overlap, (e.g., pro- 
ducibility and maintainability, important con- 
siderations during the basic or functional design 
stages of an item, are classed as logistical 
requirements). 

5-5.10.7.2 Evaluation Factors 

Other factors, in addition to those noted 
earlier, must be considered to ensure requisite 
quality. They are: 

a. Strength. Materials and parts must be 
strong enough to ensure safety, durability, and 
dependability. 

b. Weight. The lightest possible weight com- 
mensurate with safety and performance is of 
prime importance for all Army equipment. 

c. Life. Long life reduces cost by minimizing 
replacement and increasing the number of mis- 
sions. However, provision for longer life than 
may reasonably be demanded frequently in- 
creases costs. Endurance must permit repetitive 
operation over the life span without fatigue or 
failure that will affect accuracy, life, or perform- 
ance. Equipment must be able to withstand the 
wear of handling and of operational use. 

d. Materials. Use only materials having the 
required strength and durability. 

e. Servicing. Equipment must be rapidly and 
easily serviced under adverse conditions. 

f. Environment. Man-made conditions as well 
as the natural or climatic environments must be 
provided for. 

g. Packageability. Design for ease in pack- 
aging of the finished item. 

5-5.10.8 Commercial Counterparts 

The use by the military of readily available 
and completely developed commercial items of 
equipment is desirable from many standpoints. 
Commercial equipment is developed to civil 
specifications, in one form or another, in the 
absence of detailed Government specifications 
and drawings. 

The precise simulation of military require- 
ments is not necessarily a prerequisite in the 
consideration of an item as a commercial 
counterpart. In many cases, modification of 
either the item or the tentative military require- 
ments may be made prior to procurement. 

5-5.10.9 System Safety 

Maximum safety must be provided for person- 
nel and equipment during the installation, opera- 
tion, storage, transportation, and maintenance 
of all equipment. There must be no built-in 
injury potentials other than those which are 
absolutely unavoidable. If injury potentials do 
exist, adequate warning placards must be provid- 
ed. Safety engineering of systems, associated 
subsystems, and equipment is covered in 
MIL-S-38130. In addition to the normal hazards 
prevalent with any item of equipment, the 
designer is cautioned in regard to the following: 

a. Reversibility. Items should be designed to 
prevent backward or upside-down installation, 
where such installation would cause a malfunc- 
tion and possibly result in an accident. 

b. Fail-safe Design and Installation. Fail-safe 
features should be incorporated into equipment 
design and installation where the failure or 
malfunction of the equipment may injure the 
operator or damage the prime equipment, relat- 
ed equipment, or adjacent equipment. Deviation 
from specified quantitative "fail-safe" require- 
ments normally will be granted only after it has 
been determined that trade-off values justify 
such action. 
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5-5.10.10 General Military Documents 

Following is a list of general documents which 
are applicable to the design, development, and 
production of ground support equipment along 
with a brief explanation of their scope and 
intended use. 

a. MIL-T-21200 covers the general require- 
ments for the design and manufacture of 
equipment used in testing electronic equipment. 
The detail requirements for a particular test set 
are covered in the individual product or procure- 
ment specification for that item. 

b. MIL-E-4158 covers the general require- 
ments for the design and manufacture of ground 
electronic equipment. It furnishes the general 
requirements applicable to most ground elec- 
tronic equipment. 

c. MIL-STD-810 and MIL-T-5422 establish 
uniform procedures for testing aeronautical and 
associated equipment under simulated and accel- 
erated climatic and environmental conditions. 

d. MIL-I-6181 covers electromagnetic inter- 
ference control requirements and test methods 
for electrical and electronic equipment asso- 
ciated with aerospace ground equipment and 
systems. 

e. MIL-D-1000 covers the preparation of 
drawings and data lists for special equipment 
designed according to MIL-S-8512, for use in the 
maintenance and overhaul of end items. 

f. MIL-STD-1472 is applicable to systems 
where human engineering is required in accord- 
ance with MIL-H-27894, or where otherwise 
specified by the procuring activity. It establishes 
design criteria for all types of ground equip- 
ment, including command and control system 
equipment, training equipment, operating 
ground equipment, and maintenance ground 
equipment for all types of systems. It includes 
specific human engineering design criteria and 
requirements applicable to the following: 

(1) Visual Displays. Visibility and reada- 
bility, coding, arrangement, designation of func- 
tional area, transilluminated indicators, CRT 
displays, mechanical displays, plotters, and flags. 

(2) Auditory Displays. Warning devices 
and communication systems. 

(3) Controls. Arrangement, coding, preven- 
tion of accidental activation, and specific design 
standards. 

(4) Labeling. Orientation and location, 
brevity, familiarity, and use of abbreviations; 
legibility, style, and dimensions of characters; 
labeling of assemblies; and labeling of controls 
and displays. 

(5) Work Space Characteristics. Work 
space dimensions, standing operations, seated 
operations, clearance dimensions, standard con- 
sole design, special purpose console considera- 
tions, and equipment color. 

(6) Design for Maintainability. Characteris- 
tics of units, conductors, connectors, fasteners, 
test points and test equipment, and fuses; and 
gas and fluid line identification. 

(7) Design of Equipment for Remote 
Handling. Remote-handling devices, tools, and 
remote-viewing equipment. 

(8) Operational and Maintenance Vehicles. 
Driver considerations and equipment considera- 
tions. 

(8) Hazards and Safety 

5-5.10.11   What the  IR  Engineer Should  Know 
About Ground Support Equipment 

The designer of ground support equipment, 
should comprehend fully the interdependence of 
each element of the system. It is only in this 
way that sufficient application of individual 
effort will be exerted to produce the superior 
items demanded in each of the subsystems. The 
checklist which follows discloses the availability, 
condition, and suitability of the ground support 
equipment and tools required to perform main- 
tenance. This area constitutes the major contri- 
bution of the support system designer. All listed 
items must be considered when selecting the 
maintenance concept. The IR engineer, in turn, 
should design the prime equipment to minimize 
the requirements for ground support equipment 
and tools and to make possible the use of 
standard items. 

a. Availability (Bench Type). The availability 
of the required bench test equipment and 
accessories needed to perform a maintenance 
task must be determined. The support system 
designer should specify standard test equipment 
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whenever possible, and the required equipment 
should be identified as early as possible in the 
procurement cycle to insure availability in the 
field. 

b. Availability (Portable Type), Same as par. 
a, except as applicable to portable equipment. 

c. Operating Condition. The required test 
equipment must be determined to be in good 
operating condition and within its calibration 
period. Reduction in the number of different 
items of equipment required will increase the 
probability that the equipment will be main- 
tained in good operating condition. 

d. Preparation. The amount of setup time for 
the required test equipment must be deter- 
mined. If new test equipment is designed for a 
particular system, one design goal should be 
minimum setup and warm up time. 

e. Tools (Standard). This concerns availa- 
bility and condition of the required standard 
tools. Reduction in the number of different 
tools required will increase the probability that 
they will be on hand and in good condition 
when needed. 

f. Tools (Special Type). Special tools must be 
available and in proper operating condition. The 
requirement for special tools should be kept to a 
minimum. They should be ordered with the 
equipment whenever possible to ensure availa- 
bility. 

g. Test Equipment Capabilities. It must be 
determined whether the test equipment is capa- 
ble of providing all the information necessary to 
perform a maintenance task. It is important that 
the test equipment specified be capable of 
performing all needed tasks to maintain the 
prime equipment. The equipment designer 
should design the prime equipment to utilize the 
capabilities of standard test equipment. 

h. Documents. Manuals, handbooks, and/or 
instructions for the required test equipment 
must be available. Although not within the 
purview of the equipment or support system 
designer, it should be noted that such instruc- 
tions are required. 

i. Handling. The designer must determine 
whether portable test equipment is hand-port- 
able or is provided with a cart. Portable test 
equipment should be as light as possible. Heavy 

portable equipment should be provided with a 
dolly. 

j. Calibration. The calibration controls on the 
required test equipment must be physically 
separated from the controls used for operation. 
If new test equipment is designed for a system, 
the calibration controls must be separated from 
the operation controls so that the calibration 
will not be accidentally upset during tests. 

k. Presentations. The test equipment indica- 
tions must be easily read by the technician 
performing the maintenance task. Test equip- 
ment indications should be clear, definite, and 
be easily visible to the technician performing the 
test. 

1. Conversion Factor. The necessity to con- 
vert test equipment indications must be deter- 
mined. Test equipment should be provided 
which may be read directly in units that are 
meaningful to the test being performed. If 
conversion is necessary, charts which permit 
quick conversion of the test data should be 
permanently attached to the test equipment. 

m. Automatic Operation. This concerns the 
number of operational adjustments necessary to 
utilize the required test equipment. Test equip- 
ment should be provided which requires no 
operational adjustment. Adjustments, if neces- 
sary, should be kept to a minimum. 

5-6 TEST REQUIREMENTS 

5-6.1 QUALITY CONTROL AND  INSPECTION 

Quality control is defined as a systematic 
method by which the full potential of a product 
design is approached to the extent that an 
acceptable level of user satisfaction is achieved. 
This implies that absolute perfection can only be 
approached, and that less than perfection is 
acceptable in terms of a cost/performance 
trade-off. The reader is referred to MIL-Q-9858, 
Quality Program Requirements, and MIL-I- 
45208, Inspections System Requirements for 
comprehensive coverage of this subject. 

5-6.2  INSPECTION AND TESTING 

The objectives of a test program are to 
provide confidence, assistance, and proof- 
confidence to the system engineer that the 
system meets operational objectives, assurance 
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to the designer that his design is fabricated in 
accordance with his instructions, and proof to 
the customer that the delivered article meets his 
requirements. 

5-6.2.1 Test and  Inspection Planning 

The heart of the test and inspection plan is a 
definition of the flow of material, parts, sub- 
assemblies, and assemblies through a succession 
of inspection and test operations to the final 
assembly and acceptance of the end item, and a 
description of each inspection and test operation 
performed. The complete inspection and test 
program must span the entire process from 
breadboard development through prototype 
manufacture to field evaluation, and then to 
production quality assurance. 

For convenience of discussion, testing can be 
divided into development testing, acceptance 
testing, qualification testing, and field evalua- 
tion. In brief, the scope of these categories is 
characterized by the following: 

a. Development testing is exploratory in na- 
ture and is performed to demonstrate feasibility 
of a concept and to evaluate the basic design 
attributes. 

b. Acceptance testing is performed to deter- 
mine whether an article or group of articles 
meets a specified level of acceptability and is 
suitable for subsequent use. Acceptance testing 
is performed on all items manufactured either 
by 100% testing or by controlled sampling. 

c. Qualification testing is performed to deter- 
mine that a product design meets all specified 
requirements, and is suitable for quantity man- 
ufacture. Qualification testing is normally per- 
formed on a small, representative sample, fre- 
quently one unit or system, and emphasizes the 
capability of the article to survive in a simulated 
environment. Qualification testing is also per- 
formed for the purpose of qualifying a manu- 
facturer to produce an existing design. 

d. Field evaluation involves the evaluation of 
representative samples of a product in a real 
environment. Field evaluations normally include 
not only a test of the primary end item, but also 
an evaluation of the instruction manuals, special 
test equipment, and maintenance and repair 
procedures. 

5-6.2.2   Inspection and Testing of Infrared 
Components and Systems 

The theory and practice of testing infrared 
systems and system components are extensively 
treated in other paragraphs of this Handbook. It 
remains, however, to discuss the practical and 
selective application of these techniques in a test 
program which progresses from the start of 
development through to production. In the 
discussion which follows, the testing of typical 
components is discussed with the emphasis on 
the selection of techniques in practical cases, 
and with comments on some typical pitfalls that 
have been experienced in the past. The treat- 
ment is by no means complete but is intended to 
emphasize, by example, the benefits of careful 
test planning. 

5-6.2.2.1  Optical Elements, Lenses, Prisms, 
and Mirrors 

The major considerations in the inspection 
and test of individual optical elements are 
material quality, surface quality (finish), surface 
accuracy (curvature), and overall geometry; all 
of which should be specified on the fabrication 
drawing for the element. 

5-6.2.2.2 Optical Materials 

In general, optical materials for lenses, prisms, 
mirrors, and other elements are procured in 
rough blanks for fabrication into the required 
forms. The establishment of acceptance criteria 
and test techniques presents a most difficult 
quality control problem. While gross inclusions 
and flaws are easily detectable in transparent 
material, they may well be hidden in opaque 
materials such as germanium and silicon com- 
monly used for infrared refractive elements. 
Other qualities—such as variations in spectral 
transmittance, order of refraction, and low-angle 
scattering—require tests of specially-prepared 
samples and frequently yield inconclusive results 
due to variations between and within batches. 
Frequently the presence of some defect is not 
detected until the complete optical instrument is 
assembled and tested; and, consequently, rou- 
tine acceptance testing should not be entered 
into without due consideration of the diffi- 
culties and costs involved. The most practical 
and economic course in many circumstances 
may   be   to   procure   premium   grade   optical 
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materials from a recognized supplier, and be 
prepared to reject a small percentage of com- 
pleted elements at an optical system test level. 

Surface quality is generally specified by a 
"scratch and dig" number in accordance with 
MIL-D-13830. The inspection being performed 
usually with a low-power microscope. 

Surface accuracy is conventionally specified 
in terms of the number of rings, and distortion 
of the rings, in an interferometric comparison of 
the element in close contact with a standard test 
plate in the presence of a standard monochro- 
matic light source such as a sodium or mercury 
vapor lamp. The test is simple, but is dependent 
on the accuracy of the test plate which is 
determined by direct opto-mechanical measure- 
ment under laboratory conditions. 

An alternate approach to the quality control 
of optical elements which can be used by the 
optical instrument designer is to specify a 
complete set of elements, in terms of nominal 
geometry, aperture, focal lengths, and image 
quality, This transfers the detail design responsi- 
bility to the optical fabricator but does permit 

him greater latitude in using existing tooling. 
This method is particularly desirable when 
aspheric optics, such as a Cassegrainian system, 
is required. The test techniques used are the 
same as those used for a complete system, 
although a special mounting may be used. 

5-6.2.2.3 Optical Coatings and Filters 

The typical infrared optical system requires 
the use of elements which are coated for 
selective transmission or reflection. Coated 
lenses and mirrors cannot normally be tested 
conveniently for transmittance or reflectance 
because of curvature and size. It is general 
practice, therefore, to select "witness" samples 
for coating which are then subjected to testing 
with a spectrophotometer. The typical spectral 
filter, on the other hand, is deposited on a flat 
substrate and can be directly measured. Special 
precautions should be observed in specifying and 
testing filters having critical bandpass or cutoff 
characteristics to ensure that shifts in spectral 
properties with temperature are considered. This 
is particularly true when the end item is to be 
used at extreme temperatures. 
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CHAPTER 5 
APPENDIX 

PROOF OF EQ. 5-11 FOR CALCULATING THE RATIO OF THRESHOLD 
TO RMS NOISE FOR A GIVEN FALSE ALARM RATE. 

If a number of looks rat. is required to satisfy 
the detection criterion, an acceptance box or 
region of given azimuth and elevation dimensions 
must be selected such that the targets observed 
therein can be designated as true targets. 

The probability p that at least one noise pulse 
will exceed the threshold in the acceptance box 
is stated as 

p =  1- (l-p)"< (A-l) 

where 

P 

number of independent resolution 
elements in the acceptance gate (ng 

is the product of the number of 
resolution elements in azimuth and 
evaluation) 

probability that a noise pulse ex- 
ceeds the threshold in any given 
resolution element. 

If p is small (which will be the case for all 
practical  applications),  it  is  approximated by 

P nep (A-2) 

The first or initiating noise pulse could occur 
anywhere in the field of view. The total number 
of resolution elements nlut in the field of view 
during time period tfa (assuming 100 percent 
scan efficiency) is expressed as 

= Afndt fa (A-3) 

where 

Af - independent noise bandwidth 

nd = number of detectors 

The probability of an initiating noise p pulse 
occuring is 

p =  1 - (1 - p)n™ (A-4) 

P * Pntot     (P < 0.05) 

The probability of a false alarm pf is the prob- 
ability of an initiator times the probability of 
subsequent looks. If the total number of looks is 
n ,then 

pf = ppaK - i (A-5) 

Substituting  Eqs.   A-2   and   A-4   into  Eq.   A-5 
results in a false alarm  probability of 

Pf  =  n«oi"s"("V"i (A-6) 

However, since 

p =  exp IW\ (A-7) 

Pf = ntotng
n<i_1 exp '-¥ m (A-8) 

where 

T = threshold level 

a  ~ rms value of noise 

T_ _ number of levels the threshold level 
a        is above the noise level 

When made equal to one and solved for T/a, 
Eq. A-8 will yield the threshold setting required 
to limit the false alarm rate to an average of one 
per tf seconds. 

1  = ntotng
ny'i   exp 

*<*)' 
(A-9) 

exp ltot'la 

a 
=    / JT   U ["to*"*"* '] 

however 
(A-10) 

ntot = &fndtfa (A-ll) 

therefore 

T_ 
a n, £n \&fndtfane 

(A-12) 
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