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PREFACE

This publication is one of a group of handbooks prepared under the auspices
of the Engineering Handbook Office, Duke University, as part of the Engineering
Design Handbook Series. Presented in this handbook are the basic information
and fundamental principles essential to the design and development of infrared
systems for military applications.

A great deal of information already has been pubhshed describing time-
proven IR systems and technology; whereas, little or no information has ap-
peared in open literature, such as this, describing the significant recent advances
in IR technology and systems development, Therefore, the approach to this
topic departs from the time-honored treatment of the subject of infrared tech-
nology. No attempt is made to present a complete exposition of the overall
infrared discipline, but rather, most of the material is devoted to the significant
technological advances of recent years,

Recent requn'ements for tactical mghttlme surveillance and detection
capabilities have intgoduced new challenges. The result has been the successful
development and application of multi-element arrays of IR detectors for re-
connaissance and surveillance. This approach has increased considerably the
effectiveness of IR systems in the field of combat as well as in global defense
systems. Noteworthy advances have been made in the areas of low-light-level
television and long wavelength infrared. The implementation of IR searchlight
and laser sources has further improved the range capability of IR systems, and

has added a new capability to infrared technology—direct measurement of -

range or distance. It is in the light of these advances that the bulk of this book
has been prepared. This handbook, therefore, is intended to complement the
previously-published IR literature by bridging the gap between the historically-
proven, well-documented technology and the advancing state-of-the-art.

The material is presented in a form which will be most useful to the gradu-
ate engineer who must become informed about the technology and operational
performance of present-day IR systems and who appreciates their attendant
advantages and limitations. This handbook is also intended to aid the professional
engineer concerned with the design and development of new systems.

The information contained in this handbook consists of contributions from
many infrared specialists engaged in the design and development of IR systems
and associated hardware at the Electronics Division of Aerojet-General Corpora-
tion, Azusa, California. A list of contributors is given on page xxx. Special credit
should be given to I. M. Maine, Program Manager, and to the following principal
investigators: M. L. Bhaumik and M. A. Levine for Chapter 2, S. J. Halasz for
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Chapter 4, and S. T. Braunheim for Chapter 5. A credit should be given to
d. A. Lopez, who edited the various sections of the book and made it possible
that a consistent list of symbols be available for each chapter and for the entire
book.

Particular credit goes to Mr. R. R. Entwhistle, Mr. S. L. Hall, and Miss
Peggy Nash who patiently and accurately edited the entire manuscript.

The material is organized in a logical structure, which, I hope, will result in
maximum usefulness of the information. The reader is introduced to the funda-
mental elements of IR radiation, the basic laws governing the nature of infrared
radiation and transmission. The target and background infrared signatures are
then outlined and the techniques for signal detection and background discrimina-
tion are described. Each discrete element of the conventional IR system is dis-
cussed including optics, detectors, signal-processing electronics, and associated
support systems. Passive as well as active IR systems presently in existence are
described. Design considerations and optimization techniques are presented.

The essential equations which describe systems operation are drawn from
sound and proven sources and are presented without proof. References are
included 4t the end of each chapter. A selected bibliography is presented at the
end of this’handbook.

Chag{ter 1 gives a short history of infrared technology and the significant
military applications. '

Chapter 2 introduces basic infrared terminology and describes the sources
of IR radjation, laws governing this radiation, atmospheric transmission and
absorption, radiation from targets of military interest, and background radiation.

Chapter 3 describes the basic tools needed for the transmission and detec-
tion of iﬁ_ggared signals. The optical elements are analyzed as are their charac-
teristics and basic design parameters, thermal as well as mechanical. Sources of
target illumination, including lasers and their applications, are noted. The
characteristics of IR receiving systems, .including various infrared detectors, are
studied in terms of fabrication techniques, cooling requirements and, finaily,
performance. Signal-processing techniques (including spatial filtering, scanning
aperture, and temporal filtering) and display also are discussed in this chapter.

Chapter 4 describes the operation of the most commonly-used passive and
active infrared systems. The discussion includes the principles of imaging systems
(including scanners), image tubes, viewers, and sights, Search equipments dis-
cussed include trackers, radiometers, interferometers, spectrometers, and hybrid
systems. Active systems include illuminators, viewers and sights, range finders,
communication, data transmission, and weapon applications.

Chapter 5 discusses system design approdches and operational requirements.
Systems analyses entail target and background definition, baseline design con-
cepts, and trade-off techniques. The design of a sample infrared system is
analyzed at the end of this chapter.

A separate publication, AMCP 706-128, has been prepared in order to
present classified information dealing with target signatures of military interest,
IR technology, and classified military systems. '

K. Seyrafi
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The Engineering Design Handbooks fall into two basic categories, those
approved for release and sale, and those classified for security reasons. The
Army Materiel Command policy is to release these Engineering Design Hand-
books to other DOD activities and their contractors and other Government
agencies in accordance with current Army Regulation 70-31, dated 9
September 1966. It will be noted that the majority of these Handbooks can
be obtained from the National Technical Information Service (NTIS).
Procedures for acquiring these Handbooks follow:

a. Activities within AMC, DOD agencies, and Government agencies other
than DOD having need for the Handbooks should direct their request on an
official form to:

¥ Commander

' Letterkenny Army Depot
ATTN: AMXLE-ATD
Chambersburg, PA 17201 .

- b. Contractors and universities must forward their requests to:

National Technical Information Service

Department of Commerce

Springfield, VA 22151
(Requests for classified documents must be sent, with appropriate “Need to
Know?” justification, to Letterkenny Army Depot.)

Comments and suggestions on this Handbook are welcome and should be

addressed to:

Commander

US Army Materiel Command

ATTN: AMCRD-TV

Alexandria, VA 22304

(DA Forms 2028 (Recommended Changes' to Publications), which are
available through normal publications supply channels, may be used for
comments/suggestions,)
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PREFACE

This publication k one of a group of handbgoks prepared for the U. S.
Army Materiel Cominand under the auspices of the Engineering Handbook
Office, Duke University, as part of the Engine ing Design Handbook Series.
Presented in this Hdndbook are the basic jfiformation and fundamental
principles essential to\the design and development of infrared systems for
military applications. ‘i,‘

A great deal of irformation has alreAdy been published describing
time-proven IR systemd and technology; fhereas, little or no information
has appeared in open litérature, such as th , describing the significant recent
advances in IR technlogy and syste hs development. Therefore, the
approach to this topic departs from the time-honored treatment of the
subject of infrared techn blogy. No attep pt is made to present a complete
exposmon of the cverall ifrared discipyine, but rather, most of the material
is devoted to the 51gmflcan technologm i advances of recent years.

Recent requirements foy tactical 1ghtt1me surveillance and detection
capabilities have introducdd new challenges. The result has been the
successful development andl applicagtion of multi-element arrays of IR
detectors for reconnaissancejand suryeillance. This approach has considera-
bly increased the effectivenes} of IR gystems in the field of combat as well as
in global defense systems. Nolewo hy advances have been made in the areas
of low-light-level television abd loj gwavelength infrared. The implemen-
tation of IR searchlight and laserjsources has further improved the range
capability of IR systems, and V'as added a new capability to infrared
technology—direct measuremen} ¢f range or distance. It is in the light of
these advances that the bulk of #}is book has been prepared. This handbook,
therefore, is intended to complefnent the previously-published IR literature
by bridging the gap between} the historically-proven, well-documented
technology and the advancing sthte of the art.

The material is presented § A form which will be most useful to the
graduate engineer who must!ec e informed about the technology and
operational performance of preserit-day IR systems and who appreciates
their attendant advantages angl limitations. This handbook is also intended to
aid the professional engineey concerged with the design and development of

new systems. / ‘..,
)

The information contaj i ed in thi§ handbook consists of contributions
from many infrared spem ists engaged in the design and development of IR
systems and associated Jardware at the Electronics Division of Aerojet-
General Corporation, A sa, California} Mr. I. M. Maine was the Program
Director and Dr. K. Sey f1 Techmcal Ed tor

The material is ormzed in a logl structure which will result in
maximum usefulness $f the information The reader is introduced to the
fundamental elements of IR radiation, thedasic laws governing the nature of
infrared radiation anfl transmission. The {target and background infrared
signatures are then putlined, and the tecKniques for signal detection and
background discrimjnation are described. \Each discrete element of the
conventional IR system is discussed incldding optics, detectors, signal-
processilg electronfes, and associated suppért systems. Passive as well as
active IR systems gresently in existence are dbscribed. Design considerations
and optimization techniques are presented.

’l—n/v’—
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The essential equations which describe systems §peration are drawn from
sound and proven sources, and are presented withqut proof. References are
included at the end of each chapter. A selected gdditional Bibliography is
presented at the end of this handbook.

Chapter 1 gives a shor)\history of infrared technology and the significant
military applications.

Chapter 2 introduces bas)c infrared terminolggy and describes the sources
of IR radiation, laws governing this radiation, gtmospheric transmission and
absorption, radiation from ¥argets of milit interest, and background
radiation.

ers and their applications, are
noted. The characteristics of IR stems, including various infrared
detectors, are studied in terms fabricgition techniques, cooling require-
ments and, finally, performancel Signafprocessing techniques (including
spatial filtering, scanning aperture*,i\ temporal filtering, and display) are also
discussed in this chapter. p }

B
\/

Chapter 4 describes the operation of fhe most commonly-used passive and
active infrared systems. The discussign includes the principles of imaging
systems (including scanners), image} tubes, viewers, and sights. Search
equipment discussed includes trackeﬂz, radiometers, interferometers, spec-
trometers and hybrid systems. ACtiné yystems include illuminators, viewers
and sights, rangefinders, communig¢atibn, data transmission, and weapon
applications. [

/ {

Chapter 5 discusses system dqéign aéproaches and operational require-
ments. System analyses entail target and background definition, baseline
design concepts, and trade-off tpchniqued. The design of a sample infrared
system is analyzed at the end of‘,/ his chapt%r.

/

A separate publication, AMj'é)‘P 706-128, has been prepared in order to
present classified information dealing with target signatures of military
interest, IR technology, and cj'assified militax’:y systems.

The Handbooks are read"y available to all elements of AMC, including
personnel and contractors jhaving a need and/or requirement. The Army
Materiel Command policy § to release theseiEngineering Design Handbooks
to other DOD activities gnd their contractiors and to other Government
agencies in accordance Awith current Army Regulation 70-31, dated 9
September 1966. Procedyres for acquiring theke Handbooks follow:

a. Activities withi

AMC and other DOI} agencies order direct on an
official form from:

Commanding Officer

Letterkenny Army Depot

ATTN: AMXLE-ATD
Chambersburg, Pennsylvania 17201



b. Contractors who have Department of Defense contracts should submit
their requests through their contracting officer with proper justification to:

Commanding Officer
Letterkenny Army Depot
N: AMXLE-ATD

U. S. Arm)

d. Industries not having Govéghment contracts (this includes colleges and
Universities) must forward their yequests to:

Y
Commandi g&General
U. S. Arm§ Materiel Command
CRD-TV
Washingfon, D‘\C 20315

e. All foreign requests nfust be sm\_bmitted through the Washington, D. C.
Embassy to: § '

Ass‘izéant Chief of\Staff for Intelligence
Forgign Liaison Ofﬁce

Dgpartment of the Army

Whashington, D. C. 20310

f. All requests, pther than those originating within DOD, must be
accompanied by a vglid justification.

Comments are invited and should be addressed to Commanding Officer,
U. S. Army Regearch Office-Durham, Box CM, Duke Station, Durham,
North Carolina

XXix



CHAPTER 1

INTRODUCTION*

1-1 DEFINITION OF INFRARED
SPECTRUM

The infrared (IR) region of electromagnetic
radiation consists of that portion of the spec-
trum located between the longest visible wave-
lengths and the shortest microwave wavelengths.
The IR spectral band is many times as broad as
the visible optical spectrum which ranges from
about 0.3 to 0.72 micron. The IR band is,
therefore, divided somewhat arbitrarily into the
following three regions for convenience:

1. The near IR between|0.72 - 1.2 microns

2. The intermediate IR between 1.2 - 7.0 mi-
crons

3. The far IR between 7.0 - 1000 microns

Recently, many IR systems have been developed
for operation in the 8- to 30-micron region. This
region, which is a subclass of the far IR region, is
conventionally referred to as the Long-
wavelength (LWL) Infrared Region.

1-2 MILESTONES IN THE DEVELOPMENT
OF INFRARED TECHNOLOGY

This chapter contains a cursory survey of the
significant milestones in the advancement of
infrared technology and its application. A more
detailed account of the development and appli-
cations of IR technology is given by Smith,
Jones, and Chasmer! T and by Arnquist? .

The actual discovery of infrared radiation was
the result of Sir William Herschel’s pioneering
experiments in 1800'. While investigating the
distribution of thermal energy among various
colors of solar radiation, Herschel found that
thermal energy increased toward the red end of
the visible spectrum and continued beyond the
visible region. He concluded that radiant energy
exists beyond the visible region. He called this
radiation ““invisible radiation”. Further experi-
ments by Herschel indicated that IR radiation
obeys the same laws as does visible light.

* Written by K. Seyrafi.
+ Sugrscript numbers refer to References at the end of
each chapter.

Herschel’s discovery opened a new frontier in
optical science. It did not lead to any further
advancement for almost twenty years, however,
due primarily to the lack of detectors more
sensitive than the thermometer. Although prog-
ress during the nineteenth and early twentieth
centuries was not dramatic, significant advance-
ment has been made during the past 30 years.

In 1830, L. Nobili developed the thermo-
couple which detects IR radiation with a higher
degree of sensitivity than does the thermometer.
Within five years, M. Melloni developed an even
more sensitive sensor by integrating a large
number of thermocouples and called it a “ther-
mopile”. The development of the thermocouple
and thermopile are considered to be the first
important steps in the advancement of IR
technology.

During 1830-1840, Sir John Herschel, the son
of Sir William Herschel, continued his father’s
work and supported his father’s conclusion
regarding the nature of IR radiation. He main-
tained that IR radiation and visible light are
similar in many basic respects. This opinion was
the cause of considerable controversy until 1847
when Fizeau, Foucault, and Knoblauch illus-
trated that IR radiation exhibits interference
effects in exactly the same way as does visible
light.

In 1843, E. Becquerel discovered the photo-
graphic and phosphorescent effects of IR radia-
tion. In 1880, S. P. Langley invented the first
bolometer which is considerably more sensitive
than the thermopile. A bolometer consists of a
thin wire whose ohmic resistance changes as the
result of the heat generated by the incident
radiation.

In 1920, T. W. Case® developed the photo-
conductive ‘“Thalofide Cell” detector which is
more sensitive and has faster response character-
istics than thermocouples and bolometers. Al-
though the principles of photoconductivity were
discovered by Willoughby Smith* in 1873 using
selenium, Case should be credited for actually
developing and implementing the photocon-
ductor detector for use as an active IR infrared

11



k3

transmitter and receiver system having an opera-
ting range of over 18 miles*. His device stimu-
lated widespread interest in IR in this country
and abroad.

In 1876, Adams and Day discovered the
photovoltaic detector (selenium) and in 1934,
Kikoin and Noskov developed the first photo-
electromagnetic detector (cuprous oxide).

In 1904, Bose* discovered the photosensitive
property of lead sulfide (galena). Later on, in
1917, during a routine investigation of 162
materials, Case® reported the photoconductor
properties of lead sulfide (PbS).

In 1944, Cashman developed the first practi-
cal PbS detectors in this country®. Lead sulfide
detectors had been previously developed by
Gudden’ in Germany during the 1930’s and
were used in some of their IR systems during
World War II. Cashman’s development marked
the beginning of a rapid expansion in IR
technology and systems application in this coun-
try.

Later on during the late 1940’s and early
1950°’s, Cashman, McFee, and Levinstein ex-
tended .PbS technology into lead selenide
(PbSe), lead telluride (PbTe); and indium anti-
monide (1nSb) detectors.

Another significant technological advance was
the development of a pneumatic IR detector by
Marcel Golay in 1946. The Golay detector is still
considered the best detector for long-wavelength
IR applications because of its uniform spectral
sensitivity.

During the late 1940°, the first extrinsic
photoconductor detectors were discovered by
Burstein®. The spectral response of detectors
such as gold-doped germanium (Ge:Au), zinc-
doped germanium (Ge:Zn), and copper-doped
germanium (Ge:Cu) was found to extend to
about 40 microns. Later on, the discovery of a
mercury-doped germanium detector (Ge:Hg),
having a high-sensitivity response up to 14
microns, was reported by Borrello and Levin-
stein®. Most of these detectors required cooling
to temperatures ranging from 4° to 40°K.

* Patent — 755,840, “Detector For Electrical Disturb-
ances,”’ Jaga(iis C. Bose, Calcutta, India, assignor of
one-half to Sara Chapman Bull, Cambridge, Mass., filed
Sept. 30, 1901, Serial No. 77,028 (No model).
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In 1959, Lawson'® described the first pseudo-
binary detector {mercury-cadmium telluride) as
having a spectral response that could be ex-
tended to 40 microns. This detector, in contrast
to other LWLIR detectors, required cooling only
to about 77°K (liquid nitrogen).

Today, because of the availability of highly-
sensitive detectors in the range of about 0.7 to
40 microns, the most useful part of the IR
spectrum can be detected with almost the same
sensitivity as visible light.

1-3 MILITARY APPLICATION

Although IR has been part of the scientific
world for over 150 years, its application for
military purposes has only taken place within
the last 40 years. Secure signaling, detection of
objects in the dark, and detectien of and homing
on military targets by their natural IR radiation
are a few of the many military applications of
IR systems. During World War I, the Americans,
British, and Germans produced IR devices which
were, for the most part, experimental.

In 1920, S. Hoffman'' described a passive
imaging system which utilized a thermopile and
galvanometer. This system could detect a man at
600 feet and an airplane at nearly 1 mile.

During the 1930’s, IR systems found their
way slowly into the military arsenals. The
advent of World War II, however, accelerated the
tempo of activity in this area. During 1940-
1941, the Optics and Camouflage Branch of the
National Defense Research Committee and
Office of Scientific Research and Development
was assigned the responsibility for developing
the military potential of optics and IR systems.

During 1947-1955, the growing military de-
mand for IR systems necessitated close technical
coordination between the military and contract
groups of the rapidly developing Southern Cali-
fornia infrared community. Consequently the
Office of Naval Research (ONR) Branch Office,
Pasadena, California, sponsored a series of
meetings under the leadership of W. N. Arn-
quist'? . Initially these gatherings were called
“The Conference on IR Instrumentation’, and
then, as the emphasis shifted to systems, the
“‘Guided Missile Infrared Conference”. An effec-
tive information exchange and discussion forum
were thus provided for the relatively new work-



ing groups in the area. The attendance at these
conferences grew at such a rapid rate that by the
mid-1950’s it was no longer possible to continue
on such an informal basis. Instead, formal
meetings, called “Symposiums’, replaced the
informal conferences within the necessary secu-
rity regulations. In November 1955, the name
“Infrared Information Symposium” (IRIS), was
formally adopted. IRIS symposiums have been
convened regularly at least once a year ever
since. IRIS has provided an effective means for
exchanging information and stimulating new
ideas for the advancement of IR research and
technology. Other activities of ONR that stimu-
lated developments in IR, especially during
1950-55, were Project Metcalf, a comprehensive
review of the Navy’s IR program and special
liaison with the British through ONR’s London
Branch Office!?.

Today, various basic types of IR systems are
used in conjunction with tactical weapons in
military arsenals throughout the world. The
brief summary which follows is a description of
some of the more notable applications of IR
systems.

1-3.1 IR IMAGING SYSTEMS

Development of the RCA infrared image tube
by Morton, Ramberg, and Zyorykin®? is consid-
ered to be the most significant IR development
in the United States during the 1930°. The
device converts IR radiation into visible light.

The first and most notable military appli-
cation of near-IR technology during World War
II involved use of the IR imaging tube mounted
on small arms for use by foot soldiers'® . Named
the Sniperscope, it was used successfully during
night operations. Infrared illuminators and re-
ceiving devices were used for night driving and
battlefield surveillance by all the major powers.

1-3.2 INFRARED MISSILES

Chronologically, the next step in the advance-
ment of IR occurred as a result of its successful
application for air-to-air and air-to-surface mis-
sile guidance. The Germans developed an IR
antiaircraft missile detection system during the
early 1930’s, to the point where piston-engine
bombers could be observed at distances up to
five km. However, they were not successful in

implementing this latter capability in an opera-
tional system. -

In this country, the use of IR in the missile
field reached its peak after World War II. The
most successful developments in the 1950°s were
the Navy SIDEWINDER air-to-air missile and
the Air Force FALCON homing missile’* . The
SIDEWINDER missile is 5 in. in diameter, 9 ft
long, and weighs 150 lb. It can be carried by a
variety of aircraft, including the F84, F-104, and
FJ-4.

The FALCON missile was developed by the
Air Force to complement a radar-guided missile.
These missiles are about 6-1/2 in. in diameter,
about 6-1/2 ft long, and weigh slightly more
than 120 lb. Used in F102A and F-89H inter-
ceptors, the missile’s tracking capability is such
that it can be launched many miles from the
target.

Beginning about 1958 and extending to the
early 1960’s, the REDEYE missile was developed
for the Army, to provide the foot soldier with a
defense against low-flying aircraft. The 20-lb
missile, which is less than 3 in. in diameter and 4
ft long, is aimed and fired from a shoulder-
mounted launch tube.

1-3.3 INFRARED FIRE CONTROLS

The first IR fire control system for search,
acquisition, and tracking became operational in
the mid-1950’. A gunsight was developed at this
time for the F-104 aircraft, and the AAA-4 IR
fire control system was developed in the early
1960’s by the Navy.

An early version of a down-looking (3 to 5
microns) IR reconnaissance system was devel-
oped by the Air Force in the early 1960’s.

Recent breakthroughs in the fabricating of
large arrays (consisting of LWIR sensors, cryo-
genic cooling, and LWL optics) have further
increased the potential capability of IR high-res-
olution fire-control systems, unmatched by any
other system at this time'*''®. Forward-looking
IR Reconnaissance (FLIR) systems, designed for
mounting on airborne platforms, provide arma-
ment system operators with IR target detection,
acquisition, recognition, and angle information.
The FLIR systems, developed specially for
nighttime use, provide real-time display of the
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terrestrial scene within the field of view of the
Sensors.

1-3.4 TAIL-WARNING SYSTEMS

Infrared systems are also used for detecting
missile plumes. An IR search system for use in
the detection of attacking missiles was devel-
oped by the Air Force as a tail-warning system
for a fighter aircraft and became operational in
the mid-to-late 1960’s.

1-3.5 SPACE APPLICATIONS

The first spaceborne high-resolution IR tem-
perature mapping system was launched aboard
the Nimbus 1 satellite into an earth orbit in
1964!7. The Nimbus infrared detector, sensing
in the 3.4- to 4.2-micron region, provided the
first nighttime cloud pictures with a ground
resolution of about two nmi.

Nimbus 1 performed temperature measure-
ments with a resolution of about 1°K making it
possible to map gradients in ocean currents, ice
caps, land masses, and cloud formations. Fur-
thermore, because of the correlation between
cloud temperature and cloud altitude (a 1°K
temperature change is comparable to a 1000-ft
change in altitude), the IR picture provided a
simple and effective method of determining
cloud altitude.

1-3.6 SPECTROSCOPY

Infrared spectroscopy plays a key role in
detection systems for military applications. Eval-
uation of targets and background in terms of
spectral intensity has provided considerable in-
formation for use in the design of effective
detection and homing systems. It has also
provided an enormous amount of information
about the sun, planets, and stars. New low-tem-
perature stars have been discovered'®. Terres-
trial atmospheric phenomena and the atmos-
pheres of other planets are being investigated.

In biology and medicine, infrared techniques
are continually finding new uses and applica-
tions. Spectroscopy has made possible the study
of plant diseases as well as the characterization
and identification of fossils.

1-4 ADVANTAGES AND DISADVANTAGES
OF INFRARED SYSTEMS

Infrared systems offer a distinct advantage
over other detection devices, such as radar or
visible optics, by being able to operate in the
passive mode. This makes IR systems impervious
to detection and countermeasures by methods
which are effective against active systems such as
radar. In addition, the passive IR systems are less
complex by the absence of transmitter hard-
ware. The fact that most natural objects radiate
in the IR region makes IR wavelengths most
attractive for passive systems.

A summary of the advantages of IR systems
includes:

1. Small size and lightweight compared to
comparable active systems

2. Low cost compared to active systems
3. Capable of passive or active operation

4. Effective against targets camouflaged in
the visible region of the optical spectrum

5. Day or night operation

6. Greater angular accuracy than radar

7. No minimum range limitation

8. Minimum requirement for auxiliary
equipment.

The performance limitations of IR systems
are imposed mostly by atmospheric conditions.
Humid atmosphere, fog, and clouds present
serious limitations. The problems can be briefly
summarized as follows:

1. Lack of all-weather capability (in opera-
tion within the atmosphere)

2. Line-of-sight detection capability only

3. Requirements for cryogenic cooling dur-
ing LWL operation.

Notwithstanding these inherent limitations,
IR technology faces an ever-expanding future
made possible by the recent dynamic advances
in the development of components such as
solid-state detectors and detector arrays, cooled
optics, cryogenic electronics, and IR lasers.
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CHAPTER 2

INFRARED PHYSICS*

2-1 BASIC IR SYMBOLS
AND DEFINITIONS

During the advance of IR technology, various
symbols have evolved as “standard” symbols
while others have been used at the whim of the
authors. The system of symbols used in this
handbook is based on the recommendations of
the Office of Naval Research'. Special care has
been given to distinguish intrinsic material prop-
erties such as absorptivity a from total sample
properties such as absorptance a. Some symbols
occasionally have two functions. For instance, ¢
can mean either time or total transmittance.
Where confusion might possibly occur, the terms
are carefully explained in the accompanying
text. The standard symbols are given in Table
2-1.

Table 2-2 is a dictionary of the basic radio-
metric terms used in infrared physics. Spectral
radiometric terms are the same as the corre-
sponding radiometric terms but are defined per
unit wavelength, per unit frequency or per unit
wavenumber. They are evaluated at a specific
wavelength, frequency or wavenumber. Symbols
for spectral radiometric quantities are formed by
adding subscripts A, », or #, respectively, referring
to where the quantities are to be evaluated. For
example, H, is the irradiance per unit wave-
length evaluated at wavelength A. Typical units
would be w cm~? u ~!'. The relation between H
and H, is

ol
ox

where A) is a small wavelength interval about .

H=H,A\ or H,=

Table 2-3 is a list of the most commonly used
physical constants for infrared physics. The
standard symbols for the constants is also given.
A complete list and discussion are given in Ref. 2.

*Written by M. L. Bhaumik and M. A. Levine

2-2 RADIATION LAWS

2-2.1 KIRCHHOFF'S LAW

Kirchhoff’s Law states that, for any tempera-
ture and any wavelength, the emissance of an
opaque body in an isothermal enclosure is equal
to its absorptance. Thus

e\, TV=a(\, T) 2-1)

This law is a consequence of the Conservation
of Energy which requires that the energy emit-
ted by the body be equal to the energy absorbed
by it under isothermal conditions. Thus

W emittea ™ €Wpp = aWip = W o pea

(2-2)

For a blackbody, e = a = 1 by definition. For
real materials emissance depends on the material
and the finish (see Table 2-4).

More generally, the Conservation of Energy
says that light incident on a surface is either
reflected, transmitted, or absorbed. Thus

r+t+a=1 (2-3)
For an opaque object, ¢ = 0. Therefore
r+a=1 (2-4)
Using Kirchhoff’s Law, Eq. 2-1 gives
r=1-e (2-5)

for an opaque object.
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TABLE 2-1. STANDARD SYMBOLS

SYMBOL NAME TYPICAL UNITS

a absorptance %

A area cm?

BB blackbody —

BG background _
emissance %
photon energy erg

B graybody —
irradiance w cm™
radiant intensity w sr!
radiance wsr! cm™
power w
reflectance %
line intensity (absorber content)™ cm™!
absolute temperature °K
transmittance %
energy J
energy density Jem™3
volume cm™

Lo Jn T “HI  B H J « SIS e B % R B - B JR I

2.2

radiant emittance (flux density)
absorber content

absorbtivity

emissivity

wavelength

frequency

wavenumber

density

transmissivity

solid angle

wem™, (Jseclem™?)
“atm_cm,’, “pr_cm,,
cm™t
%
cm

Hz, (sec™)

cm
gcm™

cem™!

sr (steradian)



TABLE 2-2. BASIC RADIOMETRIC TERMS

TERM

DEFINITION

Absorber content

Absorptance

Absorptivity
Blackbody

Emissance
Emissivity
Energy density
Graybody

Irradiance

Point source
Power

Radian

Radiance

Radiant emittance
Radiunt intensity

Reflectance

Reflectivity

Steradian

Transmittance
Wavelength

Wavenumber

The equivalent pathlength through a gaseous absorber (par. 2-4)

The fraction of irradiance that is absorbed by a sample placed
in the path of the incident light

The absorptance per unit pathlength through a material
An ideal radiator or absorber with unit emissivity

The fraction of radiant emittance of a real surface relative to a
blackbody surface

The fraction of radiant emittance of an ideal surface (opaque,
optically smooth, flat) relative to a blackbody surface

The energy per unit volume contained in the electromagnetic
fields

A radiator or absorber with constant emissivity less than one;
i.e., egg <1 for all A

The power per unit area incident upon a surface

A radiating surface both characteristic dimensions of which are
small compared with the source-to-observer distance

Energy per unit time

The unit of angular measure, which is the angle for which the
subtended arc length of a circle is equal to the radius of the
circle (Fig. 2-1)

Radiant power per unit solid angle per unit area of source
projected normal to the solid angle

The power per unit area, or the energy per unit time per unit
area, radiated from a surface. Radiant emittance is anenergy
flux.

Radiant power per unit solid angle from a point source
The fraction of irradiance that is reflected from a real surface

The fraction of irradiance that is reflected from an ideal surface
(perfectly smooth and flat)

The unit of solid angular measure, being the subtended surface
area divided by the radius squared for a solid angle at the center
of a sphere (Fig. 2-2) '

The fraction of irradiance that is transmitted through a sample
placed in the path of the incident light

The distance between two successive crests in the electromagnetic
field of light traveling through a vacuum

Reciprocal of wavelength in centimeters. Wavenumbers are pro-
portional to the photon energy of the light (E = hc¢r) where
v=1/\.
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TABLE 2-3. PHYSICAL CONSTANTS

6.6256 X 107 w sec?
2.9979 X 10'° cm sec™

1.3805 X 1072 w sec °K™!

8.617 X 1075eV)°K"!

5.6697 X 107'* wem™ °K™
1.354 X 107'? cal sec™! cm™ °K™

3.658 X 107" w in."? °K™*

Planck’s constant h
Speed of light

Boltzmann’s constant k
Stefan-Boltzmann o
constant

Wein’s constant a
Electronic charge e
Capacivity of vacuum €,
Permeability of vacuum K,
Electron mass m,
Proton mass m,
Avogadro’s number N,

1.602 X 107!° w sec
B.617 X 1075 eV)
1.24 u

1 electron volt =
Energy of 1°K =
A(1eV) =

0.28978 cm °K

1.6021 X 107'° C
8.8543 X 1072 Fm™!
47 X 1007 Hm™!

9.109 X 10728 g
1.673X 107 g

6.023 X 10?° per g mole

2-2.2 PLANCK'S LAW

The spectral energy flux, or spectral radiant
emittance W, from a blackbody was derived
empirically by Planck® who had to postulate
that radiation consisted of discrete quanta of
energy hc/A in order to fit a smooth curve to the
experimentally measured spectral distributions

of radiant emittance from blackbodies. The
expression he derived was
C 1 -
W, =;\—5‘ (_'ez ) ,wem™? (2-6)

The constants are

Cy =21c*h =3.7415X 107" w cm?
C, = hc/k =1.4388 cm °K

¢ = speed of light

h = Planck’s constant

k = Boltzmann’s constant
A = wavelength, cm

A plot of W, vs XA will result in the familiar
blackbody radiation curves for various tempera-
tures (Fig. 2-3).

2-2.3 RAYLEIGH-JEANS LAW

For long wavelengths (far IR) at not too low a
temperature,

he/\RT < 1 (2-7)

which permits the exponential to be expanded
in a power series. Thus

Wy = 2ackT/A* (2-8)

which is the Rayleigh-Jeans Law. Notice that it
does not depend on & and therefore is not of
quantum mechanical origin.
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TABLE 2-4. EXPERIMENTAL VALUES OF EMISSIVITY*

300°K RADN. 146‘NR2A}I){N' 293°K RADN. | 273°K RADN.
MATERIAL ON 78°K ROOM TEMP.* POLISHED ON 90°K ON 77°K
3 6 7
SURFACE SURFACES SURFACE SURFACE

Al-clean

polished foil 0.02 0.04 0.011 0.055 0.043
Al-plate 0.03
Al-highly

oxidized 0.31
Brass-clean

potlished 0.029 0.03 0.018 0.046 0.10
Brass-highly

oxidized 0.6
Cu-clean

polished 0.015-0.019 0.02 0.0062-0.015 { 0.019-0.035
Cu-highly

oxidized 0.6
Cr-plate 0.08 0.08 0.065 0.084
Au-foil 0.010-0.023 0.02-0.03 0.026
Au-plate 0.026
Monel 0.2 0.11
Ni-polished 0.045
Rh-plate 0.078
Ag-plate 0.008 0.02-0.03 0.023-0.036
Stainless steel 0.048 0.074
Sn-clean foil 0.013 0.06 0.013 0.038
Soft solder 0.03 0.047
Glass 0.9 0.87
Wood’s metal 0.16

* Note: Reference is made in column heads to references listed at end of Chapter 2.
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2-2.4 WIEN'S LAW

For short wavelengths,
he/ART > 1, (2-9)
hence Planck’s Law reduces to

2nc*h
xS

W, = exp [—hc/()\kT)] (2-10)

which is known as Wien’s Law.

2-2.5 STEFAN-BOLTZMANN LAW

The radiant emittance from a blackbody Wgp
can be obtained by integrating Eq. 2-6 over all
wavelengths. Thus

7 2n° k?
WBB-of ng(m) T* =oT* (211)

which is the Stefan-Boltzmann Law. The Stefan-
Boltzmann constant o for various units is listed
in Table 2-3.

2-2.6 WIEN'S DISPLACEMENT LAW

The maximum value of W, occurs at some X

called A . W, in Eq. 2-6 is of the form
W, = AT, (2-12)
Setting
d Wy
an =0 (2-13)
S -
gives
5
A T=—— (2-14)
max d |ln[g)\Tg]l
dOT) |j=»

For agiven temperature T, evaluating X at A,
is equivalent to evaluating AT at X, T. Hence

5
e =a (215)

Mmax T =75 lnf (AT
d (\T)

2.8

where ¢ is a constant. Eq. 2-15 is Wien’s
Displacement Law. Solving the transcendental

equation numerically for X, T gives a =
0.2898 cm °K.

2-3 RADIANT ENERGY TRANSMISSION

2-3.1 RADIANT INTENSITY FROM A
POINT SOURCE

A point source is a radiator all the dimensions
of which are small compared to the source-to-
observer distance. There are two basic types, the
isotropic point source and the Lambertian point
source.

2-3.1.1 lsotropic Point Source

The isotropic point source radiates uniformly
in all directions, thus the radiant intensity J is

2-16
J= £ » wsr! ( )
m

where P is the total power radiated by the
source.

Geometrically, the importance of an isotropic
point source is that it presents the same radia-
ting area to the viewer when looked at from any
direction. It is assumed, of course, that the
source, being small, has a uniform temperature.

2-3.1.2 Lambertian Point Source

A Lambertian “point” source is flat and does
not present the same area to the viewer from all
directions. Since the color does not change with
the position of the viewer, he must assume that
the radiant emittance is proportional to the
apparent, or projected, area of the source. Thus

dpP

=——=kWA cos 8

& (2-17)

where A is the area of the source, 8 is the angle
of the viewer with respect to the normal, and &
is a proportionality constant (Fig. 2-4(A)).
Integrating Eq. 2-17 over a hemisphere above
the plane of dA (Fig. 2-4(B)) one gets the total
radiated power



P = [kWA cos 0 d§2 (2-18)

hemisphere
= kWA[T cos 0 (2n sin 6 d@) = (nk)WA
(4]

Since P = WA, therefore £ = 7~'. Thus

_ WA coso
m

J , wsr! (2-19)

This is called Lambert’s Law.

2-3.2 RADIANT ENERGY DENSITY

Radiant energy density is the quantity of
radiant energy per unit volume.

2-3.2.1 Energy Density for Collimated Irradiance

Collimated irradiance means that the flow of
radiant energy is neither divergent nor conver-
gent. Hence the energy flow down a tube of
cross section dA is uniform and the energy
density is constant. Therefore, for a tube of
length ct, where t is the length of time during
which energy entered the tube, and c is the
speed of light,

,=J_HdA H (59
C

|4 ctdA
Thus the irradiance on any cross section of the
tube is

H=uc (2-21)
This is also the radiant emittance from the same
cross section.

2-3.2.2 Energy Density Within an Isothermal
Enclosure

The temperature within an isothermal en-
closure is a constant. Therefore the energy flux
uc is a constant regardless of direction. Other-
wise, there would be a net transfer of energy
along some direction indicating a temperature
difference somewhere. Therefore a calculation
of the energy density next to a wall of the
enclosure is sufficient.

The radiant emittance is given by

_ {1 ds
dW—( )Cz*ﬂ—

5 (2-22)

The factor 1/2 is because half the energy density
is from irradiance and half from emittance as
noted above. Integrating Eq. 2-22 over the hem-
isphere of Fig. 2-4(B) gives

uc

W=-—

7 (2-23)

Thus the energy density within an isothermal
enclosure is

_ 4w
u.——

- (2-24)

As an example, consider a 300°K isothermal
enclosure.

e 4W _4oT* _4X 567X 1072 X (300)*
3X 10"

3 c
=6.1X 107" Jem™®

As a second example, consider the energy
density above the earth’s atmosphere due to the
sun. The solar irradiance is about 0.13 w cm™
and is nearly collimated. Therefore

2.3.3 TRANSFER OF RADIANT POWER

2-3.3.1 An Object in Space

An object in space receives energy from warm
celestial bodies and radiates energy into space.
Space can be considered a perfect absorber with
no emittance, i.e., space is cold. Therefore, for a
uniformly painted metal plate suspended in
space near the earth and normal to the sun, the
incident energy is eA X 0.13 w em™, neglecting
radiation from other sources. The emitted
energy is 2eAocT*, where the 2 occurs because
both sides of the plate emit. Thus, at equilib-
rium,

eA X 0.13 = 2eAoT*
013=2X 567X 1072 x T*
T=327°K

If one side of the plate is black (e = 1) and the
other is unpainted (e = 0.1) then, with the black
side facing the sun,

1XAX 013=(1+ 0.1)AcT*
0.13=1.1X 567X 107'* X 1%
T = 380°K

2-9
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With the shiny side facing the sun,

01X AX 0.13=(1+ 0.1) AcT*
0.013=1.1X 567X 107> X T
T=213°K

2-3.3.2 Transfer Between Two Infinite Planes

For two opaque plane-parallel infinite surfaces
with emissances e, and e, and temperatures
T, > T,, one can calculate the net radiant
emittance Wzn?. from surface 2 to surface 1.
Surface 2 has a radiant emittance e, 0 T3 . Of
that emittance e; e, 0 T3 isabsorbed by surface
1 and (l-e)e,0Ts is reflected. Then
(1-e,)(1- e, )e,0T; is reflected back toward
surface 1. Of that radiant emittance,
ei(1 - e )1 -e)e,oTf isabsorbed, etc. Thus

Wy =0T} [elez te(l-e)(1-e)er +er(L-e)(1-e) es + ..

Summing the series gives

ey e,y _]
Wi, = Tal:
e T N T - e )1 ey)
Similarly,
W, =oT?
2 00 [1—(1-e.)(1-e2>]

Therefore Wz;e*:‘ is given by

ee
Wz;&1=W2—>1 LAY =U(T24-T14)|: L
iL1-(1-e; X1-e3)
A more extensive study of the transfer of
radiant power is given in Ref. 4.

As an example, consider a black plate (e; = 1)
at 2°K facing an electropolished copper plate
(e, = 0.01) at 4°K. The net radiant emittance
from the warmer copper plate to the cooler
black plate is

5.67 X 107'2(4% - 29) X 1X 0.01
1 - (0) (0.99)

=1.36 X 10'"'w cm™?

W2—>1 =
net

Note that the commonly accepted formula,
%""&l = o(e, T5 ~ e, T}'), yields

W1 =-T7.6X 107! wem ™2 indicating that
the cooler plate is heating up the warmer one.

]

k]

(2-25)

(2-26)

(2-27)

(2-28)
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2-3.4 IRRADIANCE AS A FUNCTION OF RANGE

2-3.4.1 Point Source

A small receiving area dA is oriented normal
to the line of sight at a distance R from a point
source. It subtends a solid angle d2 = dA/R?.
From the definition of radiant intensity J as the
power radiated per unit solid angle from a point
source, the power incident on the receiving area

is
dA
dP=JdQ =J (—R-;)

and the power per unit area is the irradiance H
given by

(2-29)

H:_qﬁ:

: (2-30)

%

As an example, consider the irradiance at
400 cm from a 2 cm radius sphere with emittance
W = 3 w cm™? if the receiving area is slanted 60°
to the line-of-sight.

JdA/R® Jcos®
H= Gajcos6  ~ R?

WA

source

47 R?

cos &

Thus,

3 X 4n \X%

47¢400)*

H= =3.75X 10~° wcem™

dx

2-3.4.2 Extended Source

*

The concept of radiant intensity cannot be
usefully applied to an extended sotirce (one
that subtends a finite solid angle to the viewer).
However, in calculating irradiance H the extended
source is divided into elemental areas d4 and an
expression is obtained for the radiant intensity
of each. Contributions from each elemental
source area to the irradiance are then integrated
to obtain the total irradiance.

If ¢ is the angle between the line of sight and
the normal n; to one of these small areas, and ¢
is the angle between the line of sight and the
normal n, to the surface at which the irradiance
is being determined, the irradiance is calculated

(2-31)

For example, assume that a plane circular area
P, of radius e has an emittance W. What is the
irradiance at a point located on the axis of the
circle at a distance b, in the plane P, parallel to
the source:

dA = 27 x dx

2-12



Since the receiving surface is parallel to the
emitting surface, 8 =¢. The elemental area
consisting of an annular ring of diameter x and
width dx has an area dA = 2xrxdx therefore

2nxdx
x2 + b2

b> ] 2xdx

=W fo’+b2)_](x2+b2)

o

H= fa—v:%-cos2 8

(2-32)

Let y = x* + b?; then dy = 2xdx. When x = 0,
y = b?:; when x = a, ¥y = a? + b?. The integral
becomes

a’y b2 dy wbh? a2 p?
H=wf o =|-
b2 y y b2
b2 ’ a?
=wWil-—— =Wl
( a2+b’) (a’+b2>
(2-33)

In the case where the receiving surface is very
close to the emitting surface (b <€ a), H= W which
simply illustrates that all the radiation emitted
by unit area of the source passes through unit
area of the receiver. At the opposite extreme,
where b > a

(2-34)

Using Eq. 2-19 with 8 = 0 gives

J
H= R? (2-35)

which is the same as Eq. 2-30 as expected.

2-3.5 CALCULATION AIDS

Since equations such as Planck’s are difficult
to use directly in actual calculations, several
devices have been specifically devised. These
include, in order of increasing accuracy, nomo-
graphs, radiation slide rules, blackbody tables, or
computer storage data.

Nomographs are multi-scaled graphs designed
so that a straight line drawn through a known
point on each of two scales will provide an
unknown’s value on a third scale (Ref. 9, p. 20).
Nomographs are not used extensively because of
their inherent inaccuracy.

The General Electric Radiation Calculator
(Ref. 1, pp. 11-17) is the most commonly used
of various radiation slide rules. Radiation slide
rules are sufficiently accurate for preliminary
design calculations.

Blackbody data (Ref. 1, p. 21) are available
for use in calculating more precise values than
are possible with slide rules, but these data
tables are more difficult to use.

Precise radiometric calculations require the

 use of highly accurate computerized data and

direct, conventional calculation methods.



2-3.5.1 Use of GE Radiation Calculator

Many of the blackbody expressions given in

INDEX TEMPERATURE

(1) CENTIGRADE
(2) KELVIN
(3) FAHRENHEIT
(4) RANKINE

RADIANT EMITTANCE

(5) W =WATTS/SQ CM
(6) WATTS/SQ IN.
(7) BTU/SQ FT/HR

SPECTRAL EMITTANCE

8 w = WATTS/SQ CM/MICRON
AN AT MAXIMUM

VS A

Amax

W
9 —*

W}\max

Wo -2

(10) Wo =

VS A

(11) MAX vs A

(12) WAVES/CENTIMETER

IRRADIANCE

(13) INCIDENT ENERGY IN WATTS/CM?
FOR 1 CM? SOURCE AT INDEX
TEMPERATURE

vs
RANGE (CENTIMETERS)
(NAUTICAL MILES)

(14) TRANSMISSION SPECTRA QOF THE

ATMOSPHERE 2000 YD (1 SEA MILE)

OF 17 MM PRECIPITABLE WATER

PHOTON EMITTANCE
(15) PHOTONS/SEC/CM?

(16) PHOTON ENERGY ATA__ IN
ELECTRON VOLTS

pars. 2-2 and 2-3 can be calculated by means of
a special slide rule such as the General Electric
Radiation Calculator shown in Fig. 2-5. At a
single setting, the following data can be read:

°C

°K=°C+ 273 9

°F =(°C+ 40)5—40
°R="F+ 460

Total emittance, Wy-~ for various emissivities
(emissances) and in various units

Spectral emittance at Amax with e = 1.

Multiplying (8) by (9) gives spectral emittance at
A withe = 1.

A
Multiplying (5), (6) or (7) by (10) gives | W, dA
0

for any given emissivity used in (5), (6) or (7).
Wavelength A~ at which W is a maximum.
(Note: This {s “maximum energy flux per unit
wavelength interval. It is not maximum photon
flux per unit wavelength interval.)

This scale converts A o, t0 7,0 = AThax -

Multiply (11) by source area (cm?) to find
irradiance H at ranges from 1 meter to 1000
nautical miles.

Transmission coefficient ¢ vs wavelength X\ over
1 nautical mile horizontally at approximately
80% relative humidity, 80°F. This graph is inde-
pendent of index temperature setting.

Total photon flux for a blackbody at index
temperature.

E =

X 4 in electron-volts.

max

There is also a C, D scale slide rule for simple calculations.
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FIGURE 2.5, The GE Radiation Calculator




2-3.5.2 Sample Calculations

The following sample problems are stated and
solved by direct calculation or by using the GE
Radiation Calculator.

Example 1

Setup: A blackbody being used for testing is
set to a temperature of 1000°C. (A
blackbody aperture of 0.6 in. dia
(approx. 2/n in. dia) is assumed.)

Problem A: Calculate the radiant emittance
of the blackbody.
1. Solution (by direct calculation):
a. Convert °C to °K:
1000°C 1000 +273
1273°K
b. Using the formula for the Stefan-
Boltzmann Law:
W=oT*
=5.67X 1071 X (1273)*
Answer: W=149wcm™
2. Solution (using the GE Radiation Calcu-
lator):
Align CENTIGRADE pointer of TEM-
PERATURE scale with 1000 scale indi-
cating W = WATTS/SQ CM. Since the
radiation source is a blackbody, read the
indication at 1 on the EMISSIVITY scale.
Answer: W=14.9 wem™

Problem B: Calculate the radiant power of
the source.
Solution (by direct calculation):

a. Convert aperture size in inches to area
in em?.
A= nrzl 2
- (3)
_1
A =rsqin.

Since 1 sq in. = 6.45 cm?
A =2.05cm?

b. Using the formula for radiant power as
a function of radiant emittance:

P=WA (all other factors remain-
ing constant)
=14.9wem™? X 2.05 cm?

Answer: P=306w

Problem C: Calculate the spectral radiant
emittance W, in the wavelength
interval between 2.5 and 3u.

1. Solution (by direct calculation):

Determine the total amount of radiant
energy falling below each wavelength
by integrating Planck’s equation over
the interval A = 0 to each given wave-
length (A = 2.5 or A = 3.0). The answer is
the difference between the two radiant
quantities,

2. Solution (using the GE Radiation Calcu-
lator):
Set the CENTIGRADE pointer of the
TEMPERATURE scale to 1000°C posi-
tion. Observing the %-_L scale which

O-o0

indicates the ‘‘Percentage increment, of
energy falling below any wavelength for
a blackbody at temperature T, note
that 45 percent falls below 3u and 31.5
percent falls below 2.5u.

Since the total energy = 14.9 w cm™
Wy =14.9 X (0.450 - 0.315)

=14.9X 0.135
Wy = 2.00 w cm™ (approx.)

Problem D: Determine the wavelength at the
point of peak radiation of the
1000°C source.

1. Solution (by direct calculation):

Answer:

Using Wien's Displacement Law:

N 2897

max T(OK)

_ 2897

1273

Answer: Nmax = 2.27u

2. Solution (using the radiation calculator):

Retain TEMPERATURE at_the same
setting. Read MAX point on Wo scale.

0 —o
Amax = 2.2Tu
Example 2
Setup: An oxidized steel graybody is heated
to 2000°K.

Problem: Calculate the radiant emittance of
the object.

1. Solution 1 (by direct calculation):

a. Calculate the blackbody emittance of
2000°K using the Stefan-Boltzmann
Law.

W=oT*
W=90.8w cm™?



b. Using emissance tables, determine the
emissance of oxidized steel. (e of
oxidized steel = 0.8).

¢. Transpose the formula for emissance:

e=a— tolW=

eW
WBB BB

= 0.8X 90.8
W= 726 wcem™

Solution 2 (using-the radiation calcu-
lator):

Set the KELVIN pointer to the 2000°
position. The radiant emittance at the
0.8 position of the EMISSIVITY (emis-
sance) scale is approximately 72 w cm™2

Example 3

Setup: The irradiance H at a point 5 ft from a

radiation source is 20 w cm™%

Problem: Determine the irradiance at a point
20 ft from the source (disregarding
atmospheric attenuation).

Solution (using the Inverse Square Law):

D 2

H =H€—>‘
2 1 D2

. 5 Y

= 206%20

1
20 16

H, = 1.25w cm™

2-4 ATMOSPHERIC TRANSMISSION

In passing through the atmosphere, infrared

energy is attenuated before it is detected and

measured. The two main causes of attenuation
are molecular absorption by several minor con-
stituents of the atmosphere and scattering due
to the presence of particles of matter in the
atmosphere (aerosols). Molecular absorption
occurs mainly in several more or less narrow
absorption bands, and is due to the ability of
certain molecules to go from one state of
vibration-rotation to another, thereby absorbing
(or emitting) a photon. In addition, scattering
causes attenuation of an incident beam of
radiation because in the scattering process the
energy is redistributed into all directions of
propagation and lost to the observer.

2-4.1 EXTINCTION COEFFICIENT
The spectral transmittance t#(A) through a

path x of uniform atmosphere is

t(A) = exp [-K(X)x] (2-36)

where K(\} is the extinction coefficient at the
discrete wavelength A. K()\) is the sum of the
molecular absorption coefficient a(X) and the
scattering coefficient §(A). Thus Eq. 2-36 can be
written as

t0) =exp §- [« ) + BV}
=exp [ -a(M)x ]+ exp [~ f(A)x]
(2-37)

The scattering and absorption coefficients, and
therefore the extinction coefficient, depend on
wavelength, atmospheric density, and the atmos-
pheric composition. Care must be used when
applying Egs. 2-36 or 2-37 since the properties
of the atmosphere, and hence its absorption,
may change over the path x. To account for
these changes, Eq. 2-36 can be written in inte-
gral form as

t\) = exp [- f sz()\)dx:] (2-38)

If a finite wavelength interval, AA =X, - A, is
considered, then the average transmittance ¢ in
the interval AX is

1
A - A

%3
t= f t(A)dA (2-39)
Ay

Eq. 2-39 implicitly contains Eq. 2-38 and is hard
to evaluate exactly. Therefore, various approxi-
mations to Eq. 2-39 are used, depending on the
wavelength region and attenuating medium con-
sidered. In certain cases, either scattering or
molecular absorption is negligible, and one need
only consider one attenuation process. Since the
transmittance due to scattering is a slowly
varying function of wavelength, it will often be
justified to take that part of the transmittance
due to scattering out of the integral and replace
it by an average value, especially if the interval
A1 - Az is small.



2-4.2 MOLECULAR ABSORPTION

2-4.2.1 Absorption Coefficient

Radiation traveling through the atmosphere
undergoes attenuation, defined here by absorp-
tion coefficient a, which is a function of the
wavenumber 7 (or wavelength X =1/p). The
transmittance of a beam of light passing through
a given amount of absorber w in the atmospheric
path is given by

t@) = exp [-a(w ] (2-40)

For gases, the units of « () and w are unusual.
The generic term for the units of w is “absorber
content”, a unit of length. The simplest absorber
content unit is the “atmosphere-kilometer’”. An
atm-km is one kilometer of pathlength through
the atmosphere at standard temperature and
pressure with the ‘“normal” amount of absorber
present—such as 0;, CO,, H,0, etc. Since
“normal” is difficult to ascertain, the atm-km is
usually normalized to the ‘‘atmosphere-
centimeter”. The atm-cm is one centimeter of
pathlength at standard temperature and pressure
(STP) through the absorber alone. For example,
“normal” atmospheres contain 3X 10™* parts by
volume of CO;. Thus 1 atm-km of air with the
normal amount of CO, is equivalent to 30
atm-cm of CO, alone.

Water vapor is still further normalized to
“precipitable-centimeters”. Water vapor in units
of precipitable centimeters is the thickness in
centimeters of the water along the path if it
were condensed to liquid. Thus

w(pr-cm) = (pathlength in cm) X [p(H, O vapor) in g cm™ ] (2-41)

Water vapor concentration is also found in
units of g(H, O)/kg(air) at STP, called mixing
ratio. The conversion from g/kg to
pr-cm(H; O)/km(pathlength) is

gH,0) _ rP(atm):, pr-cm (H, O)
ke(air) 352 17Ky [km(pathleﬁgth)] (2-42)

The dimensions of « are (absorber content)™
such as (atm-km)?, (atm-cm)”, (pr-cm)™ . Note
that these are actually units of reciprocal length.

The wavenumber dependence of the absorp-
tion coefficient o is extremely complex in the
IR. IR absorption bands consist of many narrow
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absorption lines each corresponding to a partic-
ular transition of the absorbing molecule from
one vibration-rotation state to another. Trans-
mission calculations will usually rely on band
models which take into account the band
structure parameters such as line width, spacing
between lines, and line intensities.

There are three basic methods of calculating
atmospheric absorption values. The first requires
high-resolution spectral data or theoretical calcu-

lations of exact line positions on a high-speed
computer!®+11:12  Computers are programmed
to perform high-resolution transmission calcu-
lations which can then be averaged to provide

transmission curves for lower resolution. A
detailed discussion of this method is contained
in Ref. 10. The application of this method to
H, O and CO, transmission is described in Refs.
11 and 12. The second method entails esti-
mating, from a theoretical standpoint, the
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FIGURE 2-6. The Near-infrared Spectra of Solar Irradiation and of CO, CHy, N30, 03, CO,, and H,0
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average transmission in a small wavelength inter-
val containing many absorption lines as a
function of certain band parameters'® . The
numerical values of the band structure param-
eters can be determined from experimental
observations, and the resultant absorption
effects then determined for any path length.
This method is particularly useful for estimating
medium-resolution (A5X 10 to 50 cm™*) trans-
mission curves and provides the envelope of the
absorption bands rather than their fine struc-
ture. The theory behind this method is discussed
in par. 2-4.2.3, while the data and its application
are considered in par. 2-4.2.4. The third method
involves the use of formulas which are derived
empirically to fit available data. It is applicable
to low resolution systems for which the spectral
bandpass completely encompasses one or more
molecular bands. These formulas, which can be
used to predict transmissions for a wide range of
conditions, are also presented in par. 2-4.2.4.

2-4,.2.2 Absorber Constituents

Molecular absorption in the atmosphere is
primarily due to carbon dioxide (CO, ), water
vapor (H,0), and ozone (O;). Other minor
constituents which also contribute to the ab-
sorption include nitrous oxide (N,O), carbon

monoxide (CO), and methane (CH,). Fig. 2-6
illustrates the IR transmission characteristics of
the atmosphere due to these constituents. Be-
tween 14 microns and the microwave region of
the spectrum, water vapor is a strong absorber
and practically no transmission would be appar-
ent in this region. Ref. 14 surveys the measure-
ments of concentration of the minor absorbing
constituents in the atmosphere.

For most problems of practical interest, at-
mospheric concentrations of CH,, CO, N,O,
and CO, are assumed to be constant. Small
variations of a few percent occur for CO,,
especially near the ground'® . Concentrations of
N, O, CO, and CH, are found to be the most
variable (deviations ranging from 50 to 100% are
not unusual). However, because of the relatively
low density of these minor constituents, the
variation does not significantly affect transmis-
sion calculations. The concentration of ozone,
which is variable, peaks between the altitudes of
20 and 30 km where it is produced through the
photodissociation of oxygen by ultraviolet
radiation'¢ . Ozone diffuses and is convected
downward by atmospheric turbulence and
winds!” . Upon reaching the ground, it reacts
upon organic materials. Ozone can also be
created near the ground due to various chemical
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agents. Typical ozone profiles are shown in Fig.
2-7. Total ozone content depends on latitude
and season (Fig. 2-8).

The water vapor concentration is highly vari-
able, especially near the ground. The water
vapor profile is closely related to the tempera-
ture profile of the atmosphere. These two
profiles (temperature and mean H, O) for the
Gutnick!® standard atmosphere are presented in
Fig. 2-9. The third profile included in Fig. 2-9
corresponds to a saturated atmosphere. The
water vapor content decreases rapidly with
altitude up to the tropopause (= 12 km) above
which both the temperature and the water vapor

content cease to decrease. Good measurements
of water vapor content above the tropopause are
difficult to make because this content is so
small. It therefore is not surprising that the
measurements above the tropopause seldom
agree. It is assumed that the volume mixing ratio
of water vapor above the tropopause is either
constant (dry stratosphere) or increases as the
temperature rises (wet stratosphere).

Table 2-5 lists the mean values of absorber
concentrations in the atmosphere and the ab-
sorber content along a 1 km pathlength at sea
level.
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TABI.E 2-5. ABSORBER CONCENTRATIONS IN THE ATMOSPHERE

15 0, 48 Variable 1-5X 107 atm-cm
(107

14 CO, 44 3.2x 107 32 atm-em

14 H,O 18 Variable 0.1 - 2 pr-em
(1-107)

14 CH, 16 1.7X 10 1.6 X 107! atm-c}n

14 CO 28 1.2X 10°° 1.2 X 107% atm-cm

15 N; O 44 5% 10°° 5 X 107? atm-cm

2-4.2.3 Absorption Models where

The theoretical models used for the computa-
tion of medium resolution transmission (A5 = 10
to 50 cm™) are discussed in the following
paragraphs:

2-4.2.3.1 — Absorption Due to a Single Line

2-4.2.3.2 — Absorption Due to an Assembly
of Independent Lines

2-4.2.3.3 — The Elsasser Band Model

2-4.2.3.4 — The Goody Model

2-4.2.3.5 — Other Less Frequently Used
Models

2-4.2.3.6 — Selective Absorption of Plume
Radiation

2-4.2.3.1 Absorption Due to a Single Line

In the lower atmosphere, all lines constituting
an IR band are assumed to have the Lorentz line
shape for which the absorption coefficient is
given by

(2-43)

() = % [(17 - '70;72 + 72]

S = line intensity, (absorber units) ™ - cm™
v = half-width at half maximum, cm™
Py = position of centerline, cm™!

The Lorentz line shape is shown in Fig. 2-10.
The integral of «(#) over all wavenumbers is
equal to the line intensity S. The line half-width
v depends on the pressure P and the absolute
temperature T as'?

_ P TO 1/2
7 “(Po ) (?)

For most H; O and CO, lines at STP, Y, ranges
from 0.03 to 0.15cm™ .

(2-44)

The Lorentz line shape, arising from molec-
ular collisions, is valid only for low altitudes.
Above 30 km, the line shape for CO, and H, O
become Gaussian’®. For CO, it is questionable
whether the wings of Eq. 2-43 are valid even at
low altitudes, i.e., when (5- 5,)*> 7.
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FIGURE 2-10. Lorentz Line Shape

The total absorptionaAsin a band A7 centered
at 7y —and due to a single Lorentz line viewed
through a constant temperature, constant pres-
sure pathlength containing an amount w of

absorber—is
Eb+éi— . {
e 2 ~ -Swy/n ~ _ (2-45
" j -{1 il [ Bom” !
Po-4Z

2

where a represents the average absorption over
the interval AD. If Ap >y, then Eq. 2-45 can be

approximated by
= " _ -Swy/n l . -1
aldp —J—" { 1-exp [W] 5 dp, cm (2-46)

Although Egs. 2-45 and 2-46 can be evaluated in
terms of Bessel’s functions?® , it is more usual to
make weak and strong line approximations.
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The weak line approximation corresponds to
pathlengths and line intensities such that the
exponent at the center line Sw/ny is much less
than one. In that case, the exponential can be
expanded in a power series. Keeping only the
first two terms, the integral then easily yields

aAp = Sw, cm™! (2-47)

Thus, for the weak line approximation, the total
absorption depends linearly on pathlength w.

In the strong line approximation Sw/#y>» 1, the
line saturates for several half-widths about its
center. The absorption is so great that only on
the wings of the line can any shape be seen.
Since (P-74 ) >v? before the exponential be-
comes important, the y® in the denominator of
the exponent can be dropped. Eq. 2-46 is then
integrated to give*

aAP = 2(Syw)V?, cm™ (2-48)
Thus, for the strong line approximation, the
total absorption depends on the square root of
pathlength w.

For pressures less than 1 atmosphere, and for
most IR absorption bands of interest, the lines
constituting the bands may be considered as
strong under path conditions resulting in any
appreciable absorptance (20% or more). The
noted exception is ozone whose lines cannot be
assumed to be strong even at 25 km altitude
except for very long pathlengths.

24232 Absorption Due to an Assembly
of Independent Lines

If the total absorption of a band is due to the
sum of the total absorptions of the lines in the
band, then the lines are considered
independent?* . Thus independent means

n n
adP = T (AAD) =X ;AP (2-49)
= 3 =
Summed over all n lines in the band. The

individual lines themselves may be either strong
or weak and still may be independent. Thus

* The integration is (%one by: (1) letting x=v-v;
(2) changing to y = inserting an integrating fac
tor« in exponent; (4 dlf erentiating with respect to o;
(5) integrating with respect to y: and, (6) mtegratmg
with respect to & over the range 0 to 1.

‘many lines,

(weak lines)

(2-50)
z !)::1 (S;v;w)"?  (strong lines)
If the lines have an average line strength S and

an average spacing d in cm™, then the average
absorptance is

ws
d {weak lines)

e

24.2.3.3 The Elsasser Band Mode!

(2-51)
(strong lines)

The Elsasser absorption band model?? is
comprised of a series of regularly spaced, iden-
tical Lorentz lines. It is applicable to the IR
bands of symmetric top molecules®® ; i.e., CO,
CO,, N,, CH,. The lines comprising the IR
bands of these molecules are evenly spaced.
Their intensities, however, vary?°. Hence only
portions of the bands can be represented accu-
rately by the Elsasser model. The absorption
coefficient of an Elsasser band is obtained from
Eq. 2-43 by summing over all the lines. The
average absorptance in an interval containing
in the strong line approximation

(§-ui> l)is found?® to be
Ty

oy (5

2 (2-52)

where the error function (erf) is defined as

x

vV

where d is the spacing between lines. Eq. 2-52 is

erf(x) =

valid only if the overlap parameter .;.2_;'1 is much

smaller than 1. The error function is tabulated in
many standard mathematical tables®?. A fit of
H, O transmission measurements to the error
function is shown in Fig. 2-11. If the argument

T 2n

is referred to as the overlap parameter because it

contains the ratio of the line half width y to the
(average) spacmg between lines d and expresses the
extent of ‘‘overlap” between lines.
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of the error function is much smaller than 1,
there is little overlap between lines and Eq. 2-562
reduces to

o)

Thus, the absorptance varies proportionately
with the square root of the path length. The

2’;7 < 1 holds for the IR bands of

CO, CO,, N, O, CH, if the pressure is less than 1

(2-53)

condition

atmosphere. The condition %U > 1 will hold for

~

any appreciable absorption (¢ =~ 20% or greater
for most bands at sea level). Therefore, Eq. 2-52

is valid in most cases of interest. When the con-

dition %—: > 1 does not apply, the transmittance

will be a function of the two parameters%ﬂ

g(Ref. 22). Table 2-6 lists these band parameters

for CO, transmission. The coefficient y, that
appears in Table 2-6 is defined by Eq. 2-44 and
corresponds to a pressure Po= 1 mm of Hg and
to a temperature T, = 300°K,

and
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TABLE 2-6. BAND PARAMETERS S/d AND 2rnYo/d FOR CO;

WAVELENGTH, u S/d
2.643Y4 0.3300E-03 **
2.6504 .1600E=-02
2.667h . 3TO0E+00
2.672k4 .5000E+00
2.6738 . 5000E +00
2.6802 .5500E +00
2.6831 .8800%8+00
2.6882 .860CE +00
2.6911 . 5400E +00
2.6940 .8800E+00
2.6969 «5200E+00
2.7027 . TOOOE+00
2.7086 . T4O0E+00
2.7137 . 6200E +00
2.7211 .LUOCE+00
2.7322 .1500E +00
2.7397 .2500E-01
2.7473 . 7T600E-01
2.7548 . 3600E+00
2.7579 . 5500E +00
2.7609 .5800E+00
2.7663 .5300E+00
2.7685 «3300E+00
2.7739 .2600E +00
2.7778 .L200E+00
2.7801 .4700E+00
2.7855 .4LO0E +00
2.7917 .2900E+00
2.7941 . 1600E+00
2.8027 .1300E+00
2.8129 .TOCCE-01
2.8153 .3TO0E-01
2.8177 .2T00E-0L
2.8241 .1TO00E-01
2.8281 .5000E-02
2.8345 «300CE=-02
2.8433 .3900E-02
2.8514 .3%00E~02
2.8555 .2400E~-02
2.8620 .1000E-02
2.8686 .3000E-0Ok
2.8752 .0000E+00
2.8810 .0000E+00
L.1490 .O00CE+00
h.1580 .2600E-03%
.1670 .5900E-02
h.1750 .2LOCE 400

21y *
d
0.4550E-05
.3T50E-0k4
.1351E-03
.5000E-03
.6300E-03
.1000E-02
.6136E-03
.3256E-03
.3611E-03
.2955E-03
.6250E-03
.L929E-03
.3784E-03
.T177E-03
.886LE-0L
L6O6TE-OL
.6000E-03
.9868E-03%
. T222E-03
S5455E-03
4397E-03
.2453E-03
.2455E-03
.9231E=03
.666TE-03
.5TH5E-03
-5 750E-03
2Lh14R-03
. 3500E-03
2692E-03%
.1200E-03
1568E-03
.14LLE-03
.1176E-03
. 3300E~03
.516TE-03
.5041E-03
.5000E-03
541TE-03
.4500E-03
.3233E=-02
.0000E+00
.O000E+00
.O000E+00
. 1000E-05
.S000E-05
.8000E-O4

* The values in this column correspond to a pressure of 1 mm Hg,

For sea level conditions the values in this column should be multxplled by 760.

*% 0.3300E-03 = 0.3300 X 1073,



TABLE 2-6 {Continued)

*®
WAVELENGTH, g S/d 2”—;"—
4.1840 0.9940=-01. 0.1815E-02
4.2930 .9800E+00 .T368E-0%
4, 2020 .5046E+01 .7632E-0%
Lk.2110 146k 02 .8026E-03
4.2190 L2T28E+02 .1158E-02
4 .2280 .3303E+02 .1500E-02
4. 2370 .3363E+02 .1553R-02
L. .2h60 . 2562E+02 .1605E-02
4.2550 .13Lk4m 102 .1684E-02
4.2640 .2316E+02 .1576E=-02
L. 2740 .2592F+02 1h21E-02
4. 2830 2UT7PR402 .1355E-02
4. 2920 L20TOE+02 .1211E-02
4.3010 .1698E+02 .1U35E-02
4,3100 12198402 .12638-02
4.3190 . T300E+01 .1316E-02
4 .3290 . 5000E+01. .1316E=02
4 .32380 .2915E+01. L1448E-02
4.3480 .2020E +01 .13L428-02
k.3570 .1298E+01 .1448E-02
4.3670 .6860E+00 .1290E~02
L.3760 .3TE2E+00 .1302E-02
4. 3860 .4599E+00 .8289E-03
4 .3960 .6090E+00 .5527E-03
L. hos50 . 5890E +00 .5000E-0%
4. k150 . 5610E+00 L3h2R-03
4 U250 .3833E+00 . 4L800E-03%
L. k350 .2496E+00 .6851E-0%
L Lhhho .1855E+00 .9218E-03
L, 4540 .8624E-01 .1013E-02

* The values in this column correspond to a pressure of 1 mm Hg.
For sea level conditions the values must be divided by 760.
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24234 The Goody Model

The statistical, or Goody, absorption band
model®®??  is best suited for asymmetric top
molecules?®, such as ozone and water vapor,
whose line positions appear randomly distrib-
uted within a band, and whose line intensities
vary widely. This model assumes that both
absorption line positions and intensities must be
specified by probability functions. The absorp-
tion in an interval A’ is then calculated by a
statistical averaging process. The selected inter-
val A7 must be sufficiently large to give validity
to statistical averaging. However, since the statis-
tical properties of an absorption band will
usually vary from one absorption region of the
band to another, the A7 interval selected must
not be too large. It is assumed that there is equal
probability of finding a line centered at any
wavelength inside the interval A7; that all lines
have the same half width +y; and that the
normalized probability of a line having intensity
S is p(S).

If the line intensities have an exponential
distribution with average value S, then p(S) =

1 exp —[ g— I and the average absorptance in
]

So
the interval A7 is found to be®
wS,
@=1-exp |- 2-54
[ 4 <1 N wSo> ln] (2-54)
™Y

where d is the average space between lines.

If the line intensities are all equal,

a=1- exp {— = f [1 - exp [ - %ﬂ dv} (2-55)

When the lines saturate at their centers, Eqs. 2-54
and 2-55 reduce to

L&=1- exp [— % vSo vw] (2-56)

When there is little overlap between lines,

v Sog7w <1
and Eq. 2-56 is reduced to Eq. 2-53.
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The band parameters relevant to the Goody
*

model Egs. 2-54 and 2-56 are %"— and g;’r‘y. These
parameters for H,O and O, are tabulated in Ref.
14. These values for H, O are reproduced in Table
2-7 (for sea level conditions). The coefficient v
that appears in Table 2-7 is defined by Eq. 2-44
and corresponds to a pressure P, = 1mm Hg and
to a temperature T, = 300°K.

2-4.2.3.5 Other Less Frequently Used Models

Other band models developed are variations
of those mentioned above and do not differ
sufficiently to justify a detailed discussion here.

The random Elsasser model is a model in
which several Elsasser bands with different line
spacings and intensities overlap in a given wave-
length interval.

In the doublet model, one considers the
absorption due to two Lorentz lines of the same
intensity which overlap.

The Curtis model is a variation on the Elsasser
band model in which the line intensities are not
equal.

Another model takes into account occasional
gaps which may occur between lines in a band
and which have a strong influence on the
transmission behavior of the band for very long
paths. In this model, a gap of varying width

between two random arrays of lines is consid- .

ered and the transmission characteristics are
related to the gap width.

The quasi random model is the most compli-
cated in that it takes into account the fact that
lines are neither uniformly spaced nor com-
pletely randomly spaced. A detailed knowledge
of the band structure is required and the aid of
an electronic computer is essential®.

Most of the band models are discussed in Ref.
13.
2-4.2,.3.6 Selective Absorption of Plume Radiation

The previous discussion applies only to the
absorption of graybody radiation. In some appli-
cations, however, the emitter (target) is a hot gas
(i.e., plume or flame radiation), and the emission
spectrum is composed of many narrow emission

2 .
* Note that the overlap parameter _g,:z is the ratio of
these two parameters.
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lines. If the emitting gas is the same as one of
the minor constituents of the atmosphere (CO,
or H, O, for example), the target radiation will
be subjected to selective absorption by the
atmosphere. The result will be higher average
absorptance for this radiation than for black-
body radiation. If the emitter is sufficiently hot
(T > 600°K for CO, and T> 1200°K for H, O),
or thick enough so that its emissance approaches
one; then (1) this selective absorption of the
atmosphere will be small®® ; (2) the emitting gas
may be assumed to radiate as a graybody insofar
as transmission calculations are concerned; and
(3) the results of the previous paragraphs may
then be applied.

2-4.2.4 Abhsorption Calculation

In order to apply the theoretical analysis of
par. 2-4.2.3 to the actual calculation of molec-
ular absorption in the atmosphere, two more
points need examination: (1) spectral location
and bandwidth of detection system, and (2)
conversion of actual paths through the atmos-
phere to equivalent sea-level paths.

The ideal situation would be that in which the
spectral resolution of the detection system is the
same as that of the laboratory data available.
The direct use of laboratory data is then
possible. But this is rarely the case. In general,
one must refer to laboratory data of higher
resolution than that of the detection system. If
the bandwidth of the system is larger than 50
cm™, the band models discussed in par. 2-4.2.3
can be used to calculate the {average) transmit-
tance at each wavenumber inside the bandwidth
of the detection system and the average trans-
mittance over the band can be derived by
averaging. If the spectral bandwidth of the
detecting system is so large that it completely
encompasses one or more absorption bands,
transmission calculations can be simplified by
calculating the total absorptions of the bands
rather than the absorptances at each wavelength.

The narrow band absorption data to which
band models can be applied are discussed in par.
2-4.2.4.1. The use of wideband absorption data
for the determination of total band absorption is
presented in par. 2-4.2.4.2. Justification for the
use of equivalent sea-level paths and their
method of calculation are given in par. 2-4.2.4.4.
Some sample problems are worked out in par.
2-4.2.4.4.



Extensive tabulations of CO,, and H, O trans-
mittances for various atmospheric paths and
absorber contents have been compiled!!:1%2%

2-4.2.4.1 Narrow-band Absorption Data

Narrow-band absorption is that for which the
spectral resolution of the measuring instrument
is 10 to 50 ecm™ . This resolution is sufficiently
narrow such that only a small portion of an
absorption band is measured, but sufficiently
wide such that the theoretical considerations of
par. 2-4.2.3 (Absorption Models) apply. A great
amount of laboratory data on absorption by
CO,?°, H,0%, and by other minor atmos-
pheric constituents?®?!  except ozone are avail-
able., Unfortunately, only little laboratory data
on ozone are available®>*3 | Other data for the
atmosphere as a whole*3%  are available for
sea-level paths of various lengths.

Many attempts have been made since the
publication of laboratory data®*3®3!  to fit the
data to the band models discussed here. Tables
2-8 and 2-9 give a summary of the data and
references to investigators who reduced the data.

The band parameters derived for CO., and
H, O from the experiments in Refs. 29 to 31 are
listed in Tables 2-6 and 2-7. From these param-
eters, it is possible to calculate the coefficients
entering in Egs. 2-52 (CO, ) and 2-54 (H; O), and
to compute the transmission at any wavelength
if the amount of absorber w is known.

An example of the data available on the
6.3-micron vapor band, taken from Ref. 30, is
shown in Fig. 2-11. The curves in the figure
represent absorption across the band for a single
water-vapor path-length as a function of total
pressure. Table 2-9 from Ref. 14 lists the
absorption bands and absorption data source
references.

An example of the use of these data for
finding the transmission curve is given in Fig.
2-12% | (Note that units on the abscissa of Fig.
2-12 are expressed in “‘atmospheric kilometers”
rather than “atmospheric centimeters” as ex-

pressed in Table 2-@.) The experimental data on
CO, at 2.7 microns in Fig. 2-12 is fitied to an”
error function curve.

Ref. 14 contains a description of a computer
program which can be used for calculating
transmissions between 1 and 20 microns.

2-4.24.2 Wide-band Absorption Data

Wide-band absorption is that which is meas-
ured by an instrument with a spectral bandwidth
completely encompassing an absorption band.
For example, if all lines of a given band are
between the wavelength limits of 1.75 and 2.00
microns, the wide-band absorption would be
measured by an instrument with a spectral
passband between 1.5 and 2.5 microns. To avoid
problems with instrument passband width,
which for the above-mentioned band could
extend in width from 0.25 micron to infinity,
wide-band absorption is measured in absolute
units, microns. An absorption of 0.1 micron
would mean that the integrated absorption in
the band would be equivalent to total absorp-
tion in a 0.1-micron interval. Thus, for the1.75-
to 2.00-micron band above, total absorption can
range from 0 to 0.25 micron. The wide-band
absorption data for the various bands of carbon
dioxide and water vapor are listed in Tables 2-10
and 2-11. These tables list the effective pressure
p, as total pressure plus the absorber partial
pressure. For atmosphere transmission problems,
the absorber partial pressure can be neglected.

2-4.2.4.3 Atmospheric Windows

As illustrated in Fig. 2-6, attenuation by the
atmosphere is weak in the following window
regions:

Microns
1—11
12 — 1.3
1.5 — 1.8
21 — 24
35 — 4
45 — 5
8§ — 14
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TABLE 2-7. BAND MODEL PARAMETERS S/d AND S/{2ry,) FOR H,0

WAVELENGTH, 4 S/d S/ (214 )*
2.16000 0.7030E-03%** 0.8675E+00
2.18000 .9UL30E-03 .115TE+01
2.20000 .168CE~02 .2078E+01L
2.24000 . T590E-0% .9355E+00
2.28000 .3070E-01 .3791E+02
2.33100 .5650E~01 .6T90E+02
2.33645 .5660E-01 .6800E+02
2.34192 . 7930E-01. .821CE+02
2.347h0 . T980E-01 . T880E+02
2.%5294 .8390E-01 .82L0E+02
2.35849 .8820E-01 .B6LOE+02
2.36h07 .9310E-~01 .86T0E+02
2.36967 .9890E-01 .92 70E+02
2.375%0 . 10LOE+00 .9910E+02
2.38095 . 1090E+00 .9920E+02
2.3866% . 1150E+00 .1030E+03
2.39234 .1210E+00 .1050E+0%
2.39808 . 1250E400 .1050E+0%
2.40385 .9580E-01 .5260E+02
2.h0oo6k .1370E+00 . 97T90E+02
2.41546 .1500E+00 .1030E+03
2.42131 .1620E+00 .9810E+02
2.42718 . 1860E+00 .JO60E+0%
2.43309 .2180E+00 .1320E+03
2.43902 .2490E +00 .1690E+03
2.44499 .2910E+00 .1T60E+03
2.45098 . 39T0E+00 .2490E+03
2.45700 .6LE0E4+00 A4390E+03
2.4630% . TYYOE+00 .4850E403
2.46970 .4380E+01 .5110E+05
2. 475400 .2530E+01. .2320E+05
2.48020 .6650E+01. .2110E+05
2.48320 . 5280E+01 .3920E+05
2.48760 .5630E+01 .31L40E+05
2.49380 . 1000E +02 .2150E +05
2.50130 .9860E+01 16TOE+05
2.50500 .1030E 402 .5090E+05
2.50880 . 1590E+02 .3630E+05
2.51180 . 1390E+02 .30 TOE+05
2.51890 .2600E+02 .2480E+05
2.52400 .3450E+02 . L730E+06
2.52840 .5160E +02 . 9290E+05
2.53%610 .9200E+02 . 1150E+06
2.53940 . T220E+02 .1030E+06
2.54450 . 14L40E+03 .1520E+06
2.54970 .9060E+02 .5650E+06
2.55620 .1120E+03 . 2700E+06

* The values in this column correspond to a pressure of 1 mm Hg.
For sea level conditions the values in this column should be multxphed by 760.
** 0.7030E-03 = 0.7030 X 1073,
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WAVELENGTH,

2.56280
2.56610
2.57070
2.57730
2.58L00
2.58930
2.59200
2.59740
2.60210
2.60890
2.61k40
2.62190
2.62880
2.63370
2.63%990
2.64340
2.650L0
2.667Th0
2.67240
2.67380
2.68020
2.68310
2.68820
2.69110
2.69400
2.69690
2.70270
2.70860
2.71370
2.72110
2.73220
2.73970
2.74730
2.75480
2.7570
2.76090
2.76630
2.76850
2.77590
2.77780
2.78010
2.78550
2.79170
2.79%10
2.80270
2.81290
2.81530
2.81770

TABLE 2-7 (Continued}

S/d

0.1410E+04
LU5TOE+03
.2590E+03
.2320E+03
.8130E+03%
.5980E +03
. 1020E+0L
.2880E+03
49508 +03
.29LOE+03%
.LOTOE+03
.2510E+03%
.2380E 403
. 9650E +02
.1260E+03%
.1130E+03%
.1930E+03%
.6180E+03
. 41890E+03
.6090E+03
.3050E+03%
.3090E+03%
.2150E+03%
.2590E+0%
.30 TCE+03%
.14 T0E+03
.1310E+03
.2L90E+03%
.2130E+03
«5THCE+H3
.1240E +03
L950E+03
.139CE+03%
.2T780E+03
.2T30E+03%
.2660E+03%
.2940E+03
.2500E+03%
.1710E+03
. 1900E+03
. 1800E +03
.2300E+03%
. 1130E+03%
.874OE+02
25505403
. 1000E+03
.1050E+03
.1360E+03

S/(2nv0)*

.H690E+0T
.8500E+06
.1310E+06
.1150E 406
.1300E+0T7
. T8B0E+06
.1310E+07
.131C0E+06
.2020E406
12TCE+06
. 1360E+06
.1THOE+06
.6220E+05
.L9OOE +05
.56 TOE+05
. T030E+05
. T880E+05
.1530E+06
.1190E+06
.1850E+06
.8040E+05
.86LOE+05
. TOTOE+05
. T980E +05
.8880E+05
L3hOR+05
.4830E+05
.3050E+05
. 1200E+06
. 3090E+06
. T180E+05
.2020E+06
.6150E+05
.6890E+05
. 110CE+06
.1520E+06
.6690E+05
.6640E+05
.6UE0E+05
. T200E+05
.T630E+05
.BLEOE+05
.6270E+05
.LOTORE+05
.1320E+06
.1150E+06
.91TOE+05
.9230E+05

* The values in this column correspond to a pressure of 1 mm Hg.

For sea level conditions the values must be divided by 760.



2.34

WAVELENGTH, u

2.82410
2.82810
2.83450
2.84330
2.85140
2.85550
2.86200
2.86860
2.87520
2.87770
2.88100
2.88600
2.89440
2.90280
2.91040
2.91460
2.91630
2.92400
2.93080
2.93260
2.94120
2.94810
2.95070
2.95510
2.96120
2.97180
2.97620
2.98950
2.99400
3.00300
3.00750
3.013%0
3.02110
3.02480
3.03030
3.03580
3.03950
3.04410
3.04880
3.053k40
3.06000
3.06750
3.07220
3.07790
3.08360
3.08830
3.09410
3.09890

TABLE 2-7 (Continued}

S/d

0.8170R+02
6120E+02
.1070E+403
3THOE+02
.6000E+02
.2030E+02
.3870E+02
.2830E+03
. 15008402
.1490E+02
.1500E+02
.15L0R+02
.5910E+01
.3890E+02
.8030E+01
8730E+05
.8160E+01
.2600E+02
.41h0E+01
.3810E+01
. TL70E+01
.1560E+02
.1210E+02
.1160E+02
23208401
.1570E+02
.1340E+02
.2050E+01
.818CE+01
.6850E+01
.8010E+01
LT7hoR+01
.1120E+02
. T720E4+01
.8140E+01
.9810E+01
BL30E+01
.1010E+02
L16T70E+02
. T600E+01
.8280E+01.
.9680E+01
. T19CE+01
. 1280E+02
. TO30E+01
.8860E+01
.8630E+01
.6250E+01

S/(2nye)*

0. 1300E+06
.9380R+05
.6000E+05
.62L0E+05
.5TLOE+05
.6880E+05
.34908+05
. 5200E+05
.1800E+05
.1600E+05
. 178CE+05
< T930E+04
.8930E+04
.5TOOE+05
.1130E+05
.1070E+05
.1550E+05
.2L80E+05
.L920E+0h
.OT10E+0O4
.6610E +04
.3020E+05
. SU30E+05
. 17205405
L2LToR+0L
. 1240E+05
.2130E+05
.6270E+0k4
.1630E+05
. 3000E+05
.8370E+05
.1500E+05
. 9920E+0k
.5220E405
.1490E+05
.6650E+0h
.2450E+05
.2390E+05
.1770E+05
. 32108 +05
.1940E+05
.1190F+05
.LUB80E 405
.2190E+05
.1050E+05
. TO10E +0k
.3130E+05
. LOOORE+0L

* The values in this column correspond to a pressure of 1 mm Hg.

For sea level conditions the values must be divided by 760.



TABLE 2-7 {Continued}

WAVELENGTH, u S/d S/(2ny, )*
3.10750 0.9860E+05 0.1660E+05
3.11620 .5U30E+01 .1150E+06
3.12110 .9T80E+01 . 1440E+05
3.12500 .8120E+01 .9550E+0k4
3.12990 .2200E+01 .2L80E+0k
3.13L480 .1L20E+01 .1LTOE+0L
3.13970 . 76T0E+01 .9380E+04
3.14470 . T1I00E+01 .T250E+0k4
3.14960 L280E+01 .35408+04
3.15460 .9240E+00 .81L0E+03
3.15960 .45TOE+00 .2300E+03
3.16460 .2TO0E+00 .1260E+03
3.16960 .2290E+00 .1020E+03%
3.17460 . 4260E+00 .3300E+03
3.17970 .1300E+01 .1310E+0L
3.18470 .1560E+01 .1280E+0L
3.18980 . T340E+01 .8010E+0OL
3.19490 .1130E+02 .1380E+05
3.20000 .1100E+02 .T690E+0L
3.20510 . 1000E+02 .80TOE+OL
3.21030 .1290E+02 .1100E+05
3.21540 .1110E+02 . 1000E+05
3.22060 .1290E+02 .1070E+05
3.22580 .1450E+02 . T90E+04
3.23100 .1110E+02 .6L20E+0U
3.,23620 .8780E+00 .5260E+03
3.24150 .L8T0E+01 .8410E+04
3.24680 .1020E+02 .1LO0E+05
3.25200 .ELTOE+00 .5070E+03%
3.25730 .4350E+01 . 91L0E +0Ok
3.26260 .1500E+02 L610E+05
3.26800 .3330E+01 LLETOR+OL
3.27330 .6L00E+00 .4150E+0%
3.27870 .1210E+01 .1070E+O4
3.28L00 .6LTOE+00 .5820E+03
3.28950 .19LOE+01 .3610E+0k
3.29490 . 1480E+02 .1590E+05
3.30030 .BUTOE4+01 .8880E+0L
3.30580 .5160E+01 UOLOE40L
3.31130 .3830E+01 .LO90E+0OL
3.31670 .2010E+01 .3860E+0L
3.%2230 .13 70E+0L . 1560E+0k
3.32780 .1710E+00 .9100E+02
3.33330 .1090E+00 .6100E 402
3.33890 4560E+00 .5050E+03
3.,34L50 .18T70E+01 .2 780E+04
3.35000 .2880E+00 .16T0E+03
3.35570 . 5690E+00 . 5050E +0%

* The values in this column correspond to a pressure of 1 mm Hg.

For sea level conditions the values must be divided by 760.
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2-36

WAVELENGTH, u
.36130
<36T700
37270
.378L0
.38410
.38980
39560
40140
L0720
41300
41880
L2k70
43050
43640
LLo30
L4830
5420
46020
L6620
L7220
47830
L8430
L4o0ko
49650
.50260
.50880
.51490
.52110
.52730
.53360
53980
.54610
.55240
.55870
.56510
57140
57780
.58420
.59070
59710
.60360
.61010
.61660
.62320
.62980
.63640
.64300
.64060
.65630

(RN RV AN RN ARV A AV AV R RN AN RV AEAN AV AN AN RG AN RV RV AN ANIAN 'R RANAN 'RV RN ARGV RS AN ARG RE'RAN AU ARG AN 'RGAN RN AN R RN (RN |

* The values in this column corres
For sea level conditions the valu

TABLE 2-7 (Continued)

S/d

0.5300E+01

.1120E+401
.1130E+01
.2020E+00
.89TOE+00
.1790E+01
.1730E+01
.2LB0E+00
.1680E +00
.8310E+00
« TLTOE+00
.3320E +00
.2030E+00
. 3060E+00
.5290E+00
.2090E+00
. 1720E+00
.1130E+00
.1110E+00
.2280E+00
.1190E+00
.5310E-01
.8090E-01
.1130E+00
.91L0E-01
.8840R-01
.8620E-01
. 1290E+00
.8300E-01
.8390E-01
.8380E-01
.5250E~01
.1490E +00
.7630E~-01
L4390E-01
.1550E+00
.1300E+00
.114OE+00
.1900E +00
.3280E-01
L4260E-01
.7680E-01
.3830E-01
34T0E-01
«5920E-01
.4990E-01
.3820E~01
.59TCE-01
4700E-01

S/(2my, )*

0.9430E+04
.1150E +04
. 1090E+0k
.1310E+03
.1220E +0k4
.2220E+0k
.2150E+0k
.1640E+03
.1030E+03
.1050E+0k
.88LOE+02
.2800E+03
.1330E+03
.1980E+03
.5510E+03
.1590E+03
.Q160E+02
.5260E+02
.8360E+02
.1600E+03
.5210E+02
.3610E+02
.L4LE0E+02
.T350E402
. TO50E +02
.3830E+02
.3520E+02
LTTOE+02
.5230E+02
. 54O0E+02
.5270E+02
.3780E+02
6220E+02
.4830E+02
.2310E+02
.5310E+02
. T1I00E+02
. T830E+02
.1270E+03
.3TOOE+02
.L600E+02
U6 TOE+02
.2620E+02
. 4360E+02
.5KI0E+02
.LO6OE+02
.2830E+02
.3140E+02
3650E+02

pond to a pressure of 1 mm Hg.
es must be divided by 760.



WAVELENGTH, u

66300
.66970
67650
.68%20
.69000
69690
.TO37T0
.T1060
.T1750
72440
.731h0o
. 73830
.T4530
. 75230
75950
.T6650
.T7360
.T78070
78790
- 79510
.80230
.80950
.81680
82410
.83140
.83880
84620
.85360
.86100
.86850
.87600
.88350
.89110
.89860
.90630
.91390
.92160
.92930
. 93700
.94480
.95260
.96040
.96830
97610
.98410
.99200
.00000
4.00800
4.01600

SRV AV AV AV RIS BE AV RS AN SAS AV AV AV AV ASACRC RS ARV AVIAC RS RCIACAV RS ACAC AV RS AV ACREIRAV RS ACAV AU A CIRUIRC RS RN |

TABLE 2-7 {Continued)

S/d

0.55TCE-01
.3 780E+00
«3920E+00
.1420E +00
.8360E-01
.5330E-01
.3540E-01
.5580E-01
.3530E-01
.2320E=01
.6800E-01
.5100E-01
.5890E-01
.£220E-01
.5880E-01
.2320E-01
A4L20E-01
.T120E-01
.2710E-01
.2290E~-01
.5940E-01
4120E-01
.2190E-01
.34808-01
4 7808-01
.2030E-01
.2070E~-01
.3790E-01
.2900E-01
.1940E-01
.2380E-01
.31808-01
.2400E-01
.19L0E-01
.2220E-01
.227T0E-01
.2T00E-01
.1990E-01
.2120E-01
.2010E-01
.2230E-01
.1960E-01
.2120E-01
.1940E-01
.2340E-01
.2180E-01
.24h0E-01
.211C0E-01
.2000E-01

S/(2my, )*

0.6290E +02
. 2020E+03
.1070E+03
.4180R+02
.22L0E +02
.1730E+02
.2590E+02
L020E+02
.3110E+02
3 7hOE+02
.5990E +02
LPE0R 402
.1230E+03
.5T60R+02
L4920E+02
.3890E+02
.U390E 102
.5250E+02
5L420E+02
.2650E402
L7HOE+02
L4130E+02
.2760E+02
.3410E+02
.3550B+02
.29TOE+02
.2980E+02
.3000E402
.2920E+02
. 3000E +02
.3280E+02
.2620E+02
.3350E +02
.LOTOE+02
.28%0E+02
.2450E+02
.35108+02
.5500E+02
2T TOE+02
.3180E+02
.5290F +02
3LO0E+02
.3h20E+02
.38TO0E+02
5T750E+02
.3870E+02
<3930E+02
.4200E+02
L120E+02

* The values in this column correspond to a pressure of 1 mm Hg.

For sea level conditions the values must be divided by 760.



TABLE 2-7 {Continued)

WAVELENGTH, u S/d S/(2my  )*
4.02400 0.2090E-01 0.4160E+02
4.0%200 .3400E-01 .6320E+02
L .04%000 .25TOE-01. .LEBOE+02
4.04900 .2150E-01 .4190E+02
4.05700 .2260E-01 .LOQ0E +02
4.06500 . 2200E-01 -4O00E+02
4.07300 L9TORE-01 .7810E+02
4.08200 .3280E-01 .5280E +02
%.08900 .2200E-01 .3910E+02
4.09800 .2610E-01 . 3880E+02
4.10700 .49TOE-01 .T320E+02
4.11500 .9TO0E-01 . 1660E+03
4.12400 .2490E-01 .38T0E+02
4.12200 .23L0E-01 L160E+02
4.14100 .319CE~01 LT7TOE+02
4.14%900 .2T4OE-01 .38TO0E+02
4.15800 .2380E-01 .3TTO0E402
4,16700 .2560E-01 U810E+02
4, 17500 .5550E-01 .5820E+02
4, 18400 .4900R-01 .6110E+02
%.19300 .2T50E-01 .3910E+02
4.20200 .2800E-01 .3570E+02
4.21100 .2530E-01 .LO50E+02
4.21900 .5360E-01 L69TOE+02
4.22800 . 11T7OE+00 .20 TOE+03
4.23700 .3480E-~01 .3TO0E+02
4. 24600 .3360E-01 .3860E+02
4.25500 .2980E-01 .3360E+02
L.26400 .3190E-01 . 3LO0E4+02

* The values in this column correspond to a pressure of 1 mm Hg,
For sea level conditions the values must be divided by 760.
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Band and Limits

Total Absorption («A7 inu™)

TABLE 2-10. WIDE-BAND ABSORPTION OF CARBON DIOXIDE ¥

Remarks

15u;11.7 - 18.5u
10.4y and 9.4u
5.2u; 5.05 - 5.35u
4.8u;4.65 - 5.05u
4.3u;4.0-4.65u
2.7u;2.66 - 2.82u

2.0u;1.92-2.1u

1.64;1.62-1.664
1.4u;1.38-1.47u

-0.15 + 1.24 log w + 1.06 log p,

6.5 X 1075 w'?pls

2.715 X 10™ w'’? po37

0.051 + 0.063 log w + 0.058 log p,

-0.100 + 0.056 log w + 0.050 log p,

~0.126 + 0.078 log w + 0.067 log p,
-0.012 log w log p,.

+ 1.97X 10™ w'? po3*

-0.2144 + 0.0552 log w + 0.0456 log p,

1.61X 107 w'? ph3s
1.14 X 107° w'? pos!

NOTE: 1. All logs to the base 10.
2. w = atm-cm; p, = mm Hg.

Also see Refs. 29, 31
For data see Ref. 29
Also see Ref. 31
Also see Ref. 31
Also see Refs. 29, 31
w < 4 atm-km

w > 4 atm-km

Also see Refs. 29, 31

Total absorption < 0.02u
Total absorption > 0.02u

Also see Ref. 31
Also see Ref. 31
Also see Ref. 31
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Band and Limits

TABLE 2-11. WIDE-BAND ABSORPTION OF WATER VAPOR ¥

Total Absorption (aAP inu™)

Remarks

6.3u;4.75 - 8.Tu

3.2u; 3.08 - 3.57u
2.7u; 2.3 - 3.08u

1.87u;1.67 - 2.08u

1.38u;1.19-1.56u

1.14;1.05-1.19u
0.94u;0.89-1.00u

1.21 + 0.87 logw + 0.62 log p,

0.041 w2 po3
0.23 w'? p%3?

0.246 + 0.180 log w + 0.109 log p,

0.053 w'? p23

0.0445 + 0.0810 log w + 0.0505 log p,

0.0304 w'? p?3
0.0384 + 0.0875 log w + 0.0376 log p,

0.00375 w'? p?s
0.00335 w'?p9?7

NOTE: 1. All logs to the base 10.
2. w = pr-cm; p, = mm Hg.
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Questionable validity for
w < 0.001 pr-cm or

Pe < 10 mm Hg.

Also see Ref. 31

Also see Ref. 31

Valid for total absorption
< 0.15u

Valid for total absorption
> 0.15u
Also see Ref. 31

Valid for total absorption
< 0.097

Valid for total absorption
> 0.097
Also see Ref. 31

Valid for total absorption
< 0.067

Valid for total absorption
> 0.067
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FIGURE 2-12. Experimental Fit of Burch and Williams Data to Error Function Absorption at 2.7 Microns

By far the largest window extends from 8 to 14
microns. Elder and Strong®® and Streete®®4
have related the wide-band transmission in each
window to the amount of water vapor in the
path. Their data should be used with caution
sinceitis difficult to eliminate the effect of aero-
sol scattering (especially at wavelengths less than
5 microns) from absorption due to water vapor.
The transmittance inside a window region is
expected to vary as follows:

t=(1- C\/w)exp [(aw + §,X)] (2-57)
where

C = constant to be determined
a = continuum absorption coefficient due to
water vapor
w = amount of water vapor in the path
B, = aerosol scattering coefficient
(par. 2-4.3.1)
X = path length

The second term on the right hand side of Eq.
2-57 is due to the few water vapor lines that

may exist in the window and is only important
for short paths. The continuum absorption
coefficient «a is the sum of the contributions of
all the distant water vapor lines in the neigh-
boring bands and is a slowly varying function of
wavelength. The measurements of Ref. 39
clearly show the effect of the exponential in Eq.
2-57 and the exponential variation of transmit-
tance with w. Careful measurements in the 8- to
14-micron window have been performed in Refs.
40 and 41 to separate the effect of water vapor
absorption from aerosol scattering. A plot of «
in Eq. 2-57 vs wavelength A is shown in Fig.
2-13. Transmission curves in the 8- to 14-micron
window taking into account all these effects can
be found in Ref. 42. Recent unpublished meas-
urements by Burch indicate that absorption due
to water vapor in the 8- to 14-micron window is
strongly dependent on water vapor partial pres-
sure. Thus at altitudes above a few kilometers
where this partial pressure is down by an order
of magnitude as compared to sea level, absorp-
tion due to water vapor should be negligible.
This should apply also to the other windows.
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2-4.2.4.4 Equivalent Sea-level Path

The problem of atmospheric absorption is
complicated by the fact that in most cases the
paths considered are slant paths along which the

temperatures and pressures vary. The discussion.

and results in the previous paragraphs apply only
to the case of constant pressure and temperature
paths.

2-4.2.4.4.1 Equivalent-path Absorption Calculations

It is possible under certain conditions, how-
ever, to reduce a slant path through the atimos-
phere to an equivalent sea level path in which
pressure and temperature are constant. The
reduction can be easily justified if either the
weak line or the strong line approximation
holds?? . If the line intensities are not too
dependent on temperature, the results are as
follows:

(1) Weak Line Approximation:
The equivalent absorber content is w
given by

dh (2-58)
cos (

w= [

Path

where ¢(h) is the absorber concentration
(atm-cm km™ ), h is the altitude (km), and 6 is
the zenith angle. The absorptance will be given
by the first of Eq. 2-50.

(2) Strong Line Approximation:
The pressure and temperature corrected
absorber content in a slant path is defined by*?

- dh 27312
o= Jeow (22 s [705]" 69
and the average pressure in the path is

e W

p=- (2-60)

where p(h) is the pressure in atmospheres at
altitude A, T is the temperature in degrees Kelvin
and w is given by Eq. 2-58. Transmission
through a slant path can then be obtained from
any of the models discussed above (see the
second part of Egs. 2-50 and 2-56) either by
replacing w wherever it occurs by w, or by
replacing v by yp where v is the line half-width
at sea level.

To evaluate the integrals in Egs. 2-58 and
2-59, it is necessary to know {(h), T(h), and
p(h). A discussion of absorber concentration was
given in par. 2-4.2.2 and {(h) can be obtained
from Table 2-5. A typical temperature profile is
given in Fig. 2-9 and the pressure, which can be
assumed to decrease exponentially with altitude,
is given by

p =exp (- h/7.5), atmospheres

where h is in km and 7.5 km represents the
average scale length of the atmosphere,

In the case of the Goody model, it can be
shown®® that the absorptance is given by an
equation analogous to Eq. 2-54 which holds in
both the weak and the strong line limits.

a=1-exp]|- z‘z" s
d(l + -2)
TYp

where p is defined by Egs. 2-59 and 2-60, and w
by Eq. 2-58.

(2-61)

2-4.2.4.4.2 Equivalent-path Absorber Contents

A typical atmospheric measurement situation
is illustrated in Fig. 2-14, in which observer A, at
an altitude #;, views object B, at altitude #,,
along a slant path, at zenith angle §. The exact
calculations of absorber content along this path
are quite complex. There are certain simplifica-
tions however, which, for most problems, will
permit rapid estimates of absorber contents to
be made. If the zenith angle ¢ is less than 85
deg, the curvature of the earth can be ignored
and absorber contents estimated by dividing
vertical path contents by cos 6. Values for w
(uncorrected curve) and w (pressure-corrected
curve), for a vertical path extending from any
altitude to a point outside the earth’s atmos-
phere, may be obtained from Fig. 2-15 for any
gas with constant mixing ratios (CO,, CH,,
etc.). Values for w and w are given in atm-km
but may be converted to atm-cm by using Table
2-5. Water vapor w and wvalues can be obtained
from Fig. 2-16 for a dry model atmosphere and
a wet model atmosphere*® .

Another situation which lends itself to sim-
plified calculations involves slant paths near
horizontal and path altitudes which vary only
slightly (they can only occur for path lengths
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less than 100 km). In this case, for a uniformly

distributed absorber such as CO,,

w= woexp[—h/7.5]

and

w=w,exp[-2h/7.5)

where

(2-62)

(2-63)

h = path altitude, km
absorber content for the same path length
at sea level

S
tl

Absorber values w for ozone and water vapor
may be approximated from Figs. 2-7 and 2-9,
respectively. It should be understood, however,
that values for any actual problem can vary
considerably from those given in these figures.
Approximate values for w for ozone and water
vapor can be obtained by multiplying the w
values by exp (- h/7.5).

ZENITH ANGLE

_"-—'-v-_..___-‘

m

FIGURE 2-14. Geometrical Relation Batween Observer A and Object B
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2-4,2.4.5 Examples of Atmaspheric Transmission
Calculations

Problem 1: Compute the absorptance of CO,
at 2.7 microns along an atmospheric slant path
extending between 15 and 20 km altitude for a
zenith angle of 60 degrees.

Solution: The discussion of CO, transmission
(par. 2-4.2.3.3) indicates that for pressures less
than atmospheric and for appreciable absorption
(i.e., the strong line approximation) the error
function defines the transmission curve. In Fig.
2-12 just such a function is implemented using
2.7-micron, CO, transmission data obtained
from laboratory measurements. The problem is,
therefore, reduced to finding the appropriate
CO, path length.

The equivalent sea level paths w to be used in
the strong line approximation is given by Eq.
2-59. As discussed in par. 2-4.2.4.4.2, the w
values can be determined from the pressure
corrected curve in Fig. 2-15. Over a vertical path
between 15 and 20 km

w, = 0.068 - 0.018 = 0.05 atm-km

Since the path in question has a zenith angle of
60°, w for the path will be

w = Lﬂulcos 60° = 0.1 atm-km

Referring to Fig. 2-12, then, the absorptance of
CO, at 2.7 microns is 0.42. Alternatively, the
transmittance ¢ can be determined from the
band parameters for CO, listed in Table 2-6. At
2.7 microns, S/d equals 0.7 and
27 Yo/d = 4.93 X 10*. From the last column of
Table 2-5 w can be converted to atm-cm,
w=0.1 X 32 = 3.2 atm-cm. The argument of the
error function in Eq. 2-52 is

(2-64)
TS0 xpup= STXAIIXT0T, 64y 4,
= 0.42
Therefore,

t=1- erf(\/(m)
=(0.35

Problem 2: Determine the transmittance of
the atmosphere between 1.65 and 2.15 microns
over a 20-km path at an altitude of 10 km (no
clouds).

Solution: The broad band approximation of
Tables 2-10 and 2-11 provides the simplest
method of computation. (Tables 2-10 and 2-11
show that the 1.65- to 2.15-micron region
completely encompasses the 2-micron CO, band
and the 1.8-micron H; O band.) At 10 km, the
atmospheric pressure is 200 mm of Hg, the CO,
path length is given by Eq. 2-62; the path can be
transformed into atm-cm by means of Table 2-5.

w = 20exp (-10/7.5) = 5.28 atm-km
=5.28 X 32 =169 atm-cm

These values are used in the approximation in
Table 2-10 to determine the total absorption

«Ap =1.97X 10~ w2 (p,)°
= 1.97 X 10~ (169)2 (200)°%°
= 0.0202 micron™

This value for aA# is sufficiently close to the
absorption limit of 0.02 micron™ wherein this
approximation is valid, thereby, making this an
acceptable value.

The mean water-vapor content for a 20-km
path at 10 km is determined from Fig. 2-9 as
as 0.022 pr-cm and from Table 2-11

@AP = 0.053 (0.022)'2 (200)°3
= (0.0385 micron™

Since «A7 is smaller than 0.097 and, therefore,
in the range of the approximation used, it is
acceptable. Phe total absorption for the two
bands is 0.0385 + 0.0214 =~ 0.060 micron. The
transmittance for the 1.65- to 2.15-micron
region is thus

. 0060 _
t=1-G15-165) 088

2-4.3 SCATTERING

As a beam of radiation traverses a medium, it
is attenuated by scattering processes as well as
the absorption processes previously discussed.
Scattering occurs whenever a scattering center
(drop of water, particle of dust, molecule, etc.)
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causes the spatial redistribution of the radiation
incident on it. Scattering processes which occur
include: (1) nonresonant scattering by bound
electronic or molecular systems, (2) diffraction
of radiation by the scattering centers,(3) reflec-
tion of radiation from the surface of the scat-
tering centers, and (4) refraction of radiation
through the scattering center. The first two
processes deal primarily with scattering centers
that are small compared to the incident radiation
wavelength, while the second two processes are
applicable to large scattering centers. The two
general categories of molecular scattering and
aerosol scattering are discussed in this paragraph.

2-4.3.1 Scattering Coefficient

The scattering coefficient is related to atmos-
pheric transmission in the following manner.
Neglecting all absorption processes, transmission
t(\) defined as the ratio of the transmitted
radiation intensity to the incident radiation
intensity over a path length X is given by

t(A) = exp [-8; (A1) X] (2-65)

where §,(h,A) is the total scattering coefficient.
The total scattering coefficient 8; depends on
the altitude # and the radiation wavelength X. It
can be considered as the sum of the two separate
scattering coefficients, 8, (h,A) the molecular,
scattering coefficient, and 8,(h,\) the aerosol
scattering coefficient. Since molecular scattering
deals with light scattered by particles much
smaller than the radiation wavelength, the Ray-
leigh scattering theory is used to determine the
value of g _ . However, aerosol scattering which
involves scattering particles that may be com-
parable in size to the radiation wavelength
follows the Mie theory*®,

The molecular scattering coefficient g is the
product of the Rayleigh scattering cross section
0 and the number density of molecules M. A
table of M for various altitudes is given in Ref.
47. The scattering cross section o is given by

(6+36'
6 - 75

n, = index of refraction of air at STP
M = molecular number density at STP, cm™

8 (nl-1)?
I M2

(2-66)

Or =

where
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A = wavelength of the radiation, cm
& = depolarization factor for the medium

The most recent depolarization data (a table
of & is given in Ref. 53) gives a value of 0.035.
Due to the A ™ dependence, molecular scattering
becomes negligible compared to aerosol scattering
for wavelengths greater than approximately 1
micron®,

Theoretically, aerosol scattering can be cal-
culated by means of the Mie scattering theory
in the following manner:

The aerosol scattering coefficient 3, is given
by*

r

BalA ) = Trf max"’M(h,r)K(x,n)dr

(2-67)
where

r = particle radius, cm
M(h,r) =number density of particles at altitude
h as a function of r, cm™
K(x,n) = efficiency factor defined as the ratio
of scattering cross section to geometri-
cal cross section
x =size parameter defined as the ratio of
the circumference of the particle to
the wavelength of the radiation
n = index of refraction of the particles

The value of M(h,r) is discussed in Refs. 48, 49,
and 50. The value of K(x,n), given by the Mie
theory®, is the exact mathematical solution to
an infinite, plane, monochromatic, electromag-
netic wave scattered from a perfect sphere of any
radius and any index of refraction. Since K(x,n)
is a very complex function, this integral is
generally not evaluated (Ref. 16 is an exception).
Assuming that the size distribution of the par-
ticles remains constant with altitude®, an experi-
mental approximation for determining 8,(h,A) is
given by

Ba(hN) = Bal0) i)

(2-68)

where

B.(0,)) = scattering coefficient at sea level, cm™!
M(h) = aerosol number density at altitude A
M(o) = aerosol number density at sea level
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Since both 8,(o,A) and %EZ; depend on the
geographical and meteorological conditions, only
representative values of 8,(h,\) are determined
and some general trends noted. A representative
value of B,(o,A), derived from data given in
Ref. 48 for a clear atmosphere (meteorological
range = 25 km), is given by

B.(0N) =0.124 X% km ™! (2-69)

where A is in microns. This wavelength depend-
ence of B, is only applicable for wavelengths
less than 2.3 microns and meteorological ranges
greater than 9 km. For wavelengths between 2.3
and 10 microns, the wavelength dependence
seems to disappear. Beyond 10 microns, the
scattering coefficient decreases with wavelength®,
The constant, 0.124, increases as the meteorolog-
ical range decreases (par. 2-4.3.2). For a light fog,
the value of the scattering coefficient is about 0.7.

Representative values of the normalized aero-
M(h)

can be determined

from experimental data found in Ref. 52 for a
clear atmosphere and are shown as a function of
altitude in Fig. 2-17.

sol number density

As an example, for A = 2 microns, §,(0,2) =
0.092 km™!. At an altitude of 5 km

Mn) -
(o) 3 X 1072
Therefore,

8,(5,2) = 2.76 X 10~ km™,

For comparison, the molecular scattering
coefficient is calculated from Rayleigh’s theory
of scattering under the same conditions. Here,
the molecular number density M at 5 km is
1.563 X 10" em™ and the index of refraction n is
1.0002729 for A = 2 microns®. Therefore, since
M= 2547 X 10" cm™,

- 8 7* (5.46 X 107*)? (6.105)
bm = (@)X 10°)%2.55x 1077 \5.755) (1:58% 10%)

=3.86X 10 ¥¢m™?
=3.86X 107 km™

Since molecular scattering is negligible com-
pared to aerosol scattering (and ignoring absorp-
tion) the transmission t(A) over a 10-km path X
at 5-km altitude is given by, Eq. 2-65,
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tn) = eXp[— BaX]
=exp|- 0.028]
= 97%

2-4.3.2 Meteorological Range

Meteorological range is defined as a 2 percent
contrast between a distant nonreflecting, non-
emissive target and the horizon sky. Contrast is
the absolute difference in sky and target inten-
sities divided by their sum. The condition of 2
percent contrast corresponds to the average
person’s capability for distinguishing a large
black object from the horizon sky. The meteoro-
logical range R, can be further defined as

_39

B,
which relates the meteorological range R, in
km to the scattering coefficient 8,inkm™ (Ref. 1)
Thus, meteorological range is a convenient
parameter to describe atmospheric scattering in
the visible region.

{2-70)

R,

2-4 3.3 Atmospheric Scintiliation

Localized as well as large-volume inhomogene-
ities in the index of refraction of the atmosphere
will affect a beam of radiation passing through
the atmosphere. Small or localized variations in
the refractive index cause portions of the beam
to be refracted away from the direction of the
main portion of the beam. These small index
variations also affect the wavefront (cross-
sectional relative phase) of the propagating
radiation. Large scale variations in the atmos-
pheric index of refraction cause the entire beam
to be refracted.

The spatial variations of atmospheric index of
refraction, caused by atmospheric temperature
and pressure gradients, fluctuate in time and
space. This condition of a turbulent inhomoge-
neous atmosphere causes intensity fluctuation as
well as angular variation in a collimated beam of
light propagating through it. This time variation
in intensity of the received beam is termed
scintillation, while the degradation of the image
formed with the received radiation, due to the
angular variation, is termed image dancing.
Perhaps the two most common manifestations
of these atmospheric effects are the blurring of
stellar images and the propagation and detection
of laser beams.

The angular deviation of starlight due to its
passage through the atmosphere causes a blur-
ring of the telescope image of that star
(independently of the optical resolution of the
telescope itself). This phenomenon of image
dancing is evident when high-resolution optical
systems are used and long atmospheric paths
exist. Short exposure times tend to improve
image quality by “freezing” the temporal fluc-
tuations of the atmosphere. With this technique,
an image may be shifted from the optical axis of
the imaging system or possibly distorted but the
image blur will be reduced. The effects of
atmospheric turbulence on the formation of
images of exo-atmospheric objects can also be
minimized by operating at high altitudes so that
the atmospheric path is reduced. Also, atmos-
pheric turbulence is diminished at night when
thermal gradients are less pronounced. The
atmospheric limitation to optical resolution of
exo-atmospheric objects is about 1 sec of arc®*.

In addition to image dancing, the intensity of
received radiation will fluctuate as inhomogene-
ities of the atmospheric index of refraction bend
portions of the radiation away from the finite
collecting aperture. The larger the collecting
aperture, the less will be the relative effect of
atmospheric scintillation. Fig. 2-18 illustrates
the dependence of stellar intensity scintillation
on aperture size®’ .

A detailed theoretical analysis of wave propa-
gation in the turbulent atmosphere can be found
in Ref. 52. The degradation of images by the
atmosphere and the restoration of such images is
thoroughly treated in Ref. 56.

These same atmospheric turbulence effects
also cause destructive interference to take place
within a collimated laser beam as it propagates
through the atmosphere®” and, therefore, intro-
duces an intensity modulation on the beam.
Here, atmospheric index of refraction heteroge-
neousness disturbs the wavefront of a propa-
gating laser beam so that some portions of the
beam interfere with other portions. Therefore,
instead of receiving a beam whose cross section
has a uniform intensity, the beam is spatially
broken up into many filaments of light’® . These
filaments vary in intensity and position with
time so that the energy received depends on
exposure time and on the size of the collecting
optics, i.e.,, on the amount of temporal and
spatial integration of the received energy. If
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integration time is short (or if a short pulse of
energy is to be received), turbulence may break
up the beam so that no energy is incident on the
receiver. The temporal fluctuation of laser
energy received over a 90-mile atmospheric path
by a 3-in. aperture is depicted in Fig. 2-19%° .
This amplitude modulation due to atmospheric
turbulence must be considered when attempting
to detect information carried as an amplitude
modulation on a light beam.

Since atmospheric turbulence distorts the
phase of a propagating wave, a receiving system
employing heterodyne detection of an optical
signal will also be adversely affected by turbu-
lence (heterodyne detection is discussed in Chap-
ter 3). If there were no atmospheric turbulence,
a plane wavefront would be received, and the
signal-to-noise ratio would increase in proportion
to the amount of energy collected. However,

RELATIVE INTENSITY FLUCTUATICN
&
w
|

since heterodyne detection depends on a definite
phase relation between the signal and local
oscillator beam, the random phase distortion of
the signal beam caused by atmospheric turbu-
lence increases the noise in the heterodyne
process. The smaller the collecting aperture, the
more uniform the phase of the radiation across
it; therefore, increasing the diameter of the
collecting aperture d beyond a critical diameter
d, results in very little improvement in the
signal-to-noise ratio®®. Fig. 2-20 illustrates the
dependence of d, upon wavelength A and
altitude h of the collecting aperture for hetero-
dyne detection of coherent exo-atmospheric
radiation. The scale on the left ordinate of Fig.
2-20 pertains to nighttime conditions, while the
scale on the right pertains to daytime conditions.

Ref. 61 contains the results of an intensive
survey of the literature dealing with scintillation.

12 15 18

APERTURE (in.)

FIGURE 2-18. Scintillation vs Telescope Aperture
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2-5 TRANSMISSION OF INFRARED RADIA- electromagnetic wave phenomenon. The spec-
TION THROUGH OPTICAL MATERIALS  trum of infrared radiation is between the visible

Infrared radiation can be described as an  and microwave regions. (See Fig. 2-21.)
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FIGURE 2-21. The Elsctromagnetic Spectrum
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25,1 MAXWELL'S EQUATIONS

Electromagnetic waves are described mathe-

matically by Maxwell’s Equations®2:63:64
These equations are
vV:D =p (2-71)
VXH=J+%?~ (2-72)
v xE =32 (2-73)
t
VB =0 (2-74)
where
D=¢, E+P = ¢E (2-75)
H=1B M= (276
Mo M
and

D = displacement (vector),
coulomb meter ?(C-m™)

P = polarization (vector),
coulomb meter~2(C-m™)

E = electric field (vector),
volt meter™ (V-m™')

B = magnetic induction (vector),
weber meter? (Wb-m™2)

M = magnetization (vector),
weber meter2 (Wb-m™2)

H = magnetic field (vector),
ampere-turn meter™'

J = electric current density (vector),
ampere meter2 (A-m™?)

¢ = charge density (scalar),
coulomb meter™ (C-m™)

£o = permittivity of free space (scalar)

=107 farad meter™ (F-m™)
4nc?
1o = permeability of free space (scalar)
= 47 X 107" henry meter! (H-m™)
speed of light

©
o

2.998 X 10® meter sec™ (m-sec™)

The Lorentz force F on a charge g, movi..,
with velocity v, is given by
F=qg(E+vX B) (2-77)
where

F = force (vector), newton = kilogram-meter
second?(N = kg.m-sec™)

q = charge (scalar), coulomb (C)
v = velocity (vector), meter second™ (m-sec™)

For a medium with no free electrical charges,
p = 0 and J = 0. Thus Egs. 2-71 through 2-74
reduce to

v.-D =0 (2-78)
VXB = pe %—f— (2-79)
VXE = - —g—tl-’— (2-80)
VB =0 (2:81)

2-6.2 UNITS

Maxwell’s Equations in par. 2-5.1.1 are in
“rationalized mks units”. Other systems of units
are possible and, of course, all give the same
physical results. The other popular system is
Gaussian units. In Gaussian units, Egs. 2-71
through 2-77 are written as

v-D = 4ap (2-82)
vxH-2g4l %—Itl (2-83)
VXE=2 B (2-84)
vV.B =0 (2-85)
D=E + 41P = ¢E (2-86)
H=B- 4rM= . B (2-87)
F= qE+ %ux B) (2-88)

The conversion between the units for the various
quantities is given in Table 2-12.
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TABLE 2-12. CONVERSION TABLE OF PHYSICAL QUANTITIES

PHYSICAL QUANTITY SYMBOL RATIONALIZED MKS GAUSSIAN*

Capacitance C 1 farad (F) =9X 10" cm

Charge q 1 coulomb (C) = 8 X 10° statcoulombs

Charge density p 1Cm™ =3 X 10*statcoul cm™

Conductivity g 1 mhom™! =9 X 10° sec™!

Current i 1 ampere (A), (Csec™) = 3 X 10° statamperes

Current density J 1Am™? = 3 X 10° statamp em™

Displacement D 1Cm™ =127 X 10%statvolt em™
3 X 10°statcoul em™

Electric field E 1volt m ' (Vm!) =1/3 X 107 statvolt cm™

Energy w, U 1 joule (J) =107 ergs

Force F 1 newton (N) = 10° dynes

Inductance L 1 henry (H) =1/9 X 10~" stathenry

Length l 1 meter (m) = 10? centimeters (cm)

Magnetic field H 1 ampere-turn m™ =47 X 107 oersted

Magnetic flux ¢, F 1 weber (Wb) = 10® gauss cm? (maxwells)

Magnetic induction B 1Wbm™ = 10* gauss

Magnetization M 1Wbm™ = 1/4n X 10* gauss

Mass m 1 kilogram (kg) = 10’ grams (g)

Polarization p 1Cm™? = 3 X 10°statcoul cm™
127 X 1035 (statvolt ecm™)

Potential P,V 1 volt (V) = 1/300 statvolt

Power P 1 watt (w) =107 ergs sec™

Resistance’ R 1 ohm =1/9%X 10" sec cm™

Time t 1 second (sec) =1 second (sec)

Work 14 1 joule (J) = 107 exgs

*¥Except for exponents, all factors of 3 should be replaced by 2.937330 = 0.000003 for accurate work.

2.5.3 BOUNDARY RELATIONS

In solving electromagnetic problems, it often
is necessary to relate vectors in medium 1 with
vectors in medium 2 across an interface with
normal n. These can be derived from Egs. 2-71
through 2-74 or from Egs. 2-78 through 2-81.
For uncharged media, the relations are

(EQ'E])X n=0
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(2-89).

(D,-D,)n=20 (2-90)
(H,-H,)X n=0 (2-91)
(B;-B;)n=0 (2-92)

For media with free charges present, an
unusual case for infrared work, the charges at
the interface, both moving and static, affect the
boundary relations. The relations are



(E:-E, )X n=0 (2-93)
(D;-Dy)yn=o0 (2-94)
(H;-Hi) X n=Jg (2-95)
(B:-B,)n=0 (2-96)

where ¢ is the surface charge density and Js is
the surface current density at the interface.

254 PLANE WAVES

To see the wave nature of Maxwell’s Equation,
substitute Eq. 2-79 into the curl of Eq. 2-80 thus
obtaining

- 3’
VX (VX E)=-ue Y (2-97)
In one dimension, this is easily seen to be
_2E B
ax? A YE (2-98)

which is a wave equation with propagation
velocity 1A/ ue .

The plane wave solution to Eq. 2-98 is

E = Ejetx-iot (2-99)
where
k = %= View (2-100)

N

~
]

By analogy, in three dimensions the plane
wave solutions of B and E are:

E(x,t) = € Ejei*™= -ivt (2-101)
B(x,t) = €,B,e*x vt (2-102)

where €, and €, are the unit vectors denoting
the polarization. Substituting Egs. 2-101 and
2-102 into Eqgs. 2-78 and 2-81 gives

€;° k= 0, €’ k=0 (2‘103)

Thus E and B are transverse waves, i.e., their
polarizations are normal to the direction of
propagation k.

Substituting Egs. 2-101 and 2-102 into Eq.
2-80 gives

JI(RX € E- weB]ei*=-ivt =0 (2-104)
Thus
E >;e L3 R (2-105)

and

B ——EO

VEEs

Eq. 2-105 says that €,, €;, and k are mutually
perpendicular.

(2-106)

2.5.,5 POYNTING VECTOR

The Poynting vector S is essentially the energy
flux. In an unchanged medium,

S= EXH* = % EXB* (2-107)
where * denotes the complex conjugate. Sub-
stituting Eqs. 2-101 and 2-102 gives

1 1 k

S== X EyBy ==E\By~ 2-10

p(fl €:) EyB, g ooy ( 8)

Thus, the time average value S of Sis
S = EoBo = /— B (2-109)

Note that since S is power per unit area and E,

is in volts per unit length, i‘i is an impedance.

2.5.6 REFRACTIVE INDEX

The index of refraction » is the ratio of the
speed v of waves propagating through a real
material relative to the speed ¢ of waves prop-
agating through free space. Thus

(2-110)

In a slightly conductive medium, the electro-
magnetic waves are damped due to joule heating
of the medium. To show this, Egs. 2-101 and
2-102 are rewritten as:

E(x,t) = g e E,elanz-iut (2-111)
B(x,t) = e;efn® Byelamx-iut (2-112)
where r is a unit vector in the direction of k, and
k=a+jp (2-113)

Using Ohm’s Law,
J=cE (2-114)

for isotropic media, and substituting it into
Eq. 2-72, one can solve Egs. 2-71 through 2-74
with p = 0 to get

[R2- (new?+ juow)|E=0 (2-115)
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Thus
2 = 2 s = 2 __9_
k (pew*) + j(uow) = pew (1 + ]ew)'
(2-116)
Therefore
2 1/2
1+ () e
?';2: UEW 5
(2-117)

Sometimes, the index of refraction is con-
sidered the complex quantity. The index of
refraction is then written as

n(1-4x)==(a+jp) (2-118)

where « is the absorption index. Therefore

n= o c~/ue 5
o (2-119)
= _ﬁ = ec;
4
1Ho5) +1
(2-120)

2.5.7 SNELL'S LAW

Consider light incident at an angle i upon an
interface of two media, 1 and 2, with the incident
light being in medium 2. (See Fig. 2-22.) For the
incident light, both the E; vector and the B;
vector vary as

E o ik xj-iwt (2-121)
B;
Similarly, the refracted light varies as
(2-122)

Er —~ ejk,.'x,. —jwt
B,

Taking the x-direction parallel to the interface,
the y-direction also paralle! but normal to the
direction of incidence, and the z-direction normal
to the interface, then Egs. 2-121 and 2-122 can
be written explicitly as
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gl} ~ exp[j—‘%z (x sini+ zcosi)- jwt] (2-123)

i

E. .
B}~ Pl xsinr 4 zo0sr) - juod] (2124)

At the interface z = 0, the incident vectors and
the refracted vectors must have the same phases.
(Otherwise the boundary relations, Egs. 2-89 to
2-92, could not possibly be satisfied everywhere
on the interface.) Therefore

sini _sinr, (2-125)

|25 Uy

Rewriting Eq. 2-125 in terms of n, and n, gives
Snell’s Law:

sini _ny

= (2-126)
smr N2

If sin i > n,/n,, thensin r > 1 which cannot be.
Therefore, for sin i > 7n, /n, there is no refracted
light beam. This is called total internal reflection.

2-5.8 REFLECTION COEFFICIENT

In the notation of par. 2-5.7, the reflected
vectors are of the form
E,
B".,}"‘ eXP[f‘—J’; (xsini - zcosi')- jwt] (2-127)
At z = 0, this expression must match Eq. 2-123.
Thus

=i (2-128)
To find the amplitudes of reflected vectors E;/
and B, the boundary relations, Eq. 2-89 to
Eq. 2-92, must be used. There are two distinct
cases that must be considered; when the electric
vector E; of the incident light is (1) in the plane
of incidence, and (2) perpendicular to the plane
of incidence. Fig. 2-22 is drawn in the plane of
incidence.

The results are 2% ;

(1) E,; parallel to the plane of incidence:
%j.) sin 2i - sin 2r

sin 2r + ( ‘—ii) sin 2i
M

E, \/
=
E; 2

£y oL
E;

(2-129)
Mo €2 sin 2i

Hi€t ginor + (—ZJ) sin 2i
1

(2) E; perpendicular to the plane of incidence:



1- uo tani
Ey _ wy_tanr
E; 14 K tan ?
1’3 tanr
E __ 2 (2-130)
E,‘ 12 tant
1+
u; tanr

The B vectors can be obtained from Egs. 2-105
and 2-106 for each medium.

In general, for infrared optical materials,
4a = p,, le., infrared materials are usually non-
magnetic. Then Egs. 2-129 and 2-130 reduce to:

(1) Case 1:

E"' — tan (i - r)

E; tan (i +r)

E, _ 2cosisinr

E;, sin (i + r)cos(i- r) (2131)
(2) Case 2:

Ey _ _sin(i-7) ’

E; sin (i +7)

E, _ 2cosisinr

E, sin G+ r) (2-132)

For normal incidence, i = r = 0. Then both

cases reduce to

E; N1~ M2 E 2n
b = ) o= 2-133
E, 1+ M E; M+ M ( )
where the incident light is in medium 2.
The reflectivity p is defined as
- S/_(EY
p= Si (E, ) (2'134)

Thus, for u,=u,,
_ _tan’(i-7) ,

7
i tan?(i+r) 1

—
= S 1) (9.135)

sin®(i+r)

For unpolarized light, i.e., light with an equal
probability per unit time of E; being parallel or
perpendicular to the plane of incidence,

_1 .
p=g (o 2-136

I
If Eq. 2-135 is substituted into Eq. 2-136, then
Eq. 2-136 becomes the Fresnel formula for
reflectivity.

+p
l)

For normal incidence, i = r = 0. Thus from
Eq. 2-133,

= (m —m)’
m+n

2-5.9 BREWSTER'S ANGLE

(2-137)

There is the possibility of incident light being
refracted with no reflected wave. From Eq. 2-131
it is clear that

Ey

“—=0fori+r=n/2

E, (2-138)

for incident light with the electric vector E;
parallel to the plane of incidence. This particular
angle of incidence is called the Brewster’s angle
ig. From Snell’s Law, Eq. 2-126, the Brewster’s

angle is
ip =arctan ™!
N2

Since at { = i the parallel component is
entirely transmitted, the reflected component
must be entirely perpendicular. Thus, reflection
off a surface at the Brewster’s angle is a means of
obtaining linearly polarized light, or light with
the electric vector E;, in a single, fixed direction.

(2-139)

25,10 POLARIZATION

A light wave is linearly (or plane) polarized if
the end of the electric vector moves in a straight
line (the electric vector moves in one plane).
A light wave is circularly (elliptically) polarized
if the end of the electric vector moves in a circle
(ellipse). If, when looking along the direction of
propagation from a fixed point in space, the
electric vector rotates clockwise it is right-handed;
if counterclockwise, then it is left-handed.

This is described mathematically by separating
the electric vector into components as

E = (Ee +Ee )el*=ivt (2-140)
where
=1 ,
€= \/—? (€ 2je;) (2-141) .

and €, €, are orthogonal and perpendicular to
€3 = g, the direction of propagation of E. The

standard types of polarization then are
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linear: E=E_
right circular: E=0
left circular: E=20
right elliptic: E<E_
left elliptic: E< E,

2.5.11 ANTI-REFLECTION COATINGS

In par. 2-5.5 it was noted that\/g had the

dimensions of an impedance. With this analogy
to transmission lines established, one can insert a
quarter-wave matching section between the two

MEDIUM 2

media of Fig. 2-22 and obtain a proper imped-

ance match with no reflections. The three
impedances are
= E_Z =\/—E— =\/_E. i\
m= /2 = S = B (2142)
To be correctly matched,
Na=/ M2 (2-143)

The quarter wave refers to one-quarter wave-
length in medium 3.

This approach is discussed in Ref. 63, Chapter
7.

MEDIUM 1

Hys €55 Ty 1)

'r—lli ell n13 Kl

INTERFACE

FIGURE 2-22. Incident, Refracted, and Reflected Light Beams at the Interface of Two Media (drawn in the plane of

incidence)
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2-6.12 DIELECTRIC WAVEGUIDES AND CAVITIES

For most applications, the sizes and/or toler-
ances of the boundaries of the media through
which the infrared light is propagating are, in
general, large compared to the wavelengths of
the light. Two important exceptions are dielec-
tric waveguides {optical fibers) and laser cavities.

Infrared light propagates down a dielectric
waveguide by internal reflections off the outside
surface of the dielectric fiber. This requires a
nonabsorbing dielectric with a high index of
refraction. The nonabsorbing characteristic is
required so that the transmission will be high.
The high index of refraction is needed so that
the light must hit a surface at a small angle to
the normal in order to escape.

If two dielectric waveguides are placed within
about one wavelength (in the external medium)
of each other, then there will be radiative
coupling and energy will be lost from one fiber

to the other. In optical fiber imaging devices,
this is one source of optical crosstalk.

The study of dielectric waveguides is basically
by analogy with conventional waveguides. Max-
well’s Equations are solved subject to the bound-
ary conditions of the guide. Nodes are deter-
mined, propagation modes numbered, etc. Ref.
62, Chapter 8, contains a good introductory
discussion.

In a relatively short length of dielectric
waveguide, if the ends are reflecting, then the
guide becomes a dielectrie, or optical, cavity.
Optical cavities form the resonant circuits of
lasers.

2-5.13 SPECTRAL TRANSMISSION
OF OPTICAL MATERIALS

Typical spectral transmission curves for rep-
resentative, useful IR optical materials are shown
in Fig, 2-23. Additional information on these
and other materials is given in Fig. 2-24.
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2.6 SOURCES OF NATURAL RADIATION
2:6.1 BACKGROUND RADIATION

Background radiation can be due to self-
emission and reflected or scattered radiation
from terrain, sea surface, the atmosphere, and
atmospheric objects (aerosols) or celestial
objects, or it can be due to various combinations
of these.

The gross features of background radiation
from earth, air, and sea sources are shown in an
idealized fashion in Fig. 2-25. Below 3 microns,
the background is dominated by reflected and
scattered solar radiation, In this region then, the
spectral distribution of radiation will approxi-
mate that of a 6000°K blackbody, and the
actual radiance will depend upon the reflection
and scattering properties of the particular back-

2-68

ground. Beyond 4.5 microns, the background is
dominated by thermal emission from earth and
air objects (near 300°K). Between 3 and 4.5
microns, background radiation is at a minimum.
The radiance of the earth beyond & microns, as
seen from a balloon at 37 km, is shown in Fig.
2-26. Atmospheric effects are seen to have a
strong influence on the shape of the radiance
curve beyond 5 microns. The radiance is larger
in the atmospheric window (8 to 14 microns)
than in the atmospheric absorption bands at 6 to
15 microns. This is because the earth is warmer
than the surrounding atmosphere; therefore,
emission from the atmosphere in its strong
emission bands (at 6- and 15-micron bands) is
weaker than emission of radiation from the
earth, which escapes with hardly any attenua-
tion in the 8- to 14-micron window.
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2-6.1.1 Terrain

Terrain radiation in the daytime and at
wavelengths shorter than 4 microns is dominated
by sunlight and by the reflectivity of the objects
constituting the terrain. The reflectivity of
background objects at wavelengths shorter than
3 microns ranges from 0.03 (bare ground) to
0.95 (fresh snow)®5'¢® . Beyond 4 microns the
radiation from the terrain is dominated by
terrain self-emission which depends on the tem-
perature of the terrain objects and on their
emissivities. Table 2-13 lists emissivity and re-
flectance values of some typical background
objects in the IR®® . This table clearly shows
that most terrain objects beyond 3 microns will
have an emissivity larger than 0.8. Table 2-14
lists infrared emissivities of snow and ice
particles®® . In the daytime the temperature of
the background objects is related to their optical
properties in the visible and IR regions (6 to 15
microns), their thermal contact with the air, and
their heat conductivity and capacity®® . Assum-
ing that the maximum irradiance of a back-
ground object due to sunlight is 0.10 w cm™,
and that the background object is a perfect
absorber in the visible and a perfect emitter in
the IR, the object can be expected to reach a
temperature of 90°C. In reality since few objects
face directly into the sun and because of heat
conduction in the body and thermal contact
with the surrounding air, a maximum tempera-
ture of 50°C is not at all unusual. Assuming that
the surrounding air temperature is 15°C, the
expected maximum contrast of a background is
shown in Fig. 2-27. (The contrast can be
somewhat greater in the 8- to 12-micron window
where an object with high reflectivity and,
therefore, low emissitivity would reflect the cold
radiation from the sky but make no thermal
contribution of its own.) The cooling rate of
background objects at nighttime will depend on
their heat capacity, heat conductivity, thermal
contact with the surrounding air, IR emissivity
in the 8- to 12-micron band, atmospheric humid-
ity, and cloud cover®®"™ | In a very dry location
when there is no cloud cover, all the thermal
radiation in the 8- to 12-micron band will be
radiated into space and objects will cool down
rapidly. Vegetation which is in close contact

with the surrounding air, and water surfaces
(lakes, rivers, ocean) which have large heat
capacities will radiate fairly evenly during the
day and night. Fig. 2-28 shows typical diurnal
variation in radiance from various terrain back-
grounds” . Daytime spectral radiances from 1 to
6 microns of various terrain features” are
shown in Fig. 2-29, which also shows a large
spread in radiance values at wavelengths shorter
than 3 microns where scattering of solar radia-
tion predominates. Beyond 4 microns the radi-
ance values of the various terrain features differ
little. Concrete and a brick wall have a higher
temperature than grass and radiate more at
wavelengths longer than 4 microns. At wave-
lengths shorter than 3 microns snow is an
excellent scatterer of solar radiation and gives
the highest radiance values while grass, on the
contrary, has the smallest refiectivity to sunlight
at wavelengths shorter than 3 microns and yields
the smallest radiance values.

Relative radiance measurements are often of
more importance to system designers than the
measurement of radiance itself. Of particular
importance, will be to know the times during
the day and night when the spectral radiances of
different terrain features are identical, and when
contrasts are therefore at a minimum. These
times are called crossover times. Measurements
of crossover times of various terrain features
considered two by two have been made and
these times are found to vary widely depending
on the objects considered”™ . Several examples
are presented in Figs. 2-30, 2-31, and 2-32.
Contrasts in the spectral region extending be-
yond 4 microns are at a minimum on very
cloudy and on rainy days.

What is considered as a background or as
terrain to one person may be considered as a
target or a field of operations to another. It is,
therefore, not surprising that a considerable
amount of measurements and information on
the infrared radiance of terrain is classified.
Among this classified information are infrared
photographs of terrain during the day and night
at low and high altitudes, studies of the diurnal
and seasonal variation of radiation from terrain,
and studies of the seasonal dependence of the
crossover points’®73-79
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FIGURE 2-29. Daytime Spectral Radiance of Miscellaneous Targets
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TABLE 2-13. REFLECTANCE p AND EMISSIVITY ¢ OF COMMON TERRAIN FEATURES*

0.7-1.0uy 1.8-2.7u 3-6u 8-13 u
Green Mountain Laurel p= 044 €= 084 e= 090 e= 0.92
Young Willow Leaf (dry, top) 0.46 0.82 0.94 0.96
Holly Leaf (dry, top) 0.44 0.72 0.90 0.90
Holly Leaf (dry, bottom) 0.42 0.64 0.86 0.94
Pressed Dormant Maple Leaf (dry, top) 0.53 0.58 0.87 0.92
Green Leaf Winter Color — Oak Leaf (dry, top) 0.43 0.67 0.90 0.92
Green Coniferous Twigs (Jack Pine) 0.30 0.86 0.96 0.97
Grass — Meadow Fescue (dry) 0.41 0.62 0.82 0.88
Sand — Hainamanu Silt Loam — Hawaii 0.15 0.82 0.84 0.94
Sand — Barnes Fine Silt Loam — So Dakota 0.21 0.58 0.78 0.93
Sand — Gooah Fine Silt Loam — Oregon 0.39 0.54 0.80 0.98
Sand - Vereiniging — Africa 0.43 0.56 0.82 0.94
Sand — Maury Silt Loam — Tennessee 0.43 0.56 0.74 0.95
Sand — Dublin Clay Loam — California 0.42 0.54 0.88 0.97
Sand — Pullman Loam — New Mexico 0.37 0.62 0.78 0.93
Sand — Grady Silt Loam — Georgia 0.11 0.568 0.85 0.94
Sand — Colts Neck Loam — New Jersey 0.28 0.67 0.90 0.94
Sand — Mesita Negra — lower test site 0.38 0.70 0.75 0.92
Bark — Northern Red Qak 0.23 0.78 0.90 0.96
Bark — Northern American Jack Pine 0.18 0.69 0.88 0.97
Bark — Colorado Spruce 0.22 0.75 0.87 0.94

* Estimated average values of reflectance p, or emissivity e, = 1 - p.
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TABLE 2-14. TOTAL EMISSIVITY OF SNOW AND ICE PARTICLES

MATERIAL TEMP, °F EMISSIVITY MEASTR ST

Snow
Fine particles similar to frost

particles in size.
(1) Depth 3/8 in. on aluminumfoil 11.5-19.5 0.825 20
(2) Depth 3/8 in. on aluminum foil 15 -19.5 0.820 9
Ice
Plane sheet 1/16-in. thick 8.5 0.964 2
Artificial 0.8-18.9 0.97 10
Coarse particles 1/32-in. diameter

(approx) granular snow 13.0-21.0 0.887 12
Artificial ice crushed and refrozen

particle size approx 1/16-in. diameter 12.9 0.950 4
Frost
Fine 0 -200 0.985 —
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2-6.1.2 Sea

The gross features of the spectral radiance
curve for the sea background is similar to the
background spectrum shown in Fig. 2-25. Be-
yond 4 microns the radiation is due to thermal
emission and, because of the opaqueness of
water®® | the effective blackbody temperature
will be that of the first few millimeters of the
sea surface. The emissivity of the sea is substan-
tially unity for all viewing situations except
those in which the line of sight is nearly parallel
to the sea surface'. Below 4 microns, sea
background radiance is due to reflected sky
radiance. The reflectivity of the ocean (albedo),

as measured by various satellites, has been found
to be about 7 percent®828% It should be
noted, however, that reflectivity and emissivity,
particularly near the horizon, will be a function
of the smoothness of the water surface. This can
be seen in Fig. 2-33%* which gives the albedo of
the sea versus solar angle. Since the average
reflective properties of water in the 2 to
15-micron band approximate closely those in
the visible, Fig. 2-33 can be used to estimate
reflected sky radiance from the sea in the
infr.ced. Fig. 2-34 shows the reflection coeffi-
cient versus wavelength of a plane water surface
for various angles of incidence. This coefficient
was calculated from normal reflectivity data.
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FIGURE 2-34. Reflectance of a Water Surface at 0°, 60°, and 80° Angle of Incidence
2-6.1.3 Clouds The general envelope of cloud radiance is

Clouds can affect the operations of optical
systems in two important ways. The radiance of
the clouds due to scattered or emitted radiation
can be sufficient to prevent proper operation of
the system, or the physical presence of the
clouds can mask the radiation from the objects
which the system was designed to detect.

There are ten main classifications of clouds:
cirrus, cirrocumulus, cirrostratus, altocumulus,
altostratus, nimbostratus, stratocumulus, stratus,
cumillus, and cumulonimbus, These ten genera
together with their characteristic cloud base
heights, thicknesses, and microstructures are
listed in Table 2-15%° . It should be noted that
the cloud base heights listed in the table vary
somewhat with altitude, particularly for high
clouds in polar regions where base heights can be
2 to 3 km lower than those listed’. Cloud top
heights are extremely variable, particularly for
cumulonimbus clouds, which occasionally reach
to the tropopause®® .

illustrated in Fig. 2-25. Below 4 microns, clouds
reflect the incident sunlight, and appear as
6000°K graybodies. This radiation will, of
course, be modified by atmospheric, liquid
water, and ice crystal absorption. Beyond 4
microns cloud radiation is principally due to the
thermal radiation of the cloud itself.

Table 2-16 gives albedos, the ratio of light
reflected to that incident, for the 0.5- to
0.7-micron region for various cloud types, as
measured by TIROS® . A typical spectrum for
the 1.2- to 2.5-micron region, for a high altitude
ice cloud is presented in Fig. 2-35. Minor
absorption in the 1.4- and 1.8-micron region is
due to water vapor, and the dips at 1.5 and 2.0
microns appear to be characteristic of ice crystal
clouds but not of water droplet clouds®® . A
typical cloud spectrum for the 2.5- to
3.5-micron region is given in Fig. 2-36. Atmos-
pheric absorption can be noticed at 2.68 and
around 3.3 microns and, in conjunction with ice
absorption, at 2.8 microns.
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TABLE 2.16. 0.5-to 0.7-MICRON ALBEDOS FOR VARIQUS CLOUD TYPES

NO. OF
TYPE ALBEDO COMMENTS MEASUREMENTS
Cumulonimbus 0.92 Large and thick 8
Cumulonimbus 0.86 Small, top ~ 6 km 1
Cirrostratus 0.74 Thick with lower clouds and 7
precipitation
Cirrostratus 0.32 Alone, over land 1
Cirrus 0.36 Alone, over land 2
Stratus 0.64 Thick, ~ 0.5 km, over ocean 14
Stratus 0.42 Thin, over ocean 2
Stratocumulus 0.60 Masses within cloud sheet over ocean 4
Stratocumulus 0.68 Masses within cloud sheet over land 3
Cumulus and Stratocumulus 0.69 Masses within cloud sheet over land 4
Cumulus of fair weather 0.29 Masses within cloud sheet over land 2
TABLE 2-17. CALCULATED THICK CLOUD EMISSIVITIES
WAVELENGTH, MICRON DROP RADIUS, MICRON EMISSIVITY
4.6 6 0.722
7.0 6 0.809
8.5 6 0.847
10.0 1 0.983
10.0 2 0.939
10.0 6 0.897
10.0 12 0.803
11.0 6 0.960
11.9 6 0.960
13.5 6 0.944

Beyond 4 microns, cloud radiation is due to
the thermal emission of the cloud itself and to
reflected earth radiation. Table 2-17 presents
some calculated emissivities for thick clouds
composed of droplets of various sizes®® . Even
thin clouds can cause an appreciable radiation.
Measurements made on cirrus clouds that were
thin enough that they could not be seen visually,
showed radiation in the 8- to 13.5-micron region
of some1-5X 10™ w cm™2sr®°, Fig. 2-37 shows
a cumulus cloud spectrum based on measure-
ments taken from Pikes Peak®' . The ambient
temperature of the cloud was - 10°C while that
of the observatory was +10°C. The effects of
atmospheric absorption and emission around 6
and 15 microns are clearly indicated by the
approximation of the radiation in these spectral

regions to that of a +10°C cloud to reach the
measuring instrument.

There are various methods of estimating the
probability of cloud-free lines-of-sight through
the atmosphere®® . Most of these deal with data
on cloud cover (percent of sky filled with
clouds) such as that found in Ref. 1 and regular
Weather Bureau reports. Some measurements are
available, however, and the sometimes surprising
results cast some doubt on the validity of any of
the above-mentioned approximation methods®? .
Fig. 2-38 depicts the combined clear lines-of-
sight data for the Northern Hemisphere. Five
viewing angles, from the nadir to +90°, are
represented for measuring aircraft altitudes of

2-83



from 1,000 to 40,000 ft. Figs. 2-39 and 2-40 ft. Fig. 2-39 is the probability of a clear
present clear line-of-sight probabilities for winter  line-of-sight to the horizon and Fig. 2-40 of a
in the Northern Hemisphere. Measurement air- clear line-of-sight at an angle 30° above the
craft altitude was between 25,000 and 35,000 horizon.
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2-6.1.4 Celestial Background

At very high altitudes, the main sources of
background radiation are the stars, moon, sun,
and planets. All of these sources produce radia-
tion by self-emission. The moon and planets also
reflect a relatively large amount of solar radia-
tion due to their lower temperatures. Actual
measurement data covering the entire spectral
region of these sources is not available; however,
such data can be derived by assuming that the
source of radiation is a blackbody emitter.
Radiometric observations of celestial sources at
several wavelengths indicate that this is a valid
and practical assumption.

Most observations performed in astronomy
have been made with the eye and are classified
in terms of visual magnitude. For infrared work,
it is convenient to be able to convert from visual
magnitudes directly into irradiance at some
desired infrared bandpass. Being able to convert

-9

the measurement data in this fashion gives the
infrared designer access to the great quantity of
star observation data which is classified by
means of visual magnitude.

The problem faced by the infrared designer in
deriving his data can best be visualized by
referring to Fig. 2-41°* which shows the spec-
tral irradiance of several of the brightest visual
and red stars as a function of wavelength. The
vertical line centered at 0.5 micron designates
the visual magnitude m, of the star where the
vertical line intersects the irradiance curve for
that star. It can be seen from Fig. 2-41 that stars
having the same visual magnitude may possess
greatly different irradiances at infrared wave-
lengths. Conversely, stars may possess the same
irradiances in part of the infrared region but
possess different visual magnitudes. This is true
because blackbody curves are determined by
two points. One point, the peak irradiance, is

10

]
(=
—

SIRIUS N

=
o

ACHERNAR

RIGAL

MIRA

CRUCIS

ALTAIR

BETELGEUX -~

-
2/

VEGA
ANTARES

S R
/0% \ W \N N\ N '

HYDRAE

Il

SPECTRAL IRRADIANCE (w cm
S
1
=
%]

AN

AR\ NN B GRUIS

-13 54

/ N\
1 i /

AN

POLLUX
8 CENTAURI

+4 7

Bl ol

CANOPUS
ARCTURUS
ANTARES
—7 CAPELLA

!

0.2 0.5 1.0

5.0 10.0 20.0 50.0 100.0

WAVELENGTH (micron)
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determined by Wien’s Displacement Law, Eq.
2-15, par. 2-2.6. The other point, the visual
magnitude, determines the point of intersection
of the irradiance curve with the vertical line at
0.5 micron. A similar curve can be drawn for the
moon and the planets; however, radiation from
these sources has components of self-emission
and reflected sunshine as shown in Fig. 2-42. A

graphical solution for the irradiance over any
spectral band can be obtained by drawing a
similar curve for any source. However, a more
direct method which does not involve plotting a
new curve for each source can be employed.
This method illustrates the point that only the
temperature and the visual magnitude are neces-
sary as explained in the subsequent paragraphs.
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FIGURE 2-42. Major Planet Solar Reflaction and Emission
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TABLE 2-18. VISUAL MAGNITUDES AND EFFECTIVE TEMPERATURES
OF PLANETS AND THE BRIGHTEST VISUAL AND RED STARS

NAME VISUAL MAGNITUDE EFFECTIVE TEMPERATURE
m, T, °K
Moon and Planets
1. Moon (full) -12.2 5,900
2. Venus -4.28 5,900
3. Mars -2.25 5,900
4. Jupiter -2.25 5,900
5. Mercury -1.8 5,900
6. Saturn -0.93 5,900
Stars
1. Sirius -1.60 11,200
2. Canopus -0.82 6,200
3. Rigel Kent (double) -0.01 4,700
4, Vega 0.14 11,200
5. Capella 0.21 4,700
6. Arcturus 0.24 3,750
7. Rigel 0.34 13,000
8. Procyon 0.48 5,450
9. Achernar 0.60 15,000
10. B. Centauri 0.86 23,000
11. Altair 0.89 7,500
12. Betelguex (variable) 0.92 2,810
13. Aldebaran 1.06 3,130
14. Pollux 1.21 3,750
15. Antares 1.22 2,900
16. 9 Crucis 1.61 2,810
17. Mira (variable) 1.70 2,390
18. B Gruis 2.24 2,810
19. R Hydrae (variable) 3.60 2,250
20. RMonocerotis™ — -
21. Orion IR Star*® - 650
22. Cygnus IR Star® - 700

A list of the brightest visual and red stars,
their visual magnitude when brightest, and their
effective temperatures are tabulated in Table
2-18. The data in Table 2-18 come from Ref.
94 with the addition of data of some of the
more recently measured infrared stars. The
spectral irradiance curves for infrared stars are
shown in Fig. 2-43, 2-44°° , and 2-45% . The
brightness of celestial bodies is designated in
visual magnitudes m, and is a function of the
visible irradiance received from the source

m, = - 2.5 10g0 %ﬂ (2-144)

where

2-92

m, = visual magnitude
I, = visible irradiance from a zero source,
w cm™?

I, =38.1X 1073w cm™?, visible irradiance
from a zero magnitude source

Eq. 2-144 is plotted in Fig. 2-46 as a function
of visible irradiance.

Since the visible irradiance refers to the capac-
ity of radiationto produce the sensation of light
on the standard eye, it is not a convenient quan-
tity to use when applying the results to infrared
detectors. It can, however, be expressed in terms
of more fundamental quantities



I, =[Hpp (T)] |F,(T)], w em™ (2-145)

where

Hgjg (T) = blackbody irradiance of source, w cm™
F,(T) = visual fraction of the total blackbody
irradiance
T = source temperature, °K

The function F,(7) is evaluated by computing
the following integral and is plotted in Fig. 2-47
as a function of temperature:

FU(T) = ‘!); [WBB(TJ\)_—]_[R:LO\) dﬂ (2-146)
! (W5 (TA)]dN

where

Wgs (T, \) = blackbody emittance, w em™
R _()) = spectral response of standard eye
X = wavelength, microns
T = source temperature, °K

Substituting Eq. 2-145 into Eg. 2-144 and
rearranging terms, the solution for the black-
body irradiance is found by:

3.1% 107 o]
F,(T) [antilogy (0.4m, )"

Hgg(T) =
(2-147)
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Eq. 2-147 illustrates the fact that the total
blackbody irradiance is determined by the visual
magnitude and the temperature of the source.
The source temperature is used in conjunction
with Fig. 2-47 to obtain the value of the visual
fraction ¥ (T).

In the design of infrared systems, the designer
is concerned with the irradiance in a specified
spectral band in either the detector band or a
narrow filter band. In order to obtain the
irradiance in a spectral band, Eq. 2-147 is used
in conjunction with Fig. 2-48°7 . Fig. 2-48 is a
plot of the fraction of irradiance below a
specified wavelength as a function of source
temperature at various wavelengths. This same
information can be found on a radiation slide
rule. The relationship of the spectral class of the
stars to star temperature is also shown in Fig.
2-48. The percent of irradiance below a specified
wavelength for a source at a known temperature
is found by the intersection of the temperature
line with the wavelength curve. For the percent
of irradiance within a spectral band, the differ-
ence is taken of the percentages corresponding
to the wavelengths of the band limits. The values
obtained from Fig. 2-48 are expressed in per-
centages. The 100-percent value in Fig. 2-48
corresponds to the value obtained from Eq.
2-147.

Table 2-19 contains a list of the number of
stars brighter than a given magnitude®” . It is
also of interest to obtain a similar list of stars
which applies to the infrared wavelengths. Such
a list can be generated by counting the number
of stars brighter than a given irradiance calcu-
lated at the infrared wavelengths. The calcula-
tion is described in the paragraphs which follow
and is based on the detected irradiance.

It has been previously stated that the visible
irradiance is not a convenient quantity to apply
to infrared wavelengths since it refers to the
capacity of radiation to produce the sensation of
light on the standard eye. There is, however, an
infrared counterpart which is detected irradiance
H ;. Detected irradiance refers to the capacity of
radiation to produce a response at the detector.

Hy =[Hy (T)] [Fa(T)] . wem™  (2-148)

where

Hpp (T) = blackbody irradiance of source,
wcem™
F4(T) = detected fraction of the total black-
body irradiance
T = source temperature, °K

The function F,(T) is evaluated by computing
the following integral and is plotted in Fig. 2-49
as a function of source temperature for various
spectral bands using a mercury doped germanium
detector:

[ s ()] R (1
[ Was @] an

F (T)= (2-149)

where

Wgg (T )\) = blackbody emittance, w cm™
Rp (M) = spectral response of detector and
filters
A = wavelength, microns
T = source temperature, °K

TABLE 2-19. ESTIMATED NUMBER OF STARS
BRIGHTER THAN A GIVEN
MAGNITUDE

NUMBER OF STARS

MAGNITUDE PHOTOGRAPHIC VISUAL
0 2
1 12
2 40
3 140
4 360 530
5 1,030 1,620
6 2,940 4,850
7 8,200 14,300
8 22,800 41,000
9 62,000 117,000

10 166,000 324,000
11 431,000 870,000
12 1,100,000 2,270,000
13 2,720,000 5,700,000
14 6,500,000 13,800,000
15 15,000,000 32,000,000
16 33,000,000 71,000,000
17 70,000,000 150,000,000
18 143,000,000 296,000,000
19 275,000,000 560,000,000
20 505,000,000 1,000,000,000
21 890,000,000
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Having determined the blackbody irradiance
Hgp (T) from Eq. 2-147 and the detected
fraction F,(T) from Fig. 2-49, we compute the
detected irradiance for any star by substituting
the values into Eq. 2-148. Since Hy, (T} is
determined by the temperature and visual mag-
nitude of the star, it would be necessary to
compute a new value of H,(T) for each visual
magnitude and each spectral class. It would also
be necessary to determine a new value for F,(T)
for each spectral class. It is possible, however, to
simplify these calculations onece the spectral
region is chosen.

The 8- to 14-micron band is an infrared band

of interest because of the atmospheric window
at this band and because the presently available
LWL detector (mercury doped germanium de-
tector) has its maximum response over this
region. Having chosen the 8- to 14-micron band,
it is possible to restrict the calculations to only
those stars in the K and M spectral classes. This is
justified by the fact that the K and M stars will
contribute the greatest part of the infrared
radiation in this spectral region. By the same
token, there are possibly a large number of
infrared stars missing from the count by virtue
of the fact that the cooler stars have so little
radiation at shorter wavelengths they might have
never been observed.
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Table 2-20 contains the results of carrying out
the calculations just described. Column 1 con-
tains the visual magnitude. Columns 2 and 3 are
the star count of K and M stars from Barnhart
and Mitchell’®® . Columns 4 and 5 contain the
detected irradiance produced by each star having
that magnitude for the K and M stars. The next
step is to add up all K and M stars having a given
detected irradiance or greater, the results of
which are shown in Fig. 2-50.

Due to the proximity of the moon, a lot more
can be said about it than simply representing it
as a blackbody source. Without getting into

great detail about the surface temperature, it is
worth mentioning that measurement of the
lunar surface was accomplished by Surveyor I
which made a soft landing on the moon on 2
June 1966. Fig. 2-51 shows the temperature
curve for the lunar surface at the Surveyor I
site®®. It can be seen from this figure that at
local noon the temperature reaches 390°K. By
one day past local sunset the temperature
dropped to 130°K. The actual moon irradiance
which reaches an instrument will depend upon
the particular sun-moon-instrument-target geom-
etry.
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The solar spectral radiation curve is shown in
Fig. 2-52'% | Fraunhofer lines are observed in
the visual and ultraviolet portions. In the infra-
red, however, very few Fraunhofer lines are
present and the sun emits as a uniform 6000°K
blackbody.

Extended celestial sources of infrared are of
interest to the system designer as they could
affect the system sensitivity by raising the

background level. G. Neugebauer and Robert
Leighton®® have generated an infrared map of
the galactic center measured at 2 to 2.4 microm-
eters. The results of their survey are shown in
Fig. 2-53. Related to this point is the spatial
distribution of the stars. Such a list is given in
Table 2-21 which shows the number of stars
brighter than a given photographic magnitude as
a function of galactic latitude.
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2-6.2 TARGET RADIATION

From the standpoint of infrared physics there
can be no real distinction between targets and
backgrounds. The interest of the moment is the
only criterion for such classification and, partic-
ularly in the case of structures and terrain
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features, a target in one situation may well form
part of the background in another. Certain
objects of military interest frequently fall into
the category of targets and will be treated here
insofar as security restrictions will permit. Inev-
itably this treatment must be of a generalized
and fragmentary nature.
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FIGURE 2-54. Flow Chart far Plume Radiation Calculations
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2-6.2.1 Rockets and Missiles

Rockets and missiles act as infrared sources in
a variety of ways, varying in importance accord-
ing to the stage and type of flight. From launch
to sustainer burnout (powered phase), the most
intense source of radiation is the exhaust plume
(see par. 2-6.2.2). The structure and radiance of
the plume depend strongly on the ambient
atmospheric pressure and velocity, a particularly
relevant point when considering those devices
which fire over a range of altitudes. Base heating
by the plume can cause parts near the rear of a
rocket to radiate significantly as graybodies. In
addition, radiation from the hot exhaust nozzle
and combustion chamber itself may be directly
observable in the rear aspect. Scattering of this
radiation by solid particles in the plume, the
searchlight effect, may contribute to the radi-
ance in other directions too, especially for solid
fueled devices.

Aerodynamic heating at supersonic velocities
will cause the surface of the vehicle to radiate as
a graybody. During exit from the atmosphere
this will be significant, if at all, only in the
forward aspect in which the plume is partially
obscured. During re-entry much higher tempera-
tures are attained—aerodynamically heated sur-

faces, the wake of hot ablation products, and
shock heater air are strong sources.

2-6.2.2 Plume Radiation

Determination of the radiant flux from a
plume is a complex problem in

(1) Fluid dynamics and thermochemistry,
to determine the thermodynamical structure and
chemical composition at various altitudes, and

(2) In physical optics, to find the net
spectral radiance of the resultant heterogeneous,
nonisothermal, nonisobaric gas mass. Fortu-
nately it appears that, except at very high
altitudes, these two aspects may be considered
independently. Some idea of the steps necessary
in a first principle’s calculation of this type are
illustrated in Fig. 2-54 and some qualitative
remarks are included in the subsequent
paragraphs.

2-6.2.2.1 Chemical Composition

The spectral distribution of the plume
radiation depends on the constituent molecular
species. A representative selection of liquid
fuel/oxidizer combinations is given in Table 2-22
together with their major and minor combustion

TABLE 2-22, COMBUSTION PRODUCTS FOR A SELECTION
OF LIQUID PROPELLANTS

FUEL OXIDIZER MAJOR PRODUCTS MINOR PRODUCTS
Hydrazine (N, H,) Chlorine Trifluoride HF, N,, HCI H,,H, Cl
Hydrazine (N, H,) Fluorine HF, N, H,,F,H
Hydrazine (N, H,) Hydrogen Peroxide H,O,N,,H, H, OH
Hydrazine (N, H, ) Oxygen H,O,N,,H, H, OH
Hydrogen Fluorine H,,HF H
Hydrogen Oxygen H,,H,0 H, OH
RP-1 (C¢Hy) Oxygen CO,H,0, CO,,H, H,OH, O, O,
Ethyl Alcohol (C,Hs;OH) Oxygen H, 0O, CO, CO,, H, H,OH, O
UDMH [(CH;),N,H,} IRFNA (HNO;+ NO, H,0,N,,CO0O,CO,,H, H,OH, O, NO, HF
+ N, O + HF)*
50/50 (UDMH + Nitrogen Tetroxide H,0O,N,,CO,,H, H, OH, O, NO, O,
Hydrazine) (N, Oy)
Pentaborane (B; Hg) Nitrogen Tetroxide H,, N,, HBO,, B,0O; H, BO, H,0, B,0,, OH,
(N.04) 0O, NO

* Note: UDMH
IRFNA

unsymmetrical dimethyl hydrazine
inhibited red fuming nitric acid
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products under practical conditions. The ex-
haust composition, particularly for minor con-
stituents depends on the oxidizer/fuel ratio and
the operating conditions of the motor. As an
example of this dependence, Table 2-23 gives
the combustion products of LOX/RP-1 propel-
lant for various oxidizer/fuel ratios. It should be
noted that, for most efficient operation, rocket
motors are run fuel rich, so that a considerable
amount of the exhaust will be combustible
material. This will mix and react exothermically
with atmospheric oxygen to form the after-
burning zone, which is characteristic of rocket
plumes at low altitude, and cause an increase in
plume temperatures of as much as 500°K.
Afterburning does not always occur in the
immediate vicinity of the nozzle. This ignition
delay is due to the fact that the mixed region
has to reach a finite minimum thickness in order
to support combustion. As the altitude increases
the degree of afterburning must decrease as
atmospheric oxygen decreases.

In addition to the molecular species, there
may be a number of particles present. While the
amine fuels are relatively clean, the hydro-
carbons produce varying amount of carbon
particles. Solid fueled rocket exhausts are rich in
particles. The combustion products of an alumi-
nized polyurethane are given in Table 2-24. Note
the large proportion of Al, O; which may be in
the form of solid particles or liquid, perhaps in a
supercooled state!®’ . The efflux may include

TABLE 2-23. LOX/RP-1 COMBUSTION PRODUCTS
IN MOLE PERCENT CALCULATED
AT CHAMBER PRESSURE 1000 PSIA,
EXIT PRESSURE 14.696 PSIA
WITH SHIFTING EQUILIBRIUM

O/F RATIO

SPECIES 3.0 2.6 2.2 1.8
H,O 42.52 40.17 31.70  18.28
CO, 30.92 22,96 14.94 10.70
CcO 17.92 27.43 35.65  39.90
H, 3.7 8.12 17.68 31.14
OH 2.08 0.33 - —
H 0.84 0.41 0.03 -
0] 0.38 0.01 — —
(O 1.64 0.03 - -
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other solid matter due to ablation of the nozzle;
also, bumnrate controllers in solid fuels can
introduce particles such as ferric-oxide.

For more detailed information on the calcula-
tion of exhaust jet composition and on specific
fuels the reader is referred to Refs. 101, 102,
103.

TABLE 2-24. COMBUSTION PRODUCTS
FOR METALLIZED SOLID
PROPELLANT POLYURE-
THANE + 13% Al

H,0 CO, CO H; HCI AlLO; N,
48 38 35134 202246 8.1

Species
Weight %

2-6.2.2.2 Plume Structure

A typical low altitude plume structure for a
motor burning liquid propellant is depicted in
Fig. 2-55. Immediately downstream from the
nozzle is a region known as the undisturbed
cone where the composition is essentially ho-
mogeneous and isothermal. Qutside this cone,

.mixing with the ambient atmosphere occurs and

is accompanied by afterburning.

As the altitude increases above the design
optimum, the gases at the nozzle exit become
increasingly underexpanded compared with the
ambient atmosphere. Qutside the undisturbed
cone they expand rapidly and the kinetic tem-
perature falls. The sort of variation fo be
expected is depicted in Fig. 2-56. For a clustered
engine configuration the situation is complicated
by the mutual interaction of the individual jets.
Fig. 2-57 illustrates the temperature and pres-
sure structure calculated for the near field of a
Saturn II exhaust. In the far field the plume
structure will be similar to that for a single
motor.

Any efflux of particles will modify the plume
to some extent, though it is believed that there
is only weak coupling in two-phase flow, and
that the situation is adequately represented by
considering the effect of the gas plume on the
particles, but not vice-versa. The temperature
and velocity of the particles at the nozzle tend
to lag that of the gases, i.e., the temperature will



tend to be higher and the velocity lower. In the
plume they segregate according to size, which is
generally of the order of microns but may vary
by more than an order of magnitude. This
segregation—defined by the limiting stream-
lines within which all particles of a given size are

T INTERCEPTING
T SHOCK
PLANE

| UNDISTURBED CONE

contained and the modification of these stream-
lines with altitude—is illustrated in Figs. 2-58
and 2-59 respectively. Typical near and far field
isotherms are shown in Figs. 2-60 and 2-61.
Note that shock heating at the Mach disc reheats
the particles.

REFLECTED SHOCK

JET BOUNDARY

i ZONE OF
7" AFTERBURNING

MACH DISC

JET BOUNDARY

s — o - SHOCK WAVE

FIGURE 2-55. Low Altitude Plume Structure
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2-6.2.2.3 Infrared Emission

The spectral radiance of the plume will
consist of molecular band emissions super-
imposed upon a continuum due to emission and
scattering by any particles present. The centers
of the main infrared emission bands of molec-
ular species commonly appearing as combustion
products are given in Table 2-25. Fig. 2-62 is a
spectra of the near field of a LOX/RP-1 exhaust
showing the strong H,O and CO, emission
characteristic of hydrocarbon fuels. In Fig. 2-63
an emission spectrum of HF is shown. Note the
presence of significant emission in the (3,2) and
(2,1) bands at this temperature, in addition to
the (1,0) fundamental. Of particular interest is
the fact that this molecule emits quite strongly
in the 2.3- to 2.4-micron spectral range where
atmospheric transmission is comparatively good,
especially at high altitudes.

Since their diameters are of the same order as
the infrared wavelengths of interest, the particles
cannot be expected to emit exactly as gray-
bodies, but rather as Mie particles®® . Fig. 2-64

TABLE 2-25. MAJOR EMISSION BANDS
FOR COMMON MOLECULAR
COMBUSTION PRODUCTS

SPECIES APPROXIMATE BAND CENTERS,
MICRON
H,O0 1.14,1.38,1.88,2.66, 2.74, 3.17,6.27

CO, 2.01,2.69, 2.77,4.26, 4.82, 15.0
HF  1.29, 2.52,2.64, 2.77, 3.44

HCl  1.20,1.76, 8.47

CO  1.57,2.35, 4.66

NO  2.67,5.30

OH  1.43,2.80

NO, 4.50,6.17,15.4

N,O 2.87,4.54,7.78,17.0

shows a calculated spectrum for the near field of
a rocket burning an aluminized solid propellant,
and demostrates the importance of the particles’
role in such plumes.

While it is not too difficult to predict the
local radiance of small homogeneous volumes of
the plume in thermodynamic equilibrium, pre-
dicition of the total spectral radiance as seen by
a distant observer is extremely complex. As
opposed to transmission problems which may be
treated by a relatively simple absorption rela-
tion, the calculations for the emission/
absorption problem require solution of the
radiative transfer equation. For a discussion of
this equation, and the utility of various band
and plume models in its solution, the reader is
referred to open literature, e.g., Refs. 104 and
105.

At high altitudes most of the radiation comes
from the undisturbed cone. The plume signature
may be aspect independent, apart from the
highly directional continuum radiation due to
the nozzle and combustion chamber. The degree
of anisotropy will depend on the size and
number of any particles scattering radiation into
other aspects. The plume head shock may also
contribute. In the launch phase the afterburning
zones are strong sources particularly in the
vicinity of the Mach discs'®® . In general the
radiance will decrease as the altitude increases.
The radiation in the molecular bands, emitted
by the hot zones of the plume, will be modified
by absorption in the cooler outer regions. The
radiance will thus depend quite strongly on the
emission in the wings of the bands since absorp-
tion there decreases rapidly with temperature
while increasing in the centers.

Figs. 2-65 and 2-66 are spectra for small
liquid and solid fueled rockets, respectively,
showing variation of the radiance with altitude,
and also the differences between near and far
field radiation’°? . Note the relative intensities of
the 2.7-micron CO, + H,0 band and the
4.3-micron CO, band in the relatively cool far
field as compared with the ratio in the much
hotter near field, particularly at high altitude.
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2-6.2.3 Re-entry Vehicles

There are always four possible sources of
radiation from a body re-entering the atmos-
phere: (1) the shock-heated air in front of the
body, (2) the heated body surface, (3) ablation
products injected into the boundary layer
around the body, and (4) the wake behind the
body. In the IR region the dominant radiation is
almost always from the second and third sources;
only in the visible and ultraviolet is the contribu-
tion from the heated air significant. The surface
usually reaches temperatures in excess of
2500°K and solid particles (mostly carbon) may
be sheared off into the boundary layer which
can be still hotter.

The radiation from the ablated particles can-
not be accurately calculated because neither the
rate of particle formation during ablation nor

the particle size distribution can be adequately
determined from laboratory simulations. How-
ever, from the chemical composition of the heat
shield, it can be determined whether or not
enough particulate matter will be produced
during ablation to dominate over the radiation
from the hot surface. It has been found that
only certain purely organic heat shields produce
a char of insufficient strength to withstand the
severe shear stress imposed during re-entry. All
other materials (phenolic silicates comprising the
largest family) retain their outermost layers.
Consequently, they introduce primarily gases
into the boundary layer. These gases produce
intense ratiation which, like that due to air, is
observed in the visible and ultraviolet'®® . CO,
CO;, and H, O are indeed gaseous products from
ablation, just as they are from missile fuel
combustion (par. 2-6.2.2), but the amounts
formed are orders of magnitude less.
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For calculations of the aerodynamic flow
around a hypersonic body the reader is referred
to Refs. 109 or 110. The essential steps are
outlined in the paragraphs whicbh follow.

It is first necessary to determine whether
most of the body surface will be covered with
normally or obliquely shocked air. The body
shape determines this, as illustrated in Fig. 2-67.
If the body is blunt, the boundary layer is fed
by air traversing the zone A, where the shock is
nearly normal to the body surface and, there-
fore, strongest. For slender bodies, A; is negligi-
ble in comparison to A, , a zone where the shock
is much weaker, due to its oblique angle with
respect to the body surface. Air from A4, is very
hot (several thousand degrees Kelvin) and rel-
atively slow moving; the opposite is true for A4, .
Although techniques have been developed for
determining the thermodynamic properties of
air under either condition, different methods
must be used for different altitude regimes.

Once the properties of the boundary layer

flow are determined, the heat must be trans-
ferred to the body surface via convection,
radiation, and conduction. Mathematical rela-
tionships for each case are available. Essential
inputs include the density, thermal conductivity,
and heat capacity of the heat shield—properties
which will vary during the course of re-entry.
The heat transfer calculations provide a thermal
map of the surface. Only in rare cases will the
surface be isothermal, although this is often
assumed at the altitude of peak heating.

In order to convert the thermal map of the
body surface to observed radiation, the map
must be divided into a number of isothermal
zones. By use of the blackbody slide rule,
radiation from each zone in the direction of the
observer can be calculated. An emittance of 0.9
is usually satisfactory in the IR unless more
accurate data are available!!'. In order to
determine the angular distribution of radiation,
the surface is usually assumed to be Lambertian
in the absence of better information.

SLENDER

FIGURE 2-67. Flow Fisld Around Blunt and Slender Vehicles
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2-6.2.4 Aircraft

The four sources of IR radiation from a jet
aircraft are:

1. Hot metal parts of the turbine section and
exhaust nozzle

2. Exhaust gases
3. Aerodynamically heated surfaces
4, Reflected sunlight

The two modes of engine operation, without
afterburner (military power) and with after-
burner, should be considered separately. Under
military power, the most significant source of
radiation is the hot metal parts inside the
tailpipe. This source generates high emissivity
graybody radiation. However, being inside the
tailpipe, these parts are visible only from the
rear. As a side aspect viewing angle is ap-
proached, aircraft radiation drops off rapidly as

hot parts become blocked from view. Thus,
from the side and front, aircraft radiation is low
and due mainly to exhaust gases in the plume.
Most radiation in the plume is due to H, O and
CO, molecules, the major combustion products
of kerosene fuels. The main emission thus occurs
in the 2.7-micron CO, and H, O bands and the
4.3-micron CO, band. Under military power,
exhaust gases are the result of lean fuel; there-
fore, very little, if any, afterburning takes place
in the plume. At the relatively low temperatures
involved, the gases are poor radiators. A typical
plume spectrum, under military power, would
be similar to that shown in Fig. 2-68 but with
the 4.3-micron CO, band much more intense
than the 2.7-micron H; O band. When observed
from a distance, this radiation will be strongly
absorbed by atmospheric CO, and H; O mol-
ecules. Thus for all practical purposes the
effective plume radiance is in the wings of the
bands.

(B)
(8)

(A) UNDER MILITARY POWER, (B) WITH AFTERBURNER

FIGURE 2-68. Typical Radisnt Signature of a Jet Aircraft
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Aerodynamic heating is not significant at the
low speeds involved under military power,
except perhaps at nose aspect, when most of the
plume is obscured. The resulting aircraft radia-
tion signature due to these sources is shown in
Fig. 2-68(A).

In the afterburning case, the plume becomes
the most significant contributor of radiation at
all aspects. Radiation will peak in the side
aspect, where the apparent area of the plume is
greatest. At nose aspect, most of the plume is
blocked by the aircraft, and radiation will be at
a minimum. At these higher plume temperatures
the 2.7-micron band will increase in importance
relative to the 4.3-micron band. In fact, for any
plume radiation, the 2.7-micron band will be
much more sensitive to temperature variations
than the 4.3-micron band due to the nature of
blackbody spectral variation with temperatures.
Furthermore, the higher plume temperature
broadens the emission bands, which is especially
significant since the widths of atmospheric
absorption bands do not vary.Fig. 2-68(B)illus-
trates the signature that results from the after-
burning plume. At high Mach numbers, aero-
dynamic heating becomes a higher significant
source of radiation and exhibits graybody
spectral distribution.

Determining the solar reflection from an
aircraft is a highly complex problem. The
spectral distribution of reflection will resemble
that of the solar 6000°K blackbody radiation
modified by atmospheric transmission. The
magnitude of such reflection depends on: (1)
the angle between the sun, aircraft, and observers,
(2) the shape of the reflecting surfaces, (3) the
type of reflecting surface, i.e., diffuse, and/or
specular, and (4) the reflectivity of the surface.

Helicopter radiation is very similar to that
from aircraft operating in the military power
mode. However, the radiation signature may
differ since the engine does not necessarily
exhaust to the rear.

2-6.2.5 Clear Air Turbulence

Advance knowledge of atmospheric turbu-
lence can be extremely useful to a pilot. Clear
air turbulence may be detected in advance, using
remote infrared sensing devices by virtue of the
fact that it is accompanied by sharp temperature
gradients''?2, Observation of sharp fluctuations
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of the infrared radiance of the atmosphere ahead
of an aircraft indicates the presence of such
turbulence and, if the spectral bandwidth
accepted by the instrument is carefully chosen,
the detection ranges may be of the order of tens
of kilometers. The spectral region chosen is
commonly around 13 to 14 microns, the high-
frequency wing of the 15-micron CO, band. In
the wings of a band the emissivity, though small,
depends strongly on the temperature, and there
will be a significant change in emissivity even for
the small temperature changes of the order of
5°C associated with turbulence. At the same
time the atmospheric absorption in this region is
low enough that the variation in radiance can be
seen over long path lengths.

2-6.2.6 Ground Targets

Infrared radiation from ground targets, under
passive surveillance, is due to thermal emission
and reflected solar energy. Most surface targets
will be opaque or nearly so, and many objects of
interest—such as roads and bridges having no
internal heat supply—will be close to the
ambient temperature. For these, the radiation is
exactly as described in par. 2-6.2 and the
emission will be different from that of the
background by virtue of different emissivity or
small differences in temperature. For example,
since small surface area per unit mass tends to
reduce temperature fluctuations, concrete roads
may be expected to be cooler by day and
warmer by night than gravel or dirt roads. The
recent presence of stationary vehicles or camps
may be detected by its ‘“shadow”, where the
ground temperature may remain different from
the surroundings for some time after the vehicle
or camp itself has been removed. In real time
reconnaissance,the recognition and identification
of such targets must depend, to a great extent,
upon evaluation of other factors such as shape,
size, and context. Near ambient temperature
(300°K) blackbody emission is a maximum
around 9.5 microns and the maximum variation
of spectral radiance with temperature is in the
region of 8 microns. For detection of targets of
reasonably high emissance, it is therefore
advantageous, given suitable detectors, to use
the 8- to 14-micron atmospheric window. In this
spectral range the emissivity of most unpolished
objects is quite high. For example, dirt has an
emissivity of 90 to 95% while O.D. paint and
oxidized metals have emissivities of 75 to 85%.



Few objects are truly gray and multispectral
remote sensing—i.e., simultaneous measurements
of albedo in several spectral channels—shows
considerable promise as a reconnaissance tech-
nique and has been applied in photographic IR
for some time. By measuring reflectance or
emissance as a function of wavelength, to obtain
a ‘‘spectral signature”, less reliance need be
placed on the existence of temperature dif-
ferences, and definition of shape and context.
This technique presently shows particular
promise as a means of remote determination of
ground conditions—such as type of vegetation,
type of soil or rock, and degree of wetness (e. g.,
Refs. 113 and 114)—which affect the traffic-
ability of terrain. A compilation of a large
number of spectral signatures may be found in
Ref. 115 for both natural and man-made
objects.
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FIGURE 2-69. lIdealized Reflectance Curve of a Uniform
Fabric to Affard Carnouflage Protection
Over a Spectral Range from 0.4 to 1.2
Microns

Many ground targets—such as buildings
vehicles, and personnel—have an internal heat
supply and may be much warmer than their
surroundings; also, parts of a truck or tank will
remain hotter than its surroundings for several
hours after use. A factory chimney stack or
cooling tower may be a very strong infrared
source. In all cases, however, the emissivity must
be considered.

Special low-emissivity paints can greatly
reduce the radiation from a hot surface of a
vehicle or building. However, simultaneous
camouflage against both visual and infrared
detection throughout the spectrum is extremely
difficult. This applies not only to structures and
vehicles but to personnel as well. Fig. 2-69 shows
an idealized reflectance signature for a uniform
fabric that provides protection against visual
observations and near infrared photographic
detection by day, and sniperscope detection by
night''¢. Comparison with the reflectance signa-
ture of a typical Army uniform cloth shown in
Fig. 2-70 is instructive. Compare also the reflec-
tance characteristics of human skin in Fig. 2-71.
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FIGURE 2-70. Reflectance from Typical Uniform Cloth
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CHAPTER 3

IR SYSTEM COMPONENTS*

3-1 INTRODUCTION

The various major components and tech-
niques which enable active as well as passive IR
systems to emit, focus, detect, and process IR
signals for any of a number of end uses are
discussed here. The interrelated functions of the
individual components when joined to form a
variety of standard as well as specialized IR
systems are then analyzed in Chapters 4 and 5.

A thorough understanding of the function of
these components is essential in order to make
possible the economical design of an operation-
ally optimum IR system. The functional rela-
tionship of the major disciplines of IR tech-
nology and the associated design specialties are
indicated in Fig. 3-1. The essential elements used
in IR systems are identified and discussed in the
following paragraphs within this chapter:

3-2 Optics

3-3 Emitters and Illuminators

3-4 Detectors

3-5 Cooling Systems

3-6 Signal Processing

3-7 Data Display and Recording

3-8 Testing IR and Associated Equipment

3-9 Ancillary IR Components and EMI
Rejection Techniques

An attempt is made in this chapter to update
information previously published regarding these
components and techniques. Specifically, recent
technological advancements in the following
areas are thought to merit special attention:

*Written by K. Seyrafi.

a. Long wavelength IR (LWIR) multi-sensor
arrays and associated electronics attained the
level of development which now makes possible
thermal mapping of terrestrial expanses in the 8-
to 14-micron region. The use of LWIR arrays in
space for object detection and in satellite
communication systems represents a major
achievement in space technology.

b. Cryogenic electronics have been developed
for use in processing the output of high-sensivity
LWIR sensors. This electronic advancement is
treated here in the context of the components
discussion and in AMCP 706-128 in terms of
systems application.

¢. Other components such as lasers, illumina-
tors, and displays are discussed in fairly detailed
form because of their novelty and the increasing
interest in their application. The advent of the
lasers and, especially, the recent development of
high-power IR lasers has opened new frontiers in
optical range finding and detection. The relative
novelty of lasers, compared to other IR compo-
nents, is responsible for the lack of detailed
published data on the subject; consequently, a
comprehensive discussion is included here as the
preface for the design criteria discussion on laser
systems. The remaining material included in the
lasers chapter appears in current IR publications;
however, an attempt is made here to update that
material by including any new significant devel-
opments.

d. The requirement for real-time observation
of high data-rate IR information in performing
surveillance and tactical tasks has prompted
detailed discussions of display systems,
man-machine interface considerations, and
human engineering techniques. These are dis-
cussed partly in this chapter and partly in Chap-
ter 5.
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3-2 OPTICS
3-2.1 OPTICAL MATERIALS

3-2.1.1 Material Types
3-2.1.1.1 Refractive Materials

Infrared transmitting materials include various
types of glass, crystals, and plastics. In the glass
category are the oxide (regular optical, high
silica and fused quartz, and special oxide glasses)
and nonoxide materials. Although physically
suited for IR applications, the transmission
range of oxide glasses is limited to wavelengths
of 6 microns or less. Oxide glasses usually
exhibit absorption in the 2.7- to 3.3-micron
region due to the water content in the material;
however, some “water free” types have been
developed. Nonoxide glasses which transmit to
longer wavelengths (some to 20 microns) tend to
be softer and have lower softening points.
Significant improvements are being made in the
nonoxide chalcogenide (sulfur, selenium, and
tellurium) glasses'. Results of investigations of
many combinations and variations of glasses are
reported in some of the open literature listed in
the bibliography.

Crystalline materials can be either single
crystalline or polycrystalline. The single crystal
materials have been used primarily at the longer
wavelengths, but available size, cost, and unsuit-
able physical properties have been limiting fac-
tors in many engineering applications. The num-
ber and size of polycrystalline materials have
increased significantly during recent years.
Among these are chiefly IRTRAN*materials
made by Eastman Kodak and KRS-5 materials.

Plastic materials, in general, are considered
unsuitable for use as optical components in IR
instruments—mainly because of poor mechanical
properties, low scratch resistance, temperature
instability, instability due to water absorption,
and difficult surface finishing characteristics.
The following exceptions should be noted:

*ITRAN is a proprietary name of Eastman Kodak Co.
for optical materials which transmit in the 3-5 and
2-14u bands.

1. Metal-backed epoxy mirrors can be success-
fully fabricated by a molding (replication)
technique. Aspheric surfaces can be readily
produced, thereby, resulting in components
which are generally adequate for condenser
systems.

2. Polystyrene has a large number of stable
narrow absorption bands in the IR region. This
characteristic makes it an excellent standard in '
the form of thin sheet for wavelength calibration
of IR spectrometers and related instruments.

The index of refraction for all commercially
available plastics ranges between the limits 1.49
for Lucite or Plexiglas to 1.59 for polystyrene.

3-2.1.1.2 Reflective Materials

The limited selection of suitable IR transmit-
ting materials along with limiting size considera-
tions have promoted the use of reflective ele-
ments in IR systems. Substrate materials used
include fused quartz, Pyrex, low-expansion
fused silica, glass-ceramics and metals (especially
beryllium and aluminum). Vacuum-deposited
aluminum is most frequently used as a reflective
coating, although silver, gold, copper, and rho-
dium are also effective. Protective coatings of
silicon monoxide or magnesium fluoride, which
may also increase the reflectivity of the primary
coating, are usually applied.

Beryllium, stainless steel, aluminum, and
fused quartz are used in fabricating mirror
substrates for cold optical devices which must be
cooled to cryogenic temperatures to avoid be-
coming performance-limited due to background
photon fluctuations. From a thermal standpoint,
the mirror substrate material must have high
thermal conductivity and thermal diffusivity
characteristics and, if possible, low thermal
capacity. These combined characteristics deter-
mine the ease with which the optical element
can be cooled to the required operating tem-
perature and maintained in a thermal gradient-
free condition.
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The fact that the structure which supports the
optical element is usually made of the same, or
very similar, material as the mirror substrates,
makes certain mechanical properties mandatory.
These properties must exist at the extremely low
temperature at which the device is designed to
operate. The material must be rugged (insen-
sitive to notches or stress concentrations) to
avoid brittle fracture when subjected to high
loads of high strain rates. A high strength-
to-weight ratio is required of cold optical
devices used in the environment of a sounding
rocket, balloan, or satellite.

3-2.1.2 Material Properties

Table 3-1 lists the significant properties of the
more common [R materials and illustrates graph-
ically the transmission ranges of the materials.
The transmittance curves are arranged in increas-
ing cutoff-wavelength order. The approximate
cutoff point is indicated where detailed curve
data are not available. Dotted lines indicate
variations in transmittance for different samples.
A transmission curve only is presented for
denoting the general classification of various
types of glasses. Many variations of each type
glass are available and no attempt has been made
to give particular code names or provide curves
for each variation. Fused quartz—variously called
fused silica, quartz glass, or vitreous silica—can
be obtained either with or without the 2.7-
micron vapor absorption characteristics from
several manufacturers.

The “% REFL LOSS” column lists the loss
for the two surfaces at a median wavelength.
This is an indication of the amount of improve-
ment in transmittance which might be expected
if an anti-reflection coating were applied to both
surfaces.

The dimensions listed in Table 3-1 denote the
thicknesses of the material for which the trans-
mittance values are given. The transmittance
values listed cannot be effectively extrapolated
to other thicknesses since the absorption coeffi-
cients are not given (not available in most
instances). Where such data are required, the
manufacturer is usually the best source.

The information in the Table 3-1 should be
used only as a general guide in comparing one
material with another and not as an ultimate
source of detailed and precise data. More com-
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plete information is contained in Refs. 2

through 17.

Curves representing the refractive index and
dispersion versus wavelength characteristics of a
number of the more useful IR materials are
given in Figs. 3-2 and 3.3.

Data pertaining to some of the mirror sub-
strate and support materials are listed in Table
3-2. Pyrex, Vycor, and Pyroceram are trade-
marks of the Corning Glass Works; CER-VIT isa
registered trademark of Owens-Illinois, Inc. Table
3-3 illustrates the reflectivity characteristics of
the most frequently used mirror coatings.

3-2.1.3 Anti-reflection Coatings

Transparent materials have a general property
of reflecting a portion of the radiation beam as
it passes through a boundary between the media
of different indexes of refraction. The greater
the index difference, the greater will be the
reflected portion. The reflection will be 4% at a
single air-glass (index 1.5) interface. Two such
surfaces (as on a lens) will reflect approximately
8%. A lens made of germanium (index 4.01),
which is a widely used IR material, may reflect
as much as 55%, depending on the wavelength of
the radiation involved.

In optical instruments of all types, surface
reflection represents at least an annoyance re-
quiring careful design to avoid serious degrada-
tion in performance. In IR systems the high
percentage of reflection loss would ordinarily
preclude the use of many materials having other
highly desirable properties. Thus, all modern
high-performance systems make use of elements
which are coated with films that act to reduce
the surface reflections, while producing a corre-
sponding increase in transmission.

The principle upon which this action takes
place is one of destructive interference. A film
has two interfaces, one between itself and air
and the other between itself and the optical
element, each of which produces a reflection. If
the film thickness is equal to 1/4 wavelength of
the irradiance, the reflection from the second
interface will arrive at the first interface 1/2
wavelength behind the incident radiation, there-
by being 1/2 wavelength out of phase with that
reflected at the first interface. If the amplitudes
of the two reflected waves are equal they will
cancel each other by destructive interference.
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However, since the energy cannot be destroyed,
it will appear in the transmitted beam as an
increase in transmission.

In order to make the amplitudes of the two
reflected waves equal, the film must have a
refractive index which is the geometric mean
between that of the air and the material of the
optical element'®. For air and glass (index 1.5)
this is 4/IX 1.5 = 1.225. For air and germanjum
it is \; 1X4 = 2. The 1/4-wavelength thickness
can be correct for only one wavelength and for
radiation which is incident on the surface at the
normal. At inclined incidence the path length
through the film and back to the interference
point is changed because of a cos ¢ factor in the
path difference equation {¢ being the angle of
the ray relative to the normal within the film).
However, since the cosine of small angles does
not change rapidly, the effectiveness of the
coating remains high over a considerable angular
range.

Some improvement in the wavelength range
(bandwidth) over which a coating is effective
can be made by use of multiple film layer of
alternately high and low index material. The
several layers are designed for peak action each
at a different wavelength so that the overall
effect is that of increasing the bandwidth.

In addition to the proper index, a coating
material should be resistant to chemicals and
abrasions and have good adhesion properties.
Unfortunately, the few materials available with
an index below 1.4 do not have the most
desirable physical properties.

One material which has been found univer-
sally suitable as coating is magnesium fluoride.
Although its index does not quite match that of
the lower index component materials (1.5 to
1.75), its initial reflection losses are not very
severe anyway, so that less than complete
suppression of reflection is still acceptable.

For germanium and other high-index mate-
rials, the coating materials and processes have
not yet been standardized. In addition, many are
proprietary with the firms which specialize in
film coating.

As an example of the effectiveness of anti-
reflection coating in improving the transmission
of TR materials, a typical set of transmission
curves for germanium is presented in Fig. 3-4.

When specular reflection must be maintained
in cold optical devices, the substrate is often
coated with a few thousandths of an inch of
Kanigen®, an electroless nickel coating devel-
oped by the General American Transportation
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Corporation. This material is amorphous and
polishes by material flow similarly to glass, thus
obliterating the crystalline structure of the
substrate below.

Unfortunately, the thermal coefficient of
expansion of nickel is greatly different from
most substrate materials, The bi-metallic strain
produced is readily apparent optically for even
modest changes in temperature when only one
side of the base material is coated. Normally
both sides of a mirror substrate are coated with
an identical thickness of Kanigen in order to
balance the bi-metallic stress.

3-2.2 OPTICAL COMPONENTS

3-2.2.1 Types of Lenses and Principal
Characteristics

Lenses serve as the refracting components in
optical systems. They change the convergence or
divergence of the optical ray bundles as re-
quired. Convergence is the characteristic of a
bundle whereby its rays are directed toward a
point. Divergence means that the rays appear to
originate from a point. The rate of convergence
or divergence is measured by the angular size
(full-cone angle) of the bundle. Positive power
lenses, or simply positive lenses, will increase the
rate of convergence or change a divergent bundle
into a convergent bundle. Negative lenses in-
crease the rate of divergence or render a conver-
gent bundle divergent.

The power of a lens, or the degree to which it
will change the rate of convergence or diver-
gence, is a function of the surface curvatures and
refractive index; the greater curvatures and
refractive indexes produce the higher powers.

A variety of lens types along with their chief
characteristics and uses are illustrated in Fig.
3-5.

3-2.2.2 Types of Mirrors

Mirrors perform the same function as do
lenses (although in a different manner) in
changing the rate of convergence of ray bundles.
The most useful feature offered by a mirror is its
freedom from chromatic aberration. Some typ-
ical mirror shapes and corresponding character-
istics are illustrated in Fig. 3-6.
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3-2.2.3 Fiilters

The purpose of a filter is to attenuate the
energy of an optical beam either uniformly or in
certain selected wavelength regions. A filter
usually consists of thin layers of solid material
deposited on a substrate or on the surface of an
optical component.

Filters which attenuate uniformly over a given
spectral region are called ‘“Neutral Density Fil-
ters”, These are usually produced by metallic
deposits of a controlled thickness. This permits
part of the beam energy to be transmitted and
part reflected, while a small part is absorbed.
Neutral density filters are not the only means of
attenuating an electromagnetic beam. In infrared
technology it is common practice to use a wire
screen or a lattice of holes in an opaque plate
with a set percentage of open space. However,
this is only useful when diffraction effects can
be ignored, which is usually not the case.

A neutral density filter, set at an angle to the
beam and with both the reflected and transmit-
ted portions being functionally useful in the
optical system, acts as, and is called, a “Beam
Splitter™.

Spectral filtering depends on the interference
effects of thin transparent coating layers which
permit transmission of certain selected wave-
lengths while attenuating others.

Materials and processes have heen developed
which make possible the production of a wide
variety of spectrally selective filters. These are
often classified according to their characteristics
as indicated in Fig. 3-7. Spike filters, Fig. 3-7(C),
can be made as narrow as 2% of the wavelength
at which transmission occurs for wavelengths
shorter than 20 microns.

Interference filter design and fabrication is a
highly specialized science and technology, much
of which is proprietary with the manufacturer.
An introductory treatment of the subject is
given in Ref. 19, and some advanced techniques
are described in Refs. 20 through 23.

Spectral as well as neutral density filters are
also produced in the absorbing type. Either the
substrate itself or a coating may perform the
absorbing function. In this type, the spectral
characteristics are dependent entirely on the
selection of materials for the substrate and
coating. Kodak’s Wrattan filters are examples of
this filter.
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3.2.2.4 Prisms

Prisms are flat surfaced components (Fig. 3-8)
used in optical systems to perform the following
variety of important optical functions:

1. Dispersion. Since the refraction of electro-
magnetic energy rays at an interface between
materials of differing densities varies with the
wavelength of the radiation, the wavelength
components of a composite beam passing
through such an interface will be spatially
separated. This action is called dispersion (Fig.
3-8 (A)). It is useful in analyzing radiances from
various sources and, ultimately, in identifying
and describing the sources.

2. Beam Deflection. The face formed on the
hypotenuse of the 45° triangular prism (Fig. 3-8
(B)) has the property of “total internal reflec-
tion”, when the material index of refraction is
greater than 1/sin 45° or 1.4142. Thus, this face
acts as a mirror on a beam entering through one
of the other faces. The beam directed out
through the third face is considered to be
deflected through 90°. The advantage of this
device over a plane mirror is that there is no
energy loss at the reflecting surface. The enter-
ing and exiting faces can, furthermore, be codted
to reduce surface reflection loss such that the
net efficiency of the device can be brought close
to 100%.

3. Reversion. As with a mirror, the elements
of a beam in the prism of Fig. 3-8 (B) are
transferred from left to right and vice versa. This
action is called reversion. The image transmitted
by the beam will be reverted.

4. Beam Splitting. Two prisms with their
hypotenuse surfaces in contact can be made into
an efficient beam splitter, Fig. 3-8 (C). In this
device the total internal reflection property is
suppressed, and a thin metallic film which
reflects partially and transmits partially is
interposed between the contacting surfaces. The
advantage gained over a conventional flatplate
beam splitter is the elimination of the ghost
image usually formed at the second surface of
such a plate.

5. Double Reversion or Inversion. An Amici
or roof prism, Fig. 3-8 (D), has the property of
reverting a beam and the image it carries in two
directions, which is equivalent to an inversion.

6. Erection or Inversion. The Porro prism
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combination, Fig. 3-8 (E), has the property of
inverting an image carried by a beam of radia-
tion. An image originally formed in an inverted
position by the conventional action of a tele-
scope or binocular objective may be restored to
its erect position by this Porro combination.

7. Path Length Changing. The same Porro
prism, in folding the optical path back and forth
several times, will reduce the total length of the
instrument of which it is a part thereby making
it more compact. The energy loss at the inter-
nally reflecting surfaces is nearly zero.

8. Constant Angle. The Penta prism, Fig. 3-8
(F), is uniquely capable of turning a beam
through a fixed angle (in this case 90°) without
it being precisely positioned relative to the
beam. Its primary use is in rangefinders, where it
is required to compare the parallelism of two
spatially separated beams. A similar requirement
often occurs in many testing and alignment
devices.

9. Retro-reflection. An unusual type of con-
stant deviation prism is the cube corner, Fig. 3-8
(G). This device will return a beam back on itself
regardless of its orientation (within the limited
range of about 15°) relative to the beam. In
communication systems between an earth sta-
tion and missiles or between earth and satellites,
such retro-reflectors can return a maximum
signal intensity from the unit (satellite or mis-
sile) being probed or interrogated.

Display screens made of a multiple array of
cube corner reflectors can produce a high-bright-
ness display over a limited region.

10. Deviation. A thin prism, Fig. 3-8 (H),
called a wedge, is used in devices where it is
necessary that a beam or an image be laterally
deviated by a small amount. Two wedges in the
same beam closely spaced and arranged to rotate
counter to each other, Fig. 3-8 {I), form the
basic unit of an important type of infrared
scanning mechanism.

11. Parallel Displacement. If a beam is direct-
ed at an angle through a plate having parallel
faces, Fig. 3-8 (J), it will be displaced but its
direction will not be changed. This property is
used in the design of a rotating multi-facet prism
used in high-speed motion picture cameras to
produce the “stop action” without mechanical
interruption of the film motion.
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12. Image Rotation. There are two basic
types of prisms available for producing an axial
rotation of a beam or of the image it carries. Fig.
3-8 (K) shows a Dove prism and Fig. 38 {L) a
Pechan prism. In both types the beam axis at the
entrance is in line with the axis at exit. Also,
rotation of the prism on the beam axis produces
a double speed rotation of the image.

The Dove prism should be used only in a

collimated beam of radiation since otherwise the
inclined entrance and exit surfaces will intro-
duce severe aberrations into the image. With the
Pechan prism these surfaces are normal to the
beam, and they affect the image to a consid-
erably lesser degree.

The Pechan prism is made in two parts
separated by an air gap of about 0.002 in. The
beam is initially incident on the air gap layer at
an angle steep enough to produce total internal
reflection. At the second encounter, the beam is
normal fo the same and will be fransmitted
through. At the third encounter, it is again
totally reflected.

Image rotator prisms are often used in dynam-
ic display systems {panoramic scanners, per-
iscopes, etc.) to maintain the image erect relative
to a particular observer.

13. Polarization. The phenomenon of polari-
zation is explained in another chapter of this
book. In this paragraph it is intended only to
make note of the use of special prisms to
separate the two polarized components of a
composite beam. Details of the construction and
action of two types of polarizing prisms, Nicol
and Rochon prisms, are found in Ref. 24, Ch.
24,

3-2.3 OPTICAL DESIGN

3-2.3.1 Definitions, Notations,
and Sign Conventions

3-2.3.1.1 Optical Systems

In abstract concept, an optical system is a
mathematical or geometrical construct which
describes the relationship of object space to
image space. Physically it is an apparatus which
makes use of and controls a beam of electro-
magnetic radiation for the purpose of establish-
ing and maintaining the object space to image
space relationship.

3-2.3.1.2 Object

An object is the nominal source of the
radiation upon which the optical system oper-
ates. That is, each ray is considered to originate
at some point in the object. The ultimate source
of the radiation, however, may be considerably
removed from the object.

3-2.3.1.3 Image

An image is the grouping or assemblage of
rays in a localized region in space. It represents
the nominal terminal point of the radiation
which is passed by an optical system. Unless
absorbed by physical means at the image, the
radiation will, nevertheless, continue beyond
this terminal point.

3-2.3.1.4 Object and Image Space

The direction of rays in an optical system is
from the object, through the system, to the
image. All the space on the front side of the
system (where the object is located) is known as
object space. All the space on the side where the
image is located is the image space.

3-2.3.1.5 Point Image

Most of the analytical work in optics deals
with the image produced by an optical system
from a point (infinitesimally small) object.

The image of a point, however, is never as
small as the object due to the-physical nature of
the radiation that forms it (diffraction) and to
imperfections in the optical system (aberra-
tions). It is nevertheless called a “point image.”

3-2.3.1.6 Extended Image

An extended image, in correspondence with
an extended object, is considered to be an
assemblage of an infinite number of point
images. Since these images are finite in size they
must necessarily be conceived as overlapping
each other, and each point in the extended
image is built up with contributions from many
point images.

3-2.3.1.7 First-order {Gaussian) Optical Theory—
Paraxial Region

The First-order Optical Theory is a logical
discipline describing the relationship of an ob-
ject and an image in an idealized setting. The
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theory does not depend upon, and does not take
into account, the physical behavior of electro-
magnetic radiation.

As applied to an optical system which is
symmetrical about an axis, the first-order math-
ematical formulations describing the object-
image relationship are very precise when re-
stricted to the so-called paraxial region which is
an infinitely narrow region around the axis. For
practical purposes, it has been established that
the same formulas are valid to a good degree of
approximation when applied to a region of finite
extent around the axis. This may be called the
extended paraxial region.

3-2.3.1.8 Ray—Slope of a Ray

In geometrical optics, the concept of a ray has
been effectively used to describe the characteris-
tics and properties of systems, even though the
fundamental nature of electromagnetic radiation
does not admit to the existence of such. The
basic characteristics of a ray are its infinitely
narrow width and its propagation along a
straight-line path in homogeneous media.

In first-order theory, a quantity u is defined
as the slope of a ray relative to the optical axis,
wherein the slope has the usual connotation of
being the tangent of the angle which the ray
makes with the axis. Since an angle and its
tangent are nearly equal up to about 0.1 rad, u
and tan uy are often used interchangeably in
formulations pertinent to the extended paraxial
region.

3-2.3.1.9 Sign Conventions

In the present exposition of first-order optics,
the following conventions apply and the accom-
panying notations and signs are used:

1. Radiation is assumed to progress generally
from left to right (Fig. 3-9).

2. The direction of the axis is generally
positive toward the right.

3. Radii and curvatures are positive if the
center of curvature is to the right of a given
surface.

4. Distances measured from left to right are
positive. In diagrams, the direction of measure-
ment is indicated with an arrow.

+
A

AXIS

RAY +

FIGURE 3-9. Conventional Geometry in First-order Optics
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§. Distances measured upward from a hori-
zontal axis are positive.

6. Each slope angle is designated by a curved
arrow starting at the axis and extending to the
ray. The sign of the angle is posifive if the arrow
shows a clockwise rotation.

7. Angles of incidence and refraction are
measured from the normal to the surface. The
angles are positive if the measurement is coun-
terclockwise. Note the variance relative to Rule

6.

8. The index of refraction is a positive
number greater than 1. A vacuum has an index
of 1; air, slightly greater than 1. A reflective
surface is considered to be equivalent to a
refractive medium having an index of (- 1).

3-2.3.1.10 Nomenclature

SYMBOL DEFINITION

BFL Back focal length

c Surface curvature, equal to1/r,cm™

d d Principal plane distances from refer-
ence surfaces

EFI, Effective focal length

fi, 12 Focal points. An optical system
characteristically acts to change a
bundle of parallel rays so that they
converge toward a point in space
which is called a focal point.

f.f farlo Focal lengths or focal distances.
Focal distances are the distances
measured from the focal point to
the principal plane.

FFL Front focal length

h Object or image height; radial dis-
tance from the optical axis to a
point in the object or image field

i Subscript denoting the number of
a particular element or surface in a
series of such, integer

k Subscript denoting the last surface
or element in a series, integer

m Lateral magnification, dimension-

less

SYMBOL DEFINITION

n Index of refraction of first medium,
dimensionless

n' Index of refraction of second me-
dium, dimensionless

Pi, P2 Principal planes. The intersection
of the parallel rays in an idealized
system with the converging rays.
This is nominally the region where
the optical action (refraction or
reflection) takes place.

P, P Principal points. Intercepts of the
optical axis and the principal planes.

r Radius of curvature of a surface

s, § Object-image distances from princi-
pal planes

t Thickness of an element, i.e., the
spacing between surfaces

u Slope of a ray; angle between a ray
and the optical axis

x, x' Object-image distances from focal
points

y Ray height, measured from the axis

to the ray at or near a refracting or
reflecting surface

All mensurable quantities listed are in terms of
length units, unless otherwise specified.

3-2.3.2 First-order Theory—Formulations

" 3-2.3.21 Cardinal Points of Optical Elements

The parameters which determine the image-
forming characteristics of an optical element are
the curvatures of the surfaces, the index of
refraction of the material, and the position of
the surfaces relative to the object or image. The
relationship is a complicated one. However,
these parameters can be converted to others,
namely, the focal distances and principal plane
spacings which to a first approximation define
the object-image relationship in a greatly sim-
plified manner. The focal and principal points of
an element or system belong to a family called
cardinal points, which include also a pair called
nodal points. Nodal points have a property such
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that if a lens is tilted or rotated on any axis
through the same, no change in image position
results if the object is fixed. For a lens in air the
nodal points and principal points are coincident.

The location of focal points and principal
points is computed as follows:

For a single-surface element: (Refer to Fig.
3-10)

fa = (n,"_ ,l) r (3-1)
where n’ > n
and fo= i) G2
P, &P,

OBJECT SPACE

RAY PARALLEL

TO AXIS —\

Thick Lens: (Refer to Fig. 3-11)

_ _[n'-n 1 ]
FFL = f[l (——ml )t L=, (3-3)
= curvature of front surface
=y (r=ny,].1 . ]
BFL = f’l (n’r2 )t e Cy (3-4)
= curvature of back surface
1 1
1/EFL = - = - 5
f FTOT
N AN AT
(n n)[(rl) '(rz) +(n'r; r ) t] (3-5)
= -t ]
d n'(ri-ry)- (n' - n)t (3-6)
d'= L (37)

n'(ri-r)- (n' - n)t

RAY PARALLEL TO AXIS

FIGURE 3-10. Cardinal Points for Single-surface Elemnent
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OBJECT SPACE

(EFL)

e

FIGURE 3-11.

Thin Lens:

A thin lens is defined as one wherein the
spacing between principal points, P, and P,, is
negligible compared with other parameters.
Therefore, if we let t=0 in Eq. 3-5

1/EFL = —1’; = (n'- n)(l_ 1)

ry I, (3-8)

which is called the Lens Maker’s Formula,.

3-2.3.2,.2 Multiple Element Systems

The location of cardinat points in muitiple
element systems, Fig. 3-12, is determined most
easily by means of an elementary ray trace, using
the pair of Eqgs. 3-9 and 3-10 at each element in
succession.

Wi o= u+ }' (3-9)
Yiar = ¥i - diy (3-10)

where
u; = slope of the incident ray rela-

tive to the optical axis
height at which the ray strikes
the element

S
I

RAY PARALLEL
/TO AXIS

IMAGE SPACE

£'  (EFL)

—— ]

Cardinal Points for Double-surface Thick Lens Element

(Refer to Fig. 3-12 for sample problem setup.)

For the purpose of the ray trace, assume a light
beam paraliel to the optical axis, i.e., let u;, = 0;
y = arbitrary value; f,, fa, ... fr = focal lengths
of successive elements; d', d5, . . . dj, = spacing of
elements as shown. The order of the operations
is as follows:

(1) o, =+ 2= u
fi

(2) y:=y - diu
. Y2 _

3) u= u2+;ﬁ = uj

(4)  y3=y,- dyuy

(6) s = ust P
3
(6) BFL = y;[u,

yalus (3-11)

(7) EFL

yilup = y,/us (3-12)

*Note: f, is a negative number for the negative lens.
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P. (FOR THE COMBINATION)

L]
d3 9 |

FIGURE 3-12. System Cardinal Points by Ray Tracing

Each optical system has two focal points and
two principal planes. Eqgs. 3-11 and 3-12 locate
only one of each of these. To locate the second
focal point and principal plane for the combina-
tion, trace a similar ray through the system
backwards.

The BFL measured from the principal plane
of the last element as shown is of value only to
the designer. The optician who will assemble,
test, and use the system needs to know the BFL
as measured from the last surface. By treating
the third element separately as a thick lens, a
distance d; may be calculated by subtracting
the distance (Eq. 3-7) from the indicated BFL,
thereby obtaining the required net value.

3-2.3.2.3 Image Position, Magnification,
and Virtual lmage

The equations for image-object and magnifica-
tion relationships apply to both single element
and compound systems. A single pair of focal
points and principal points may be defined for a
compound system to fully describe its first-order
optical characteristics, regardless of the shape,
index, or spacing of the individual elements.
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Reference is made to Figs. 3-13, 3-14, and
3-15.

Image Position

1,- = l+ ) Gaussian Formula (3-13)

s s f

xx'= ff' Newtonian Formula (3-14)
Lateral Magnification

_ h' _ sI _ f _ xl
=R T s x
where i and h' are the radial distances from the
optical axis to a point in the object or image
field, respectively.

(3-15)

An optical system with strong positive power
will act upon the diverging ray bundles out of
the object, and make them converge to form a
real image as in Fig. 3-13. A weaker positive
system or a negative system can only reduce or
increase the divergence so that a real image
cannot be formed. Instead, a virtual image is
defined at the region out of which the re-direct-
ed rays appear to originate as in Fig. 3-15. The
virtual image, thus, is the equivalent of a
displaced object. It is to be noted that no real
rays exist in the virtual image space.
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FIGURE 3-13. Meridian Plane Section of a Refractive Optical System
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FIGURE 3-14. Meridian Plane Section of a Reflective System
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3-2.3.2.4 Sine Condition—Lagrange Law
of Invariance

The Sine Condition of Abbe and the Lagrange
Law of Invariance are highly effective tools for
analyzing complex optical systems. One applica-
tion of these is demonstrated in Fig. 3-16, which
represents a typical optical relay system of 2
stages.

Abbe’s Sine Condition:

I (invariant) = n, h,sin u,
= n}h}sin u)
= n,h;sinu,
= ...n,h,sin u, (3-16)
From which is obtained:
;:1 = magnification m
! - (n, sin u,
n,/ sin uy
_ sinu, N 17
snu (in air) (3-17)
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This statement describes the relationship which
must exist if an optical system is to produce
perfect image points in the vicinity of the axis.
Thus, an image to be free of aberrations requires
constant magnification for all optical paths from
object to image. The ratio sin u, /sin u), must,
therefore, be a constant.

The Lagrange Law of Invariance is similar to
the Sine Condition with u substituted for sin u.
It applies in the paraxial region where u = sin u.

If the system of Fig. 3-16 is ray-traced to
obtain u;, then the system magnification and
image height h;, can be determined without
reference to the intermediate stages using the
Lagrange Law in the form,

hy _oup

R, . (3-18)

From these, the parameters of overall focal
lengths, back focal lengths, and location of
principal planes can be determined.



ANY NUMBER OF STAGES

FIGURE 3-16. Application of Sine Condition

3-2.3.3 Limitation of Rays

The aperture stop of an optical system is a
physical element which limits the size of the ray
bundles that form each typical image point (see
Figs. 3-17 and 3-18). At the position of the
aperture, all the image-forming rays are com-
pletely intermingled. The principal or chief ray
passes through the center of the aperture stop,
hence, it is the central ray of each bundle that
forms an image point. Each principal ray crosses
the axis at the aperture stop and possibly at
several other points. Each of these alternate
crossing points locates an ‘“image of the aper-
ture’”’, and each such image point could be
selected as the position for the physical aperture
stop, so that with suitable size adjustments, the
system performance will remain unchanged.

In a compound optical system it is possible to
locate an image for each lens element in the
series. Some of these will be virtual images. A
physical stop (called a field stop) may be placed
at the position of any real image to limit or
define its size. This then also defines the field
angle or viewing angle of the system. The
half-field angle is measured at the entrance pupil
between the axis and the chief ray which
intersects the outermost point (edge) of the
image.

3-2.3.3.1 Entrance Pupil—Exit Pupil

In any optical system there is defined an
image of the aperture stop formed by the
portion of the system in front of that stop. This

is the entrance pupil. Similarly, the image of the
aperture stop formed by the optics behind it is
the exit pupil.

As may be observed in Fig. 3-17, the entrance
pupil is not always located at the first element
of the assembly. In this system its size is
equivalent to the clear aperture diameter of the
first lens, but its position is coincident with that
of the aperture stop behind the second lens. In
Fig. 3-18 the entrance pupil is in front of the
assembly, but its size is considerably smaller
than that of the clear aperture of the objective
lens.

Field angle and aperture angle (ray bundles)
computation should always be based on the
entrance and exit pupils as references, not on
the real aperture stop.

3-2.3.3.2 Relative Aperture, Speed, f/no.,
and Numerical Aperture

Relative aperture, speed, and f/no. all refer to
the same characteristic of an optical system, i.e.,
the angular size of the image-forming ray
bundles. It is clear that this size determines the
energy density arriving at the image. Thus, from
the effect of energy density on a photographic
plate, the concept of speed has been derived.

The clear aperture of a system is defined as
the diameter of the entrance pupil.
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The f/no. of a bundle is determined from the
effective focal length (EFL) and clear aperture
(CA) of the system, taken as a ratio, which
incidentally approximates the reciprocal of the
cone angle of the bundle in radians. Thus, for a
system with an object at infinity

Relative Aperture = f/no. = EFL/CA

Numerical Aperture (NA) is defined as the
sine of the halfcone angle u of the image

In a well-corrected system where the optical
path length from all portions of the exit pupil is
constant so that

. 1/ CA .
sinu = E(E'FIT) (see Fig. 3-19)

and if n is for air, then

forming ray bundles multiplied by the index of NA = sinu
refraction of the image space, thus 1 ( cA )
NA =nsinu (3-19) 2\EFL
This is, likewise, a measure of the same 21 1 (3-20)
characteristic as f/no. 2 (f/no.)
] by
/ EFL
/
/
/
/
f u
CA ‘ 3
\
\ LAST PRINCIPAL PLANE OF THE
\4/ OPTICAL SYSTEM (SPHERICAL)
\
\
—

EFL

FIGURE 3-19. Relationship of Clear Aperture and Effective Focal Length

'3-37



3-2.3.4 Aberrations in Third-order Optics

32.34.1 Third-order Theory

The First-order (Gaussian) Theory of optical
imagery is based on a purely mathematical or
geometrical structure which relates an object
space to an image space. It describes, thereby,
the object-image relationship of perfect or ideal-
ized optical systems. Real optical systems, how-
ever, are always imperfect and generally are
afflicted with deviations from the ideal. These
are called aberrations.

The exact behavior of rays in a real optical
system is described by two basic laws: (1) Snell’s

(4)

REFRACTION OF A RAY
AT AN INTERFACE BETWEEN
MEDIA OF DIFFERENT INDICES

Law of Refraction, n'sinI'=nsin], and the
Law of Reflection I = I, These are illustrated in
Fig. 3-20.

Snell’s Law can be stated in the form:
sinl’ = (ﬂ) sin [
n

from which it appears possible to have sin I
greater than 1, if n is greater than n’'. This occurs
when the incident ray is in the denser of the two
mediums. A limiting incidence angle I exists for
which I' is 90 deg, and this is called the critical
angle. If the incidence angle is greater than the
critical angle, the ray will be totally reflected.

REFLECTION OF A RAY
AT AN INTERFACE BETWEEN
MEDIA OF DIFFERENT INDICES

(C)

TOTAL INTERNAL
REFLECTION

FIGURE 3-20. Geometrical Presentation of Refracted and Reflected Rays
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Using the basic laws of refraction and reflec-
tion, along with the geometry of the optical
components of a system, it is possible to trace
the exact path of any number of rays through
the system and determine from these the per-
formance of the system. Well-established and
standardized ray tracing formulas can be found
in almost any optics text book (e.g., Refs. 25
and 26). Analysis of optical systems by direct
ray tracing had been a tedious and time-con-
suming process until the recent advent of
high-speed digital computers. As a consequence,
a body of theory has been developed in past
years by means of which the ray tracing for-
mulations are compared directly with the ideal-
ized formulas of the Gaussian theory so that the
nature and magnitude of the aberrations may be
closely examined and analyzed.

This type analysis is further aided by using, in
place of certain trigonometric functions in the
ray tracing formulas, their equivalent series

HIGHEST CONCENTRATION

expansions and truncating these at a low order
level. It has been found that inclusion of
third-order terms of the series, only, will provide
a reasonably accurate accounting for the aberra-
tions.

This technique of analysis represents the
third-order theory of optical imagery.

3-2.3.4.2 Monochromatic Aberrations

‘In third-order theory, the deviation of a
representative ray in an optical system from the
path described by the Gaussian theory is ex-
pressed as a polynomial consisting of five terms.
Each term describes a different type of aberra-:
tion. Accordingly, any term which is equal to
zero represents the absence of a particular type
in the optical system. In a perfect optical system
all the terms are zero.

These five Seidel aberrations (named after the
investigator who first described them) include:

TRANSVERSE
SPHERICAL
ABERRATION

OF ENERGY IS AT THE VIEW A-A
CENTER (10X)
OUTER ZONE MERIDIAN PLANE
(EXIT PUPIL) Ry LONGITUDINAL
S SPHERICAL  f-
- ABERRATTON

AXIS

-

INNER ZONE

rocus oF R —
RIM RAYS

AXTAL RAY

R

PARAXIAL
FOCUS

WHEN RIM RAYS FOCUS TO THE LEFT OF THE PARAXIAL FOCUS,
THE SPHERICAL ABERRATION IS POSITIVE (+), PER DIAGRAM.

WHEN RIM RAYS FOCUS TO THE RIGHT OF THE PARAXIAL FOCUS,
THE SPHERICAL ABERRATION IS NEGATIVE (-).

FIGURE 3-21. Optical Diagram illustrating Spherical Aberration
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S'I:_STEM OPTICAL AXIS

—
i

MERIDIAN PLANE

c_ TANGENTIAL
COMA

HIGHEST CONCENTRATION

OF ENERGY AT APEX \\\\

Cs

coMa

VIEW A-A
(10x)

OUTER ZONE

(EXIT PUPIL)

COMA IS POSITIVE IF THE APEX
OF THE FLARE IS POINTING
TOWARD THE OPTICAL AXIS.

FIGURE 3-22. Qptical Diagram lllustrating Coma Aberration

1. Spherical Aberration (SA). When the rays
in the outer zones of a bundle come to a focus
at a point axially displaced from the focus of the
rays close to the axis (paraxial), the result is
spherical aberration. It is measured in either the
longitudinal or the transverse direction, as
shown in Fig. 3-21.

2. Coma (C). When the rays in the outer
zones of an off-axis bundle focus at a point
which is displaced both laterally and longitu-
dinally from the focus of the rays in the inner
and central zones, coma is said to exist (Fig.
3-22). Coma is measured by the degree of
deviation of the ray intercepts in the image
plane from a nearly perfect image point defined
by the sine condition. This is called OSC

340

{offense the sine

Conrady?S.

against condition) by

3. Astigmatism (A). This aberration occurs
when the rays of a meridianal fan come to a
focus at a point which is longitudinally displaced
from the focus of the sagittal fan of rays. Each
focus is a short line, and the two lines are
rotated 90 deg with respect to one another (Fig.
3-23). The linear displacement between the T
and S images is a measure of the astigmatism
which is present. However, in some instances it
is necessary to determine the minimum circle of
confusion between T and S. If the f/no. of the
bundle is known, the diameter of this blur circle
can be calculated as

1 v Astigmatism

{(f/no.) 2 (3-21)

SAGITTAL



ASTIGMATISM

MINIMUM

"CIRCLE" OF b /SAGI’I'I‘AL
CONFUSION / IMAGE

’,/’

ASTIGMATISM IS POSITIVE IF
TANGENTIAL IMAGE IS TRAIL-
ING THE SAGITTAL IMAGE IN
THE DIRECTION OF THE RADI-
ATION PROPAGATION.

IF THE f/no. OF THE BUNDLE IS KNOWN,
THEN THE DIAMETER OF MINIMUM CIRCLE OF
CONFUSION IS GIVEN BY

1 ASTIG
(f/no.) .

FIGURE 3-23. Optical Diagram {llustrating Astigmatism
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OBJECT

m v »n =
]

TANGENTTIAL IMAGE SURFACE I
SAGITTAL IMAGE SURFACE

PETZVAL SURFACE
NORMAL PLANE TO AXIS

AXIS

FIGURE 3-24. Field Curvature

4. Field Curvature. Field curvature is a de-
parture of the off-axis image points from the
normal plane through the paraxial focus point.
Fig. 3-24 shows the loci of tangential and
sagittal off-axis image points for a simple optical
system along with a reference surface P called
the Petzval surface. The Petzval surface is fixed
by the overall parameters of an optical system
and usually cannot be changed significantly by
shifting or bending the lens elements. The T and
S surfaces, however, can be changed by such
manipulation but always in such a way that all
tangential image points are three times as far
from the Petzval surface as are the correspond-
ing sagittal image points. In simple optical
systems the three stated surfaces are usually
paraboloids of revolution.

5. Distortion. Distortion is an aberration
which affects mainly the principal rays of an
optical system (Fig. 3-25). Whenever these rays
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do not follow the path prescribed by the
Gaussian theory, the result is an image which is
no longer similar in every detail to the object.
Barrel distortion occurs when magnification
decreases toward the outer zones of the field.
Conversely, pincushion distortion occurs when
magnification increases toward the outer zones.
This distortion is measured as the spatial differ-
ence between a point in a particular region of
the image field and a similar point in a perfect
image (an image which is exactly similar to the
object). The percent distortion is the ratio of the
amount of distortion to the distance of the
selected image point from the optical axis. The
point usually selected for distortion specifica-
tion is at the extreme edge of the field. In Fig.
3-25

% distortion = 100 (B - A) (3-22)



N

OBJECT

IMAGE - PINCUSHION
DISTORTION

IMAGE - BARREL
DISTORTION

FIGURE 3-25. Examples of Pincushion and Barrel Distortion

3-2.3.4.3 Chromatic Aberration

Chromatic aberration is really a first-order
effect due directly to the variation of index of
refraction of the elements of the optical system.
The two types of chromatic aberrations rec-
ognized are longitudinal and transverse. Longitu-
dinal chromatic aberration is a difference in
focal position between images formed by two
different wavelengths of radiation. Transverse
chromatic aberration at the off-axis image points
is characterized by a lateral displacement be-
tween images formed by two different wave-
lengths of radiation.

It is conventional practice to select two
wavelengths which represent the ends of the
spectral band over which the optical system is

expected to operate, and define the image
displacements for those wavelengths as the
chromatic aberration.

3-2.3.4.4 Correction of Aberrations

It should be noted that the various aberra-
tions are characteristics of the representative
image points which an optical system produces,
and not of the optical system itself. They are,
however, functions of the optical system pa-
rameters, and often can be explicitly stated as
such. If these functional relationships are
known, it becomes possible to control the
aberrations by the judicious selection and adjust-
ment of the system parameters. The more
parameters available, the higher the degree of
control obtainable. Thus, the more perfectly
corrected systems tend to have many elements,
each contributing its own set of parameters.
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3.2.3.4.5 Relation of Aberrations
to QOptical System Parameters

The basic parameters of an optical system
include: (1) index of refraction of the elements,
(2) spacing of the elements, and/or spacing of
the surfaces (thickness), (3) curvature of the
surfaces, and (4) object or image distance.

In simple optical systems (one or two sur-
faces), the effects of these parameter variations
on optical aberrations are observed directly and
an immediate cause-and-effect relationship can
be established.

1. Spherical Aberration (SA). In a system
which contains a single refractive element (two
surfaces), and with the object at infinity, the
spherical aberration can be changed by ‘“‘ben-
ding” the lens until minimum aberration is
obtained at one particular configuration. Bend-
ing is a process of changing the curvatures of

OBJECT

two surfaces of an element in parallel while
maintaining the net curvature or power of the
combined surfaces. (See Fig. 3-26.)

Also in both refractive and reflective single-
element systems, the spherical aberration can be
reduced to zero by making the surfaces aspheric.
A paraboloidal reflective element, for example,
shows no spherical aberration for an object at
infinity.

2. Coma (C) and Astigmatism (A). These
aberrations can be reduced by lens bending,
changing the element spacing, and adjusting the
stop position. Since generally, element spacing
affects astigmatism much more than it does

‘coma, an opportunity exists for differentially

adjusting these aberrations.

3. Petzval curvature (PC). This condition is
fixed for an element of given power and index
of refraction. The PC can be approximated by

AT =«

-~
=]
o
Z z
252
5s¢e
-
HeEd
jo vl <3
%a..n:‘.
- U =T

SHAPE FACTOR

FIGURE 3-26. Lens Bending for Minimum Spherical Aberration
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1

PC=Ef—.

(3-23)
where n is the refractive index of the material,
and f is the foca! length of the element.

The Petzval curvature can be changed by
varying the index and adjusting the surface
curvatures to maintain a fixed focal length or
power,

4. Distortion. Small amounts of distortion
can be controlled by locating the aperture stop
at a given point in a system, and by arranging
the system elements symmetrically around the
stop. In wide field angle systems, where the
distortion cannot be effectively controlled, it
may be expedient to accept whatever degree of
distortion exists after the other aberrations are
balanced out.

5. Chromatic Aberration. Contro! of chro-
matic aberrations can be acheived by the com-
bination of two or more elements; the positive

power for introducing positive aberrations and
negative power for introducing negative aberra-

tions. By using suitable lens materials, the
aberrations per-unit-power pertaining to the

APERTURE

PARAXIAL RAY
(MARGINAL)

PRINCIPAL
RAY \
1

positive elements will be different from those of
the negative elements, so that a combination can
be designed to cancel the aberrations while
maintaining a given net power.

For more complex systems, the relationship
of aberrations to optical parameters has been
formalized into a set of equations which show
the contribution of each set of component
parameters to each of the aberrations in the final
image. The total (net) aberrations are the al-
gebraic sums of the individual contributions.
These are known as Seidel Sums.

The equations for the Seidel Sums (net
aberrations) are given in terms other than the
basic element parameters defined so far. The
terms used are more immediately descriptive of
the total system and particularly of the rays
which traverse the system.

It is necessary to begin with an elementary
ray trace of two representative rays as shown in
Fig. 3-27. A new set of parameters associated
with each surface, i, is thus calculated according
to the listed formula. Subscripts k& identify the
final surface.

FIGURE 3-27. Elementary Ray Trace Required for Computing Seidel Aberrations
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Parameter

Ci = 1/r;
N; = n,/n;
u; = ¢y(l- Nj)+ Nw,
Uiy = u;
Yie = y;- tu';
i =6YiT Y
Ip; = Ci¥pi ~ Upi
1 = n(uy,- yu,)
h; —_

I
R - Ry, U,
Bl‘ = niy"(u:- - l‘)(l - N‘)/2I
B, = Ny pillp: - ip)(1 - Nj)2I

The final formulas for Seidel Sums are given as:

Parameter
£8C = Blhy |uy
zCC = Bii, h
ZAC = B}, luy,
e = MO e (i)
2n Uy
zDC = [Bpip + (uy2- ul)/2]h,
ZLchC = yi(An- NAn')/(uy)?
E2TchC = yi,(An - NAR')u,

where An = n,-n;; and n,/n, are indexes for two
wavelengths spanning the spectral range in which
system operates.

Identity

Surface curvature for radius r

Index ratio for media on opposite sides of the
surface

Slope of refracted ray
Slope of incident ray on following surface

Ray height after a spacing equal to t; between
surfaces

Angle of incident ray at the surface
Angle of incident principal ray at the surface

Invariant—to be computed from parameters of
surface No. 1. Note: y,; = 0, if aperture coincides
with surface No. 1

Image height. The distance from the optical axis
to the farthest point of the image

Image height at last surface or element in a series

Parameter

Parameter B associated with principal ray

Identity

Longitudina: spherical aberration (3-24)
contribution

Coma (sagittal) contribution (3-25)
Astigmatism contribution (3-26)
Petzval curvature contribution (3-27)
Distortion contribution (3-28)
Longitudinal chromatic contribution (3-29)
Transverse chromatic contribution (3-30)



These formulas were developed particularly
for axis-centered systems of spherical surfaces,
to which class the vast majority of practical
optical systems belong. However, with some
extensions to the set, it is possible to analyze by
this technique optical systems which include
aspheric surfaces of revolution (pp. 274-278,
Ref. 27).

The Seidel Sums describe the abetrations as
they exist at a maximum image height A,
corresponding to the intercept with the final
image plane of the principal or chief ray
introduced at y,;. It is not valid simply to
change #, in the formulas to determine aberra-
tions at intermediate heights. Instead, a com-
plete new ray trace with an intermediate value
of y,; must be made and a complete new set of
parameters determined from these.

3-2.3.5 Ray Tracing

3-23.5.1 Use of Computers
for Ray Tracing

In modern technology, it is no longer eco-
nomically sound to produce optical designs by
so-called ‘“longhand calculation”, using desk
calculators and slide rules, In addition to making
possible the high-speed processing of established
ray tracing formulas and aberration analysis,
large-scale digital computers increase the scope
of the analysis by multiple and iterative proce-
dures.

For example, the precise nature and extent of
aberrations can be determined by exact tracing
of a large number of rays in the aperture and
covering the entire field to provide a comprehen-
sive account of the system performance. Com-
puters will even generate a display of the data in
the form of easily readable plots (spot diagrams)
of the ray intercepts at the image plane.

A typical computer program will accept the
basic geometrical and physical data pertinent to
an optical system and produce the following
performance data.

1. Detailed traces of a prescribed number of
rays in the entrance pupil and in the field. These

include six ray coordinates (three positional and
three directional) at each surface and at the
image, as well as at a number of arbitrarily
designated stations.

2. Detailed listing of Seidel aberration values
and sums

3. Overall cardinal points, plus effective focal
length :

4. Spot diagrams, as many and as detailed as
required

5. Modulation transfer function data

6. Energy distribution plots

Sophisticated programs are available which
permit a more rigorous analysis by automatically
adjusting the input data to optimize the design.
This involves the assignment and use of special
merit criteria and/or logical selection programs,
which may vary widely and depend heavily for
their effectiveness on the ingenuity of the
program designer.

It is obvious that the optical designer no
longer needs to have an understanding of detail-
ed ray tracing techniques. Instead, he needs only
to learn the relatively simple program input
routine to become adequately proficient in
conventional optical design.

For a detailed treatment of ray tracing,
reference is made to some of the many texts
available on this subject?%25

3-2.3.5.2 Graphical Ray Tracing

Although large-scale computers are extremely
useful for analyzing optical systems which have
been tentatively established, they cannot yet be
used effectively in the initial synthesis of an
optical design. At this stage, the designer’s
experience and ingenuity along with a basic
understanding of the laws of optics are pre-
dominant.

System synthesis can often be expedited by
graphical ray tracing techniques which help the
designer visualize the projected performance of
an embryonic optical system. Several such tech-
niques are illustrated in Figs. 3-28, 3-29, and
3-30.
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FIGURE 3-28. Graphical Ray Trace



LOCATION OF TANGENTIAL AND SAGITTAL IMAGE POINTS ALONG THE CHIEF
RAY OF AN INFINITELY NARROW BUNDLE IN A REFLECTIVE SYSTEM.

OBJECT
S

7/ NORMAL TO THE
SURFACE

s'. .
, TANGENTIAL /
o IMAGE /
SAGITTAL
IMAGE

PROCEDURE :

1. 2 DRAW THE CHIEF RAY ACCORDING TO THE LAW OF REFLECTION.

3 ERECT A PERPENDICULAR TO THE INCIDENT CHIEF RAY THRU c.
4 ERECT A PERPENDICULAR TO THE SURFACE NORMAL THRU d.
5. A STRAIGHT LINE THRU S AND K INTERSECTS THE REFLECTED

CHIEF RAY AT S't.

6. A STRAIGHT LINE THRU S AND ¢ INTERSECTS THE REFLECTED
CHIEF RAY AT S'S.

MATHEMATICALLY S't AND S'S CAN BE LOCATED WITH THE FOLLOWING EQUATIONS:

FOR TANGENTIAL IMAGE:
1 2

+ = -
S't r cos i

(LY

FOR SAGITTAL IMAGE:

_1_+ 1 =2v::osi
S sfS r

FIGURE 3-29. Graphical Ray Tracing. Surface May Be Convex, Flat, or Concave
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OBJECT
S

TANGENTIAL IMAGE
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SAGITTAL
IMAGE

CONSTRUCTION OF TANGENTIAL AND SAGITTAL IMAGE POINTS ALONG THE CHIEF RAY
OF AN INFINITELY NARROW BUNDLE IN A REFRACTIVE SYSTEM.

PROCEDURE :
1 2 3 4 DRAW THE SURFACE AND TRACE THE CHIEF RAY ACCORDING TO
FIG. 3-28
5 THROUGH THE CENTER OF CURVATURE c¢ ERECT A
PERPENDICULAR TO THE INCIDENT CHIEF RAY.
6 DRAW (B) AT AN ANGLE TO (B) EQUAL TO i'.
pRAW (7) PERPENDICULAR TO (§) THROUGH ¢ TO FORM
THE INTERSECTION k .
8 A STRAIGHT LINE THROUGH S AND k WILL INTERSECT THE
REFRACTED CHIEF RAY AT S' .
9 A STRAIGHT LINE THROUGH S AND ¢ WILL INTERSECT THE

REFRACTED CHIEF RAY AT S'S.

IN MULTIPLE SURFACE SYSTEMS, IF THE INTERMEDIATE S'y AND S'g POINTS TEND
TO BECOME REMOTE AND INACCESSIBLE, THE PROCESS OF LOCATING THEM CAN BE
CARRIED ON MATHEMATICALLY BY USING THE FOLLOWING EQUATIONS:

FOR THE TANGENTIAL IMAGE:

n' cos2 i' _ n cos2 i _ n' cosi' - ncos i
S't S r
FOR THE SAGITTAL IMAGE:
n' cos 1' - n cos 1

n' _on _
S! S r
S

FIGURE 3-30. Grsphical Ray Trscing. Surface May Be Conceve, Flat, or Convex



Procedure:

1. Draw the normal to the surface through
the point of incidence.

2. Draw an auxiliary diagram (B) consist-
ing of two concentric circles of radii proportional
to the indices n and n'.

3. Draw @ parallel to the incident ray
through the center o.

4. Draw @ parallel to the normal through
the intersection p.

5. Draw through the intersection g and
the center o.

6. Draw the refracted ray in (A) parallel to

@ through the point of incidence.

3-2.3.6 Image Quality in Terms of Resolution,
Spot Size, and Energy Distribution

The quality of an optical system is usually a
measure of its ability to produce an optimum
point image from a point object, the optimum
image being defined by the diffraction effect
limitation which the system exhibits.

3-2.3,6.1 The Diffraction Effect—Airy Disc

The diffraction effect is an interference phe-
nomenon which results in an energy distribution
pattern at the image. The pattern consists of an
intense central disc surrounded by alternate
rings or zones of progressively lesser energy and
zones of zero energy.

In a geometrically perfect system (no aberra-
tions), the central disc (Airy disc) contains 84
percent of the total energy arriving at the image
and its diameter is considered, therefore, as the
nominal effective diameter of the image.

The size of the Airy disc depends only on the
wavelength and on the diameter of the aperture
and is expressed in terms of angular units
(radians). The radius ¢ of the Airy disc is
calculated using the following equation:

6 = 1.22(%) (3-31)
both in
where A = wavelength the same
a = aperture diameter| length
units

Determination of the diffraction effect be-
comes rapidly more complicated when the sys-
tem aperture is not circular. For most systems,
however, the circular equivalent of the given
aperture may be used to estimate first-order
diffraction effects.

3.2.3.6.2 Geometrical Effects—Image Blur

The combined geometrical aberrations of a
system produce a single effect termed image
blur. Energy within this blur is usually distrib-
uted in a characteristic pattern consisting of a
high-level concentration in a local spot with a
rapid, and not necessarily uniform, fall-off in all
directions. The lower level outer regions of this
blur may extend a considerable distance away
from the high-level region, often making it
difficult to define the effective size of the blur.
One arbitrary measurement assumes that the
effective size is a circular area which contains 84
percent of the energy arriving at the image,
similar to the measure of the diffraction effect
by the size of the Airy disc, except that there is
no well-defined edge to the central “hot spot”.

3-2.3.6.3 Overall Effect

Mathematically, the geometrical and diffrac-
tion effects can be combined by convolution to
produce an overall image blur, This complex
mathematical operation, ordinarily done on a
high-speed computer, is economically feasible
only on the most precise optical system designs.
For ordinary systems, it is customary to simply
add the diameters of the two blur circles and
assume this sum to be the nominal diameter of
the overall blur circle.

The performance of an optical system is
described in terms of one or more criteria based
on the characteristics of the overall image blur.
Most common criterion is resolution; others are
energy distribution and frequency response.

3-2.3.6.4 Resolution

The resolving power of a system is defined as
the smallest separation between two point-
images at which the system will detect that
there are two images instead of one.

A precise geometrical definition of this condi-
tion for diffraction-limited systems (systems
with insignificant geometrical aberrations) is
given by the so-called Rayleigh Criterion. This
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criterion states that two equal diffraction-type
point-images shall be considered resolved if their
Airy discs overlap to the extent of not more
than one disc radius. Thus, the energy peaks of
the two images are separated by at least one disc
radius.

The energy distribution of most point images
is characteristically similar to that of the typical
diffraction image. This had led to the adoption
of the Rayleigh Criterion for application to all
types of images, provided only that an equiv-
alent disc diameter can be assigned thereto.

3-2.3.6.5 Geometrical Energy Distribution—
Spot Diagrams

Energy distribution in a point image can be
most effectively displayed by means of a spot
diagram. A representative number of rays evenly
spaced in the entrance pupil of the system are
traced to the image plane and plotted as a
grouping of dots. The density of the dot
groupings will be a measure of the spatially
distributed energy. A count of the dots and
application of a percentage specification can
provide an estimate of the nominal blur circle
diameter, which can then be used as a perform-
ance criterion.

3-2.3.6.6 Energy Distribution—Spread Function

The distribution of energy in the image of a
point may also be described by a “point spread
function” which is a plot of the energy density
versus position in the image plane. If the
distribution is symmetrical, a plot of the energy
density along a line through the center of the
image contains all the information. If the dis-
tribution is unsymmetrical, plots along two lines
at right angles to each other are used.

3-2.3.6.7 Frequency Response

The frequency response can be determined by
using a series of gratings covering a range of
frequencies from that at which the response
(image) shows 100 percent contrast to that at
which the contrast is effectively zero. This
function may be used directly as a criterion of
the optical system performance.

A sine wave grating consists of uniformly
spaced lines and spaces with a density which is
graded from one to the next according to a sine
function. When such a grating is used as an
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object in an optical system, an image will be
formed which is similar to the sine wave grating
but at a reduced contrast (sine wave amplitude).
The contrast may be measured with a radi-
ometer, or with a microdensitometer if a photo-
graphic image is produced.

If a grating of higher spatial frequency (closer
line spacing) is substituted, a lower contrast level
will be observed.

3-2.3.6.8 Image Evaluation

When the geometrical blur of an image is
small compared to that due to diffraction, an
optical system is said to be diffraction limited.
Such optics represent the highest quality that
can be achieved.

When the geometrical and diffraction blurs
are in the same dimensional range, their individ-
ual effects are often difficult to observe sep-
arately. In fact, the geometrical aberrations do
not substantially increase the size of the Airy
disc, instead they tend to feed energy into the
outer rings of the diffraction blur. Because of
this effect, an optical system in this condition is
still considered to be diffraction limited. Iis
resolution, by definition, is unchanged, but the
contrast in the image is reduced over that of a
true diffraction-limited system.

A third level of image quality is that in which
the geometrical aberrations predominate. In
evaluating the system, it is customary to ignore
the diffraction effect since the need for preci-
sion is lost among the gross system inaccuracies.

3-2.3.6.9 Depth of Focus

A perfectly corrected lens system will have a
certain range called ‘“‘depth of focus” through-
out which the image plane may be moved
without deteriorating the image beyond the
Rayleigh limit.

B A
Depth of focus = ¢ et U (3-32)
where
X = wavelength
u = angle of marginal ray with
the axis at the image
n' = index of medium in which

image exists



Example:

A camera having a 2-in. aperture objective,
and focused at an object 10-ft (120-in.) distant
has a depth of focus:

Depth of Focus = % 9290—22—27
1 (19)
= + 0.32in.
Since A = 0.000022 in. for average

white light

n' = 1 for air

e % of 2
120
N
= 120 rad
s 120

3-2.4 OPTICAL SYSTEM DESCRIPTIONS
AND ENGINEERING

3-2.4.1 Afocal Systems

An afocal optical system is one wherein the
net or overall focal length is equal to infinity.
Both object and image are also at infinity (see
Fig. 3-31). The focal lengths of the individual
components, however, are finite and the system
analysis, by use of the Gaussian equations on
the components, is valid.

The system has a characteristic magnification
which can be derived simply by cascading the
magnifications of each component system, thus

- - Sy 8
m=mm = o X, (3-33)
but lim ? = 1 ass) and s, approach infinity

1
m= sy /s, =filfa

The value of afocal optics in IR systems is in
reducing the bundle size so that a large aperture
may be used with relatively smaller optics for
processing the beam to the detector. The reduc-
tion in bundle size, however, is achieved only at
the expense of the field width.

3-2.4.2 Relay and Field Lenses

In transporting an image over a long, narrow

optical path, as occurs in a periscope, it is
necessary to arrange a number of short systems
in series in such a way that the image of one acts
as object for the next one in succession. The
greater the width of bundle to be carried over a
given total path, the greater will be the number
of component relays needed.

A typical relay system is illustrated in Fig.
3-32. The image is reformed three times. At each
intermediate position, a field lens acts to change
the direction of the image forming bundles so
that they will remain within the span of the next
relay lens. This is the characteristic action and
function of the field lens. It does not change the
image itself.

A field lens is always between two relay lenses
or between apertures of a system. It is, there-
fore, very useful to consider the field lens as a
component which relays an image of the aper-
ture from one station to the next.

In IR systems, this aperture relaying function
is used to define the field and stabilize the
energy level at the detector as demonstrated in
Fig. 3-33. In such applications the field lens is
designed so that it will also perform the demag-
nification function. This will result in a higher
concentration of energy on the detector while
permitting the use of a lower power and better
corrected objective.

3-2.4.3 Aplanatic Systems

An optical system which produces no spher-
ical aberration or coma in the image is said to be
aplanatic. One outstanding example is a single-
or double-surface refractive system wherein the
object and images are as shown in Fig. 3-34. The
limitations imposed by the given conjugate
relationships prevent such a system from being
used to form a real image from a real object, but
it is very effective for increasing or decreasing
powers or the field angles without adding
aberrations.

3-2.4.4 Symmetrical Combinations

An example of a symmetrical system often
used in relaying is shown in Fig. 3-35. The
system is particularly useful in illustrating the
techniques of adjusting the surface curvatures
and stop position to minimize aberrations.
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(4) (€)

ASTRONOMICAL TELESCOPE

(B) (D)

GALLILEAN TELESCOPE

(A), (B) REFRACTIVE TYPES
(C), (D) REFLECTIVE TYPES

FIGURE 3-31. Afocal Systems
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OBJECTIVE

FIELD LENS

FIELD D
ANGLE
IMAGE
THE OBJECTIVE LENS APERTURE (A) IS IMAGED
BY THE FIELD LENS ON THE DETECTOR (D).
ALL ENERGY WITHIN THE CONSTANT FIELD ANGLE
IS DELIVERED TO THE DETECTOR.
FIGURE 3.32. Optical Relay System
FINAL IMAGE
OBJECT X
= RELAY LENS NOTE: Field lenses change direction of the ray bundles,
F = FIELD LENS but not the character of the images.

Each positive relay unit inverts the image.

FIGURE 3.33. Example of Simple IR Radiomeater
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CURVED IMAGE SURFACE

CURVED OBJECT
(VIRTUAL)

PERFECT APLANATIC SYSTEM. ZERO SPHERICAL ABERRATION. ZERO COMA.
GEOMETRICALLY, THE SINE CONDITION, n sin u = n' sin u', IS SATIS-
FIED FOR ALL RAYS THROUGH THE SYSTEM.

IMPERFECT APLANATIC SYSTEM. THE AXIAL POINT (P') IS FREE OF
ABERRATION, BUT THE SECOND SURFACE 82 INTRODUCES A SMALL AMOUNT
OF COMA INTO OFF-AXIS IMAGE POINTS.

FIGURE 3-34. Geometry of an Aplanatic System



STOP

OBJECT

IMAGE

COMA, DISTORTION, AND LATERAL CHROMATIC
ABERRATION, ARE CANCELLED BY SYMMETRICAL
ARRANGEMENT OF ELEMENTS AROUND THE STOP

FIGURE 3-35. Symmetrical Relay System

As an initial requirement, each half of the
system is designed for a minimum spherical
aberration, but with a sizable coma. Ordinarily
this cannot be done with a single lens, while it is
feasible with a doublet or an aspheric lens. When
the two halves are assembled, the lateral aberra-
tions of coma, distortion, and lateral color are
cancelled due to symmetry. The spacing of the
two halves, which is equivalent to adjusting the
stop position relative to each, can then be used
to control astigmatism and field curvature.
Spherical aberration will remain low since it is
not affected by stop position.

The symmetry principle is also used quite
effectively in the design of wide-angle systems.

3-2.4.5 Multipie-element Systems

A single lens element (two spherical surfaces)
will always produce positive spherical aberration
in the image when the object is located at
infinity. By bending the lens (Fig. 3-36) so that
the principal plane approaches a sphere with its
center at the axial image point, the spherical
aberration can be reduced to a minimum. If two
or more such elements are placed in series, it
might be concluded from a cursory examination
of the arrangement that the positive values of
spherical aberration will add to produce a
greater overall effect. Quite the contrary is true.
Instead, the contribution of the second and

succeeding elements will drastically reduce the
overall spherical aberration and, in fact, by the
use of materials of suitable index, it may be
entirely eliminated.

The reason for this seeming anomaly is that
the spherical aberration is not a function of the
optical element alone, but of the optical system,
which includes object and image position. Thus,
since the object which the second and succeed-
ing elements in the series see is not at infinity,
their contribution to the system aberration is
drastically altered.

3-2.4.6 Reflective IR Optical Systems

Reflecting systems are highly favored in IR
technology because they perform uniformly
over a wide spectral range, produce no chromat-
ic aberrations, and are economical even in very
large sizes. The most common of all-reflective
optical systems configurations are shown in Fig.
3-37.

3-2.4.6.1 Simple Mirror

A simple mirror may be either spherical or
paraboloidal. If the stop is placed at the center
of a curvature, the sphere will introduce only
spherical aberration which, nevertheless, is uni-
form over the curved image field. Since the
image is formed within the beam, a detector
array placed to sense it will produce a certain
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APPROX.

SPHERICAL
SURFACE

A SINGLE REFRACTIVE ELEMENT CAN BE '"BENT" FOR

MINIMUM SPHERICAL ABERRATION.

FOR AN OBJECT

AT INFINITY, THE PRINCIPAL "PLANE" WILL
APPROACH A SPHERICAL SURFACE CORRESPONDING TO
THE SPHERICAL WAVE FRONT OF THE CONVERGING BEAM.

MULTIPLE REFRACTIVE ELEMENTS CAN BE COMBINED TO
PRODUCE ZERO SPHERICAL ABERRATION SIMULTANEOUSLY
WITH A LOW RESIDUAL COMA VALUE.

FIGURE 3-36. Reduction of Spherical Aberration in Series Lens Combinations

amount of blocking, which is detrimental only
to the extent that it reduces the amount of

energy which can be collected with an aperture
of a given size.

A paraboloid will produce an aberrationless
image point on-axis, but off-axis it introduces
astigmatism and coma. For narrow field angles,
these are often small enough to be tolerated.
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3-2.46.2 Folded Systems

If the detector array requires substantial
service support such as cooling or baffling and
possibly access space, one of the folded config-
urations illustrated in Fig. 3-37 (B) and (D)
might be suitable. The image characteristics are
unchanged, but blocking of the beam is likely to
be increased.
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OFF-AXIS PARABOLOID

CASSEGRAINIAN GREGORTIAN

PAIRED CONICS

FIGURE 3-37. Reflective Systems
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3-2.4.6.3 Off-axis Configuration

The off-axis paraboloid represents an elegant
solution to the blocking problem, but its field is
more severely limited by coma and astigmatism
than it is in concentric systems. The axial image
point, however, is perfect.

3-2,4.6.4 Compound Reflectors

The Cassagrainian and Gregorian systems (E)
and (F) of Fig. 3-37, respectively, are essentially
the same except in the placement of the
secondary. Their advantages include compact-
ness and a moderately wide field. Systems of
this type result in considerable blocking of the
beam.

3-2.4.6.5 Paired Conics

Systems of this type are rarely used for
image-forming optics, although the dual surfaces

MANGIN
MIRROR

CASSEGRAINTIAN SYSTEM
COMBINED WITH
MENISCUS CORRECTOR

and spacings permit the design to be optimized
over a substantial field. Fabrication techniques
for conic surfaces of this type have not yet been
developed to the point where they might be
considered economically competitive with the
axis centered surfaces. This configuration is very
well suited for condenser systems used for
detecting very long wavelength radiation.

3-2.4.7 Catadioptric Systems

The catadioptric system (Fig. 3-38) is a
combination of both reflective and refractive
elements. Compared to all-reflective systems,
they show superior image forming characteristics
over a wide field and at high speed.

The most common types use a large aperture
spherical reflector and modify its characteristics
by means of one or more refractive ‘“‘correcting’’
elements. The three distinct correcting methods
which follow have been developed.

SCHMIDT

BOUWERS
CONCENTRIC

FIGURE 3-38. Catadioptric Systems
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3-2.4.7.1 Mangin Mirror

A Mangin mirror has a refracting element in
direct contact with the spherical mirror. In fact,
the system is usually made as a single optical
unit where the back (second) surface acts as the
spherical reflector and the front surface of
different curvature acts as the corrector. The
front surface changes the ray paths twice. The
radius of the front surface can be selected so
that spherical aberration and coma are corrected
over a small field.

3-2.4.7.2 Schmidt System

The Schmidt system makes use of an aspheric
refractive corrector at the center of curvature of
the spherical mirror and its stop is located at the
same position.

A spherical mirror alone will produce only
spherical aberration for any bundle through its
center of curvature. The Schmidt corrector
effectively reduces spherical aberration without
introducing any sizable amounts of other aberra-
tions.

A Schmidt system can be readily designed to
perform admirably over a 25-deg wide field at a
speed of £/1.0.

3-2.4.7.3 Maksutov-Bouwers System

The Maksutov system makes use of a
meniscus lens of low negative power at or near
the center of curvature of the spherical mirror to
correct spherical aberration. It accomplishes
basically the same result as the Schmidt correc-
tor.

A special form of the Maksutov system is the
Bouwers concentric, wherein the corrector is
designed as two concentric surfaces, and the
centers of curvature are coincident with the
center of the primary spherical mirror. This
makes the system uniform in its performance
over an extremely wide field, although there
exists a small residual spherical aberration plus a
small amount of chromatic aberration.

3-2.4.7.4 Hybrid Configurations

From the three basic configurations
described, a large number of mote sophisticated
systems can be assembled. For example:

1. A Schmidt corrector can be combined

with a concentric corrector to produce a refine-
ment of the basic Bouwers.

2. Either the concentric or Schmidt corrector
can be made as a doublet to rid the system of
the small chromaticism.

3. A Mangin mirror can be used as a sec-
ondary in an overall Cassegrainian system.

4. Mangin mirrors can be used as correctors
in Maksutov systems.

5. A so-called Super-Schmidt has an ach-
romatic plate corrector, a front concentric cor-
rector, and a rear concentric corrector.

All the wide-angle systems discussed produce
an image which is curved around the center of
the stop. In IR systems this is of no great
consequence since the detector array can be
easily curved to match.

3-2.4.8 Rapid Estimation of Blur Size

All the basic optical system configurations
described in the preceding paragraphs have, of
course, been ray-traced many times and their
characteristic aberrations have been reduced to a
set of simplified rules which are often very
handy for the optical designer in assembling new
systems.

3-2.4.8.1 Spherical Mirror, On-axis

With the stop at the center of curvature, a
spherical mirror produces only the following
spherical aberration:

0.0078

6an1§ular blur = m ) rad (3'34)
for intermediate to high f/no.
0.0091

Banzular blur fm , rad
for low f/no., e.g., f/1

With the stop at the mirror itself, coma is
present to the extent

5 _ 0.06258 _
comay (f/no )2 o rad (3 35)
= 1.
6 = 3 field angle
and
0.56%
ﬁaslig = (f/no) , rad (3-36)
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A typical mirror (10-in. fl - {/2) exhibits a
spherical aberration of 0.0078/(2)* = 0.001 rad
(Eq. 3-34). With the stop (4-in. CA) at the mirror,
it produces (Eq. 3-35)

0.0625\1/ (2)

600"[05 =
= 0.0039 rad at edge of field.
2
Astigmatism = 05[(;%) /(2)2]

0.0078 rad at edge of field
(Eq. 3-36).

Total blur = sum, approximately
0.001 + 0.0039 + 0.0078
0.0127 rad

W

3-2.4.8.2 Spherical Mirror, Off-axis

It should be noted that the rays which define
the spherical aberration blur never cross the axis.
Therefore, if a concentric system is cut in half
through the axis, the size of the blur is also cut
in half in the direction transverse to the cut. If
the half-system is again cut in half, each unit is
only one-fourth the original size and the aberra-
tion is proportionally reduced. Each quarter is,
by itself, an off-axis system. By utilizing this
sectioning principle, an estimate of the aberra-
tions in the off-axis system may be derived from
the equations for the concentric system.

3-2.4.8.3 Paraboloidal Mirror

The paraboloidal mirror has one unique image
point on-axis which is geometrically perfect.

For off-axis image points with the stop at the
mirror, aberration blurs are essentially the same
as for an equivalent spherical mirror, and the
same equations apply.

With the stop placed at a point one focal-dis-
tance away from the mirror, the astigmatism for
off-axis image points can be reduced to a
relatively small value, but the coma is not
changed.

3-2.4.8.4 Off-axis Paraboloidal Mirror

The aberrations of an off-axis paraboloidal
mirror are difficult to estimate because of the
many variables involved. The most expedient
means of obtaining the desired performance data
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is computer ray tracing.
3-2.4.8.5 Schmidt System

The overall off-axis image blur for a Schmidt
system is given by the equation

0.0417 62
ﬁSchmidl = (f/no.)3 ’ rad (3'37)
_ 1 .
e = 3 field angle

Comparison of this equation with the equation
of a spherical mirror (Eq. 3-36) will indicate that
an improvement is obtained up to a width where

92= 0.0078
0.0417
8 = 0.43 rad
= 24.7 deg

At 0 = 12.5 deg, 25 deg full field, the Schmidt
system produces a blur only one-fourth that of
the equivalent spherical mirror.

3-2.4.8.6 Bouwers Concentric Design

The addition of the concentric meniscus
corrector to a simple spherical mirror reduces
the spherical aberration of the system by about
two orders of magnitude. There is some variabil-
ity, depending on corrector thickness and place-
ment.

3-2.4.8.7 Single Refractive Element

An element ‘“‘bent” for minimum spherical
aberration is used as a standard reference.

K

Bsphericat aberration = /oy , rad (3-38)
K = 0.067forn = 1.5
0.027 2.0
0.0129 3.0
0.0087 4.0
_ 0.0625 6
ﬁ(:omas - (l’l T 2)(f/no)2 , rad (3-39)
6 = 5 field angle
n = index of refraction
0.582
Bastig = f(“no_.) , rad (3-40)

o = % field angle



Note the similarity Qlf these formulas to those
for spherical mirrors.

Chromatic 1
Aberration = p = -m ,rad  (3-41)
v = reciprocal relative to
dispersion of the
material.
Mangin Mirror:
Zonal Spherical 8 = 0.00025/(f/no.)?, rad
(3-42)
Sagittal Coma § = 0.031 8/(f/no.)?, rad
(3-43)
Astigmatism g = 0.567/(f/no.), rad
1 (3-44)
Chromatic g = m , rad
(3-45)

(All formulas for estimation of blur sizes accord-
ing to Ref. 27.)

3-2.4.9 Mechanical Stability of Large
Optical Systems

Weight is the greatest degrading factor of
stability in large optics. Unless adequately sup-
ported, a large element will not maintain its
configuration through required position changes,
even from test stand to operating installation. A
much-used rule of thumb for proportioning such
elements dictates that the thickness shall be 1/6
to 1/4 of the diameter; even so, a support
structure of at least equal rigidity must be
provided.

In recent years, various kinds of lightweight
structures for mirror blanks have been developed
in honeycomb, egg crate, ribbing, or lightening
hole configurations. The material found most
adaptable to this kind of treatment is fused
quartz.

Vibration also degrades the performance of
large optical systems. It is often necessary to
provide large seismic beds isolated from nearby
foundations by means of springs or soft energy
absorbing material. Many specialized vibration
damping devices and mounts are available on the
market.

Mechanical strain on optical elements is often
avoided by the established technique of “three-

point suspension’, whereby any element is tied
to a rigid structure by means of three localized
constraints which, nevertheless, have full angular
freedom (e.g., ball and socket). Another tech-
nique is the use of a sling mount which is
nothing more than a strap around the bottom of
a cylindrical element. Of course, this technique
is not usable when the element is facing in any
direction but the horizontal.

3-2.4.10 Thermal Stability

High-quality optical systems require careful
attention to details in the design which involve
changes due to temperature variation. Tech-
niques used include the selection of low-coeffi-
cient materials, or materials of matched coeffi-
cients; use of massive elements; constraints with
sufficient degrees of freedom for expansion;
baffles or conduction paths for control of heat;
and active heating or cooling of portions or all
of a system. A detailed description of the
various methods of achieving the required tem-
peratures is given in par. 3-5.

3-2.4.11 Establishing Optical Tolerances

In setting up tolerance specifications for
optical systems and components, guidelines are
presented in the paragraphs which follow.

3-2.4.11.1 Surface Quality

Surface defects include scratches, digs, stains,
grayness, or incomplete polish. The latter two
can be eliminated from any particular surface
simply through additional work. The first two
are toleranced in terms of classification numbers
such as 80-50, in which the number 80 repre-
sents a limiting width of scratch in microns,
along with a limit on the total scratch lengths
within a given area. The number 50 represents a
limiting size of digs, pits, or bubbles in hun-
dreths of a millimeter, along with a limit on the
number of these in a given area.

Typical scratch and dig specifications of
80-50 are relatively easy to achieve; 50-30
requires a moderate amount of care in process-
ing, and 20-10 or 10-5 represent the highest
grades of surface finish. These grades are usually
applied to field lenses or reticles where the
surface is to be focused in the image plane.

Surface accuracy is defined as the degree of
deviation of a given surface from the mathemat-
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ically perfect surface specified. Spherical and
flat surfaces are often measured by placing them
in contact with a standard surface or test plates,
and observing the interference fringes which
form at the interface. Fringes are formed by
wedges between the “contacting” surfaces at the
rate of one fringe, bright-peak to bright-peak,
per 1/2 wavelength (about 11 micro-inches) of
separation.

Specification by means of interference fringes
should include not only the spacing but also the
uniformity of the spacing, since a given spacing
represents only a wedge condition, while a
variation in the spacing represents a difference in
optical power of the two surfaces. A typical
tolerance for a 10-in. diameter flat surface might
read: “Accuracy: 4 fringes per 10 in.—fringe
spacing variation 1/2 fringe”.

In testing spherical surfaces, a difference in
the radius between the test surface and the
specimen surface will produce circular fringes.
The tolerance limits on this difference may then
be expressed as ‘‘(n) fringes of optical power”. If
the fringes are elliptical, the indicated astig-
matism can be limited by stating tolerable optical
power in two directions. Conventional shop
practices can provide tolerances to about 1
fringe per inch of surface routinely, while
tolerances to 1 fringe per 5 inches are not
uncommon. Beyond this, great care and skill are
required.

From a designet’s viewpoint, the specification
of surface accuracy is more rigorous and inform-
ative if given in terms of seconds of arc rather
than by fringe count. In these terms, every point
on the surface is specified with no lack of
continuity. A specification of this type relates
the direction of rays in the system to the surface
normal vector, so that the effects of inaccuracies
can be directly translated into image degrada-
tion. A relationship between angular measure
and fringe count, therefore, deserves to be kept
handy for translation of design tolerances into
shop tolerances:

1 sec of arc =1 fringe per 2 inches approx-
imately

3-2.4.11.2 Thickness and Spacing

In most optical systems the image forming
properties are relatively insensitive to element
thickness and spacing. Consequently, tolerances
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may be relaxed to something which compares
with ordinary machine operations: from + 0.003
in. for precision work to + 0.010 in. for routine
production. With modern equipment such tol-
erances do not present fabrication problems.

3-2.4.11.3 Optomechanical Centering

Elements which comprise a single spherical or
flat surface have no pre-established optical cen-
ter or axis. Double-surface elements have an axis
defined by a line which connects the centers of
curvature. The objective of the centering opera-
tion is to make the mechanical axis (defined by
the periphery of the element} coincide with the
optical axis.

A conventional centering technique entails
spinning the element on a nominal axis and
directing a narrow beam through it. If the beam
or the image it produces remains stationary, the
spin axis and optical axis are then coincident.
Only the grinding of a periphery on the element
in the same setting remains to be done. Any
degree of accuracy within machining tolerances
of about 0.001 in. can be achieved. For extreme-
ly high accuracy a microscope may be used in
observing the beam wobble. For mounting a
centered element in its cell, a clearance of from
0.001 to 0.003 in. is conventional.

3-2.4.11.4 Prism Angles and Dimensions

Angular accuracy requirements for prisms
vary widely according to their use, 1/2 sec of arc
representing a practical limit. Tolerances on
linear dimensions should be comparable to those
of an equivalent machined part.

3-2.4.11.5 Materials

The material properties which most critically
affect optical system performance include the
transmission range, index of refraction, mechan-
ical perfection, and stability.

On materials which have transmission bands
that extend through both visible and IR regions
such as quartz and special glasses, tolerance
specifications on the properties indicated usually
follow the standards set by MIL-G-174A. The
specific tolerance values which follow have been
abstracted from that document.



3-2.4.11.5.1 Index of Refraction

A standard tolerance of 0.001 is specified for
values of index below 1.600 and ranging up to
+ 0.002 at index 1.73 and above.

Crystalline materials have an index which is
fixed by the molecular structure and, hence,
need no tolerance specifications.

Although no standard tolerances have as yet
been established for materials such as silicon and
germanium, it should be expected that—since
these are used at relatively long wavelengths—the
accuracy requirement will be proportionately
less.

3-2.4.11.5.2 Annealing

For time and temperature stability, large
optics (usually reflective} require a high degree
of freedom from residual stresses. In materials
which are transparent in the visible region, this
condition is usually measured in terms of
“birefringence of the material”, a difference in
optical pathlength for light in two planes of
polarization at right angles to each other.

The units of birefringence are millmicrons
(nm) (of path difference) per centimeter (of
pathlength). An average high quality anneal is 50
nm/cm, while the best which can be achieved
(with fused quartz, for example) is about 10
nm/cm.

For the materials such as CER-VIT and large
JRTRAN blanks, annealing specifications appar-
ently do not apply.

3-2.4.11.58.3 Transmission Range

Transmission characteristics of IR materials
vary widely and cannot be readily specified to
tolerance. Where a specific value of transmission
in a particular item is required, this might be
obtained by selecting the proper material from a
number of samples.

3-2.4.11.5.4 Imperfections

Bubbles, striae, sleeks, and inclusions are
specified by the size and number which exist
within a given volume, usually one cubic cen-
timeter, of the material. The tolerance levels are
dependent upon the intended use of the mate-
rial. In windows and in components located at
or near a system aperfure, these imperfections

will produce only a reduction in transmitted
energy proportional to the percentage of the
optical beam which they obstruct. As a general
rule such obstruction should not exceed 1
percent and preferably should be held to 0.1
percent.

For use in field lenses, reticles, or other
components near an image, the designer must
decide the degree and type of obstruction that
can be tolerated.

3-2.4.11.6 Summation of Tolerances

When optical components are used in series,
the variance on the assembly will generally be
greater than that of any individual component,
but it will not be a direct arithmetic sum. The
root-sum-square rule (based on statistical anal-
ysis) is used most frequently for such summa-
tion as follows

T=+Va}t +a} +...a?

where T is the tolerance value of the assembly
and the a; are tolerance values of the separate
components.

Individual tolerances may thus be adjusted so
that the total does not exceed a prescribed value.

3-2.5 TESTING OF OPTICAL SYSTEMS

Three categories of optical system and com-
ponent tests are generally recognized:

1. Material Inspection Tests—Index of refrac-
tion, stress, and flaws

2. Calibration—Measurements of focal
lengths, radii of curvature, flatness, magnifica-
tion, reflectance, and transmittance

3. Image quality
3-2.5.1 Material Inspection Tests

3-2.5.1.1 index of Refraction

The index of refraction of a material can be
determined accurately by means of a specialized
instrument, called a refractometer, designed for
this purpose. Generally, a prism must be cut
from the sample material and polished to a high
degree of accuracy. The refractometer is then
used to measure the deviation angle of a laser
beam after it is passed through the specimen
prism.
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On large blanks, for large lenses, or windows,
it is often important to determine the uniform-
ity of the index of refraction throughout the
blank. Both sides of the blank must be first
ground and polished optically flat. The blank is
then placed in a beam of collimated light and
the emerging wave front is analyzed with an
interferometer. Details on this type of measure-
ment are to be found in Refs. 28 and 29.

For materials opaque in the visible region, a
similar technique may be used by replacing the
source beam with a beam of suitable wavelength
and probing the interference field with a scan-
ning detector.

3-2.5.1.2 Stresses and Strains

On blanks which are transparent in the visible
region the strain may be measured with a
polariscope, or alternately by placing the spec-
imen between crossed polarizers in a beam of
light and using a Babinet Compensator to
measure the path difference between the two
polarized components of the beam.

On opaque materials, this method of strain-
stress measurement cannot be applied, of course.
For these, a sample testing technique is about
the only way in which the adequacy of an
anneal can be determined. A small sample
specimen is processed through the same fabrica-
tion and annealing process as the blank under
examination. A trial flat surface is then cut and
polished on the specimen which is constantly
monitored during fabrication with a test flat.
Undesirable movements of the surface will be
observed as the polishing progresses and stresses
are relieved. A piece free of stresses will not
undergo such movement.

Temperature stability may be also observed
by cycling the specimen through an appropriate
range.

3-2.5.1.3 Imperfections

Visual examination, either direct or with the
aid of mangifying devices, is usually the easiest
way of determining the imperfections in a piece
of transparent optical material. On lavge pieces,
the use of a shadow graph magnifier is recom-
mended. This consists of a point source illu-
minator and screen with the blank to be
examined placed between them. The surfaces of
the blank must be flat and polished. Imperfec-
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tions appear as shadows on the screen.

On opaque materials, internal flaws can be
examined by one of several established tech-
niques using X-rays or sonic waves.

3-25.2 Calibration

3-2.5.2.1 Focal Length Calibration

There are several ways of calibrating to ensure
the required focal length; the most direct and
convenient involve the use of a calibrated
collimator. An illuminated target is placed at the
focal plane of the collimator and the output
radiation is directed into the optical system
under test. A screen used to pick up the image is
moved about until the image is in sharp focus (as
observed by the eye). The distance from the last
optical element to the screen is the back focal
length (BFL). The effective focal length (EFL)
can be determined by measuring the magnifica-
tion ratio. A camera back (film plate) is placed
in the established position of the focal plane,
and the collimator target is photographed. Its
size is then compared with the target itself to
determine the magnification.

The EFL of the system being tested is a
function of (focal length of collimator) X
(magnification). (If the focal length of the
system under test is less than that of the
collimator, the magnification will be a number
less than unity.)

With refractive IR systems it is, of course,
necessary to use a blackbody source for irradiat-
ing the collimator target. Also a detector must
be used instead of the human eye for probing
the image position and size.

3-2.5.2.2 Curvature Measurements

For determining the radii of a curve, a
standard instrument called a spherometer is
used. It permits direct measurement of the
chordal height of a spherical segment of given
diameter with micrometer precision.

An elegant technique exists for determining
the curvature of concave spherical mirrors. A
projection microscope such as illustrated in Fig.
3-39 may be used. The projection microscope is
constructed so that an illuminated reticle is
projected outward via a beam splitter and side
source to form an image at the front focal point.
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FIGURE 3-39. Setup for Determining the Curvature of Concave Spherical Mirrors

When used as in Fig. 3-39, the reticle image is
re-imaged back on itself by the specimen mirror
under test and can be seen through the eyepiece.
When this image is sharp, the center of curvature
of the specimen mirror is necessarily coincident
with the microscope front focal point. The
location of the microscope base can then be
marked. Next, the microscope is moved close to
the specimen until it is focused on the vertex
point of the mirror surface. The distance from
initial to final position of the microscope equals
the radius of curvature.

3-25.2.3 Reflectance and Transmittance

The reflectance and transmittance characteris-
tics of an optical system or of its components
can only be adequately measured with spe-
cialized instrumentation. In the IR domain the
instrument may be a radiometer, spectro-radi-
meter, reflectometer, or gonio-radiometer. In-
structions for the use of these are supplied by
the manufacturer.

3-2.5.3 Image Quality Measurements

3-2.6.3.1 Knife-edge Autocollimation

The Foucault Knife-edge Test is an extraor-
dinarily simple means for probing a point image
and observing how it relates back to the optical
system which produces it.

A knife-edge test setup for checking a simple
spherical mirror is shown in Fig. 3-40(A). A
pinhole source of light is positioned near the
center of curvature of the mirror and slightly in
the lateral direction. The mirror forms an image
of the pinhole again near the center of curvature
but an equal distance in the opposite direction.
The knife edge is arranged to be moved so that it
will cut across the image while the observer
looks directly into it from behind. If the eye is
brought sufficiently close to the image, the pupil
will generally be much larger than the bundle of
rays which form the image and, therefore, the
entire aperture of the mirror will be observed
simultaneously as a source of brightness com-
parable to that of the pinhole itself.

If the mirror is a perfect sphere and the
diffraction effect is ignored, all the rays which
form the image will converge to a point. As the
knife edge is moved across this point all the rays
in the bundle will be instantly cut off and the
viewing field eclipsed. In a less perfect optical
system the image will occupy a finite portion of
space and the eclipse will be less rapid. The rate
of eclipse, thus, is a measure of the perfection of
the optical system.

In a diffraction-limited system, every point in
the finite spot image receives energy from every
point in the aperture. Consequently, the observ-
ed effect of the knife edge excursion across the
image will be a gradual but uniform darkening of
the entire viewing field.
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If the system is geometrically imperfect the
various portions of the image will not receive
energy uniformly from all points of the aper-
ture, and a variety of shadow effects will be
observed as the knife edge progresses across the
image. Note that since the diffraction image
never shows any shadows, only a uniform
darkening, any shadows observed are a direct
and certain indication of the geometrical imper-
fections in the optical system.

Proper interpretation of the shadow effects
can yield a great deal of information about the
image being probed and about the system which
produces it. All of the various aberrations,
except distortion, can be readily identified and,
in a limited way, measured. In particular, these
shadows delineate the surface irregularities and
inaccuracies in the system components so that
the information derived can be used effectively
to guide the figuring (final finishing) operation
on such components (see Fig. 3-41).

Knife-edge probing techniques are by no
means limited to spherical mirrors. All kinds of
image forming systems can be tested. Fig.
3-40(B) shows an arrangement for testing a
paraboloidal mirror and also demonstrates the
principle of autocollimation.

Rays from the pinhole source, located at the
focal point of the paraboloid, traverse the
system to the autocollimating flat. From here
they are reflected generally back on themselves
to the paraboloid and onto an image point. This
image point ordinarily coincides with the pin-
hole but the beam is intercepted before it
reaches there by a 45-deg beam splitter so that a
portion of the energy is redirected laterally to a
more easily accessible region. This is the region
which is to be probed with the knife edge.

In order to avoid serious blocking of the
central portion of the paraboloid from view, the
diameter of the beam splitter should be as small
as possible. This is accomplished by locating the
beam splitter close to the pinhole where the
beam diameter is also small.

On wide angle systems it may then be
necessary to view the image by means of a relay
lens. No specific quality requirement is indicated
for this lens since the knife edge has already
generated an accurate shadow pattern at high
magnification, which the relay lens cannot sig-
nificantly alter.
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3-2.5.3.2 Knife-edge Testing of Complex System

Fig. 3-42(A) shows the technique for testing
an optical system of a compound form. The
basic required instrumentation is a diffraction
limited source of collimated energy having a
focal length at least as large as that of the
specimen system. Such a source system is not
expensive to obtain or produce since its field
angle needs to be only minutes wide.

The focal plane region of the specimen system
must be accessible for placement of the knife
edge. Shadow patterns due to knife-edge probing
are then interpreted in the conventional manner.

Off-axis image points may be probed by
simply tilting the optical specimen system rel-
ative to the collimated beam.

3-2.5.3.3 Knife-edge Testing of a Hyperbola

A setup for testing a hyperbola is shown in
Fig. 3-42(B). The remote virtual focal point is
simulated in real image space by retro-imaging it
in a spherical mirror via a beam splitter. A real
image is thus formed at the other focal point
which can be probed with a knife edge.

3-2.5.3.4 Knife-edge Testing of Large, Fiat Mirrors

Large, flat surfaces cannot be easily tested by
means of the customery test plates and interfer-
ence fringe effects because of the weight of the
parts which have to be moved around. Instead, a
Ritchie test setup as shown in Fig. 3-43 will be
most effective.

The reference spherical surface must have an
accuracy of higher order than that to which the
flat is to be tested. It is then assumed that all
inaccuracies which the knife edge reveals are due
entirely to the flat surface.

3-2.5.3.5 Ronchi Grating (Fig. 3-44)

If all rays in a bundle are converging to a
point, it may be observed that any figure carried
by the rays therein must be geometrically similar
at all positions along the bundle. Thus, if a
grating of parallel lines is placed at a point near
the focus and viewed through the image point,
an enlarged undistorted image of this will be
observed at “A”.
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If the rays do not focus at a point, the lines at
“A” will appear distorted to the degree which
the rays deviate from a perfect focus. Further-
more, the apparent location of the distorted
elements in the aperture is an indication of the
location of irregularities in the system for which
the aperture is a front.

Only qualitative data can be obtained from a
Ronchi grating and its sensitivity is rather low.

3-2.5.4 Resolution Targets

The military services and industry have adapt-
ed a “standard” type resolution target which is
widely used in the testing of camera systems
operating in the visible and IR regions. The
target consists of a number of groups of parallel
lines and spaces, wherein each group comprises
six sets of three lines and two spaces each. The
lines and spaces of the several sets are graded in
width from a dimension smaller than that of the
least resolution element to be measured, to a
nominal value greater than the largest element
worth considering (see Fig. 3-45).

The target which is simply exposed to the
camera under test either directly or through a
collimator is photographed. Upon examination
of the photograph, it is generally possible to
observe one set of three lines where it is just
barely possible to distinguish the three lines
from each other. The spacing associated with
this set is taken as the resolution limit of the
camera system.

3-3 EMITTERS AND ILLUMINATORS

3-3.1 SOURCES OF ILLUMINATION

The theoretical as well as the practical aspects
of incoherent and coherent sources of illumina-
tion are discussed to the extent possible without
divulging classified information, specifically with
respect to flares. Considerable information con-
cerning the chemical systems and emissions of
flares is classified; as a result, this Handbook
deals only superficially with the design problems
involved in creating effective IR emission. Addi-
tional unclassified information on these subjects
is contained in Ref. 30. Persons or organizations
having a need-to-know and the proper security

clearance may request access to the classified
literature through their Contracting Officer or
the Electronic Warfare and Communications
Laboratory, Wright-Patterson AFB, Ohio 45433.

A list of the symbols used throughout par, 3-3
is given in Table 3-4 along with the correspond-
ing definitions.

3-3.1.1 Flares

The IR radiation of an object depends not
only on its temperature but also on its emissiv-
ity, as discussed in par. 2-2. Consequently,
high-temperature flames or incandescence are
not guaranteed sources of copious amounts of
IR radiation. For example, a reaction producing
metal or metal oxide particles at a high tempera-
ture will not necessarily emit stronger in the IR
since many of these materials have a low
emissivity. Most gaseous reaction products are
poor radiators even though the temperature may
be quite high.

With this in mind, the flare designer must
select a reaction with a high flame temperature
producing primarily solid exhaust particles with
a high emissivity. In addition, the chemicals in
the flare must be stable at normal temperatures,
relatively nonhygroscopic, and capable of being
mixed and formed into a flare candle. Since
gas-producing reactions suffer more degradation
at reduced pressures than do solid particle
reactions, this effect must be considered for
flares intended for high-altitude use.

Most flare chemical systems consist of metal
powders reacting with a suitable oxidizer. Emis-
sion of these flares is semi-blackbody with
radiation spanning the range from visual light up
to 5 or 6 microns.

Specifics of flare construction depend upon
the application. Typical IR flares consist of
cylindrical flare grains encased in plastic or
metal housings with an end seal. Since most
flares are electrically ignited, an internal squib is
provided connected to an external connector in
the base of the cylindrical housing. Flares may
be held captive or may be assembled into a
dispenser which ejects individual flares on com-
mand.
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TABLE 3-4. STANDARD SYMBOLS FOR PAR. 3-3

SYMBOL DEFINITION SYMBOL DEFINITION
A Angstrom L Separation between mirrors in
A, Area over which the phase of the laser cavity; length of laser cavity
wave is correlated L, Coherence length
A Probability of electron falling Excited state of electrons
1 .
:‘It;gtrg (:’)cate (m) to lower energy N, Number of excited states per unit
volume
B Birefringent crystals N, Numer of electrons in the transi -
B, Proportionality constant tion stage per unit volume
¢ Speed of light n Wavelength integer in calculating
. hase reversal of wave reflected
F al p
¢/2% undamental cavity frequency in laser cavity; index of refraction
d Distance from the optics to the of the medium
Rosition Z off the point source p Net radiated power per unit vol-
d, Separation between two prisms ume
i;loéf;ll:ti)ited internal reflected Py Power absorbed per unit volume
£ Energy of photon emitted by P, Electron power emitted sponta-
atom falling from 1st excited neously per unit time and unit
state to ground volume
E,, Energy of photon in excited state Py qugr emitted by stimulated e-
mission
E Energy of photon in lower ener
t stategy p gy Q Quality factor of an optical res-
onator
Frequency of photon emitted b
f ato; falﬂng It)'rom 1st ex citeg R Reflectivity of both mirrors in
state to ground laser cavity
fa Resonant frequency of optical S, A series of electro-optic switches
cavity in digital light reflectors
fopt Optical frequency S, &8, Distances traveled by two radia-
tion waves
A Bandwidth o
4 2 ! T Absolute temperature, "K
h Planck’s constant . . .
t Transit time of reflection from
Length of laser cavity one mirror to another
I Incident laser power te Time during which radiation may
L& I, Maximum and minimum radia- b.e a pure sinusoid (coherence
tion intensity, respectively time)
1, Intensity of radiation prior to U, Photon density of radiation at
passing through a given volume the proper frequency
Iy Laser power transmitted through 4 Visibility of the fringes
mirror Van Half-wavelength voltage
I, Radiation absorbed while passing Wo Radius of the mode at the output

through a given volume

mirror
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TABLE 3-4. STANDARD SYMBOLS FOR PAR. 3-3 (Continued)

SYMBOL DEFINITION SYMBOL DEFINITION
x Distance traveled by radiation & Fraction of photons lost per
7 Point source transit by diffraction
z Distance from the collimating Wavelength
optics to the common focus of AX Difference between one resonant
cavity mirrors wavelength and another
o Optical gain coefficient o Cross section for stimulated emis-
oo (7) Autocorrelation of electric field sion or absorption
[y2(7) Cross correlation of electric field 7 Temporal coherence of oscillation
¥ Radiation loss in passing through Q Solid angle
cavity
3-3.1.2 Lamps also lowers the evaporation rate of the filament.

Lamps are broadband sources which may be
used for illumination in the visible and near IR
regions of the spectrum. Most lamps produce
continuous radiation on which line radiation
may be superimposed. Filters or dichroic mirrors
are used to block visible radiation in applications
where only IR radiation is desired.

33.1.2,1 Tungsten Filament

Tungsten filament incandescent lamps, which
can be operated up to 3000°K, are high-radiance
sources. The hot filament radiates like a gray-
body with spectral emissivity as given in Table
3-5.

The tungsten filament may be in the form of
either a ribbon or wire. A ribbon-filament lamp
provides a source of radiant energy having a
large area of uniform radiance. Filaments as
large as 4-mm wide and 40-mm long are available
for use as secondary calibration standards. Most
wire filaments are wound into a coil or helix in
order to reduce the apparent length and increase
the apparent diameter of the filament, thus
providing a more compact source. In some
lamps, this helix is coiled into another helix,
resulting in a further increase in apparent diam-
eter.

The filament must be contained in an evac-
uated or inert-gas-filled transparent envelope,
usually glass or quartz. Employing an inert gas
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Evaporation reduces the cross section of the
tungsten wire and thus increases its electrical
resistance which, for a fixed lamp voltage,
results in a lower power consumption and
output by the lamp. The primary factor deter-
mining the life of an incandescent lamp is the
evaporation rate of the filament, which is a
function of the temperature. For gas-filled lamps
with filament temperatures of about 3000°K,
the lifetime is inversely proportional to approx-
imately the thirty-fifth power of temperature®! .
A small percentage of the evaporated tungsten is
returned to the filament by collision of the
tungsten atoms with the molecules of the fiilling
gas (argon or nitrogen) while the remainder
deposits on the lamp envelope and reduces the
transmission of the envelope. Collector screens
are used in some lamps to collect vaporized
tungsten before it reaches the envelope.

The introduction, in 1959, of the regenerative
halogen cycle to tungsten lamps allows higher
operating temperatures with reduced filament
evaporation®? . The most important of these
lamps is the quartz-iodine lamp®**. A small
amount of iodine added to the inert filling gas in
the lamp causes a chemical reaction in which the
tungsten deposited on the hot bulb wall is
returned to the filament. At normal bulb-wall
temperatures (200° to 600°C), the iodine com-
bines with the deposited tungsten to form the
volatile compound tungsten iodide. The high



temperature in the neighborhood of the filament
causes the tungsten iodide to decompose into its
constituent elements with the tungsten being
redeposited on the filament. These lamps are
designed to operate with a bulb temperature of
about 600°C and are, therefore, constructed
with a high softening point material such as
quartz.

A technique has been studied for reducing the
input power to an incandescent lamp while still
retaining its output brightness for use in projec-
tion type devices, searchlights, and other stop-
limited optical systems®'. The technique con-
sists of placing the filament in the center of a
spherical reflector which will reflect the radiated
energy back to the filament and thus maintain
its temperature with a smaller input power. An
aperture in the reflector permits transmission of
that spatial component of the radiation which
can be effectively coupled into the optical
system. The study showed that a power reduc-
tion of 40 percent is practical by this method.

The uses of tungsten-filament lamps as night
vision illumination sources have ranged from a
truck-mounted night driving IR lamp of a few
watts to 18-in. tank-mounted searchlights of
2,500 w.

3-3.1.2.2 Carbon Arc

Two main types of carbon arc sources are
used for illimination: low-intensity incandescent
arcs and high-intensity flame arcs. In low-inten-
sity arcs, the radiation is produced primarily by
a shallow crater in the tip of the positive
electrode, which is heated to its sublimation
temperature by an electric arc. Additional radia-
tion is produced by a gaseous layer immediately
in front of the crater. The radiant emission from
the crater appears to be close to that of a
3800°K blackbody. The ratio of measured ra-
diance to that of a 3800°K blackbody is 95
percent in the wavelength interval of 0.63 to 4.2
microns®® .

The radial distribution of luminance across the
positive electrode drops to 90 percent of its
center value approximately one-half the radial
distance out from the center and to 50 percent
at about two-thirds the radial distance out®®.

In the high-intensity arc most of the radiant
energy is produced in the arc flame with a lesser
amount produced by the incandescent crater.

The arc stream is made luminescent by vaporiza-
tion of rare-earth salts placed in the core of the
electrode. The spectral distribution of the flame
radiation can be altered by changing the core
material and current. The visible portion of the
spectrum is generally enhanced by this method,
thus obtaining color temperatures of 5000° to
9000°K.

A ballast resistor is required in the electrical
power source to compensate for the negative
resistance characteristic of the carbon arc.

3-3.1.2.3 Gaseous Arc

Argon, krypton, and xenon gases as well as
cesium, mercury, and rubidium metal vapors
have been used in arc discharge lamps in the
visible and infrared spectral regions. At the
present time xenon arc lamps are predominantly
used as illumination sources for near-infrared
night vision equipment. Input power for these
lamps ranges from 150 w to 30 kw?¢ .

Fig. 3-46 shows the spectral distribution of a
compact xenon arc lamp measured at four lamp
input powers: 2.6, 5.0, 7.5, and 10 kw?®’ . The
resolution for these curves is 0.1 micron. It can
be seen from this figure that the efficiency of
generating near infrared radiation between 0.75
and 1.05 microns decreases as compared to the
generation of visible radiation. Fig. 3-47 from
the same reference shows the spectral distribu-
tion for a 10-kw xenon discharge with a resolu-
tion of 0.01 micron.

Fig. 3-48 shows the spectral emission from
0.35 to 1.1 microns of a 1000-w xenon lamp
normalized to the input power.

Spectral distributions of xenon lamps have
been measured for various current densities. As
the current density is increased from a few tens
of amperes per square centimeter to a few
thousand amperes per square centimeter, the
peak of the spectral distribution shifts toward
the blue and the visible intensity increases much
more rapidly than the infrared. Also, the line
emission in the infrared, while strong at low
current densities, is almost completely masked
by continuum at high current densities.
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A 20-kw liquid-cooled, compact xenon arc
lamp, shown diagramatically in Fig. 3-49, has
been developed for searchlight applications®” .
The electrodes of the lamp are internally cooled
by a circulating liquid, enabling the lamp to be
about the same size as an air-cooled lamp of 6
kw or less.

The electrode gap is 11 2 mm resulting in a
drop of 44.4 V across the lamp with a current of
450 A for a total power dissipation of 20 kw. A
30 to 50 kV starting pulse is required to initiate
the arc discharge. The amount of lamp power
dissipated by various means is as follows:

Cooling liquid 8 kw
Radiation (near IR and visible) 10 kw
2 kw

Conduction and convection

Development of arc radiation sources using
mixtures of xenon with argon, neon, cesium,
and rubidium has been undertaken with the goal
of increasing the near infrared radiance over
pure xenon lamps of equal input power®® . The

output intensities of these lamps were much less
than those of the pure xenon lamps even when
Xenon was present in large amounts. A xXenon
lamp, doped with tin iodide (Snls;), had the
same intensity as a pure xenon lamp in the 0.8-
to 12-micron region but was four times more
intense than pure xenon in the 1.2- to
1.8-micron region®® .

Either a ballast resistor or power supply
designed to have the proper volt-ampere char-
acteristics is required for use with arc lamps to
compensate for the negative resistance char-
acteristic of arc discharge lamps.

3-3.1.2.4 Flashfamps

Flashlamps, which are pulsed, are rated by
input and output energy rather than input and
output power as for continuous lamps. As
mentioned above, the spectral distribution in a
xenon flashlamp is controlled by the current
density during the current pulse. Fig. 3-50 shows
the spectral radiance normalized to input energy
of an FZ-47A flashtube manufactured by
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EG&G. The spectral resolution is 0.01 micron.
The spectral radiance was recorded for two
pulsed current densities, 1700 A cm™ and 5300
A cm™. The coarse broken lines are relative
spectral radiance of blackbodies at 7000° and
9400°K which determine the color temperatures
of the source. The fine broken lines indicate that
the measurements made in the ultraviolet are
less accurate than those made in the visible and
infrared.

3-3.1.3 Lasers

3-3.1.3.1 Introduction

The word LASER is an acronym for Light
Amplification by Stimulated Fmission of
Radiation. The physical principle behind the
laser was advanced as a theoretical necessity by
Einstein, but it was not until after the success of
the MASER (Microwave Amplification by
Stimulated Emission of Radiation) as a
low-noise microwave amplifier that the principle
was applied to optical frequencies. However, for
reasons that can be best understood by referring
to Planck’s Radiation Law (Chapter 2), the laser
is not a low-noise amplifier. Its principal value is
as an oscillator, i.e., as a source of coherent
optical frequency radiation.

It has been increasingly clear, during the
struggle of radar engineers to develop systems
designed to operate at shorter and shorter
wavelengths, that techniques other than wave-
length-size metal cavities and waveguides would
eventually be necessary. The laser represents
such a technique.

Before discussing specific laser devices, a brief
review of laser theory will be presented. The
treatment here is simplified, and subsequent
study of the references listed at the end of the
chapter is recommended.

3-3.1.3.2 Laser Theory

Atoms are able to store energy in discrete
amounts {(quanta) in the potential and kinetic
energy of their orbiting electrons. Each electron
is capable of revolving around the nucleus in
more than one orbit, each having a definite
amount of energy. When an electron in its
lowest energy state (ground state) accepts
energy from some outside source, it changes its
orbit from its lowest energy orbit to one of

384

higher energy. This process is called electronic
excitation, and the higher energy condition is
called an excited state. Excitations can occur
not only between the ground state and the
lowest excited state, but between any state and
a higher energy state. They may be caused by
the capture of a photon having the right amount
of energy to make up the difference between the
energies of the two states of the electron, or
excitations may be brought about by collisions
that transfer energy to the atom.

Transitions also occur from higher energy
states to lower energy states. In these cases, the
exact amount of energy equal to the difference
between the higher and lower energy states is
released in some form. One way of releasing
energy is the emission of a photon. The photon
emitted by an atom falling from its first excited
state to the ground state would be indistinguish-
able from the photon absorbed by the electron
in its transition to the excited state. Its energy £
and frequency f are related by

E=E,-E, = hf (3-46)
where E,, and E, are the energies of the two
states, and & is Planck’s constant. Rather than
emitting photons, some transitions release the
quantum of energy to the surroundings in the
form of mechanical vibration which is then
transformed into heat.

An electron may fall from an excited state
{(m) to a lower energy state (t) spontaneously,
without any external influence. The probability
of this ““spontaneous” emission occurring for an
atom in an excited state per unit time is defined,
for a particular transition, as

Probability ., ; =A . (3-47)
Thus, if there are N,, of the excited states per
unit volume, the power emitted spontaneously
per unit time and unit volume is

Py = hfA Ny, (3-48)

The transition of electrons from one state to
another may also be induced by the presence of
a photon having the same energy as the differ-
ence in the energies of the two states. If the
direction of the induced transition is upward,
the process is called “absorption”. The probabil-
ity of its occurrence is proportional to the



number density N, of atoms in the energy state
from which the transition is to take place, a
proportionality constant B,,, and the photon
density of radiation U; of the proper frequency
f. Thus, the power absorbed per unit volume is
Pops = By UpNihf (3-49)
If the induced transition is in the downward
direction, resulting in the emission of a new
photon, the process is called “stimulated emis-
sion”’. The probability per unit time and unit
volume of this event is also proportional to the
number density N,, of atoms in the state from
which the transition is to take place a propor-
tionality constant B ., and the photon density
of radiation U; of the frequency f. The power
emitted by this process is
P, =B, UN, hf (3-50)
In the simplest case, that of distinct energy
levels,
Bmt =Btm (3'51)
The combination of stimulated emission and
absorption gives a net radiated power per unit
volume

P=nhf (Nm - N,)Bm, U, (3-52)
Adding to this power the radiation due to
spontaneous emission,

pP= hf[Am,Nm + B, UsN,, - N,)J (3-53)

The proportionality constants A,,; and B,
were first derived by Einstein, and are known as
the Einstein Coefficients. They are related by

3,3
A = (22 B, (3:54)
c
where c is the speed of light and » is the index
of refraction of the medium.

The process that is of primary interest to a
discussion of lasers is that of stimulated emis-
sion. In this process, an electron goes from a
higher energy state to a lower one, the transition

taking place because of the presence of a photon
of the appropriate frequency. The excess energy
in the transition is released in the form of a
photon exactly like the one causing the transi-
tion, even to its polarization, its optical phase,
and its direction of propagation. All laser phe-
nomena are based upon this fact.

Similar to energy storage by atoms in elec-
tronic states, as described above, molecules store
energy in mechanical vibration and rotation.
Consider a molecule consisting of two atoms.
The mass of the molecule is concentrated in the
two atoms, and the bond between them may be
thought of as a spring. The molecule is thus able
to vibrate, the bond being alternately stretched
and compressed, as the atoms move in and out.
We know from quantum mechanics that the
energy in such an oscillator cannot have any
arbitrary value, but must be a multiple of some
fundamenta! quantum of energy related to the
resonant frequency f of the oscillator by Eq.
3-46. The frequencies of vibrational oscillations
of molecules tend to fall in the infrared and
microwave range of the frequency spectrum.

In the same way as the electrons of the atom
move to different orbits by the absorption of
specific amounts of energy, the molecule absorbs
and stores discrete amounts of energy by going
into larger amplitudes of vibration. It may
release energy spontaneously, emitting photons
corresponding to the energy differences between
vibrational states, and it can also exhibit stim-
ulated emission of these photons in the same
way electronic states do. Since the emitted
photons are coherent with those stimulating the
emission, we are able to build molecular lasers,
as well as those operating on electronic transi-
tions.

We know from Boltzmann’s Law (Chapter 2)
that the ratio of the number densities in two
energy states under conditions of thermal
equilibrium is given by
SR (3-55)
N, kT
where % is Boltzmann’s constant and 7 is the
absolute temperature in °K. According to this
relationship, at any temperature the density of
the lower state is higher than the density of the
upper state. The second term of Eq. 3-49 is
always negative under these conditions, rep-
resenting an absorption of power. Radiation
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passing through the volume under these condi-
tions is absorbed at a rate proportional to the
energy density of the radiation and proportional
to the excess density of lower states. The
intensity of the radiation thus decreases accord-
ing to the relationship

I, = I, exp[- ax] (3-56)

where /, is the initial intensity, « is the decay
constant, and x is the distance traveled by the
radiation. The constant « is expressible in terms
of the difference in densities of the two energy
states as

a =o(N,- N, ) (3-57)
where ¢ is the cross section for stimulated
emission or absorption. This constant is related
to previously defined parameters by

(3-58)

Our interest in these relationships stems from
the fact that they hold true whether or not the
atoms are in thermal equilibrium. If, by some
means, the density of atoms in the upper state
can be made larger than the density of those in
the lower state, Eq. 3-52 tells us that there is
more stimulated emission than absorption, and
Eqgs. 3-56 and 3-57 tell us that the intensity of
radiation passing through the volume grows
exponentially rather than decaying. Since the
photons generated by stimulated emission are in
phase and colinear with the radiation passing
through, the volume serves as a coherent ampli-
fier for the radiation. (See par. 3-3.2.1.)

3-3.1.3.2.1 Pumping

The nonequilibrium condition in which the
density (population) of atoms in an energy state
is larger than the density of atoms in a lower
state, is called a “population inversion”, since it
is the reverse of the usual distribution of
populations. The generation of a population
inversion in a medium is known as pumping.

Most excited states of atoms decay by spon-
taneous emission almost as fast as they can be
pumped, and no substantial degree of popula-
tion inversion can be achieved. There are states,
however, from which spontaneous emission
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tends not to take place, because of the quantum
mechanical rules governing transitions. Such
transitions are called ‘‘forbidden transitions’,
and the states are known as “metastable states™,
because they are stable for relatively long
periods of time before decaying by spontaneous
emission. It is only in these metastable states
that a large fraction of the atoms in a volume
can be concentrated by pumping.

Atoms are seldom pumped directly into
metastable states, as illustrated by simplified
energy level diagrams in Fig. 3-51. Usually, the
energy accepted by each atom puts it in one of a
large number of higher energy states, from
which it decays rapidly by transferring energy
away honradiatively until it comes down to the
metastable state, from which all transitions are
inhibited. To have a large population inversion
between the metastable level and some lower
state, we now need only make sure that the
lower level is not highly populated.

Fig. 3-61 shows pumping from the ground
state to the pumping levels, radiationless transi-
tion to the metastable level, and transition by
stimulated emission through the laser transition
to the terminal level. The difference between
Fig. 3-51(A) and (B) is that in diagram (B), the
terminal level is higher than the ground state,
decaying to the ground state through a radia-
tionless transition. Lasers of both types exist.
Diagram (A) represents a three-level laser, and
(B) shows a four-level laser. The difference may
be appreciated when it is recalled that most
atoms are ordinarily in the ground state. To
obtain a population inversion between the m
level and the ground state, it is necessary to put
more than half of the total number of atoms
into the metastable state since, otherwise, there
would be more in the terminal level than in the
metastable level. In the four-level laser, on the
other hand, all that is required is to put more
atoms into the metastable level than there are in
the texrminal level. If the terminal level decays
rapidly to the ground state, an inversion may be
obtained with only a small percentage of the
total number of atoms excited.

An additional advantage of the four-level laser
is that it does not absorb strongly at the laser
wavelength when it is not pumped. This fact
may be readily understood by referring back to
Eq. 349, in which the power absorbed by a
given electronic transition was given as a func-
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tion of the density of atoms in the lower state of
the transition. The three-level laser medium in
an unpumped condition has most of its atoms in
the ground level which is also the terminal level.
It is thus in a position to absorb strongly at the
laser wavelength. The four-level laser in the
unpumped condition also has most of its atoms
in the ground state, but few in the terminal
level, so it absorbs very little at the laser
wavelength. There is a significant practical dif-
ference in the care that must be taken to insure
uniform pumping. In the three-level laser, any
unpumped or poorly pumped portions of the
medium may cause large losses in optical gain.
The four-level laser requires much less care in
providing for uniform pumping since, although
poorly pumped portions of the medium may not
contribute as much as they might, they do not
create losses.

3-3.1.3.2.2 Optical Cavities

The discussion so far has described how a
suitable collection of atoms may be pumped to
form a coherent optical amplifier. The most
useful laser devices, however, are not amplifiers
but oscillators.

One makes an optical amplifier into an
oscillator in the same way as any other amplifier

is made into an oscillator, i.e., by providing
appropriate feedback. If the amplified radiation
is returned to the volume for additional amplifi-
cation, and the fraction fed back is large enough
to overcome the losses in the loop, the arrange-
ment becomes an oscillator. As a rule, the
devices known as “lasers™ are optical oscillators.

Optical feedback is most conveniently pro-
vided by means of mirrors. A mirror having the
desired reflectivity at the frequency of the
radiation is placed at each end of the volume
having optical gain. The mirrors are aligned so
that the radiation makes reflections back and
forth between them, being amplified by the
active medium each time.

A pair of mirrors arranged so that radiation
reflects back and forth between them is a
resonant cavity, similar in many respect to a
microwave cavity. The principal difference is
that optical wavelengths are smaller than the
cavity dimensions by several orders of magni-
tude, while microwave cavities are typically of
the order of a wavelength in size. One con-
sequence of this difference is that diffraction
plays a much smaller role in optical cavities, and
they may be open, rather than completely
closed as microwave cavities are. In both cases,
the radiation fields within the cavity must be a

3-87



solution of Maxwell’s Equation®®. A con-
sequence of this is that a laser oscillator can
oscillate only at discrete frequencies set by the
size and shape of its optical cavity. Correspond-
ing to each resonant frequency is a spatial
distribution of the electromagnetic fields in the
cavity. The resonant frequencies and the spatial
distributions are both spoken of as “modes of
the cavity”.

A convenient way of thinking about the
modes of a cavity is that any solution to
Maxwell’s Equations for the boundary condi-
tions represented by the cavity must be *‘self-
reproducing’’. That is, if a wave of radiation of
a particular frequency and a particular spatial
amplitude distribution is launched in a given
direction in the cavity, the frequency and spatial
distribution are those of a cavity mode only if,
at a later time, the wave returns to the same
position with the same phase and the same
amplitude distribution, differing at the most
from the original wave by a constant multiplier.

Consider a wave launched parallel to the
longest dimension of the cavity, which for
optical cavities tends to be much larger than the
other dimensions. The wave propagates to one
of the mirrors of the cavity, is reflected back
along the axis, reflected again from the second
mirror, and finally reaches the starting point. If
we assume an exact phase reversal at each
mirror, the requirement that the phase be the
same as the starting phase may be expressed

n\ = 2L (3-59)
where n is an integer and L is the separation
between the mirrors. Stated in words, the

round-trip distance between the mirrors must be
an integral number of wavelengths.

For a fixed mirror separation, each value of n
corresponds to a different wavelength. The
difference between one resonant wavelength and
the neighboring one is given by

_ i 1 _ 2L (3-60)
Ax 2L (n n+1 ) T n?
Substituting from Eq. 3-59
a1 (3-61)
A Fon
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Optical cavities are typically 10* to 10° wave-
lengths long, making n a large number, so the
resonant wavelengths are closely spaced. An
optical cavity thus has many resonant fre-
quencies, given by

foone (3-62)
" T 2L

These frequencies are multiples of a fundamen-
tal cavity frequency, c¢/(2L).

There are, of course, many more resonant
frequencies corresponding to off-axis modes, but
if the axial dimension of the cavity is much
larger than the others, these frequencies are only
slightly different from those of the axial modes.
Any or all of these modes are capable of
oscillation if the laser medium has sufficient
optical gain at the corresponding frequencies. It
has been seen, however, that optical gain is a
rare phenomenon, and can be made to exist only
at discrete frequencies. How, then, can the
match between cavity mode frequencies and
laser transition frequencies be achieved?

Although electronic transitions are narrow by
standards applied to conventional light sources,
they do have a finite width. Even in the absence
of external influences, an electron in transition
to a lower energy state emits a photon with a
finite spectral width, related to the lifetime of
the excited state. When excited atoms are
subjected to outside influences, such as colli-
sions with other atoms, the emitted photons
have much larger spectral widths. If atoms are
imbedded in a solid matrix such as a crystal or
glass, the fields due to neighboring atoms may
widen the emission line considerably by creating
a distribution of photon frequencies. If the
atoms are in motion, as they are in a gas laser,
the motion causes random Doppler shifts in the
apparent frequency emitted by individual atoms,
giving an effective increase in line width. Be-
cause of these mechanisms by which laser
transition lines ure broadened, many cavity
mode frequencies typically fall within the line
width, and simultaneous oscillation at many
frequencies is the rule rather than the exception.
Careful design of the optical cavity is required to
restrict a laser to a single operating frequency
when that is needed for particular applications.



3-3.1.3.2.3 Condition for Threshold of Oscillation

To achieve a steady-state oscillation of the
laser, it is necessary to feed back enough of the
emitted power to make up for the losses of the
system. Rewrite Eq. 3-56 with a positive sign so
that a is an optical gain coefficient rather than
an absorption coefficient.

I, = I, exp[oax] (3-63)

For a laser cavity of length L with incident laser

power [; at the mirror, the total optical gain per

pass is

/. exp [aL] (3-64)
I,

For simplicity, we assume that the only losses
in the cavity are those due to the imperfect
reflectivity of the two mirrors and both mirrors
have a reflectivity R. The radiation passing
through these mirrors is the useful output of the
laser. The intensity of the optical wave after
reflection from one of the mirrors is

I = IR (3-65)

For the case in which the gain during one pass
through the cavity just compensates for the loss
I during reflection from one of the mirrors, we
have

I =1, (3-66)
which gives

R

exp [-aL] (3-67)

We may put this in more convenient form by
defining a loss factor v as

vy = -0R (3-68)
Substituting in Eq. 3-67
Y = oL (3-69)

This relationship is the threshold condition. It
represents the minimum feedback necessary to
allow the laser to oscillate. It is clear from Egs.
3-67 to 3-69 that threshold may be reached at a
lower value of @ —i.e., for a smaller population
inversion, and thus a lower pumping power — if
the reflectivity is high. One should not conclude
from this that the reflectivity of the mirrors
should be as high as possible. The useful power
from the laser is the radiation that passes
through the mirrors and, if absorption and

scattering in the mirrors are neglected, this is
given by

Ir=1,(1- R) (3-70)

where Iy is the laser power transmitted through
the mirror. To make the output power large for
a fixed flux density in the cavity, one should use
a small reflectance. The optimum reflectance is a
compromise between having a low threshold and
coupling out a large fraction of the flux in the
cavity. In general, the higher the gain of the
laser, the lower the optimum reflectivity of the
Mmirrors.

It is frequently more convenient to have the
output of a laser in a single beam instead of
having output from both ends. This may be
done by making one of the mirrors as close to a
perfect reflector as possible and reducing the
reflectivity of the other. Eqs. 3-65, 3-66, and
3-67 are still valid for this case of R is taken to
be the geometric mean of the two reflectivities.
Eq. 3-68 may be generalized by adding terms for
absorption, scattering, and diffraction losses.

3-3.1.3.2.4 Heat Dissipation

The efficiency of lasers is generally poor, and
most of the energy supplied for pumping is
converted to heat. It is necessary to remove this
heat because the range of operating temperature
for a laser is limited. The gain of a laser
decreases with increasing temperature because
the width of the atomic transition line increases,
and the gain at the peak goes down. The
temperature of four-level lasers in particular
must be kept low so that thermal population of
the terminal laser level does not occur, reducing
the population inversion.

The methods for cooling depend greatly upon
the type of laser involved, and they will be
discussed in the paragraphs dealing with specific
lasers.

3.3.1.3.2.5 Cavity Q and Width of Resonance4!

The @, or quality factor, of an optical res-
onator is given approximately, for small losses, by

Q= 27 fopt t

5 (3-71)

where f,,; is the optical frequency; ¢ is the
transit time from one mirror to the other; and é
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is the fraction of the photons that are lost per
transit by diffraction, absorption in the medium
filling the cavity, and by transmission through
the mirrors.

The @ is related to the sharpness of resonance
in the same way as in resonant circuits and
microwave cavities, i.e.,

Q@
Thus, for the sharpness of resonance of an

optical cavity, we have — using the relationship
fopet = L/A, and Egs. 3-71 and 3-72 —

(3-72)

_A%S

=N O 3-73
2L ( )

AX

where L is the length of the cavity. For
high-reflectance mirrors, the width of an optical
cavity resonance may be of the order of
megahertz.

If the medium inside an optical cavity has
gain at a resonant frequency of the cavity, the
effect is to compensate for the losses of the
cavity. The fraction 5 of the photons that are
lost per transit is replaced by stimulated emis-
sion, and this factor goes to zero. The @ of the
system increases greatly, and the width of the
resonance decreases correspondingly, perhaps to
a few hertz. Under these conditions, Egs. 3-71
and 3-73 no longer apply since the noise of
spontaneous emission plays a dominant role in
determining the width of the resonance.

3-3.1.3.2.6 Q-switching

In continuous steady-state oscillation, a laser
finds a balance between the rate at which
photons leave the cavity and the rate at which
they are generated by stimulated emission. The
density of photons in the cavity builds up until
the depletion of the metastable states of the
atoms and the filling up of the terminal states
reduce the gain so that Eq. 3-69 is satisfied.

There is an alternate method of operating a
laser by which much higher peak power may be
generated. This technique, known as Q-switching
{or Q-spoiling), consists of femporarily inter-
rupting the optical path inside the laser cavity
while the laser is pumped. Several specific
methods for doing this will be discussed later.
Under these conditions, the population inversion
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is not depleted by stimulated emission, and the
gain may build up to a value limited only by the
pumping rate and the rate of spontaneous
emission. If the optical path is then suddenly
restored, the flux density in the cavity builds up
very rapidly. Since the rate of stimulation
emission is proportional to the flux density and
the emission adds to the flux, a regenerative
buildup of flux occurs and the energy stored in
the metastable states during the pumping proc-
ess is released in a very short time, usually 10 to
50 nanosec. Higher peak power is obtainable
from a laser by this means than any other,
although the efficiency is not as high as in
conventional operation.

3-3.1.3.3 Laser Types

The most convenient classification of lasers is:
(1) solid-state lasers, (2) gas lasers, (3) injection
lasers, and (4) liquid lasers. The term ‘‘solid-
state” includes all of the crystal and glass host
lasers, but does not include injection lasers,
which are also made from solids, or liquids that
are cooled until they are glass-like. Injection
lasers are also called semiconducfor lasers.
Liquid lasers, usually employing dye solutions,
are of relatively little importance—being used
principally as tunable sources for absorption
spectroscopy. They will not be discussed fur-
ther.

3-3.1.3.3.1 Solid-state Lasers*?~%7

Solid-state lasers consist of ions embedded in
a crystal lattice or glass. The active ions are
usually either transition metals or rare earths,
and the crystal lattices are usually Al, O,,
similar oxides, or fluorides. The most common
examples are Cr*? in Al, O; (Ruby) and Nd*? in
Y3 Als 012 (YAG) orin glaSS.

Conventional solid-state lasers are optically
pumped. The host material takes no part in the
lasing transition although the local fields do
perturb the energy levels of the metal ion.
Crystal lattices have the advantage of a relatively
high thermal conductivity, thus easing the prob-
lem of heat dissipation and even allowing con-
tinuous wave operation in some cases. One
problem is the difficulty of preparing well-order-
ed, uniformly doped lattices. Glass lasers have
the advantage that they can be made into shapes
ranging from short, thin fibers a few microns
thick to large rods two meters long.
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Because the lifetimes of metastable states of
ions embedded in lattices are relatively long (~1
msec), Q-switching techniques are successfully
employed with solid-state lasers.

3-3.1.3.3.1.1 Ruby Lasers

Fig. 3-52 shows the construction of a simple
ruby laser. The location of the components and
shape of the pumping cavity are such that most
of the optical energy from the lamp or lamps is
focused onto the laser rod. High-energy linear or
helical flash lamps provide intense visible radia-
tion, certain spectral bands of which are absorb-
ed by the active ions. Typical outputs from
non-Q-switched ruby lasers are random 1
microsec pulses occurring in bursts from 0.5 to
1.5 msec in duration with total energies between
0.1 to 1000 J. Q-switched output occurs in
single pulses lasting from 5 to 50 nanosec and
having peak powers from 1 mw to 10 Gw.

The characteristic radiation wavelength at
room temperature for ruby is 6943 A. At liquid
nitrogen temperature it shifts to 6934 A. The
measured spectral line width is about 10 pico-
meters (0.1 &). At any given instant, it is less

than this, but local heating during a pulse shifts
the spectrum. These thermal effects are due to
changes in refractive index and linear expansion
of the rod. Ruby is a three-level laser, and will
operate continuously only at cryogenic tempera-
tures.

3-3.1.3.3.1.2 Neodymium lon Lasers

Neodymium ion, in its many hosts, is one of
the most versatile for laser construction. The
emission wavelength is 1.06 microns in the near
infrared. It is a four-level laser.

Neodymium-doped glass has the largest
energy storage density of any known laser
material. In many respects, it is similar in
operation to ruby; in fact, ruby and
neodymium-doped glass may be used inter-
changeably in the same pumping cavity with the
same lamps and driving circuit. The fact that
glass rods may be made as large as desired, in
contrast to the problems involved in growing
ruby crystals of large size, has made neodymium
the choice for applications requiring very large
energy.

In yttrium aluminum garmet (YAG) host, the
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neodymium ion allows cw laser action at room
temperature. Multimode output up to 50 w at
room temperature has been obtained with prac-
tical pump lamps. and up to 200 w with exotic
pumping arrangements such as a vortex-stabiliz-
ed plasma arc.

33.1.3.3.1.3 Other lons and Hosts

Table 3-6 provides a summary of some of the
more successful ion/host combinations, together
with the wavelength type of operation and
highest operating temperature achieved.

3-3.1.3.3.2 Gas Lasers®1:4:4345,48

Gas lasers are the most useful lasers for
laboratory work because they are the most
convenient and coherent. Their chief limitation
is their inability to produce high peak power.

The attributes of gas lasers are derived from
the fact that they are essentially sources of

atomic and molecular line spectra, the transi-
tions of which are well known and explicable by
quantum mechanical analysis. Since gases are
nearly optically homogeneous, theoretical
resonator-mode analysis gives a very satisfactory
prediction of what is actually observed.

Because of the relatively low density of
available atoms within the cavity, as well as the
absence of wide absorption bands, gas lasers are
rarely optically pumped. The most common
form of excitation is collision with electrons in
an electric discharge.

Almost any gas has laser potential, and the
available wavelengths are numerous. Table 3-7
lists parameters of the more commonly used gas
lasers. For the purposes of describing the char-
acteristics and mechanisms of gas lasers, it is
convenient to divide them into three categories:
neutral atom, ion, and molecular lasers. Repre-
sentatives of each of these kinds of gas lasers will
be discussed.

TABLE 3-6. SELECTED SOLID LASERS

TYPE OF OPERATION

ION HOST X, i (Pulsed or Continuous Wave) T, °K
Ho*3 CaF, 0.55 p 71
Pr*3 LaF, 0.60 p 77
Eu*? Y, 0, 0.61 p 220
Cr*3 Al, O; 0.69 p, cw 350
Sm *? CaF, 0.71 p 20
Nag+* Cawo, 0.91 p 71
Yb*? Y3 Als 012 1.03 p 17
Ng*3 Y; Al; Oy, 1.06 p 440

CW 360
Tm*? CaF, 1.12 p 27
Nd*? CaWO, 1.34 s} 300
Ni*? MgF, 1.62 P 77
Er*? Y;Al; Oy 1.66 p 77
Co*? MgF, 1.75 P 77
Tm*? Y, AL O, 2.01 p 300

CW 77
Ho*3 Y, Al Oy, 2.10 p 300

cw 77
Dy *? CaF, 2.36 P 145

cw 77
U+ CaF, 2.61 p 300

cW 77
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TABLE 3-7. COMMONLY USED GAS LASERS
TYPE OF OPERATION

TYPE A A

{Pulsed or Continuous Wave)

MAXIMUM OUTPUT

Ne 3,324
N, 3,324
Ar 4,579
4,658

4,765

4,880

5,017

b,145

Kr 4,762
5,208

5,682

6,471

6,474

Xe 5,419
5,971
6,271
6,328
11,523
33,912
10,600

He-Ne

He-N; -CO;

10 mw cw
200 kw in 10 nanosec
10 w cw

p, cw
p, ¢W
p, ¢CW

p, W S5wcw

p, CW 1wcw

cwW 100 mw cw

cwW 5 kw cw

3-3.1.3.3.2.1 Neutral Atom Laser {He-Ne)

Nearly all neutral atom gas lasers operate in
the infrared region. The notable exception is the
He-Ne red (6328 A) laser, the most useful laser
for work not requiring high power. Lines at 1.15
and 3.39 microns are also available from He-Ne
but the visible line, because of its general utility,
is usually preferred. The 3.39-micron line com-
petes with the 6328 A line and must be
suppressed to obtain the red emission.

Neutral atom lasers are generally low power
devices, a continuous wave output of 100 mw
being relatively high. An He-Ne laser with that
power is about two meters long and is usually
air-cooled.

In the He-Ne laser, collisions with electrons
produce excited He metastables, which, in turn,
transfer their energy to the upper lasing state of
Ne because of a near resonance in energy levels.
Collisions, however, also tend to depopulate
excited states, so a delicate balance is set up
between opposing processes, placing narrow
limits on pressures and current densities. The
kinetic processes make it impossible to increase

the total power output by increasing the tube
diameter, or by more energetic pumping.

3-3.1.3.3.2.2 lon Laser (lonized Argon)

Laser transitions of the noble gas ions—
including argon, krypton, and xenon—fall
chiefly in the visible and ultraviolet. The Ar
laser is the most useful because a continuous
output of several blue-green lines greater than
10 w can be obtained

The active transition of an ion laser is
between two energy levels of the ionized atom.
The atoms of gas must be first ionized, then
excited. A large amount of power is required to
maintain the ionization of the gas, so the
electrical excitation must be more energetic than
for a neutral gas laser. The Ar' laser is excited by
a high-voltage, high-current discharge, and is
usually water-cooled.

A consequence of the relatively high energy
lev.] of the terminal state of the laser is that a
large fraction of the energy stored in the upper
level is necessarily wasted and, because of this
fact, the efficiency of this type of laser can
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never be high. Nevertheless, ion lasers find many
uses in applications not requiring high effi-
ciency.

The principal advantage of the ion laser is the
range of wavelengths available. Neutral atom and
molecular lasers tend to operate only in the
infrared, but ion lasers offer a wide variety of
visible lines at substantial power levels. Krypton,
in particular, oscillates in so many visible spec-
tral lines simultaneously that it can produce a
beam that appears to be white light.

Ionized argon lasers may be operated in a
pulsed mode at peak power levels higher than
the limit for continuous operation. The lifetime
of the upper laser level is not long enough,
however, to make Q-switching feasible.

3-3.1.3.3.2.3 Molecular Laser (Carbon Dioxide)}

In a molecular laser, stimulated emission takes
place between vibrational excitation levels of the
molecule. In the carbon dioxide laser, the laser
transition is between two vibrational modes of
the carbon dioxide molecule, both states lying at
relatively low energy levels. The consequence of
this fact is that the efficiency is high compared
to other lasers. Carbon dioxide lasers can op-
erate at high-power levels with efficiencies of up
to 30 percent. Output powers of the order of a
kilowatt have been achieved, and commercial
units with over 100 w continuous output are
available. As a rule, 60 to 80 w are produced for
every meter of length.

The carbon dioxide laser is pumped by an
electrical discharge in a mixture of gases—usually
carbon dioxide, nitrogen, and helium. The elec-
trical discharge excites the nilrogen, which
happens to have a metastable level very closely
coinciding with a metastable level of the carbon
dioxide molecule. An efficient energy transfer
occurs between the nitrogen molecule and the
carbon dioxide molecule, thereby pumping the
upper laser level of carbon dioxide. As the upper
level is depleted by stimulated emission, the
energy stored in the nitrogen is transferred to it.
Helium atoms serve to cool undesired rotational
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excitation and to depopulate the lower level of
carbon dioxide. Water molecules are capable of
performing the same function.

Because the lifetime of the metastable state is
relatively long (more than a millisecond), the
carbon dioxide laser can be Q-switched. Peak
power levels one or two orders of magnitude
higher than the continuous power level can be
achieved.

3-3.1.3.3.3 Injection Lasers®***%

Injection lasers operate by the injection of
electrons into the crystal lattice producing local
concentrations of holes and electrons, which,
upon recombination, emit radiation. The most
common wmethod of injection is to place a
forward bias across a p-n junction; for this
reason, the term diode laser is also often used.

In the injection laser, illustrated schematically
in Fig. 3-563, a semiconductor is usually sand-
wiched between two metal contacts which also
serve as heat sinks. One contact lies on the
p-type surface, the other on the n-type. The
wafer linear dimensions are typically about a
millimeter. When a voltage is applied across the
p-n junction is a forward direction, excess elec-
trons that move into the p-type region and
excess holes that move into the n-type region
recombine in the narrow junction region, only a
few microns across. The wafer surfaces normal
to the junction plane are polished and serve as
an optical cavity.

Small size and weight are the chief advantages
of diode lasers. In addition, the injection process
is relatively efficient. Typical efficiencies of 15
to 20 percent have been achieved with liquid
helium and nitrogen cooling. Modulation can be
achieved by varying the driving current as well as
direct modulation of the output beam. Lifetimes
are short, of the order of a nanosecond, so
Q-switching is not possible.

The spatial coherence and beam collimation
of injection lasers are relatively poor. Typical
beam spreads are about 2 deg in the junction
plane by 10 deg perpendicular to it.
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FIGURE 3-53.

Direct laser action has been achieved with the
following binary compounds: ZnS (0.33 u),
ZnO (0.37 u), CdS (0.49 u), CdSe (0.68 u ),
CdTe (0.78 u), InP (0.91 u), GaSb (1.6 u),
InAs (3.1 u), PbS (4.3 u), InSb (5.2 u),
PbTe (6.5 u), and PbSe (8.5 u).

In many cases, two compounds containing
a common element can be alloyed to produce a
mixed crystal whose radiating wavelength lies
in between those of the two pure binary com-
pounds. In this way it is possible to create in-
jection lasers operating at any desired wavelength
between the ultraviolet and far infrared. Com-
binations currently under investigation are:
GaAs,P, (0.65 to 0.85 u), Ga,In,As (0.85 to
3.1 ), InAs, P, (0.91 to 3.1 i), Ga,In,Sb (1.6
to 5.2 u), PbS,Sey (4.3 to 8.5 u), Zn,Cd, Te
(0.59 to 0.83 u), Cd,ZnyTe (0.56 to 0.66 u),
Cdg 4 Zny, Se (0.4 to 0.63 u), and Pb, Sn,Te (6.5
to 20 u). The latter family has been made to
emit at 14.9 to 15.9 y, cooled to 12°K. HgCdTe
systems also show promise in the far infrared.

3-3.1.3.4 Beam Control Devices

Many laser applications —such as commu-
nication, radar, or display — require a means of
controlling the light beam by modulating its

Injection Laser

amplitude, frequency, or phase, or by changing
its direction of propagation.

33.1.3.4.1 Modulators®

A light modulator is a device that controls the
amplitude, frequency, or phase of a light beam.
There are several types. Some of the principles
that will now be discussed as methods of
modulation are also applicable to Q-switches and
beam deflectors.

3-3.1.3.4.1.1 Mechanical Modulator

The simplest way of modulating a light beam
is to interrupt all or a portion of it with a
mechanical shutter. Because of the inertia of
such a device, however, they are usable only at
low frequencies.

3-3.1.3.4.1.2 Frustrated-internal-
reflection Modulator

A frustrated-internal-reflection modulator is
composed of two prisms in close proximity as
shown in Fig. 3-54. When the separation d,
between the prisms is greater than about 1.5x,
Prism (1) acts as a totally internal-reflecting
prism. As the surfaces of the two prisms are
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brought closer together, the light begins to pass
through the junction. If the surfaces of the two
prisms were made perfectly flat and brought
into complete contact, all of the light would be
transmitted through the junction. The surfaces
of the prisms cannot be made perfectly flat, of
course, and they must also be coated to prevent
the surfaces from adhering to each other when
brought into contact. As a result, the transmis-
sion through the interface never reaches 100
percent.

Piezoelectric transducers, such as barium
titanate, are used to control the separation of
the prisms. The mechanical inertia of the prisms
and drivers limit the response of this type of
modulator to low frequencies.

(2)

Y

(1)

r X

(2

3-3.1.3.4.1.3 Acoustic Modulator

Acoustic waves with frequencies up to hun-
dreds of megahertz have been generated in
liquids and solids. The waves are longitudinal
(compressional), causing local variations in the
index of refraction. The pattern of varying index
of refraction acts as a phase grating, diffracting
light out of a beam passing through the medium.
By varying the power to the acoustic driver, it is
possible to change the amount of light dif-
fracted, and thus amplitude-modulate the beam.
The frequency response of the modulator is
determined by the time required for the acoustic
waves to travel across the light beam, and is of
the order of 1 megahertz.

(2)

(1)\

(B)

Y

FIGURE 3-54. Frustrated-internal-Reflection Modulator

ELECTRO-OPTICAL CELL

POLARIZER

LASER

Y
i

ANALYZER

\

. FIGURE 3-55. Electro-optical Modulator



3-3.1.3.4.1.4 Electro-optical Modulator

An electro-optical modulator consists of a
polarizer, an electro-optical cell, and an an-
alyzer, as shown in Fig. 3-55. With the polarizer
and analyzer in parallel alignment and zero
voltage applied to the cell, plane polarized light
is transmitted through both. When an electric
field is applied to the cell, however, it exhibits
birefringence, i.e., the index of refraction in the
medium is different for light with one polariza-
tion than it is for the other. As a result, a phase
shift between the components occurs, equivalent
for the proper voltage to a 90-deg rotation of
the plane of polarization. At this voltage, there-
fore, the light is blocked by the analyzer. A
polarizer is not required at the input to the
modulator if the light from the laser is polarized.

The electro-optical effect works by changing
the natural birefringence or by inducing
birefringence in certain isotropic solids and
liquids in response to an electric field, A number
of crystalline solids exhibit an electro-optical
effect directly proportional to the electric field.
This is called the Pockels effect, or linear
electro-optical effect. Crystals having a large
Pockels effect are KH, PO, (KDP), CuCl, GaAs,
and ZnS.

Other materials, especially liquids, exhibit an
electro-optical effect proportional to the square
of the applied electric field. This is known as the
Kerr electro-optical effect or quadratic electro-
optical effect. Examples of useful materials are
potassium tantalate niobate (KTa.¢s Nb.ss O ),
strontium or barium titanate (SrTiO, BaTiO,;),
and nitrobenzene (C4 Hs NO, ).

The electro-optical effect is relatively fast
compared to modulators requiring mechanical
motion or involving transit times since the effect
is electronic or molecular in nature. Modulation
frequencies of more than 1 GHz may be
achieved.

3-3.1.3.4.1.5 Magneto-optical Modulator

The plane of polarization of light is rotated
when traveling through certain materials, such as
gallium-doped yttrium iron garnet, placed in
magnetic fields. The amount of light passing
through an analyzer then depends upon the
magnetic field applied. The heavy weight of the
magnetic coil and relatively high driving power
requirements limit the usefulness of magneto-

optical modulators. Modulation frequencies up
to 1 MHz can be achieved.

3-3.1.3.4.1.6 Cavity Length Modulator

Frequency modulation of many continuous
wave lasers may be accomplished by mounting
one of the cavity reflectors on a piezoelectric
driver and modulating the length of the cavity.
Frequency shifts of tens of megahertz may be
obtained at moderate drive voltages.

3-3.1.3.4.2 Q-switches

The principle of Q-switching was discussed in
par. 3-3.1.3.2.6. Refer to Eq. 3-69; the equation
for threshold of oscillation, a laser may tem-
porarily be prevented from oscillating by de-
creasing o the gain of the medium or by
increasing v the loss factor. Both methods are
used. To be most effective, a Q-switch must be
timed so that the laser is allowed to oscillate at
the peak of the population inversion.

3-3.1.3.4.2.1 Mechanical Shutter Q-switch

The edge of a rotating chopper wheel placed in
the optical cavity of a laser acts as a simple
mechanical shutter. The opaque portion of the
wheel makes the cavity losses very large. Asthe
open sector moves into the cavity, the losses are
reduced to a minimum, permitting a large pulse
to be produced.

3-3.1.3.4.2.2 Rotating Reflector Q-switch

An effective Q-switch may be made by
replacing one of the cavity reflectors with a
total-internal-reflecting roof prism mounted on a
rotating shaft, the axis of which is perpendicular
to the roof line. The effective reflectivity of the
prism is maximum when the prism roof is
perpendicular to the optical axis and very small
otherwise. When peak population inversion and
prism alignment occur simultaneously, max-
imum pulse power from the laser is generated. A
roof prism is used so that precise alignment of
the axis of rotation with the optical axis of the
cavity is not required.

3-3.1.3.4.2.3 Electro-optical and Magneto-optical
Shutter Q-switch

The electro-optical cells and, occasionally, the
magneto-optical cells discussed as modulators
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are used also as Q-switches.

With the correct voltage applied, the cells, in
combination with the polarizer and analyzer, are
effectively opaque within the laser cavity. Pump-
Ing of the laser rod during this time will produce
the maximum population inversion. When the
voltage applied to the crystal is suddenly re-
moved, the Q-switch becomes transparent, and
the energy stored within the laser rod is emitted
as a large pulse of light. Switching of an
electro-optical cell takes less than 5 nanosec.

3-3.1.3.4.2.4 Passive Q-switching

Certain opaque materials, upon absorbing a
sufficient number of photons, become franspar-
ent. If this material is placed inside a laser
cavity, it inhibits laser action while the rod is
being pumped to a high-population inversion.
The growing spontaneous emission of the laser
medium then begins to bleach the material. The
incipient laser action regeneratively saturates the
material, rendering it transparent. The energy
stored in the laser is emitted in a single 10- to
15-nanosec pulse.

Passive @-switches do not require external
control or synchronization. The saturation level
of the material can be varied by changing its
thickness or changing the concentration of
absorbers. Therefore, a proper match of pump
energy and Q-switch absorption results in thresh-
old at peak inversion.

Passive @-switch materials include organic
solutions and doped glass, which recover quick-
ly, and thin organic-dye films, which do not
recover and must be replaced after each use.

3-3.1.3.4.3 Beam Deflection

Laser applications, such as visual display, re-
quire a means of controlling and rapidly chang-
ing the direction of the output beam. The prin-
cipal means of doing this are mechanical,
acoustical, and electro-optical beam deflectors.

Mechanical deflection may be accomplished
by reflecting the beam from a rotating or
oscillating mirror or prism. Because of the
inertia of the moving parts, these devices cannot
provide rapid, arbitrary positioning of a light
beam. They can be used in applications where
repetitive scans are needed at limited speed.
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Acoustic beam deflectors are similar in opera-
tion to the acoustic modulators described in par.
3-3.1.3.4.1.3. A train of compression waves is
established in a liquid or solid by means of an
electro-acoustic transducer. The patterns of
varying index of refraction act as a phase
grating, diffracting light out of a beam passing
through the medium. The concern now is not
with the fraction of the light that is diffracted
out of the beam, but the direction in which it is
diffracted. The direction depends upon the
spacing of the grating, which in this case is
determined by the frequency at which the cell is
driven. One can thus sweep the diffracted beam
in angle by sweeping the drive voltage in
frequency. The rate at which the angle can be
changed is limited by the transit time.

Electro-optic beam deflectors can be made
that are capable of high deflection rates, high
resolution, and relatively large deflection angles.
They can also give immediate access to any
display position and can be built with rugged,
solid-state components. These devices can be
divided into two classes: those which give an
analog presentation and those which give a
digital presentation.

Analog deflectors depend upon the fact that a
voltage applied across the face of certain crystals
will produce a change in their index of refrac-
tion. The simplest of the analog deflectors is a
prism with the electrodes on the triangular faces.
At room temperatures potassium tantalate nio-
bate (KTa ;s Nb 150;), which is a mixture of
potassium tantalate (KTaO;) and potassium
niobate (KNbO;), produces one of the greatest
changes in the index of refraction for a given
voltage of any material known. Dielectric break-
down in this material limits the deflection to 1
deg and the number of resolvable positions of
the beam to 500.

Analog light deflectors have also been made
using stacks of prisms of deuterated potassium
dihydrogen phosphate (KDP), a material having
a large Pockels effect. For small angles, the
deflection is linearly proportional to the applied
electric field and to the overall length of the
structure. Theoretical analysis shows that the
number of resolution elements obtainable is
directly proportional to the electric field
strength, the length of the structure, and an
electro-optical constant of the crystal. It is
inversely proportional to the wavelength of the



light and the difference between the operating
temperature and the Curie temperature of the
crystal.

Digital deflectors may be built utilizing a
combination of two effects. One is the phenom-
enon of birefringence, in which an unpolarized
collimated light beam passing through a crystal
such as calcite, splits into an ordinary and
extra-ordinary ray. These rays are linearly po-
larized with their planes of polarization per-
pendicular to each other. At normal incidence,
the ordinary ray passes straight through the
crystal, while the extraordinary ray is laterally
displaced by a distance proportional to the
length of the path within the crystal. The second
effect is the longitudinal electro-optical Pockels
effect discussed earlier.

The basic principle of operation of a digital
light deflector is shown in Fig. 3-56. A small,
linearly polarized beam of light is incident on a
series of electro-optical switches S, and
birefringent crystals B, . The initial polarization
is. normal to the plane of the paper. If all
switches are left in the open position, the light
beam (as an ordinary ray) traverses all electro-

optic switches and birefringent crystals un-
deflected and emerges at Point P,. If, on the
other hand, the half wavelength voltage V, /2 is
applied to A,, the polarization of the beam is
rotated 90 deg and it passes through crystal B,
as an extraordinary ray. The beam is, therefore,
displaced laterally by an amount proportional to
the width of B,. As there is no voltage applied
to Aj;, the beam passes unchanged. Con-
sequently, it also passes through crystal By as an
extraordinary ray where it is further deflected,
arriving at P,. In the digital deflector, the
thickness of the crystals increases in a binary
sequence from stage to stage. In this manner, a
maximum of different output positions can be
switched by a minimum of switches; that is 2"
positions can be controlled by n switches.

To obtain a two-dimensional scan it is nec-
essary to place a second set of switches and
crystals in the light path such that the direction
of deflection is 90 deg from the first. A
polarization correction half-wave plate is insert-
ed between the x and y blanks to make the x
and y binary positions independent of each
other.
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FIGURE 3-56. Digital Deflector
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3.3.1.35 Nonlinear Optics**

3-3.1.3.5.1 Harmonic Conversion

When light propagates through materials, its
oscillating electric and magnetic fields interact
with the electronic charges in the atoms of the
material. The electronic charges oscillate in
response to the electric field and act as radiating
dipoles. At low electric field strengths as en-
countered in normal incoherent polychromatic
light, this effect is linear and is the cause of
Rayleigh scattering. At the very high field
strengths encountered in laser beams, the
coupling of the fields to the electronic charges
becomes nonlinear, causing the dipoles to have
radiation components at harmonics of the orig-
inal light frequency. The efficiencies of conver-
sion of light to its harmonics is a function of the
field strength. Efficiencies achievable at present
are 20 percent and 1 percent, respectively, for
second and third harmonic generation from laser
beams of 500 Mw power level. It is also possible
to mix the outputs of two or more lasers using
these nonlinear effects, generating sum and
difference frequencies.

3-3.1.3.5.2 Raman Conversion

Another nonlinear phenomenon used to
change the wavelength of laser light is the
Raman Effect. The vibrational energy of a
medium, usually a liquid, is coupled with the
laser output to produce new frequencies. These
frequencies are displaced from the primary-beam
frequency by the Raman frequencies of the
medium. Conversion efficiencies of 10 percent
are obtainable. If the Raman cell is placed inside
the cavity of a Q-switched laser, conversion
efficiencies of 50 percent can be obtained. This
type of laser is called a Raman Laser.

3-3.2 DESIGN CONSIDERATIONS

3-3.2.1 Coherence

Infrared radiation may be characterized by
the degree of orderliness or “coherence” of the
fields. If the radiation arriving at a point has a
narrow spectrum of width Af cenfered at a
frequency f, the oscillation may be considered
to be sinusoidal, but with random fluctuations
in amplitude and phase, the rapidity of which is
a function of the width of the spectrum. The
narrower the spectrum, the longer the average
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period of time between the fluctuations. If the
spectrum of the radiation is limited to Af, the
radiation may be considered to be a pure
sinusoid for a period of time

1
= = 3-74
te = &7 (3-74)
This time is known as the “coherence time”.
Within this time, the oscillations of the field
may be assumed to be perfectly correlated.

If the phase of radiation passing a point is
correlated for a period of time t., it is also
correlated over the distance the radiation travels
during that time. This distance, called the
“‘coherence length”, is given by

L, = ct, (3-75)
This distance would be equal to the length of
each photon or wave train.

Considering the fluctuation of the radiation at
a point to be a stationary random process, one
may ask how well the amplitude and phase of
the oscillation at one time correlates to the
amplitude and phase at other times. One may
form, for example, the autocorrelation function
of the electric field,

Tyi(r) = <E,(t+ 1)E{(t)> (3-76)
where E; is the complex conjugate of E,, and
the sharp brackets denote a time average. This
quantity is also called the “self-coherence” of
the field at the point and its value is a function
of 7, a measure of the temporal coherence of the
oscillation.

Carrying the analysis one step further, one
may compute the cross-correlation function
between the electric fields in two different
radiation fields.

T2(1) = <E,(t+ 1) E; (t)> (3-77)
This function is known as the “mutual co-
herence function” of the radiation in the two
waves. When this function is normalized by
dividing it by the geometric mean of the two
intensities, it is called the “complex degree of
coherence” of the radiation of the two waves.

(3-78)



It is the real part of this complex quantity,
v, ,(7), that determines the nature of the inter-

ference at a point.

Suppose the two radiation waves have come
from the same source, starting off in phase with
each other, but have traveled different distances,
S; and S,. The intensity of the light as a
function of the difference in path length may be
written in the form

SZC“ S‘) (3-79)

)= 1)+ L)+ 2yTTEE 70

The difference in path length, S; - S,, divided
by the speed of light, is equivalent to 7 in Eq.
3-78.

The degree of coherence is a number that
varies between plus 1 and minus 1. If the two
waves are exactly in phase and are nearly
monochromatic, the value is plus 1. If the two
waves are exactly out of phase, the value of the
degree of coherence is minus 1. If two nearly
monochromatic waves of the same frequency
and polarization and equal intensity meet at a
point, Eq. 3-79 says that the resultant intensity
is between zero and four times the intensity of
one of the waves alone. The maximum is four
times the intensity of one alone, because the
resultant intensity is proportional to the square
of the resultant electric field, and the resultant
electric field is twice as large as for only one
wave present. The minimum intensity is zero,
because the electric field vectors of the two
waves may exactly cancel.

If two waves meeting at a point are com-
pletely uncorrelated, the value of the degree of
coherence is zero, and Eq. 3-79 says that the
resultant intensity is equal to the sum of the
intensities of the two waves.

1f two monochromatic beams of equal ampli-
tude and frequency are brought together at an
angle, the degree of coherence between the
beams will vary between minus 1 and plus 1
throughout the volume in which they are super-
imposed. If the two beams are from the same
source, the difference in phase of the two beams
as a function of position may be due entirely to
the difference in path length from the source to
each point in the volume along the two paths.
The differences in phase may, however, be due
to differences in refractive index of the media in
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the two paths. In either case, there is a spatial
pattern of regions in which the electric vectors
cancel (destructive interference). The loci of
constructive and destructive interference are
known as interference fringes. In the most
general case, the fringes consist of surfaces on
which the electric vectors of the two radiation
fields add in phase or out of phase. If the
radiation impinges on a surface, such as a screen,
the intersection of the interference surfaces with
the screen causes the appearance of bands of
high and low intensity on the screen. The term
“fringes” is most commonly applied to these
bands. Because the electric and magnetic fields
that make up infrared radiation are not directly
observable, all that is known about them is
deduced from the behavior of fringe patterns in
various optical experiments.

Since the intensity variations are directly
related to the degree of coherence, they may be
used to measure it. The ratio of the amplitude of
the modulation of the intensity to the average
intensity along a path cutting through the
fringes is defined as the “visibility” of the
fringes

V= Imwc ‘—Imin (3'80)

Imax + Imin

If the amplitudes of two interfering waves are
equal, the visibility of the fringes is equal to the
degree of coherence of the two waves.

The property of radiation discussed above is
temporal coherence. It is a measure of the
degree of correlation between the phase of a
wave at one time and the phase at a later time,
or the correlation between the phases of two
waves that have traveled different paths since
they were in phase. Also, consider the correla-
tion between the phase of one point in a wave
and another point of the wave in the same
transverse plane. It is often important to know
over what area in the transverse plane the phase
of a wave is strongly correlated.

The area A, over which the phase of a wave is
correlated is simply related to the solid angle §2
through which the wave arrived at the area. The
relation

- A (3-81)
Ae 2

may be made plausible by considering two plane
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waves of the same frequency superimposed on a
plane. The phase difference between the two
waves, at a point, is a function of position on
the plane. If a distance is chosen on the plane
within which the phase difference is relatively
constant, the length of the distance is inversely
proportional to the angle at which the two
beams meet. If this argument is extended to light
that is convergent in two dimensions, Eq. 3-81
results. Or—expressing Eq. 3-81 differently—
if two waves strike a surface at different
angles; the smaller the angular divergence
between these waves, the larger is the area over
which the phase of these waves will be cor-
related.

The term that denotes the degree of correla-
tion between the phases of radiation at different
points in the transverse plane is ‘“‘spatial coher-
ence’’. Spatial coherence of radiation depends
upon the size of the source and distance from
the source to the point of observation of the
radiation.

Radiation falling on an area A is spatially
coherent if the source is small enough or distant
enough to appear to be a point source. A test of
this condition is whether a telescope at the
position of area A and having an objective lens
the size of area A could resolve the source.
Naturally, the larger the area in question, the
more severe would this test be.

Although spatial and temporal coherence may
be separated for purposes of discussion, both are
required for the production of interference
fringes. (It was tacitly assumed in the discussion
of the visibility of fringes that the two waves
that were interfering had uniform phase in their
transverse planes.) The visibility of the fringes is
determined jointly by the spatial and temporal
coherence, and the degree of coherence must
include both properties of the waves.

Stimulated emission of radiation, the mech-
anism responsible for the generation of laser
radiation, results in the generation of new
photons with the same direction of propagation
and the same phase as the photons inducing the
emission. It is clear from the discussion of
temporal and spatial coherence that the new
photons are coherent with the original ones. The
laser is thus adapted to the generation of beams
of radiation with unusual ability to make inter-
ference fringes. Because of the narrowness of the



spectrum emitted by a laser, high-contrast
fringes may be observed over very large distances
compared to fringes generated by conventional
sources. Because the radiation is generated with
a very small divergence angle, it is equivalent to
a very distant point source and the correspond-
ing area of correlation in the transverse plane
may be very large compared to that of conven-
tional sources.

The limitations on the achievable tempera-
tures of thermal sources, the broad spectrum
typical of thermal sources at high temperatures,
and the diffuse radiation pattern make it im-
possible for thermal sources to generate an
intense beam of high spatial and temporal
coherence, no matter what sort of spectral filters
or optical system is used.

3-3.2.2 Optical Design for Incoherent
and Coherent Sources

Incoherent sources typically radiate in all
directions and have a radiance limited by the
temperature of the source. The problem of
maximizing the amount of radiation power that
can be coupled out of the source for a specific
application involves collecting the radiation in
the largest possible solid angle, measured from
the source, and designing for optimum utiliza-
tion of the radiation collected. The optics are
usually designed to form an image of the source
at the plane to be illuminated.

For a fixed-source temperature, the total
radiated power is proportional to the source
area. A large source area tends to produce a
divergent beam, unless a correspondingly large
focal length is employed. Unless the aperture of
the collimating telescope is also large, the
advantage of a larger source area will not be
realized. Thus, if the source radiance is fixed,
increased beam power comes only through
scaling of the entire system to larger size.

Optical design for laser systems is quite
different. Because of the spatial coherence of
laser emission, one must focus on the apparent
source of the radiation, not on the laser ap-
erture.

For example, consider a point source radia-
ting in all directions. The surfaces of constant
phase from this source are spherical, with the
center of the spheres at the location of the
source. As the spheres become very large, the

curvature of the spherical surface can be distin-
guished from a plane only if measurements are
made over a large area.

Suppose a plane wave could be generated, i.e.,
an optical wave whose surface of constant phase
is a plane. If this wave were perceived by the
eye, it would appear to be a very distant point
of light. If the radiation were collected and
passed through any optical system, it could be
treated exactly as if the source of the radiation
were a distant point. If a spherical wave were
generated, it would appear that the radiation
comes from a point located at the center of the
sphere. In other words, the apparent source of
the radiation is determined by the curvature of
the wavefronts and may not be related at all to
the physical size or location of the actual
generator of the radiation.

The uniqueness of lasers is that they are
capable of generating plane or spherical waves
that are uniform in phase over the entire
aperture. Not all laser radiation has complete
spatial coherence, however. Therefore, two dif-
ferent kinds of design problems may be distin-
guished; namely, the single-transverse mode, or
diffraction-limited laser and the multimode
laser.

In the single-mode laser, the radiation has a
constant phase over the entire aperture of the
laser; consequently, it is equivalent to an ideal
point source, and the radiation may be colli-
mated by one lens if the apparent location of
the point source is placed at the focus of the
lens.

The apparent position of the point source
depends upon the resonator configuration and
the distance between the collimating optics and
the resonator. The apparent source for a laser
operating in a single transverse mode in a
Fabry-Perot cavity (parallel flat mirrors) is a
point at infinity if the collimating optics are
close to the laser. As the optics are moved away
from the laser, diffraction—due to the finite size
of the aperture—begins to have an effect, and
the apparent position of the point source moves
according to the relation

d= 2[1 ¥ (—’;\’ZV—")ZI

(3-82)
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where d is the distance from the optics to the
position of the point source, Z is the distance
from the optics to the output mirror of the
laser, and W, is the radius of the mode at the
output mirror.

For a hemispherical cavity, the apparent
source is a point at the center of curvature of
the spherical mirror, regardless of the position of
the collimating optics.

For a spherical or convex-concave cavity, the
apparent source is a point at the center of
curvature of the mirrors, regardless of the
position of the observer.

For a confocal cavity, the apparent position
of the point source for optics close to the laser is
the center of curvature of the closer mirror. As
the collimating optics are moved away from the
laser, the position of the apparent source moves
according to Eq. 3-82, where Z is now the
distance from the collimating optics to the
common focus of the cavity mirrors, and W, is
the mode radius at the focus.

The effective diameter of the source is zero,
so the collimation that can be achieved or the
diameter of the beam that it can be reduced to,
or the size of the spot it can be focused to, is
limited only by diffraction and the quality of
the optics.

It is in dealing with such a source that the
most stringent requirements on the quality of
optical components arise. Very few optical
components come close to being diffraction-
limited. In many cases, the operation of a
system may depend upon maintaining uniform
phase across the optical wavefront. In these
applications, the usual errors in a lens—rather
than just increasing the diameter of the circle of
confusion slightly—may make the lens unusable,
Bubbles and inclusions in the glass that would be
unnoticed with incoherent light may cause
unacceptable diffraction effects such as concen-
tric rings and fringes.

If we assume diffraction-limited optics, a
beam may be formed with any desired degree of
collimation. The area A of the required lens or
mirror is given by the spatial coherence relation:

(3-83)
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where €2 is the solid angle to be occupied by the
beam and X is the wavelength.

The multi-mode case requires an altogether
different approach. The beam divergence in this
case is not due to diffraction alone, but is due to
the presence of off-axis modes in the output
beam. Off-axis modes, each mode having a small
divergence, may diverge from each other much
more rapidly. A single lens could collimate all of
the individual modes, but each mode would then
be collimated in a different direction.

One approach is to consider the collection of
point sources corresponding to the off-axis
modes as the “source” and design the system
accordingly. The divergence of the beam may be
reduced to any desired extent by the use of a
Gallilean telescope with the beam entering at the
concave lens and leaving at the convex lens. The
divergence of the beam is reduced by a factor
equal to the magnification of the telescope, the
diameter of the beam at the objective lens being
increased by the same factor.

The design may be strongly affected by the
radiation pattern from each of these points,
however. They do not radiate isotropically; in
fact, the beam may be limited to a very small
angle compared to conventional light sources.

Some characteristics of the laser tend to make
optical design easier, compensating to some
extent for the other problems. The spectrum of
a laser is typically extremely narrow and optical
components need not be achromatized. Compo-
nents may also be more effectively anti-reflec-
tion coated for a single frequency and, as a
result, lens designs involving more surfaces may
be tolerated. These two factors may allow more
advantageous balancing of the aberrations of a
lens for laser system use.

3-4 DETECTORS

3-4.1 DETECTOR TERMINOLOGY

An infrared detector, in the most general
sense, is any device which indicates the presence
of incident infrared radiation. The detectors
which are commonly used in electro-optical
infrared systems generally yield an electrical
signal to indicate the presence of infrared
radiation. The terminology which applies to
infrared detectors is defined and explained in
Table 3-8.
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