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I. INTRQDUCTION

The question of what belongs to the domain of parsing and what is
part of the domain of inference inevitabiy comes up when attempting to
put together a system in crder to do natural language understanzing,
This paper is intendad to explain the difference within the context of
Conceptual Dependency Theory (5], (6),and (7], categorize the kinds of
inferences that are riecessary uithin such an understanding system, and
out!ine the basic elements and processes that make up the program at
Stanford that currently tandles thesz infererce tasks,

We shall assume in this paper that it is the desire of those
researchers who work on the problems of computational linguistics to
have a system that ia capabie of responding intelligently, on the basis
of its oun model of the worid, in reaction to a given input sentence.
Thus, we assume here that a system that responds as follous (for
exanple) is both an interesting and useful system if it accomplishes

these things in a ‘theoretically correct’ manner:

(1) INPUT: | am going to buy some aspirin for my cold.
OUIPUT: Hhy don’t you try some chicken soup instead?

(2) INFUT: John asked Mary for 2 book,
QUTPUT: A book about what?

(3} INPUT: Do you want & piece of chocoiate.
QUTPUT: No, | don't want to spoil my appetite for dinner.

(4) INPUT: John uent to the store.
OUTPUT: What did he want to buy?
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Before getting into the descriptions of the varlous Ninds of
inferences to which a conceptual memory should be sensitive, the notion
of inference and how it differs from logical deductions {fer instance in
a theorem-prover or guestion ansHerer) should be made clear,
In its broadest sense, we consider an inference to be a neu piece
of information which is generated from other pieces of information, and
which may or may not be true. The intent of inference-making is to
“f£i1l out" a situation which i ailuded to by an utteranc: (or story
line) in hopes of tying pieces of information together to determine such
things as feasibility, causality and intent of the utterance at that
point. lhere are several! features of all inferences which should make
clear hou an inference ciffars in substance and intent from a format
deductiom
(1) Inferenze generation is a "reflex respcnse”’ in a conceptual
memory. That is, one of the definitions of "processing
conceptual input" is the generation of inferences from it. This
means that there is always an implicit motivavion to generate
neu information from old. In a theorem prover or ‘westion-
ansuerer, deductions are performed only upon demand from some
external process.

(2) An inference is not necessarily a iogically valid deduction.
This means that the neu information represented by the inference
might not bear any formal logical relationship to those pieces

of information from which it is generated. A good examplie of

this is called "affirmation of the consequent”, a technique




s

(3}
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fruitfully utilized by Sherlock Holmes, and certainly utilized
by people in everyday situations. Briefly, this refers to the
“syllogism" A o B, B; therefore A, in this sense (and there are
other examples), conceptual memory is strikingly different from
a formal deductive systenm,

An obvious . ~sequence of (2) is that an inference is not
necessarily true. for this reason, it is useful for memory to
retain and propagate measures of the degree to which a piece of
information is likely tc ve true. Memory must alsoc be designed
whith the idea that NO information is inviclably true, but
rather must aluways pe wuwilling and able to respond to
contradictions,

The motivations for inference generation and forma! deduction
are entirely Jifferent. Formal deductions are highly directed in
the seonse that a uell-defined goal has been established, and a
path from some starting conditions (axioms and theorems) to this
goal is desi~ed. Inferences on the other hand are not nearly so
directed. Infe encas are generally made “to see what they can
see”., The "qoai" of inferenciny is rather amorphous: make ar.
inference, then test to see whether 1t looks similar to, is
identical to, cor contradicts some cther piece of information in
the system, MWhen one of these situations occurs, memery takes
special action in the form of discontinuing a lire of
interencing, asking a question, revising old information,

creating causal relationships, or invoking a velief pattern.




(5) A memory which uses the types of inferance we wuill describe
needs some means of recourse for altering the credibility of a
piece of information whern the credibility of some piece of
information which was used in its generation changee., I[n other
words, memery needs tc remember WHY 3 piece ¢f information
exists. In contrast, a formal deductive system in general
doesn't "care’ (or need to know) uhere a fact came from, only

that it exists and is true.

Having made these distinctions betueen conceptuai inference and
other types of logical deductions., we will describe some distinct wypes

of inference.

11. INFERENCE AND PARSING

ila take as one of our operating assumptions, that the desired
output for a conceptua! analyzer is a meaning representation. Since it
is possible to go directly from an input .zntence intc a meaning
representation (see [4), (5} and (8] for descriptions of computer
programs that oo this), we shall .disregard anwy discussion of syntactic
parsing output,

lihat then should be present in a meaning represantationt We claim
that it is necessary for a meaning representztion to contain each and
svery concept and conceptual reiation that is explicitly or imolicitly

referred to hy the esntence being considered.
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By expticit reference we mzan the concepts that underlie a given
nord. Thus we have the concept of Jonn for ‘John’ and the concent of a

hook for ‘book' in sentence (5):

{5) John bought a book.

oavever, we claim in addition that an adequate 1t :aning representation
must make explicit what is implicit but nonetheless definitely
referenced in a given sentence. Thus, in (5} we nave the word ‘bought’
which implicitly references tuo actions of transfer, one uwhose object is
the book and the other whose iect is some valuable entity. Most
hearers of (5}, uniess specifically told otherwise, will assume that
this object is ‘noney’.

It is here then that we shali make our first distinction betueen
the province of parsing (or the extraction of explicit and implicit
information) and that of inference (the adding-on of probably correct
information). The word ‘buy’ has a number of senses in English, but the
surrounding information dicambiguates ‘buy’ so that in 15} it can only
mean that two actions cf transfer occurred and that each action caused
the other's existence. Furthermore, it is always true that uhenever one
of these itransfer actions is present (hence called ATRANS for abstract
t~ansfer) i1t is also true that an actor did the ATRANSing; there uas an

object acted upon, and there wWas a recipient and 2 donor of this object,

We now state our first inference type which we cali LINGUISTIC-

INFERENCE:
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1. An instance of LINGUISTIC-INFEREMCE exists when, in the
ahse ce of specific information to the contra~y, @ aiven
word or syntactic construction can be taken to mean that a
specific but unmentioned object is present in a predicted
case for a given ACT with = liklihood of near certainty.

In the above example, tne ACT is ATRANG, its predicted cases are
OBJECT. RECIPIENT (includes receiver and donor) and INSTRUMENT. The
word ‘'buy' by definition refers to tie ACT ATRANS and therefore
implicitly references its cases. However, in addition ‘buy' has as a

linguistic inference the object ‘money’ as the owject of the ATRANS

~uhose actor is the subject of the sentence in khich ‘bu,’ appears.

We assign to the conceptual analyzer the problem of handling
explicit reference, implicit reference, and linguistic inference Within
a meaning representation because these are consequences of words., Using
Conceptual Dependency notation {where <=> denotes the relation betueen
actor and action; «--0 denotes the relation betueen action and obiect;
<z denotes causality dependence; and

R |-o
===
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denc .3 the reiation'betueen actio~, object, recipient and donor), the

conceptual analyzer (descrined in 41) outputs the following for (5):




p 0

JOHN  <mesm===> *PTRANSk «-~- MONEY
/N 2
fE | R |--- *0ONEx
Rl || ,
TRE | =~ JOHN
[N/
p 0
wONE# <a==asz=> *ATRANSK e--- BOOK
0
| R --+ JOWN
|1
|-~ *ONEx

Tuo more common examples of linguistic inference can be seen uith

reference to sentences 8) and (7):

{(8) Does John drink?
{7) John hit Hary.

In (B) most hearers assume that the referenced object is ‘alcoholic
beverages® although it is unstated. 1t is & property of the word ‘drink’
that when it éﬁrears without a sentential object ‘slcoholic weverage’' s
understood . (In fact, this a property of quite a few languages, but
from this it should not be thought that this is @ propariy of the
concept underlying ‘drink’. Rather it is an artifact of the languages
that most of them share common cultural associations.) Thus, given thac
this is a ‘inguistic inference, and that our conceptual analyzer is
responsible for making linguistic inferencas, our analyzer puts cut the

folloring conceptual structure for it:




? 0
JOHN  <===> *INGEST% +--- LIAUOR
1

i D {--+ %INSIDEx «-- JOHN
1

o= K1OUTHK == JOHN

The ACT INGEST ie used nere, HWe shall explain the notion ot a primitive
ACT in the next section.

In {7), we again have the problem that wurat haarers usually assume
to be the meaning of this sentence is in fact c¢ite beyond what the
sentence explicitly says. Sentence {7) does not explicitly state what
John did. Rather we must call upcn some other information to decide :f
Johin threu something at Mary or if he suung his hand 4t her {and whether
nis hand nwas holding some objectt. Notice that the same ambiguity
eviots if ue had sentence 8}, but that one meaning is preferred over
the other in {3):

i8) .ohn hit Mary with a stick.
{3) .'ohn hit Mary with a siingshot.

e shall c'aim that for {7) when no other information is explicit, the

most !ikely reading is identical with the reading for (18):

{18) Jochn hit Mary uith his hand.

Thus, (7) is another ex~ple of linguistic inference and it is the

responsibility of the concep* al analyzer to as~me ‘hand’ as tae thing



that hit Mary on . pasis of having seen ‘hit’ occurring with no
syntactic instrument. (Note tnat suntactic instrument is quite
different from the conceptual [INSTRUMENTAL :ase mentioned earlier;.
Before we get into inferences that ave not linguistic it will be
necessary to explain further the elements of the meaning representation
that we use as the input to our inference making prucedures.

We wuould like to point out at this point that ue assign the
problem of extracting conceptual structures and making {inguistic
inferences to the domain of the conceptual analyzer. This is because the
information that is wused for making the decisions invoived in those
processes is contained in the particular language under analy.is. From
this point on in this paper ue shall be discussing inferencre tha. come
from uorld knouledge rather than from a particular language. it is those
interlingual processes that we assign to the domain of a memory and

inference program such as ue shall describe in section V].

[11. THE FQURTEEN PRIMITIVE ACTIONS

Conceptual ODepedency theory is intended to be an interlingual
meaning representatio.. Because it is intend2o to be language free, it
is necessary in our representations to break down sentences into the
elements that wake them wup. In order to do this it ie necessary to
establiesh a syntax of possible conceptual reiaticnchips and a set of

concentual categories that these relate. Furthermore it is necessary



that requirements be eatablished for how a given dord is mapped into &
conceptual construction.

There are six conceptual catejories in Conceptual Dependency:

PP Reai wcrld objects
ACT Real world actions

- PA Attributes of objects
AN Attributes of actions
T Times

L0C Locaticns

These categories can relate in certain specified ways which are
considered to be the syntactic rules of conceptualizations. There ar
sixtean of these conceptual syntax rules, but ue shall list here only

the ones that will be used in this paper:

18
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PP <u> ACT

PF <e> PA
0
ACT e--- PP
R {-+ PP
ACT &--]
fon PP
0 |--PP
ACT «--]
J«- PP
| EVAY
ACT emnm |}
\/
X
/ \
1
I H
Y
|-+ PA2
PP <=]
e~ PAl
PPl ~-- PP2
Conceptuai

modifications of thes

skall use here are:

indicates that an acter acted

indicates that an object is i 3 given state

indicates ite object of an action

indicates the recipient and the donor of an
object within an action

indicates tt. direction of an object within
an action

indicates the instrumental conceptualization
for an action

indicates that conceptualization X causad
#__H

conceptualization Y. When wur.tten uith a "c¢",
this form denotes that X COULD cause Y.

indicates a state change of an object

indicates that PP2 1s either PART OF or the
POSSESSOR OF PRI

Denendancy, tenses are considered to be

main link between actor and action {<x>), or the

link bstueen an object and its staze (<s>)., The main link modifiers we

11
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p past

t future

{null) present

ts=x begin a relation at time x

tf=x end a relation at time x
c condi tional
/ negation

7 ? question

The most important category for our purposss here is the ACT. A
uword maps into an ACT uher it specifically refers toc a given possible
action in the worid. Often verbs only reference unstated actions and
make sgpecific reference to states or relationships betueen these

unspecified actions, As an example of the former we have szntence (11):

{11} John hurt NMaru.

Here, the real worid action that John did is unstated. Only tte
effect of this action ‘s known: namely that it caused Mary to enter a
‘hurt’ siate. Similarly, in (12) the word ‘preveht' is not a specific
real world aclion but rather refers to the fact that some unstated
action caused that some other action (that may or may not be specified

later on in the sentence) did not occur.

{12)  John nprevented Mary from gqiving 2 bock to Bili,

The anaiyse:s of these sentences (il and 12) are as follous:

54
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|
I
I
p |--+ *HEALTHx = (X-Z)
]

[
-}
L}

Je-- *HEALTHx = (X}

and

P
JOHN <==a=> x[0x

/\
1
1
c/ 0
NARY ‘uzrzaxn)> *ATRANS* $omre BOOK
p 4
| R I-~a BILL
I—i
fcm- MARY

Since many verbs are decomposed into constructions that involve
only wunstated actions (denoted by O0) and/or attributes of objects
{PA’s) and since wue require that any ‘uwo sentences that have the same
meaning be represented in one and only one way, the set of primitive
ACTs that are used is important.

e rhave found that 2 set of only fourteen primitive actions is
necessary to account for the action part of a large ciass of natural
language sentencas. This dces not mean that these primitives are merely
category names for ‘types of actions. Rather, any given verb is mapped
into a conceptual construction that may use one or more of the primitive

ACTs in certain specified relationshigs plus other object and state

13




information. That is, 1t is very impor tant that no information be lost
with the uze of these primitives. 1t is the task of the primitives to
conjoin similar information so that inference rules need not be wuritten
for every individual surface verb, but rather inference rules can be
uritten for the ACTs. This of course turns out to be extremeiy
economical from the point of view of memory functioning,
Tne fourteen ACTs are:
ATRANS The transfer of an abstract relationship such as
possession, nwnership, or control.

PTRANS The transfer of physical location of an object.

PROPEL The application of a physical force to an object.

MOVE The movement of 3 bodypart of an animal.

GRASP  The grasping of an object by an actor,

INGEST The taking in of an object by an animal.

EXPEL The expulsion from the body of an animal into
the worid.

MTRANS The transfer of mental information betueen
animals or within an animal, We partition memory
‘nto CP f{conscious processor), LTH {long-term
memory), and sense 0rgans. 1TRANSing takes piace
between these menta! !ncations.

CONC The conceptualizine thinking about an idea by
an animal.

MBUILD The construction by an animal of new information
teom old information.

SMELL  The action of directing ones nose tourds an cdor.
SPEAK  The action cf producing sounds from the mouth.
LOOY-AT The directing of ones eyes towards an object.

LISTEN-TQ The directing of ones ears touards an object.

1s
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The following important rules are used within Conceptual
Dependency:

(1) There are four conceptua! cases: QBJECTIVE, RBECIPIENT, QIRECTIVE,
]NSTRUHENTAL.

2) Each ACT tzkes from two to three of these cases obligaterally and
none optionally.

(3) INSTRUMENTAL case is itself a complete cenceptualization involving
an ACT and its cases,

(4) Only animate objects may serve as actore except for PROPEL.

e are now ready to return to the problem of inference.

1V, LANGUAGE-FREE INFERENCES

The next class of inference ue shall discuss are those that come

from objects and relate to the norma; function of those objects, As

examples we have ‘sentences (13) and (14):

{13! John told Mary that he wants a book.
{14) John likes chocoiate,

These sentences have in common that they refes to an action Without
specificaily stating it. In these axamples, this missirg act concerns
the probable use of some cbject. In (13) that AC™ is probably MTRANS
(i.e. people usually uant books because they want to HIRANS information

from them) and in (14) that ACT is probably INGEST (i.e. people normally

15
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‘like' chocolate because they |ike to INGEST it). Hnile it is certainly
possible that these uere not the intended ACTs (John could |ike burning
bouks and painting with chocolate) it is highly iikely that without
contrary information mest speakers wiil assume that thses ACTs wuere
referenced. In fact, psychological t=sts have shoun that in many cases
most hearers wuill not actually remember uhether the ACTs were
specifically mentioned or not. Notice in the first example that the
missing MTRANS (of information from the book) is an infarence uhich
occurs AFTER the meaning representation of the sen'‘ence has been
established (i.e. this sentence is analyzed as ‘if someone were to
ATRANS a book to me it would cause me pleasure’), On the other hand, the
missing INGEST in the second example is inferred during the analysis
because the REPRESENTATION itse!f depends upor the anaiyzer knowing what
it means to ‘like’ a food. Therefore, the determination of an object’s
probable relation to an actor is never strictiy a part of just the
analyzer or just the memory, but rather a task of conceptual analysis in
general.

It is important to mention that, regardiess of the ultimate
correctness of the chosen ACT, Conceptual Dependency predicts that an
ACT is missing because verbs like ‘uant’ and ‘like’ are 1epresented as
states. In the parsing of each of these sentences it is found that an
actor and an object are present with no ACT to link them. This causes a
search to be made for the correct ACT to fill that spot.

We thus have our second and third inference-types:
2. An instarce of ACT-INFERENCE is present when an actor

16




and ar object occur in a conceptualization without an ACT (o
connect them, and the object in question has a normal
function in the world. In this case the normal function is
assumed to be the implicitly referenced ACT.

and

3. A TRANS-ENABLE-INFERENCE cccurs with a conceptualizations

involving one of the TRANS ACTs. It is infsrrad that the
TRAN3S conceptualization enables arother conceptualization
involving the same actor and obiect to take place, Thz
specific act for this inferred conceptualization then comes
about via ACT-INFERENCE., Inferences of this type are
frequently useful for inferring the intended use of a
physical or mental object.

The finished analyses for (i3} and (14) after ACT-]NFERENCE and

TRANS-ENABLE-INFERENCE take piace are then:

P D !--4 *CP% «~- MARY
JOHN <==a> *MTRANS® «---|

$ |e-= %CPx «-~ JOHN
|10
|
|
f 0 |
*kONEx <ae=> %ATRANS% «--- BOOK |
7\ 0 |
[ 11 | R 1--2 JOHN |
[ [ |
Il]e |-~ ¥ONEx |
11 |
[il !
||| <¥zsssesazesssezssessasze> AMLOCH = dLTMx < JTHN
[
] ]--= »J0Yx = iX+2)
JOHN <swazss! {i.e. the conceptualization

[em- %JOYX = (X) to the left has mental
location Johr’s LTHM)

17



{which eventually leads to a similar graph, except that

f 0
JOHN <cmmu> %MTRANSk «--- %CONCEPTS¥
1\
| D |--» %CPx «-- JOHN

|
" |e-- BOOK

renlaces the xATRANSx, i.e. John wants to read the book),
and

f
JOHN <m=se> *INGEDT* «--- CHICGLATE

| D !--+ xINSIDEx «-- JOHN

I—-——-

[e-- *MOUTHK r-- JOHN

c

/
|
|
|
!
|
||| «=z=zz= aess> KMLOCk = *LTHk «-- JOHN
|
|
|
|

\
||
I
I
I
I
I
i
|l
I
|1 ==~ xJOYx « (X+2}

JOUN <smess]
|- %J0Y% = (X)

The next kind of inference that we shall discuss has to do with
the resulis of a given ACT. Corsider sentences (15), (i5), and (17i:
(15) John uent to South Dakota.

(16) John tole Ma~y that Bill was a doctcr.
{17) John gave Mary a hoox.

Each of these sentences refers to an ACT that has a common result. Here

again, when no information is given that contradicts this prediction, it

is reasonable to assume that the normal result of the action was

18



achieved. (Here, as in most of the examples given in this paper, it is
necessary in English 1o use the conjunction ‘but’ to indicate that the
inferred resuit did not take place. Thus, uniess we add ‘but he didn’t
get there’ to (15), ths hearer wiil assume he did,)

We thus have our fourth exampie of inference:

4, BESULT-INFERENCE can be made wuhenever a TRANC ACT is

present and no information exists that wouid contradict the

inferred resu!t.

Thus, whenever PTRANS is present, we can infer that the locaticn
of the object is nouw the directive case of PTRANS, HWhenever ATRANS is
present we can infer that there is a rau posseseor of the object, namely
the recipient, and lastly, wherever an MTRANS occurs we can assume that
the information that was transferred to the conecious processcr (CP) of
the brain became present there, Thus for (i), Mary can be assumed to
‘know’ the information trat was toid to her since ‘krow' is represented
as ‘exist in the long term wemory (LT}’ and ‘tel)l” involves MTRANSing
to the conscious processor which Iead; to LTH, A program that deals
with this problem uill be discussed later on in this paper.

The fifth kind of inference that ue sehaii discuss is called
DRJECT-AFFECT-INFERENCE. This kind of inference also concerns the
resuit of an ACT but here we mean result to refer to some new physical

state of the cbject involvad, CSentences (18) and (18) ililustrate this

probiem:

(18} John hit Mary with a rock.
{18} John ate the egg.
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Both (18) and fi8) make an implicit statement about a new physical statle
of the item thai is in the objective case. In (18) we can guess that
Mary's state of physical health might nave been diminished by this ACT
(i.e. she was hurt). In (197 we know that ihe egg, no matter what state
it was in before this ACT, is now in a state of not existing at all
anumore. Thus ue have inference-type 5:

5. An instance of T-AFFECT-INFERGCNCE may be present

with any of the physical ACTs (INGEST, EXPEL, PROPEL, GRASP,

MOVE). The certainty of any of tiese inferences is dependent

on the particular ACT, i.e., INGEST almost aluays affucts

the object, PROPEL wusually does, and the effects of the

others are less frequert but possible. HWhen OBJECT-AFFECT-

INFERENCE is present, a new resultant phusical otate is

understood as having been caused by the given ACT.

The analyses for (18) and (13) are given below. Wote that if
‘rock’ is replaced by ‘feather' in (18) the inference under discussion
i3 invalid, Thus, in order t3 accompiish this inference rorrectly on a
machine, the specifications for under what conditiorns it is valid for 2
given ACT must be given. Obviously these specifications invalve mass and |
acceleration as uell as fragility in {he case of PROPEL.

p 0
JOHN <===> &PHOPEL% «--- RCCK

?
| D |--+ MARY

I
|e-- JOHN

s v i e

ROCX
A <==e> ¥PHYSCONTx
MARY
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and
p 0
JOHN <=wue> %INGFST% «--- EGG
T
| D }--- xINSIDEx «-- JOHN

== KOUTH +-- JOHN

The next xind of inference we shall discuss concerns the reasons
for a given action. Until now, we have only cunsidered the effects of an
action or the unstated pieces of a given conceptualiztion. Houwever, In
order to conduc’ an intel'igent conversation it i3 often necessary to

“er the reason behind a given event. Consider sentencee (28), (21}, and

(28) John hit Mary.
{21} John took an aspirin,
{22} John flattered Mary.

We .would like a computer to have the ability to raspend to these
sentences as follous:
(ZBa) What did Mary do to make John angry?

(21a) Hhat was wrony with John?
(22a) What does John want Mary to do for him?

In order to accomplish this, we need to use some of the inference-types
discissed above first, Thus, in (26), we must first establish that Mary
might be hurt before we can invoke an appropriate belief pattern, By

belief pattern we mean a sequence of causally-related ACTs and states
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that are shared by many speakers within a culture. Such a sequence
usually deals with what is appropriate or expected behavior and is cften
a prescription for acticn on the pa-t of the hearer.

The belief pattern called by (28) is commonly described as
VENGEANCE. It states that people do things to hurt people because they
feel that have been hurt by that person. This belief pattern supplies a
reason for the action by the actor. Thus we come to the sixth kind of
inference:

6. An instance of BELIEF-PATTERN-INFERENCE exists if the

agiven event plus its inferred results fits a belief pattern

that has in it the reason for that kind of action under

ordinary circumstances.

In example (21} ue have an instance of the WANT belief pattern
which refers to the fact that people seek to obtain objects for what
they can use them for (this is intimately related to inference-type 2
discussed abovel. Sentence (22) refers to the RECIPROCITY belief
pattern (uhich deals with ‘gocd’ things, VENGEANCE taking care of the
‘bad’ ones). RECIPROCITY comes in tuo types. The orme being used here is

anticipatory. That is, the action is teing done uith the hope that the

nice results achieved for one person Will encourage that person to do
something which will yield nice results for the origina! actor.
We wil! turther discuss (@) iater on in this paper when e

outline the procedure by which our computer nrogram produces (28a) in
response to it.

The next kind of infarence we shall discuss is called




INSTRUMENTAL -INFERENCE. It is the nature of the bprimitive ACTs
discussed earlier that they can take only a small set of ACTs as
instrument. Thus, for example, uhenever INGEST occurs PTHANS must be
its instrumental ACT because oy definition PTRANS is the only possible
instrument for INGEST. The reason for this is that in order for someone
to eat something it is necessary to move it to him or him to it. Thus,
whenever INGEST is present we can make the legitimite inference that the
object of INGEST was PTRANSed to the mouth (nose, e. .) of the actor., If
this inference is incorrect, it is only because the direction of motion
uas mouth to object instead. Also, whenever PTRANS appears, the
instrument must have been either MOVE or PROPEL. That is, in order to
change the location of snmething it .s necessary to move a bodypart or
else aoply a force to that object (uhich in turn requires moving a
bodypart). Thus ue have the seve.ith inference type:

7. INSTRUMENTAL-INFERENCE can aluays be made, althcugh the

degree of accuracy differs depending on the particular ACT,

Uhenever an ACT has been referenced, its prgbable instrument
can be inferréd.

Tre list of instrumental ACTs for the primitive ACTs fo.lous:

INGEST: instrument is PTRANS

PROPEL: instrument is MIVE or GRASP (ending) or PROPEL
PTRANS: instrument is MOVE or PROPEL

ATRANS: instrument is PTRANS or MTRANS or MJVE

CONC:  instrument is MTRANS

FTRANS: instrument is MEUILD or SPEAK or SMELL or
LISTEN-TO or LOCK-AT or MOVE or nothing
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MBUILD: instrument is MTRANS

EXPEL: instrument is MOVE or PROPEL
GRASP: instrument is MOVE

SPEAK: instrument is MOVE

LOOK-AT:

LISTEN-TO: these three have no instruments
SHELL:

Using this table 't is possible, for example, to make the
following inferences from these sentences:

{23} John is auare that F-ed bit Mary.
{24} John received the ball.

Since (22) refers to CONC and CONC requires MTRANS as instrurent we can
infer (from the possible instruments of MTRANS} uhere John got his
inforration. me could have MBUILOed it (not likely here because Fred
hit Mary is an external event); he could 7ive perceived it from his
senses by LOOK-AT it himself; or by LISIEN-TO someonz else which

MIPANSed it ta hir, Since (24) refers to OPTRANS, we nove two possible

instruments MOVE or PROPEL. Srom this we can infer that the ball uas
handed to him (move someone elce's bodypart) or else it was rolied or
throun {(or underwent some other manner of apolying & force to a balll,

The next type of inference is PRCPERTY-]NFERENCE:

8. UWhenever an object is introduced in @ sentence certain
suboropositions are teing made. The most coumun instance of
this is the predication that the object being referenced
exists, The inference cof these subpronostions we call

PROPERT - ] NFERENCE .




In some instances, PROPERTY-INFERENLE is dependent on other
inference tyces. Thus, in the sentenze ‘John hit Mary’, rot only is it
necessary to make the PROPERTY-INFERENCE that hoth John and Mary exist,
but it is also necessary to realize that John must have arms in order to
do this. This inference is thus dependent cn the LINGUISTIC-INFERENCE
that, unless otheruise specified, ‘hit’ refers to ‘hands’ as the object
of e PAGPELing.

AROPERTY~INFERENCE is necessary in a computer understanding systom
in order to enable us to respond either with suprise or a question as to
manner if we know that John does not have arms. Furthermore, in
ansuering questions, it often happens that the checking of
subpropositions a~sociated with PROPERTY-INFERENCE will &i'ou us to find

an ansuer with less work., Thus for sentence (25):

{25) Did Nixon run for President in 18637

Tuo separate suhpropostions that can be proved false allow &he question
to he answered nost efficient!y. Establishirg that ‘Nixon was alive in
1863' is false or ‘there was a presidentiai election in 1883’ is false
i5 probably the best uay of ansuering the question.

We have not discuzsad to this point the standard notions of
logical inference for two reasons: (a) the problems involving logical
inference are already fairiy well understood, and (b} we do not viewu
leg:cal inference as playing a CENTRAL role in the problem of computec
urderstanding of natural language. However there exists 2 related

problem tnat hears discussicn.




o

Consider the problem of tuwo sentences that occur in sequence.
Often such sentences have additional inferences together uhich they
would not have separately. For example, consider:
(26a) All redheads are obnoxious.
{26b) Queen Elizabeth | had red hair.

(273) John uants {o join the army.
(27b) Jchn is a pacifist,

In (2B), (26b) has its obvious surface meaning, but also can mean eithar
one of tuwo additional things. Either we have the inference that Queen
Eilizabeth | was obnoxious according to the speaker, or if {(26b) were
spoken by a different speaker from (262), there exists the possibility
that (2€b) is intended as a rofutation of (26a).

For (27), a sophisticated language analuzer must discover that (b)
is essentially a contradiction of (a3) and hence the inference that the
speaker of (b) beiieves that the speaker of (3l is in error is probavly
correct. e thus introduce inference-:ype 3:

9. An instance of GSEQUENTIAL-JNFERGNCE is potentiaily

present when one sentence follows anolher and they share a

subject or a oroposition. When subpropositions or inferences

of subpropositions can be detected as common to both

concentualizaticns, and satisfy certain set inclusion or
contradiction rules, SEQUENTIAL-INFERERCE may apply.

The next k.nd of inference is quite straightforuard:

18. Ar instance of CAUSALITY-INFERENCE is present if two
sentences are connected by an ‘and’ or by their appzaring in
sequence. Then if one could have caused the other, it can be
inferred that that is uhat happened.
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Consider sentences (28) and (29a and b):

{(28) John hit Mary and she died,

(29a) John hit Mary.
(290} Jobhn died.

In these sentences it is usually ce-rect to assumz causality, For (28)
uwe infer that the hitting caused Mary's death. For (28) we infer that
(a) caused (k). It is our knowledge of the world hiowever that would
cause us to wonder about the connection in (23) but not in (28). A good
program would discover this %o be a different kind of causality from the
straight result present in (28), Kinds of causality are discussed in
{71.

Another important inference iype BACKWARD-INFERENCE. This type of
inference can be made whenever an orction has occurred that required
another action to precede. The possible actions that carn be inferred for
a given ACT as BACKUWARD INFERENCE are often quite similar to those which
can be inferred as instruments for a given Aff. We wuse tgis kind of

inference whenever an object is acted upon. Thus if we have:
(38) John ate a banana.
Wwe can infer that the banana nust “ave peen PIRANDEd  to him  at some

time. Likewise, whencver a3 mental item is operated upon itg previous

MTRANSing can also be inferred. |f we have:

{31} John knous where Mary is.
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then uwe can infer that this infermation must have been MTRANSed to John
at some point (eitrar from his eyes or from someone eise MTRANSing thie
infromation to himl. Thus we have inference type 11:

11. All conceptualizations are potentially subject to

BACKWARD-INFERENCE. Depending on the nature of the object,

one of the TRANS ALTs can be inferred as having enabled the

current cenceptualization’s occurence.

The last kind of inference we shall discuss concerns the intention
of the actor. Consider the following sentences:

(32) Jonhn hit Mary.
(33) John toid Bill that he uants to go to Neuw York.

We assume that a person does something because he wants to do it and
that he wants to do it because of the results that he expects to
achieve. Thus a valid inference here is that it is the intention of the
actor that the things inferred with OBJECT-AFFECT-INFERENCE or RESULT-
INFERENCE will.occur, and that these *hings are desired by the actlor,

Thus from (32) using inference-type 6 we get that ‘Mary is hurt
pieases John'. From (32), wusing inference-type 5, we get that ‘being
located in Neuw York wiil please John' and ‘Bill knowing this pleases
John’. Thus wue have inference-type 12:

12. INTENT]ON-INFEREMCE is assumed whenever an actor acts

uniess informaiion to the contrary exists.

V. QBSERVATONS
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Using the inference types discugesed above we can eee8 that an
effective analysis of a sentence is often quite @ bit more than one
might superficially imagine. I[f we start uwith the sentence ‘John hit
Mary' for example, our conceptual analyzer would perform the follouing
conceptual analysis:

{24)

p 0
JOHN <==e> ¥PROPEL%k «--- xPHYS0BJUx
*

I | D |--+ MARY
I ||
I
I

/
i
|
| je-- JOHN
i

*PHYSO0B Jx
A <sue> *PHYSCONTx
MARY

During and after the language analysis the consultation of the above

inference processes would yield the follouing results:

LINGUISTIC add ‘hand’ 2s object of PROPEL

0BJECT AFFECT: add causal ‘recipient (Mary) be hurt’
BELJEF PATTERN: add potential cause of the entire event as
Mary D0 cause John be hurt cause John
bz angry
INSTRUMENTAL : add instrument of MOVE ‘hand’
PROPERTY: add predication that John and Mary exist

and that John has hands and that they
vere in the same place at the same time

INTENTION: add that John knew that it would cause him
pleasure if Hary was turt and that is
why he did it
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kia

The graph after analyzer-initiated inferences have filled out the
meaning representation, but before MEMCRY gains direct proceseing

control is:

(35)
P 0 part
JOHN <=e=> *MOVE® ¢~~~ HAND ecee-- J0HN
|
|1
¥ 0 part
JOHN <==a> ¥PROPELX #--- HAND ¢----- JOHN

/ \ t

11 | O |--+» MARY

M —

11 |e-- JOHN

art 11
JOHN -cce- -+ HAND
A <aza> ¥PHYSCONTx

Vi. THE PROGRAM

There currentlu 2xists at the Stanford Artificial Intelligence
Laboratory a functioning ~rogram .hich works in conjunction with the
analysis program written by Riesbeck (4] and the generation progranm
uritten by Goldman (21, This program is capable of making some but not
-1l of the inferences described here and of generating responses which
demonstrate the kind of understanding to wnich we have been referring in
this paper.

We will now describe the theory of the cperation of this program
and trace in deta:.| one of the examples we have discussed. Please bear

in mind that it is the intent of both the program a2nd this paper to be
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as theoretically correct as possible. Therefore on cccasion we have
sacrificed efficiencu for theory. It uas not the intent of this program
to do a dazzling job on a few isolated examples. Rather we have tried
to produce a program that is easily extendable that will further the
cause of computer understanding.

After conceptual analysis of ‘John hit Hary' is compiete, MEMORY
gains processing contral (MEMORY has already played a passive role
during analysis, having been called upon for knowledge of objects and
people, and asked to supply the missing linguistic and objeci-affect
information).

Before examining the flcw of an example, a brief explanation of
MEMORY's data structures and goals is in order. All propositional
information ie stored in list positional notation, with the pr-iicate
first and the conceptual case slots foliowing, The internally-stored
form of a proposition is called a bond, and is stored as a single entity
under a LISP generated atom (superatom). In this way propositione are
easily embedded, and, except for their bond, iook like §im§]g concepts.
Simple concepts have only an occurence set to define them (superatoms
have occurence sets too)l. The occur-nce set is a set of pointers to
superatoms which contain instances of the simple concept. HNEMORY is
therefore fully tuwo-way linked. The totality of knowledge about a simple
concept are tnose propositions pointed to by the occurence set.

In addition to bonds and occurence sets, superatoms have other
characteristics. Most important among these are STRENGTH, MOUE, TRUTH,

EASONS and DFFSPRING. STRENGTH is a measure of hou much credibility a

i R i ik, il . e A
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prcposition has, ana wusually represents a composite credibility from
those propositions from which it arose, MODE modities the propesition
truth-uwise (negations are stored as fOLE =« FALSE). TRUTH is a flag
which is TAUE i¢ this proposition is true in the world at the present
time. (This cne is for convenience, since this information could be
determined from the time modifications or nesting of the proposition.)
REASONS is the sei ¢ superatoms which participated in the generation of
this proposition in the systen (ie. what facts were used to infer this
proposition), and OFFSPRING is its inverse {ie. what cther propositions
has this one played a8 part in inferring). These last two are very
importart because they give MEMORY recourse to retrace ite paths and
modi fy STRENGTHs, or discuss ity reasun’ng. There is one last feature
of both superatoms and simple corcepts: RECENCY. This is the valus of
the system clock which is stored each time the superatom or concept is
accessed. It is chiefly used for reference establishment.

inferencing is done breadth-first to @ heuristically controlliable

[4:]

depth. Inferences have ths same data structure as described above,’
namely, each new inference becomes a superatom, complete with its
occurence set and the other properties mentioned, Inferences are
organized as lamhda functions under predicates, and are ‘nvoked directiy
by conceptualizations, Pattern matching is done Within these |ambda
functions in thr form of program tests and branches. Times are
processed along uith each proposition, and the system emphasizes an
suareness of time relationships, since out-of-date propositions are

never discarded, but rather medified by new time relations. A forgetting

ry
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function is viaded as peripheral to the types of tasks ws are currently

per forming. Briefly, these tasks are the following:

{1}

(2)

(3)

(4)

(5)

to estanlish referents of all concepts appearing in a conceptual
graph. This requires full access to the inference mechanism, and is
not compartmentalized as a well-defined preprocessor,

to serve as a passive data bank and access mechanism for the
analysis and generation phases. This includes ansuering simple
queries during the analysis such as "is there a concept which is a
human and has name John" as wel! as performing arbitrarily involved
proofs. Typical of proof requests are time relation proots required
by the conceptual generator.

to store the analyzed contents of cach sentence. This involves (1)
as a subtask, and ‘n generai involves the storage of a number of
subpropositions. 0ld information is detected as such, so that
unless MEMORY has insufficient information to identify an event or
state, it's existence in MNMEMORY is discovered. This of course
appiies to the maintenance of simple concepts as weli: TMEMORY triec
to identify all concepts and ftokers of concepts with existing ones,
and notes which it was unable tc identify.

to perform appropriateness checking on all peripheral implications
of an input. This primarily involves such tasks as making sure that
actors are alive and uell and in the right places for their actions,
and that the actions are reasonable.
to generate unsolicited inferences of the types cdescribed earlier

and elevate some of them to the ctatus predictione of three basic
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classes in response to every new input. (A prediction ia simnly an
inference the system has chosen to focus on as being noteworthy at
some point.) These three classes of predictions are (2) completatory
predictions, (b) causal predictions and (c} rasult pradictions.
Completatory predictions augment conceptualizations by supplying a
most |ikely candidate for come missing information., Causal
predictions try to relate the input to belief patterns uhich could
explain the reasons behind the input. Result predictions establish
possible outcomes caused by the input, and also access helief
patterns,

(6) to maintain a record of inferencing ard prediction activity, and be
able to =nswer questions about and discuss reasons for inferred
information. This capability inciudes the ability to modify
STRENGTHs and MODEs when assumptions which lead to them cha;ge at
some future time.

’

(7) to ansuer ‘uho’, ‘uhether’, ‘uhen’ and ‘'why’ type questions
concerning.tﬁe'conceptualizations it haz been given, together uith

their inferances.

We now return to the example "John hit HMary". The
conceptualization has form (36). This is the positional form of the
analyzed version (34) shour at the end of section V. Notice that,
a!lthough the words "JOHN", "HAND", etc. were used in that diagrav. what
the analyzer actually pacses to memory are degcriptive sets: sets of
~onceptual propositions which MEMORY can use to identify the actual

referents of the concepts described. The notation
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Cn: {(P1) ... (Pk}}

is used to denote some concept having descriptive propositions
P1,...,Pk, which has not yet beer identified as a concept with which
MEMORY is familiar (the raferent has not osen determinedl. For the
examples, #H<word> will stand for the unique concept whick Peunrds>"

references (and will be unambiguous in those examples).

(361
((CAUSE ({PROPEL C1: {(1SA _ #PERSON) (NAME _ "JOHN")}

C2: L{ISA _ #HAND) (PART _ C1)}

Cl
C3: ({ISA _ HPERSON) {NAME _ "MARY")}

})
(7PHYSCONT C2 C3))
) (TIME _ Cé: I{ISA _ #TIME) (B"FGRE _ ANCWH)

)

MEMORY's first task is to establish the referents of as many of
the simple concepts (C1,...,Ck) as possible. [3] discusses this
procedure and its problems in some detail, and a short example is
included as APPENDIX B. Ue will assume hera that all referents have

been correctly identified. After this phase, the conceptualization hes

torm (37).

{37)
{( {CAUST ((PROPEL #JCHN #C@0821 #JOHN AMARY))

( (PHYSCONT #C@R01 AMARY}))
(TIME _ #Ce@ez})

n

uhere C@@Bl is the concept in MEMORY far Jokn'e hand, CBBRZ i= the

concep* in MEMORY for the time of the causal event.
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Next, MEMORY fragments the conceptualization into subpropositions,
each of uhich will be submitted to the inferencer. The average English
sentence contains many conceptual eubpropoaitioné. A subproposition is
ary unit of information which is conveyed directly (without non-
analyzer-initiated inference) by a conceptualization. Subpropositions
can be classified into three categories: {1} explicit-focussed, (2]
explicit-peripherai and (3) implicit. Explicit subpropositions are
aluaus ¢ mplete conceptualizations, uhereas implicit subpropositions are
generaliy communicated through single, isolated deperdencies.

7o iilustrate thesz categories, consider the sentence:

“The engine of Beverly's new car broke doun uhile
she was driving on the freeway late fast night.”

The exp'icit-focussed nroposition is: "3 car engine broke uown". Thig is
th: "main reason' for the ceonceptualization’s existence. It is not
necessarily aluays the most interesting subproposition for MEMORY to
pursue, houever.

Some of tne explicit-peripheral propositions are:

the car is neu

the car 1s owned by Beverly

the time of the .ncident uas lcte iast night

the location of the incident u3s on the freeway
Beverly was driving a car

& Lad By s

These are adu:tional facts the speaker thought essential to the hearer’s

understanding of the cenceptualization. They é&re “perivheral”




{dependent} in the conceptual depende~cy sense, and for the purposes of
parsing. Houever, they frequentiy curvey the most interesting
information in the conceptualization.

Some of the implicit propositivns are:

cars have engines as parte

peoplie oun things

Bever Iy performed ar a2ction

cars can be xPTRANSxed {i.e. they are moveabie)

the car, engine and Beverly uere

on the freeway (i.e. the actors and objects invoived
in an event have the event's Iocation)

&N e

Eriefly, these are very lou-level propositions which affirm conceptual
case restrictions, and which must strictly adhere to [EMORY's knouledge
of normaiity in the worid., Tnese typicalily lie on the horder!ine between
wWhat was said and what the hearer neariy always infers without further
thought.
In the exampie "John hit Mary”, the fragmentation process yieids

the follouing subpropositions from the input conceptualization:

1. JOHN PSOPELLED SOMETHING

2. A B ND WAS PROPELLED

3. JOHN MOVED SOMETHING

4. A HAND WAS NMOVED

5. A HAND IS PART OF JOHN
6. SOMETHING WAS PROPELLEC FROM JOHN TG MARY
7. A HAND AND MARY WERE IN PHYSICAL CONTACT
&. JOHN PRCPELLED HIS HAND
3
i

. & CAUSED 7
8. iT WAS BEFDRE "NOW" THAT 1-3 OCCURRED

Ue do not pursue all of thess in the following description, but

P LA N el A P, A




bear in mind that MEMORY subjects each of the above 19 suopropositions
{some of which are redundant in the information they conveyl to
inferencing.

Having been "perceived” externally, the causal relation (3 abovel
is stored as a superatom, assianed strength 1.8, given TRUTH 7, HOOE T
and GEASCNS T (there are ng reasons, it is just true). In addition, its
superatom is entered on the inference gueue, which nou has this single
entry. Inferences organized under CAUSE are then called. Two nominal
inferences wWith strenqth propagation factor 1.8 are that the tuo parts
of the causal relation are themselves true: the PROPEL and PHYSCONT
propositions are thus inferred with pronagated strength stitl 1.8, TRUTH
T. MODE T and REASONS a  list of one item: the superatom for the causal
proposition. In additien TiME propositions are created for these two
neu superatoms using #CB2B2. These receive STRENGTH 1.8, TRUTH T, MODE
T, having as REASONS a list of cne item which is the superator. for the
causal time preoposition. These two ned time propositions are not,
however, added ‘o the inference list. The PROPEL proposition, when
subjected to infererzing will, among cther things, look to see if an
instrumental is present, and, seeing that one isn't, will add the nost
likely one: (MOVE 4JOHN 408281 #JCHN £MARY). This will in turn be added
to rhe infgrence queue. Hhen its inferences are generated, among them
Lill be the infersnce that #JOHN has at least one movable hand, Were
MEMURY to find a contradiction at this point, it would have access to
the MOVE completatory inference which produced the contradiction, and
would alter its strength of oe'ief and rcte that a contradiction had

occurred. Later, a response concerning this preblem might be generated.
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Amcng  the other inferences organized under CAUSE, one has an
invocation pattern shich is matched by this fCAUSE
{PROPEL... ) {PHYSCONT...}} patte-n. Thig is the inference that
reccgnizes that someone's PROPELIing an object has caused the contact of
that object with an animal., The inference is that the animal is likely
to have teen hurt:

(38)
{NEGCHANGE #MARY #PSTATE)

Notice the reason for crganizing this inference under CAUSE rather than
PROPEL or PHYSCONT: FROPEL alone says nothing about actua: contact, oniy
that an actor has propelled an object in 3@ Jirection. PHYSCONT alone is
not enough, because it also appears in sentences Iike "Juhn is touching
the wall." where there are no such violert dunamics, This patiern also
knous that the outcome of a nropelling which causes physic2i contact can
lead to different kinds of inferences based on the features of the
propelled object and the target cbject., For example, it knows that to
hit 3 boc juart of an animal is the same as hitting the animal, and that
a3 measure 0° the amount of injury done is a function of the hardness,
heavyness, sharpress, efc. of the propelled object, and of the
part.cular bodypart hit.

The NEGCHANGE inference is thus stored as 3 superatom and added to
the inference queue. Its REASONS are the original CAUSE ard the facts
that (ISA #MARY #PERSON) and (ISA #PERSON HANIMALY, Notice that the
actual inference rule is nct recorded as a reason, since 3 semblance of

it can 3luays be reconstructed from its parts,
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This same CAUSE patlern also asser ts the acter’s lition since it
detezts no information to the contrary: Jechn wanied tmis causal relation
tn exist. This is a g=nerzl operatirg assumption of MEMORY: that it is
escential at every point ‘1 inferencing to keer track  of the
intentionaiity of actions. Aclions which stand by themselves are aluaus
assumed to e vol.tional. L.:eiise, causal relationshipe such as this
one {uwhere an action causzs a3 ctate), are assumed to be the result of
the actor's volition. {Deciding an acic 's intent in most cases is a
difficult problem. {31 discusses problems of this nature in scme
detail.)

At this point (39) is stored and entered on the inference queue.
Its REASON is cimply the original superatom, Notice that MEMORY has now
made an impcrtant distinction betueen the physical and intentional
components of the event. They will proceed in parallel.

139)
{(MLOC ((CANCAUSE (({NEGCHANGE #MARY 4PSTATE))
{ (POSCHANGE #U0KN #J0YHi))
HBRe3)

(TIME _ #CeeB2))
503223 is Jobn's LTN)

We return nou to (28). (NEGCHANGE #MARY  HHEALTH) accesses
interences org3anized under NECCHANGE. MEMORY first checks to determirne
what caused this situation and finds the REASONS which usre genrerated
aiong with the NEOCHANGE. Hadg MEMORY not iound any REASONS, it would
have attempted to appiy worid krouledge to meke @ prediction. This

knouledge 18 stored using the predicates CAUSE  ang CANCAUSE, and s
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accesced by the MEMORY query: find all probable causes of (NEGCHANGE
HPERSON AHHEALTH)}, i.e. find all X suck that (CANCAUSE X {MEGCHANGE
HPERSON AHEALTH) ), and similarly fer CAUSE. This situation would occur
in the follcuing type of story: "Mary was hurt.” "John had hit her with
a rock." where one memher cf the predicted set is borne out by the next
line of the story. Such a process is called "knitting" (see (3]}, end
is the chief measure of "understanding” in several-line stories,

In addition to this determination of causality which was trivially
satisfied in this case, MEMORY detects applicability of the folloding
telief pattern: uhen a perscon undergoes a NEGCHANGE (on any scale, since
al! scales are positivel, he uill want to undergo 3 POSCHANGE on that
scale, MEMORY thus irfers (4B):

(48}
{(MLOC ((CANCAUSE ((POSCHANGE AMARY #HEALTR)
{ (POSCHANGE #MARY #J0Y))))
#Ca83M)
(TIME _ ¥Ceges))
#C3084 is Mary's LTH,
4(BR3S is (AFTER COBO2)

This subsequently wili be detected by the belief pattern
{organized under MLCOC) that when a person wants 3 future event, he will
per fcrm some action to try to achieve that event or state. Once agsin,
CAUSE and CANCAUSE infermation is called inte play to predict Mary's
likely actions. An example of this type of information is:

((CANCAUSE ((INGEST APERZCTH WMECICINED)
{ {PCSCHANGE #PERSON #HEALTH) D))




(e

g

Using infurmation colilected in this manner, @ prediction of Mary's
future actions is made. Tnis prediction has the form of a bond, and
indicates that any or all of the actions listed are possible. Notice
that orly actions are being predicted. lf some causes of the state the
actor desires are not actions but rather states or statechanges
themselves, further CANCAUSE and CAUSE chains are considered until an
action is found. For instance, supnose Mary wants a NEGCHANGE on her oun
health scale, Ore cause of a NEGCHANGE on the health might be to have
one's heart in PHYSCONT with a knite. Since this is not an action,
memory must be searched for things which could cause the required
PHYSCONT. Among them would be the action of PROFEL!ing the knife to that
location. This PROPEL might then be a valid action prediction for Mary
at that point.
At this pcint, (41} is generated, and inferencing on this line is
stopped.
{41)
{{PREDICTIONSET &MARY
{ LINGEST #MARY £MEDICINE HMUNSPEC #CB836))
{ (PTRANS #MARY #MARY HUNSPEC #Ce2871)))

where @386 is Maru's INSIDES,
CBRA7 is a token of a HHOSPITAL

lie now return to {39}, This inference accesses the bhelief pattern
organized under MLOC uhich we nave lauelled VENGEANCE: if a NEGCHANGE
{on any scale; of a persun, Pl, uould cause a POSCHANGE on the joy scale
for someone else, P2, then P2 must be angru at Pi.  HNEMORY therefore

infers {42):
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{ {MFEEL #JOHN #ANGIR #MARY) (TIME _ Ceeal))

Stored under MFEEL is the belief paticern that the reason people are in a
state of directed anger toward anotner person is probably that the
second person did something which caused 4 NEGCHANGE on some scale of
the first person. MEMORY first looks to see if Mary is knoun ‘o have
done something which caused a NEGCHANGE in John. In this example it
finds none. Had one beer found from a previous centence, MEMORY wou!d
have again "knitted" one niece of knouledge with an existing one. In
this example, having found no acticns on the part of Mary, MEMORY
generates a predictior ahout Mary's PAST actions, once again utilizing
CAUSE and CANCAUSE knouledge of the world. After making prediction {43)
MEMORY also poses a guestion of the form: "What did Mary do?", stores
the question, and notes its potential ansuer as being of interest to the
prediction just made,

(43)

{ (PREQOJCTIONSET #&MARY
(fLAUSE ((PROPEL AMARY 4PHYSOBJ KUNSPEC #JUHN))

( (PHYSCONT #PHYSCBJ HJCHNY G )
{ (ATRANS AMARY AFHYSOBJ #JOHN &MARYI)))

j.e. Maru eitner hit John first, or toox sumething from him. (It
should be clear that we ar2 not intending to specify an exhaustive
prediction list. Rather we seek ‘o demonstrate the PROCESSES which

occur in MEMORY.) At this point MEMORY ctons inferencing end poses the

question "Hhat did Mary do to John?":



(44)
[ (CAUSE (DG #MARY x?%) ((NEGCHANGE #JOHN WUNSPECIFIED})}
(TIME _ Ce8ld))

uhere C@818 is BEFORE CHOGL.

To summarize, MEMORY nas taken the ccnceptual analysis underlying
an English sentence and generated neu probabilistic information from it
in an attempt to relate it to knouledge MEMORY may already have stored.
The neu information tock three basic forms: (a) predictions about the
causes of the input, (b) predictions about the possibie results of the
input, and (c) predictions about future and past actions of people. The
effects of inferencing are seen at the end either in the form of a
question or 3 comment uhich indicaies that the sentence indeed

interacted uith some of MEMORY's knou!edye and beliet patterns.
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AEPENDIN A
{COMFUTER EXAMPLES)

What follous is output from the MARGIE system currently operating
at Stanford. HMARGIE is a combination of three programs each of whose
output s shoun here, The analycis program produces conceptual
structures from a given input sentence. The memory program stores this
output in a special format and makes inferences about based on its
knowledge of the worlid. It then recodes these inferences into Conceptual
Gependency structures. These structures are then read by a generating
program that codes them into semantic structures that are Englis’ based
iafter Fillmore [1]}. A nodified version of a program written by
Siamors (&), then encodes these structures into Eng!ish,

The examples presented here 2are intended only to show the flavor
of the inference-making program., The entire system is quite a bBit mere
poi:er ful than these. examples demonstrate. That is MARGIE can answer
questions about what it has been told, ask questions about what it would
like to know, as well as parse sentences more complex than those shoun
nere, Here ue merely want to indicate the inference capability.

In the interest of space, we have maruall!y edited out some of the
less interesting (generally repelitive from example to example)
inferences. This explains the apparent discrepancy betueen the number of

"INFERENCES” and "THINGS T0 SAY" in the foliowing examples.
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*(JOHN TOLO MARY THAT BILL WANTS A BOOK])

OUTPUT FROM PARSER:

TING8 : ((VAL xTx))

TiMgl : ((BEFORE TiMEE X))

TIMBZ : ((AFTER TIMB@ X))

TIMB3 : ((AFTER TIMBB X))

TiM@e : ((AFTER TIMGR X))

{ {ACTOR {JOHN1) <=> (xMTRANSx) 7O (xCPx PART (MARY1) REF (xTHEx)) FRO~

M (xCPx PART (JOHN1} REF (#THEx)) MOBJECT ((CON ({CON ((ACTOR (xGNElw~

) <=> (xATRANSx) OBJECT (BOOK1 REF (xAx)) TO (BILL1) FROM (aONE1x)) Ta

IME (TIMB4)) <=L ((ACTOR (BILLL) <=>T {xJOYx) <a>F (xJOYx)) INC (2) T~

IME {TIMB3))}) <=> (xMLOCx VAL (xL1:1% PART (BILL1) REF ({xTHEx)))) MOD~

E (NIL) FOCUS ((<=s> VAL PART)) TIME (TIM@B))) TIME (TIMB1))

PARTIALLY INTEGRATED RESULT:

( {(xMTRANSX (MJOHNL) ((xMLOCx ((CANCAUSE ((xATRANSx (#SOMEONE) (G8812)~
(#SOMEONE) (MBILLL)) (TIME _ (GB814))) ((STATECHANGE (#BILL1) (#JOY)~
HUNSPECIFIED #UNSPECIFIEQ) (TIME _ (GBel7)) (INC _ (#T{UI 1)) (GABL1S~

1) (TIME _ (G@815))) 1GB822) (G9gz5)) (TIME _ (GBe28)))

INTEGRATION FESULT: £8038

INFERENCES:

(GRB4Y GPB3E G2l47 G957 GBYSE (2855 Goes3 (Gees2 Geees Ges78)

THINGS 10 SAY:

((ACTOR (BOJK REF 'xAx)}) <s> (xXABTx VAL (x?%))))

(A BOOK ABQUT WHAT)

((CON ((CON (!ACTOR (MARY) «<=> (*ATRANSx) OBJECT {BOOK REF (xAx)) FRO~
M (MARY) TO (BILL)) TIME (GO@L14) FOCUS ((ACTOR))) <=C ((ACTOR (JOHN) ~
<e>F (xJOYx) <=>T (xJOYx)) TIME (GOB17) INC (2)))) <m> (xML.0Cx VAL (%
LTMx REF f(xAx) PART (JOHN)))) CERTAINTY (0.8) TIME (C@8LS}H)
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(JOHN POSSIBLY WANTS MARY TQ GIVE BILL A BOOK)

({CON ((CON ({CON ((ACTOR (xONElx) «<=> (xATRANSx) OBJECT (BOOK REF (%~

Ax)) FROM (xONELx) TO (BILL)) TIME (G@814) FOCUS ((ACTOR))) <xC ((ACT~

OR (BILL) <=>F (#J0Yx) <=>T (xJOYx)) TIME (GRO17) INC (2)))) <=> (xMl~

CCx VAL (xL7M% REF (xAx) PART (BILL)))) TIME (G@81S)) <m> (sMLOCx VAL~
(xCPx REF (xAx) FART (MARY}})) TS (GGUZ28))

(MARY EXPECTED BILL TO WANT & BOCK)

((CON ({CON ({ACTOR (xQNCix) <=> (xATRANSx) OBJECT (BOOK FEF (4Ax)) F~
ROM (%ONElx) TO (BILL)) TIME (G@814) FOCUS ((ACTOR))) <=C ({ACTOR (Bl~
LLi <a>F (xJOY¥) <=>T (xJOYx)) TIME (GB@17} INC (2)))) <»> (#1L0Cx VA~
L (xLTMx REF (xA%x) PART (BILL)})} TIME (GB8Bi5S))

(BILL WANTS A BOUK)

((CON ({CON ((CON {{ACIOR (xDNE1*) <=> (*ATRANS%) GBJECT (BOOX REF (%~

A+)) FROM (xONElx) TO (BILL)Y TIME (GP@T U7 ((ACTOR) . <sC ((ACT~

OR (BILL) <=>F (xJUY#) <=>T (xJOYx)) TIME (GRBL7) INC (2)))) <=> (i~

OC* VAL (xLTM& REF (xAx) PART (8ILL}))) TIME (G@B1S)) <=> (#MLOCx VAL~
(+L TMx REF {xAx) PART (MARY}})))

(MARY KNCWS BILL HANTS A BCUK)

((ACTOR (MARY) <=> (xATRANGx) OBJECT (BOCK REF (xAx)) FROM (MARY) TO ~
(BILL)) TIME (GBR17) CERTAINTY (£.8))

(MARY MIGHT GIVE BILL A BOOK)

((CON ((CON ((ACTOR (BOOK REF (xAx)) <=> (xFOSSx VAL (BILL))) TS (G8B~
14) TIME (GBESB)) <sC ((ACTOR (BILL) <s>F (aJO. %) <2>T (xJOY®)) INC (~
2} TIME (GBRE7)))) «=> (xMLOCx YAL (xLTMx PART (BILL} REF (xTHEX)))})

(BILL THINKS HE WOULO LIKE TG COME TO HAVE A BOCK)




((CON ((CON ((ACTOR IBOOK REF (wAx))} <=> (xPOSSx VAL (¥ONElx)}) TF (G~
8814) TIME (GRB78)) <«C ((ACTOR (BILL) <a>F (xJOYk) <m>T (%xJOYx}) INC~

{2) TIME (GBB71)))) <a> (xMLOCxk VAL (xLTMx PART (BILL) REF (xTHEx)))~
)

(BILL THINKS HE WOULO LIKE SOMEONE TO CEASE TO HAVE A BOOK)

{({CON ({CON ((ACTOR (x%ONElx) <=> (¥PTRANSx) OBJECT {(BOOK REF (xAx)) F~
RCM (xONElx) TO (BILL)) FOCUS ((ACTOR)) TIME (G@RA74)) «=C ((ACTOR (Bl~
LL) <=>F (xJOYx) <=>T (xJOYx)) INC (2) TIME (GB@75)}))) <=> {«d1ILOCx VA~
L {«LTMx PART (BILL.) REF {xTHEx)))))

(BILL WANTS 70 GET A BOCY FROM SOMEONE)

((CON {(TON ((ACTOR ‘BOOK REF (»Ax)) <=> (xLOCx VAL (BILL))) TS (GOOl~
4) TIME (58878)) <=C ((ACTOR {(BILL} <=>F (xJOY*) <a>T (xJOYx)) INC (2~
) TIME (GAB79)1)) <a> (xMLOCx VAL (xLTMx PART (BILL) REF (xTHEx)))))

(BILL THINKS HE WOULD LIKE A BOOK TO COME TO BE NEAR HIi)

((CON ((CON ({ACTOR (BOOK REF (xAx)) <z> (xLOCx VAL (xONElx))) TF (G@~
Bl4) TIMNE (GRBR2)) <=C ((ACTOR (BILL) <=>F (xJOY¥) <e>T (xJOYx)) }NC ~
(2) TIME i58883)))) «<=> [(4MLGCx VAL (xLTMx PART (BILL) REF (xTHEx}))))~
)

(BILL THINKS HE WOULD LIKE A BOOK TO CEASE TO BE NEAR SOMEONE)

({CON ({CON ((ACTOR (BILL) <=> (xMTRANSx) MOBJECT (xCONCEPTSx) FROM (~

BOOK KEF (xAx)) TO («CPx PART (BILL)) INST ((ACTOR (BILL) <=> (xLOOKX_~

ATx) OBJECT (BOCK REF (xAx))))) FOCUS ((ACTOR)) TIME (GB@8B)) <=L ((A-

CTOR (BILL) <=>F (xJOYx) <=>T (xJOYx)) INC (2) TIME (GBB87)1)) «<m> (%~
LOCx VAL («LThMx PART (BILL) REF {xIHEx})})))

(BILL WANTS TO READ A BOOK)
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TYPE INPUT

* (JOHN HIT MARY)

OUTPUT =R0M PARSER:

TIMAG : ((VAL xTx))

TIM@L : ((BEFORE TIN@@ X))

({CON ({ACTOR (UOHN1) <=> (xPROPELx) OBJECT (xHANDx PART (JOWN1)) TO ~
(MARY1) FROM (JOHN1) INST ((ACTOR (JOHN1) <=> (xMOVEx) OBJECT (xHAND%~
PART {(JOHNL))) i} TIME (TIM@1) MODE (NIL)) <s ((ACTOR (xHANDx PART (Jv

OHN1)) <a> (xPHYSCONTx VAL (MARYL))) TIME (TIMB1) MODE (NIL) FOCUS (C~

ON ACTOR))))

PARTIALLY INTEGRATEQ RESULT:

({CAUSE ({xPROPELx (#JCHN1) (@823} (4JOHNI) (EMARY1)) (TIME _ (GBB12~
)} UNST _ CWMOVEx (#JOHNL) (G8e83) (HUNSPECIFIED) (MUNSPCTIFIED))) )~
) ((xPHYSCONT* (GBOB3) (4#MARY1)) (TiME _ (G@812)))))

INTEGRATION RESULT: (9e21

INFERENCES:

(C0B23 Geezz G916 GPel3 Tagz4 GBo2e C08z7)

THINGS TO SAY:

((CON ((CON ((ACTOR (MARY) <=>F («PSTATEX) <a>T (xPSTATEx)) INC (-25 ~

CERTAINTY (1.8) TIME (G2831)) <sC ({ACTGR (JGHN) <s>F (xJOYx) <257 (%~

JOY*)) INC (2) TIME (G@832)1))) <> (xMLOCx VAL (xLTMx PART (JOHN) REF~
{(xTHE%x))}) CERTAINTY (1.8) TIME (Gegi2))

(JOHN WANTED MARY TO BECCME HURT)

({ACTOR (MARY) <a>F (xPSTATEx) «<=>T (&P5TATEx}) INC (-2) CERTAINTY (i~
.8) TiME (GBBIZ))

(MARY BECAME HURT)

Lﬂﬁ‘— a6 et L gy e e

SR A ERE e TaE e e Y




((ACTOR <JOHN) <=> (xPROPEL*) OBJECT (xHANDx REF (xAx) FART (JOHN)) fa-
R0M (JOHM) 7O (MARY} INST ((ACTOR (JCHN) <a> (xMOVEx) OBUECT (xHANDx ~
REF (xAx) PART (JCHN)) FROM (xONEx) TO (xONex)) FOCUS {(ACTOR)))) TIH~
E (GBB12) FOCUS (fA7T0R)) CERTAINTY (1.6))

(JOHN SWUNG Hi< HAND TOWARD HMARY)

((ACTOR {xHANOx REF (xAx) PART (JORN)) <a3> («PHYSCONTx VAL (MARY))) T
iME (Ges12) CERTAINTY (1.8))

(JOHNS HAND TCOUCHED MARY)

({ACTOR (JJHN! <» («MFCELx) MOBJECT (xANGERx) TO {MARY)) FOCUS {{ACT~
OR)) CERTAINWY (1.6) TIME (GBE12))

{JOHN WAS ANGRY AT MARY)

((CON ((CON ((ACTOR (MARY)] <=>F (xPSTATEX) <2>T (xkPSTATEw!; INC (2} T+
IME (GB335)) «<3C ((ACTOR {(MARY) <e>F (xJ0Yx) <a>T (xJOYx') INC (2) Ti~
ME (GRE36)) 1) <=> (WMLOCx VAL (L7l PART (MARY) REF (xTHEx}))) CER]TA-
INTY (1.8)?

{(MARY ¢ 7S T0 FEEL BE.TER)

((CON ((ACTOR (MARY) <=> (x?%)) TIME (GB@28) FOCUS ((ACTOR)) CERTAINT~
Y (1.8)) <z ((ACTOR (JOHN) <=>T (xONEx) <a>F (#0NEx}) IMC {-2) TIME (~
Gee28i FOCUS (ACTCR))

(WHAT 010 MARY 000 70 JOHN

TYPE INPUT
#(JOHN “DVISCu NMARY TO SELL BILL A BANARA)
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CUTPUT FROM PARSER:
TIMBB : ((VAL %xTx)]
TIMB1 : {((BEFORE TiM22 X))
TiMe2 : ({AFTER TIMal X))
TIMB3 « ((\FTER TIMBL X))

{{ACTOR {JOHNL) <=> (xMTRANSx) TO (xCPx PART (MARY1) REF (xTHEx)) FRO~
M (xCPx PART (JOHNL) REF (xTHEx)) MOBJECT ({CON {(CON ((ACTOR ({(MARY1l)~

<=> (xATRANSx%) DOBUECT (BANANAL REF (xAx)) TO (BILL1) FROM (MARY1)) T~
IME (TIMB3)) «s=> ((ACTOR (BILLL) <=> (x7TRANSx) OBJECT (xMONEYx REF ~
{(xAx))} IO MARY1) FROM (BILL1)) FOCUS ((CON ACTOR!) TIME (TIMB3)})) <~
=C ({ACTDR (MARY1} <a>7 {xJOYx) <=>F (xJOYx)) INC (2) TIME (TIMBZz) MO~
DE (NIL) 1)) FOCUS ((ACTOR)) MODE (NIL) TIME (Timel.)

PARTIALLY INTEGRATED RESULT:

((xMTRANSx (#J0HN1] ((CANCAUSE ({DUALCAUSE ((¥ATRANSx (#MARY1) (GBB24~
) (aMARYL) (#BILLI1I) (TIME _ (GB335}!) ((xATRANSx (ABILLL) (GEel3) (#~
BILLIY (#MARYLI) (TIME _ (GB@86))))) ((STATECHANGE (#MARV1) (#JOY) AU~
NSPECIFIED SUNSPECIFIED) (TIME _ (C3815)) (INC _ (#TW0)}))) (Geel7) (~
G3ece)) (TIME _ (GRed?)))

INTEGRATION RESULT: GBa32

INFERENCES:
(GAB4Y CORLS (LR4B G331l Goest GeB23 (edstc (ess3 (eess G833 (eles)

" THINGS TC SAY:

({CON ((CON ((CON (fACTOR {MwRY) <=> (xATRANSx) COBJECT (BANANA REF (%~
Ax)) FRCM (MARY) 70 (BILL)) TiME (G28@86) FOCUS ((ACTOR;) CERTAINTY (1~
.B))e=s> (IACTOR (BILL) <a> (xATRANSx) QBJECT (#MONEYx REF (%A%)) FR~
OH (BILLY TO (MARY!; TIME (G@886) FOCUS ((ACTOR)))’) <aU ({ACTCR (MAR~
Y) <m>F (#0NEx: <=>7 (#ONEx)) TIME (G@BL1S) INC (2))) CERTAINTY (1.8))~
<s> (RILOCx VAL (#LTMx REF (xAx) PART (JCHNI))) TIME (GBBE7) CERTAIM~
1Y (1.8))

(JOHN BELIEVES THAT MARY WOULC BENEFIT BY MARY SELLS BILL A BANANA)

({CON ({CON ((CON ({ACTOR (MARY) <=> (xATRAN3Sx) CBJECT (BANANA REF (%~
Ax)) FROM (MARY) 7O (BILL)) TIME (G@@8E) FOCUS ((ACTOR)) CERTAINTY (1~
.8))cza> ({ACTOR (BILL) <=> (*xATRANSx) OBUECT (#MONEYx REF (»Ax)) FR~
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OM (BILL) TO (MARY)) TIME (GR@8s) FOCUS ((ACTOR))})) <aC ((ACTOR (MARA
Y) <a>F (xONEx) <=z>T («ONEw)) TIME (GBBLS) INC (2))) CERTAINTY (i.8)i~

<a> (xMLOCx VAL («(Px REF (xAx) PART (MARY)))) TS (GB@87) CERTAINTY ~
(1.e))

(MATY BEGAN THINKING ABOUT MARY SELLS BILL A BANANA BENEFITS MARY]

{{CON ((CON ((ACTOR (MARY) <=> (xATRANC%) OBJUECT (BANANA REF (xAx}) F~
ROM (i ARY) TO (BILL)) TIME (G98e6) FOCUS {{(ACTOR)) CERTAINTY (1.8)) <~
ex> ((ACTOR (BILL) <=> (xATRANSx) OBJECT (xMONEYx REF (xAx)) FROM (Bi~
LL) TO {MARY)) TIME (G8@36) FOCUS (fACTOR}}))) <sC ((ACTOR (MARY) <m>~
F (xONZx) <=>T («CNEx)) TIME (G@R15) INC (2))) CERTAINTY (1.0))

(MARY CAN BENEFIT FRCHM MARY SELL BILL i\ BANANA)

((ACTOS (MARY) <=> (x1BUILDx) FRON [{ALTOR {MARY) <=> (¥ATRANSx) 0BUE~
CT (BANANA REF (xAx)) FRCH (MARY) TO (BiLtL)) TIME (5G@88s) FOCUS ((ACT~
OR)) CERTAINTY (1.8)) TO (xONEx)) CERTAINTY (1.2))

(MARY CCNSICERED GIVING BILL A BANANA)

{(ACTOR (MARY: <=> («xATRANSx) OBJECT (8ANANA REF (xAx}) FROM (MARY) Ta
0 (BILL)' TIME {GBR33) FOCUS ({ACTCR)} CERTAINTY (3.68)} .

{MARY POSSIBLY WilL GIVE BILL A BANANA)

({CON ((CON ((ACTOR (BILL} <=> (xATRANSx) QBJECT (MONCY REF (¥A#}) FR~
oM (BILL) TO (MARY)) TINME (GO033)1 <=C ({ACTDR (MARY] <=>F (xONEx) <u~
>T (xCNEx)) TIME (CE233) INC (2i))} <> (aML00k VAL {#LTHx REF (xAx) «
PART (JOHN) )¢ TIME (GBRes! CERTAINTY (8,58))

{JOKN PCSSIBLY BEL IEVES THAT MARY WOULD BENer1T FROM BILL GIVE HARY M
ONEY)

{{CON ((CON ((ACTOR (MARY) «=> (=xATRANS#) OBJECT (BANANM REF (xAx)) Fa
RN (MARY) 35 (BILLY) TIME (G0022)) <al ({ACTOR {BILL) <usF (sONEx) <~

52




=>T («CNEx)) TIME (GB@33) INC (2)))) <s> («MLOCx YAL (xLTMx REF (wAx)~
PART (JOHNY)}) TIME ((BB83c) CERTAINTY (2.58))

(JOHN POSSIBLY BELJEVES THAT BILL WOULD BENEFIT FROM MARY GIVE BILL A~
BANANA)

((CON ((CON ((ACTOR (BILL) <=> (xINGEST#) OBJECT (BANANA REF (xAx))) ~
TIME (58834)) <sC ((ACTOR (BILL) <s>F (xJOYx) <s>T (%xJOYx)) TiME (G88~
36) INC (211)) <s> (xMLOCx VAL (xLTMx REF (xAx) PART (BILL}))) TIHE (~
Geees) MABE((x?2x) )}

(0OES BILL WANT TO EAT A BANANA)

INE

E '..i‘ ¥
JOHN PREVENTED DARY FROM HITTING BILL BY CHOKING MARY)

QUTPUT FRGM PARZER:
Tingd @ (VAL %7x))
TIM@L : ((BEFO=RE TIMEB Xii
TiM@2 : ((BEFORE TiM@L X))

((CON ({CON (HACTLOR (JOHNL) <=> (xGRASPx} 0BJECT («NECKx PART (MARY1)~
V) TIME (TIMAZYY «s (fACTOR (MARYL) «e=» (xiNCESTx) OBJECT (xAIRx REF ~
(xAxi) FROM (xMCUTHx PART (MARYL)) TO [xINSiDEx PART (MARYL1))) TINE (~
TIMBZ) MODE f{xCaRNOTx)13) FOCUS (CCN ACTOR)) A C(CON ((ACTOR (MARYL)~
<=> (#INGESTx} OBUECT (xA[Rx REF {xAx!) FRON (xMOUTHx PART (MARYL)) ~
TG (xINSIDEx PART (MARYIIY) TIME (TIH@2) MCDE ((xCANNOTx))) <= ((CON ~
{{ACTOR (HARYL) <=> (%PROPELx) OBJECT (xHAND+ FPART (MARYI)) TO (BILL1~
) FROM {MARY1) INST {(ACTOR (MARY!] <=» («10VEx) OBJECT (xHANDx PART ~
(MARY1))) )7 TIME {TIMB1) 1100E ({«CANNGT®)}! <x f(ACTOR (xHANDx PART (~
MARYL1) <s> {xPHYSCONTx VAL (BILLL3)) TIME (TINMB1) MODE ((xCANNOTx)) ~
FOCUS (CNN ATTOR)}Y) MODE ((sNEGx)})i FOSUS ((CON AZTOR)DDDI

PARTIALLY INTEGRATLD RFSULT:
((ANCX ({CAUSE {i«0RASPx (MJGHNLD ($2032)) (TIME _ (GBedS))) ((CANNOT~

({xINGESTx (#MARY]) (G@212) (Gesle) iCea2l)) (TIME _ (Gegss;))))) (~
(CAUSE ((CANNGT ((xINGEST# {#MARYL) [0U312) /(@315) (Gae2l)) (TiME _ ~
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(GeansSi i) CINOT ((CAUSE ((CANNCT ((xFROPELs (#MAR:1) {(GRB24) (#MARY.
1Y (ABILLIYY QTIME _ (GR3e5HY (INST _ (isMOVExR (4MARYL) (503241 (MUNS~
PECIFIED) (HUNSPECIFIEG) ) 1) ((CANNOT ((xPAYSCONTx {(G2B24) (4BILLI)~
) (TIME _ (Geedciit)iii)}

INTEGRATION RESULT: G@847

INFERENCES:
{CBB32 Geast Goe27 (A3l (Be3s Covss Ceas3 (edbs (edet G8e79 Goerg (B~

875 Gea739}

THINGS TO SAY:

((CON ((ACTOR (JUHN! <=> (xGRASPx) 0BJECT (xNECKx REF (xAx) PART (MAR~
Y))) TIME (GeeeS! FOLUS ((ACTOR)) CERTAINTY (1.8)) <= ((ACTOR (MARY) «~
<e» {*INGESTx} OBJECT (xAIRx REF (xAx}) FRGH (xMOUTHx REF (xAx)) TO (~
x[NSIDEx REF (xAx})) TIME (G@@BS) FOCUS ((ACTGR}: MODE ((xCANNOTx}) C~
ERTAINTY (1.811}} CERTAINTY (1.8))

(JOHN CHOKED MARY)

((CON ((ACTOR (MARY) <=> (xINGESTx) OBJECT (»AIRx REF (xAx)) FROM (xH~
OUTHx REF fxAx)! TO (xINSIDEx REF (xAx})} TIME (G@385! FOTUS ((ACTOR)~
} MOCE ((xCANNOTx}) CERTAINTY 11.9)) <& ((CON ((ACTCGR (MARY) <=> (xPR~
OPELw»} CBJEZT (#MANDx REF (xAx} PART (MARY))} FROM (MARY) TQ (BILL) iN~
ST ((ACTOR (MARY' <=> (xi0VEx) OBJECT (xHANDx REF {xAx) PART (MARY)) ~
FROM (xONEx) T :xONEx)) FCCUS ((ACTOR)))} TIME (GO8388) FICUS ((ACTCR~
1) MO0E ((xCANND™ : V1 <= ((ACTCR (#HANDx REF (xAx) PART (MARY)) - <m> (~
*PHYSCONT» VAL (L))} TIME (G828} MODE ((xCANNOTx)))) MODE ( (xNEG%~
}i CERTAINTY 11.@}}1) CERTAINTY (1.8)}

(MARY NOT HIT ®[LL BRCAUSE MARY WAS UNABLE 13 EREATHE)

(ACTOR (JOHNY <=> (»(RASPx) DBJUECT {xNECKx REF (xAx) PART (MARY))) T«
IME (Geeds) FOCUS ((ACTOR}} CERTAINTY (1.8}

(JOHN GRAGED MARYS NECK)

((ACTOR (MARY) c=> (xINGEGT») OBJECT (xAlR« REF (xAxj) FROM (xkMOUTH% ~
REF (xAx)) TO (xINSIDEx REF (xAx})) TIfE (GB38%1 FOCUS ((ACTURI) MODE~
({xCANNDTx)) CERTAINTY (1.8))
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(MARY WAS UNABLE TO BREATHE)

((ACTOR (MARY) <=>F («PSTATE} <z»>T («P5TATEx1) INC (-2) TIME (GBO&S)~
CERTAINTY (1.8))

(MARY BECANME HURT)

((CON ((ACTOR (MARY: <=> (4PROPELx) OBJECT (xHANDx REF (»Ax) PART (MA~
RY)) FROM (MARY) TO (BILL} INGT ((ACTGR (MARY) <=> («MOVEx) OBJECT (%~
HAND% REF (xA%x) PERT (MARY}) FROM (»ONEx) TO («ONEx)) FOCUS ({ACTOP))~
)} TIME (GEe@R; FOCUS ({ACTOR)) MODE ((xCANNOT%))) <= ((ACTOR (xHANO*~
REF (xAx  PART (MARY)) «<=> (#PHYSCONTx VAL (BILL}}) TIME (GB@8E) HOD~
E ((«CANNOT#)))) MODE ( (#NEGx) ) CERIAINTY (1.8))

(MARY NOT HiT BiLL)

((CON ((CON ((CON ([ACTOR (MARY) <=> !xPROPELx) OBJECT {xHANDx REF (%~
Ax) PART (MARY)) FROR (MARY) TO (ELLLIY TIME (Ge@eS)) <= ((ACTOR (xHA~
HO% REF (xA%) PART (MARY}) <=> (#PHYSTONTx Val (BILL))) TIME (GE88d5) )~
}) <=C (fACTOR (MRRY: <=F (xJOY#) <=>T (xJOYx)) INC (20))) <=> (ILOC~
% VAL (xLTH¥ PAPT (MARY) REF (xTHEx}}}) CERTAINTY (1.8) TINE (G3EeS))

{MARY WANTED T0O HIT BILL)

1(CON ((CON (TACTUR (BILL) <2>F (xPSTATE®) <=>T («PSTATEx)) INC (-2} ~

CERTAINTY i1.8) TIME (G8928)) <=C ((ACTOR (MARY) <m>F (xJOYx) <z>T (ka

JOvx)) INC (2) TIME (Ge@a5)))) «<=> (#MLOCx YAL (xLTMx PART (MARY) REF~
ixTHEx) ) )} CERTAINTY (1.8) TIME (Gg28S))

(MARY WANTED BILL TO BECOME HURTI

{(ACTOR (MARY) <=> (xMFEELx) MOBJECT {xANGERx) TO (BILL)) FOCUS ((ACi~
OR)) CERTAINTY (1.8) TIME (GEO8S))

(MARY WAS ANGRY AT BILL)
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((CON ((ACTOR {(BILL) <=> (x?x}) TIME (GOB28) FOCUS ((ACTOR)) CERTAINT~
Y (1.8)) <s ({ACTOR (MARY) <a>T7 (xONEx) <s>F («ONEx)) INC (-2} TIME (~

G8028) FOCUS (ACTOR))

{WHAT DID BILL DO 70 MARY)

((ACTOR (JOHN) <a> (xMFEEL%) MOBJECT («ANGERx) TO (MARY)) FOCUS ((ACT~
OR)) CERTAINTY 8.8) TS (Ge2es))

(JOHN POSSIBLY BECANE ANGRY AT MARY)

56




We include this appendix to i!lustrate bricfly how infererces are
useful in estanlisking references to tckens of real world concepts. A
scheme has been devised which permits HMEMORY to proceed wuwith other
aspects of "understanding" even though all referents may not have been
established hefore understanding begins. This scheme also provides for
the eventual establishment of these referents as another goal of the
inference process. it is not hard to see that, in gereral, the solution
of the reference problem for some concept can involve arbitrarily
intimate and detailed interaction with the deductive processes of
MEMORY, and that these processes must be designed to function with
concepts whose features are not completely knoun.

Consider the centence
"Andy's diaper is wet."”
Assume a very simple situation for ‘the sake of example: that MEMORY
knous of exact!y tuo concepts, MCl, MC2 such that
X ¢ iMCL,MC2:

(01) {ISA X HPERSON)
(02) (NAME X “"ANDY")
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(ie. MEMORY knous tuo pecple by the name Andyl. Houwever, possibly in
addition to much other information, MEMORY also knows

(AGE MC1 A12MONTHS)
and (AGE MC2 #Z5YEARS).

This is a typical reference dilemma: no human hearer would hesitate in
the correct identification of "Andy" ir this sentence using these pieces
of knowledge (in no particular context)., Yet the natural order of
"establish references first, then infer" simply does not work in this
case. !n order to vegin inferercing. the referent of "Andy" is required
{ie., access to the features of Cl in memory), but in order to establish
the referent of "Andy" some level of deduction must take place. This is
something of a paradox on the surface.

Actually, the fault lies in the assumption that reference
establishment and inferencing are distinct and sequential processes. The
incorrectness of this assumption is but another example of the recurring
theme that NO aspect of natural language piccessing, (from phanology to
story comprehensicn}, can be compietely compartmentatized. In reality,
reference estahlishment and inferencing are in general so intimately
interrelated so as to be functionally almost indistinguishab!le.
Nevertheless, there is an interesting segquence of processing which uill
solve this ciass of reference problen,

{(We point out that there are many other interecting inferences to
be made from this sentence. A glaring one s, of course "uhat kind of

fluid?" The inference which suprlies this information is an example of
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LINGUISTIC-INFERENCE, and 18 quite simifar to the case in wuhich "hang”
is inferred as the missing object implied by "hit", One difference is
that, while "hand" is predicted from an ACT, "urine” is predicted from a
PP, namely "diaper". Another difference is that "hand" is supplied in
response to MISSING information, while “urine” is supplied to make a
general concept more specific. We wil! ignore this and all other
inferences nct needed in the foilcwing Jescription.)

At the point the reference problem is undertaken, the state of

this conceptualization is the fol . owing:
(x.0Cx Cl: {(ISA C1 #FLUION
C2: [{ISA C2 HDIAPER)

(xPOSSx C2 C3: ({]1SA C2Z #PERSON)
(NAME C3 "ANDY"}1}1)

ia. there is some fluid located at the diaper which ic pcssessed by a
persor whose name is Andy. Unce the correct "#ANDY" has been identified,
the referent of "diaper" can be establishedg. using the principle that
explicit subprapositions of a certain class (*P0SSx among these) shéuld
appease the reference-finding mechanism. That is, "The diaper",
occurring out of context with no conceptual modification is
referrentially ambiguous, uhile "The diaper possessed by X" is a signal
to MEMORY that the speaker has included uhat he feels is sufficient
information either to identify or rreate the token of a diaper being
referenced. However, this diaper processing must wait for the *POSSx

proposition to be stored in MEMORY and this in turn involves the

determination of refereice to the possessor {the problem at hand)., The
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reference to AFLUID is simply solved: the concept #FLUID is invoked asg
part of the definition of what it is to be uat, and MEMORY simply
creates a token of this mass-noun concept. MEMORY realizes that
references to mass nouns frequently occur with no explicit conceptual
mocdification, and does not bother to identify them further unless
contradictory inferences result from them iater on. This token of HFLUID
stands for the fluid which ic currently in "Andy"'s diaper. Now only the
person referent remains to be solved.

Using its standard intersection search, MEMORY uses the tuwo
descriptive propositions to tocate fiCl1 and MC2 as possible candidates
for the referent of P, Since no more can be dore at this bpaint, MEMORY
creates a corcept, MC3, {which will turn out in this case to be
temporaryl whose occurence cet {see beginning cf section V1) consists of
the tuo propositions 0l and DZ. In addition, FMEMIRY notes that this
concept has beern rreated as the result of an ambiguous reference
{specifically., it adds MC3 to the iist 'REFUNESTABLISHED). This done, a
IDReND wr & U aber u%’cé is nossessed by MC3 can nou be create&; This
token too, oy virtue of its referencing another possibly incorract!ly
ident:fied concept in MEMIRY, will be subject to reference reevaluation,
pending identification of MC3. At this point, MEMORY has an internal
form of the conceptualizat.on, albeit incompiete, so inferencing begins.

0f interest to this example is the subproposition "MC3 possesses a

diaper.” Subpropositions are briefly discussed in section VYI. [3}
describes n more detail the methods by which all subpropositionc are

extracted for exarination by the inference mechanism. In this example
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we have a clear-cut example of where an explicit-peripheral
subproposition plays a major part in the understanding of the entire

conceptualization: one inference memory can make from

(xPOSSx X: {(ISA X #PERSON)} Y: {{ISA Y #DIAPER}})

with @ high degree of certainty is that the poesessor is an infant:

name ly:

(AGE X HORCERMONTHS)

(AUHUEFMONTHS is a "fuzzy” concept which will match any duration concept
within its "tuzzy” timits).  The proposition (AGE [C3 AORCERMONTHS) is
therefore added to MC3's occurence set, and other inferencing proceeds.
Eventually, a&ll inferencing will die out or be stopped by depth
controle. Al that point, MC3 is detected as still having been
unestabl ished, so reference establishment s again undertaken. This
time, however, new in?oréaiionris avai'able'u;ich resolves the conflict:
the AGE nredicate is recognized asc matching the AGE nropozition stored
on  *he occurence set of MCI. L3 has thus been identified. Its
occurence sat, whicn has provavly been augnented by cther inferences, is
then merged uith  that ot MC! to preserve any additional information
communicated by the Input or its inferences and MC3 is purged. Finally,
all subprepositions of the origiral inpst are resubmitied to the

inferencer in hezes of generating mew information by making use of WCl's

now-3ccessahis  occurence set. Duplicated information s immediately
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rejected on this and subsequent passes. This procsdure i8s repeated yntil
no new information turns up, At that point, any unidentified references

are communicated externally in the form "X who?" or "what X7"
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