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1 Section 1 

INTRODUCTION 

» • 

Under efforts for the Electronic Systems Division of the U. S. Air Foi.ce, 

sponsored by the Advanced Research Projects Agency, IBM has designed and 

developed large aperture seismic array processing systems, and analyzed 

other aspects of array technology, such as array geometry design. The 

progress of the studies and development work has been reported previously 

through periodic technical summaries and special publications, and the 

processing systems have been described In published manuals; a compre- 

hensive list of these reports Is given In Section 9 of this document. 

This Seismic Array Design Handbook supplements those publications by pro- 

viding a consolidated discussion of key topics involved In designing and 

Implementing selsmi-: arrays and their processing systems. The topics are 

addressed from the viewpoint of the system designer or analyst, rather 

than the Implementer. In several cases, various alternative approaches 

which were considered during development are mentioned and the basis for 

selection of the methods utilized are given. Also, some suggestions of 

techniques deserving of further analysis for potential Improvement of 

the processing design are identified. 

This handbook is based on the system concept as depicted in Figure 1-1; 

multiple array considerations are not Included. This general system 

design Is not restricted to any particular array, communications approach, 

or processing equipment or software, but provides the essential functions 

of array Instrument calibration, field equipment condition monitoring, 

data acquisition, event detection and bulletin computation, interactive 

process interface with operators and seismic analysts (including arr.y 

bulletin editing), storage of raw and processed datf., and offline system 

parameter Iriprovement based on previous data. 
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Seismic signals and background uolse are nensed by an array of selsmo- 

■eters which have bean positioned In a configuration designed to achieve 

various signal processing objectives. The output of each sensor data 

channel Is preconditioned and digitized st the array site, and the 

resulting digital data la formatted with additional array status and 

environmental data and transmitted via dedicated links to a data center. 

This data Is simultaneously recorded and Input In real time to a 

Detection Processor. Various array monitoring and control functions, 

Including data channel calibration and synchronization of the data 

sampling, are automatically controlled from the data canter. 

The Detection Processor generates seismic event signal detections which 

are presented In real time to the operator and stored In temporary 

files. The Event Processor selects events from the signal detections In 

the temporary files :or extended processing, and extracts the appropriate 

segments of uansor data from the previously recorded data. For each such 

event, an Improved array beam Is formed using an array beamateerlng 

technique, and the resulting beam and associated parameters are further 

analyzed to produce detailed characterizations of the seismic event and 

the associated signal waveforms. Significant Event Processor results ate 

presentad to the analyst, and the complete set of processed event data 

Is stored on a permanent file. The analyst may modify the results and 

request rcprocesslnu until a satisfactory array bulletin is obtained. 

A subset of the processed events Is selected by the analyst with the 

assistance of various offline sup rt programs, and the relative sub- 

array arrival tlmea for the»«' events are edited and combined with 

externally provided event location information to produce improved beam- 

forming delays for the Detection Processor and both relative subarray 

time anomaly and location calibration data tables for the Event Processor. 

By this means, the proccaaad data from past events is used to enhance 

the performance of the processing system on future events. 

1-3 
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For practical reasons, the handbook does not treat the total array 

design problem exhaustively, but an attempt has been made to cover the 

principal Issues and provide a guide to the key considerations In each. 

Seven general technical areas are covered, ar  delineated briefly below. 

Bach section Is Intended to be self-contained with Its own annotated 

bibliography, though some references between sections occur. Bibliography 

references are in the form [A-B] where A is the section and B is the item 

number. In certain instances, the Integrated Seismic Research Signal Pro- 

cessing System (ISR3PS) developed for the LASA and NORSAR arrays is specifi- 

cally described, but the techniques may be extended to the general case. 

Section 2, Array Design, deals with the concepts of array geometry and 

Instrument spacing, including the constraints of communications costs. 

Section 3 outlines and summarizes seismic signal and noise characteristics 

at th« LASA and NORSAR arrays, including a preliminary analysis of the 

full NORSAR array data. 

In Section 4, the significant aspects of the basic requirements, the 

design philosophy and the Implementation of the data acquisition portions 

of a large seismic array processing system are presented. The data 

acquisition subsystem consists of the sensor instrumentation, the data 

acquisition control and recording equipment, the data communication 

network, and the field Instrumentation monitoring and remote control 

facilities. 

The LASA and NORSAR Detection Processors provide continuous online 

surveillance in real time of selected regions of the earth for possible 

natural or man-made seismic disturbances, In accordance with the Large 

Array Program objectives. The significant design decisions and tradeoff 

considerations Involved in the Detection Processor svstem development 

are discussed In Section 5, and the resulting detection system configura- 

tions for LASA and NORSAR are presented and compared. 

:: 
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Array beamsteerlng may  be defined as any process for estimating some or 

all of the pertinent array beamforming parameters from a set of array 

data that is assumed to include a signal of interest, in such a way that 

the beam which is formed from the data using the estimated parameters 

provides an improved representation of the signal. Section 6 presents a 

theoretical basis for the correlation process and an extension of this 

process which incorporates an adaptation of the recursive Bayes estima- 

tion technique to increase the cycle selection reliability. The presenta- 

tion includes a detailed error analysis of the estimation techniques, 

and a demonstration that these techniques are near-optimum under certain 

reasonable assumptions. 

Time anomalies are defined as the differences between the delays pre- 

dicted by an appropriately chosen plane wavefront model and the perfect 

beamtorming del.»ys. Section 7 discusses elementary physical causes of 

time anomalies, methods of time anomaly estimation and use, and techniques 

for achieving practical computer storage and look-up procedures for the 

time anomaly data. 

Section 8 describes the Event Processor (EP) as it was actually implemented 

for use at SAAC and NDPC. EP characterizes seismic events from the 

detections reported by the Detection Processor. System requirements for 

EP were formulated so that the process should satisfy dual system objectives: 

(1) the piblicatlon of a dally seismic bulletin, and (2) support of 

seltiiic research through provision of a tool for process experimentation 

and through the formation of a data base of seismic information stored on 

digital magnetic tape. 

I 

I 

I 
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Section 2 

ARRAY GEOMETRY 

The design of a large seismic array should be based on careful considera- 

tion of the signal processing and data acquisition requirements imposed 

by the array system objectives, and on an evaluation of those economic 

factors which are variable functions of the array geometry. A combined 

long-period and short-perlud array presents unique design problems be- 

cause of the interactions and tradeoffs which exist among the various 

design factors. Attempts to maximize the cost savings associated with 

combining ehe data acq"<sitlor systems of a long-period and a short- 

period array are not necessarily compatible with attempts to optimize 

the array beam pattern of each array separately. In this section, large 

seismic array geometries are discussed in terms ot the significant 

design parameters and related considerations, and the design philosophy 

which guided the choice of the N0F5'.R array geometry is presented. 

The potential capabilities and advantages of a large seismic array, upon 

which the array system objectives are based, include the following: 

a. 

b. 

c. 

Signal-to-Noise-Ratio Enhancement-Array beamforming suppresses 

the energy of Incohei. it seismic background noise relative to 

that of properly aligned coherent seismic signals. 

Interfering Signal Suppression-Array beam patterns in wave- 

number space Indicate the relative suppression of improperly 

aligned coherent signals. 

Snatial Resolution-Array beamsteering techniques may be used 

to locate a source of signal energy in wavenambgr spaca with 

accuracy and resolution proportional to the diameter of the 

array beam pattern main lobe. 

2-1 

m mm i^MHMi -.^...^ .-.■>....,.,.■ 



d'  Reduction of Waveform Diatortlon-Th» beamformlng process reduces 

the effects of waveform distortions p-oduced by reflection and 

refraction and by more complex geophysical phenomena if the 

array are« is sufficiently large that the distortions are in- 

coherent among sensors. 

• .  Improved Signal Energy EatJmjiMnn-T.nrai geological variations 

within the earth's crust may produce focusing and/or defocus- 

ing of signal energy which results in significant variations 

in signal amplitude among the individual seismometer outputs. 

These amplitude variations are averaged in the heamforming 

process, and as a resuU more accurate estimates of signal 

energy and amplitude may be obtained. 

The design of NORSAR which is described in Section 2.2 represents an 

attempt to optimize those aspects of array system performance which are 

most significant relative to Large Array Program objectives, with 

reasonable emphasis on engineering economics, and with some attention 

focused on all array perfotmance factors. Preliir^uary considerations, 

including discussions of array design tools and techniques, are presented 

in Section 2.1. i 

2.^   ARRAY DESIGN FUNDAMENTALS 

The observed signal and noise response characteristics of a typical 

array beam are generally a function f the seismic signal and noise 

characteristics at the array site, the number and configuration of the 

sensors (i.e., the array geometry), the frequency response characteristics 

of the data channels Including the seismometers, the analog signal 

conditioning equipment and the digital filters, and the frequency and 

wavenumber response characteristics of the array beamformlng operation. 

If different filters are to be applied to various data channels prior to 
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il 
beamformlng (referred to as fllter-and-sum beamforming), or if there 

are significant differences in the signal and/or noise frequency spectra 

from sensor to sensor, then there is no clear-cut separation of frequency 

domain and wavenumber space characteristics to simplify the analysis of 

array beam response. 

It will be assumed henceforth that the array geometry is to be 

specifically optimized for applications of simple delay»and-sum or 

weighted-delay-and-Rum beamformlng. and that signal and noise spectral 

characteristics among the various sensors are sufficiently similar that 

the differences can be ignored. The current experience with large seismic 

arrays generally supports this latter assumption. Under these assumptions, 

the total array beam response of the system may be regarded as a cascade 

of the following signal processing operations: 

.r. 

■•- 

. ■ 

a. Frequency domain filtering by the various data channel 

components, including the seismometers, amplifiers, 

analog filter- ind digital filters, with the same filter 

response characteristics being applicable to both seismic 

signal and seismic noise data. These response characteristics 

are discussed extensively in Section 4.4, 

b. Wavenumber space filtering by the array beamformlng 

operation, as described in Section 2.1.1. Since wavenumber 

is the product of frequency and inverse velocity, this 

implies that an array beam has a different frequency 

response characteristic for each of two coherent signals 

having different Inverse velocities. However, the frequency 

response characteristic for incoherent noise is flat, 

regardless of Inverse velocity. Beamformlng generally also 

I causes a frequency domain filtering for coherent energy alone 

due to random errors in the delays, which results in greater 

attenuation at higher frequencies. 

- 

4, 

r 
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Furthermore, the overall system response at the array bean level Is the 

same regardless of the assumed order of chess operations. 

The following subsections describe the significant array design 

parameters and Ifaiir relationships with various array applications, the 

computation of array beat» wavenumber space and inverse velocity space 

response characteristics, the considerations of array signal and noise 

characteristics thst are reiated to array gtonetry deaign and array site 

selection., and a computational algorithm for the constrained optimization 

of array sensor locations to improve the wavenumber space response 

function. 

i 

I 
1 

2.1.1  Array Sean Patterns 

A plane wave solution of Che three'dimensional wave equation for simple 

harmonic motion of frequency f, may be expressed at the spatial 
-♦ 

location r ■ (x, y, z) as 

n(r, t) - A exp [12» (ft-k«r)) 

where k • (k , k , k ) is the wavenumber vecCor. 
x  y  z 

(2-1) 

.! 

R i 

a: 
If this harmonic funccion la simultaneously sensed at a number of 

locations r , n - 1, 2. . . ., N, and the sensor outputs are averaged, 

the resulting function will be 

N _ ) 
y(t) - A exp [iut] I (1/N) exp [-i2»k«rnl 

n-1 

The expression In braces will have magnitude less than unity unless all 

of the values k*r are equal or differ only by Integer constants. However, 
n 

2-4 

I 

I 

mmam MBHMk MM  -  



mmmmmm^mm 

1 

«• 

If the output of th« nth senaor Is delayed by c - (1/f) k«? seconds be- 
n 

fore averaging, where c Is a constant selected to make all delays 

positive, then the resulting function will be 

y(t) - A exp (1« (t-c)l, 

and no reduction in signal amplitude occurs. 

For an array of sensors located at the positions r , the process of de- 

laying and averaging the sensor outputs as described above is known as 

steering the array for frequency f and wavenumber k and simple beamform- 

ing. 

It is convenient to express k in the form f u, where u is a vector which 

points in the direction of the wavefront propagation and has magnitude 

equal to the reciprocal of the propagation velocity. In three dimensions, 

the u-vector may be written as 

u - V"1 
cos 0 sin * 

sin B sin * 

cot i <t> 

(2-2) 

where 0 is the angle of the propagation vector relative to the vertical, 

9   is the projected angle of the propagation vector relative to the x- 

axis, and V is the speed of propagation at the array. However, if the 

ar.iv of sensors lies entirely in the x-y plane, then the z-compenent 

may he dropped and the two-dimensional u-vector, hereafter referred to 

as the inverse velocity vector, expressed as 

"*  sin ♦ cot u "  V  [sin !] (2-3) 
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may be used for all computations. The apparent velocity of propagation 

in  the x-y plane Is V/sln ♦ from (2-3). 

Therefore, a planar array of sensors at locations rn ■ (xn, yn), 

n - 1, 2, ..., N, may be steered for the Inverse velocity vector u by 

delaying the nth sensor output by c-u'r seconds. If the array Is steered 
-►    n 

for the Inverse velocity vector u1, then the plane wave 

I 
I 
: 

o 
n2(r,t) - B exp [lw (t-u2*r)], 

with Inverse velocity vector u-, will appear on the beamformed output as 

y(t) - B exp [iw ft-c)l I  (1/N) exp [lw (u1-u2)  . rn] 

n"1 

I 

The function 

G(Au(u) - S (1/N) exp (IwAu • r ] 
* n n-1 

(2-4) 

Is referred to as the beam pattern in Inverse velocity space for simple 

delay-and-sum beamformlng. The beam pattern represents the relative 

amplitude suppression of a signal having an Inverse velocity vector 

which differs by Au from the Inverse velocity location for which the 

array beam is steered. A single beam pattern Is sufficient for all 

inverse velocity steering points, since it depends only on the difference 

vector Au. 

Weighted delay-and-sum beamformlng is a somewhat generalized version of 

the above beamformlng process in which a set of relativr positive sensor 
N 

weights W , normalised so that ^ Wn - 1, are employed in the averaging 
n n-1 

operation in place of the simple (1/N) weighting factors. For weighted 

delay-and-sum beamformlng, the pattern function becomes 

I 
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.. G(AU,üJ) ■ 
-» -» 

2  W exp [ ICJ Au • r 1 
,   n n 

n-1 
(2-5) 

.. 

i. 

t ■ 

.. 

.. 

• t 

■ * 

It is usual practice to express the beam pattern values In decibels, as 

20 log  G(Au,u).  By algebraic manipulation and application of common 

trigonometric identities, the beam pattern (2-5) li dB may also be 

expressed in the form 

20 log10 G(Au,w) - 

10 log10 

N N 
£ W W cos u Au 

,    ,  n m 
n"i m"i 

(r„ -rJ n  m (2-6) 

The preceding equations have been developed for the case of simple 

harmonic motion, ilowever, by application of the superposition theorem to 

the linear beamformlng operation, the beam pattern power function for a 

signal having the one-sided power spectrum S(u)   may be evaluated as 

follows 

,2/^. 
N   N 

G„(Au) -  £ £ W W  /   S( j) cos [wAu ' (r -r )] dw  (2-7) 
S         .,nm» nra 

n"1 m"1 

For the simple case in which S(a)) - 1/(2B) over the frequency interval 

[f -B, f +B], the beam power response function for center frequency 
c     c 

f and bandwidth 2B becomes 
c 

20 log10 G2B(Au.fc)  - 

.. 

.    J        ?    uu      iln  UwBT    (&u)]    cos  [2irf T     (Au)]f     (2-8) 
10 1OB.„      £        £    W W nra c nm « B10 {      t ,    n v 

n"1 m-1 
m 

[2irBT  (Au)] 
nra 

where T (Au) - (r -r ) • Au. Both narrowband beam patterns of the type 
nm        n  m 

.. 
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(2-6) and broadband patterns of the type (2-8) have proved useful for 

seismic array beaufornlng analysis and synthesis. 

If the array consists of identical or nearly identical clusters of 

sensors, called subarrays, then the location of the pth sensor of the 

kth subarray may be expressed as r  + r. , where r. is the position 
pk K 

vector of the center of the kth subarray relative to the origin of the 
-♦ 

array coordinate system, and r  is the location vector of the pth sensor 
pk 

of subarray k relative to the center of subarray k. 

If we assume that the relative weighting factors are applied only to the 

subarray sums, then the beam pattern function (2-5) may be written as 

G(Au,w) 2 W 
k-1  * 

2  -  exp [iwAu'r ] 
Pk-1  Pk 

Pk 
exp [iw Au'r. ] , (2-9) 

where Pk is the number of sensors in the kth subarray and K is the number 

of subarrays. If all subarrays have P sensors and are configured iden- 

tically, then the expression in braces is actually independent of k and 

may be factored out of the summation over k to yield 

G(Au,w) - £ - exp [ iw Au • r 1 
p-1 P p 

£ W. exp [iw Au • r. ] 
k-1 ,t k 

. (2-10) 

If an array consists of nearly identical subarrays, then the expression 

(2-10) serves as a convenient approximation for many applications. 

Figure 2-1 shows a contour diagram of the beam pattern for LASA. The value 

at the origin in this figure is zero decibels, and the peak which occurs 

at the origin is the main lobe of the beam pattern. Other smaller peaks 

in the beam pattern correspond to side lobes. One of the goals of array 

I 
! 
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Figure 2-1. Power Response Pattern Contours in Wave Number Space 
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design is to minimize the relstive amplitude of the larger side lobes 

over some region of interest around the main lobe. It is common to refer 

to the area enclosed by the 3 dB contour surrounding the origin as the 

main lobe, and the average diameter of this area as the main lobe dia- 
meter. 

If the array is steered for an inverse velocity vector u1 given by 

cos 0, •*   sin* 
ui "   !    v sin e 

and if the relative beam response is evaluated for the inverse velocities 

u2(e), where 

u2(ß) 
sin» 
V 

cos (fl1 + 0) 

sin (fl 1 + ß) 

as ß  varies from -* to *, then the resulting response function, con- 
sidered as a function of ß ,  is the azimuthal beam pattern for steering 
vector Uj and frequency u. In Au-space, these function values lie on a 

circle through the origin, with center at a distance I (sin *)/vl from 

the origin alcng "he ray at an angle 9,  relative to the u -axis. 

For the azimuthal beam pattern, the angTe subtended by the 3 dB contour 

of the main lobe is referred to as the beamwidth (BW) for frequency f, 

steering angle 6    and inverse velocity I (sin *)/vl. 

2.1.2  Array Design Parameters 

il 

i 

In the moat general sense, the array design parameters consist of the 

number and the specific geographic locations of each type of senior used 

in the array. However, there are certain parameters which may be speci- 
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fled Initially In order to control various overall aspects of array 

system performance. Within these constraints, the specific locations of 

the sensors may then be selected to optimize the array beam patterns, 

as described in Section 2.1.5. The effects of some sigr.itleant array 

design parameters are described In the following paragraphs. 

.. 2.1.2.1  Effective Aperture 

.. 
Lacoss has shown in (2-3, pp. 24-251 that a directional derivativ« of 

the beam pattern function (2-4) with respect to a displacement sn of the 

position vector r ia bounded above by 
n 

< JAul (2-11) 

For the weighted delay-and-sum beam pattern (2-5), thl» bound bee 

< U uMul . 
n 

(2-12) 

These bounds repreaent the maximum sanaltlvlty of a point on the beam 

pattern function due to the displacement of a singU «ensor; that 1«. 

if th« nth «enaor is displaced by a «mail amount fn, then the amplitad« 

of the beam pattern for angular frequency w and relative Inverse velocity 

Au will not change by more than U^Au' «n. 

: 

The sensitivity bounds indicate In t.articular that the region of Au- 

space in th« vicinity of the main lobe 1« relativaly inaenaitive to the 

detailed location of the aenaore. Alao, the beam pattern function« (2-4) 

and (2-5) depend on the terms Au'rn: hence. If the «ntir« «rr«y 1« r«- 

scaled with «callng factor S, «o that ?'• S 7, for «11 .«n«ors, th«n 
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th« orraspotMllns baa p«ctrrn In Au-ap«c« will slapiy be rescaled by a 

faccor (1/S). In particular tha alia of Cha naln lobe la Inversely pro- 

portional to tha array dimeter, for 4  given array geoaetry. 

Therefore, In the Initial atagea of array design, the tpproxlmate dis- 

tribution of elements nay be selected In the fo.-m of a apatlal density 

function, and the diameter. or aperture, of the array may be adjusted 

to obtain a aaln lobe of the desired alte. 

The approximate relations between baaawldth (BW) and the ratio of wave- 

length (X - V/f) to array dlanettr (D) are given below for a number of 

simple array configurations, where the propagation la In the plane of 

the array 

! 

a.  Line array of length L steered at an angle »0 relative to broad- 

aldet 

BW ■ 0.89-^ aec »0. 

b.  Circular array of diameter D with unlfirm element density within 
!.he circle: 

aw ■ 1.02-^. 

c.  Circular ring of diameter D: 

BW * 0.72-p 

d   Uniform aquare array with aldea of length L, ateered perpendicular 

to a pair of sldea: 

BW ■ O.M-p 

a.  Square erray with density (L-lxl) (L-lyl)/L2 for lxl< L, lyl< L, 

ateered perpendicular r.o a pair of side» I 

BW * 1.27-p 
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It Is also frequently convenient to express the main lobe beamwldth In 

terms of the effective array aperture, which Is the radius of gyration 

R of the array (that is, the second geometric moment about the array 
S 

center of gravity). If this is done, then the resulting expressions for 

beamwldth are less dependent on the elf.nent distributions than in the 

above examples. 

2.1.2.2  Number of Sensors 

When simple delay-and-sum beamforming is employed, the slgnal-to-noise 

ratio gain of an array of N sensors is given by 

Gain- 10 log  ^^JL (   > 
1U 1 + (N-1)pn  ' U IJ; 

where p    and p„  are the average signal and noise correlations, 
s     n 

respectively, between pairs of sensors. Equation (2-13) is based on the 

assumption that the same signal and noise power levels are received on 

all sensor data channels. 

Figure 2-2 shows the array gain versus the number of sensors for various 

values of p , with p - 1. If the signals are approximately coherent 
n      s 

across the entire array (p " 1). then the array gain relative to in- 

coherent noise will be given by 10 log^* Results from the LASA array 

indicate a noticeable reduction in signal coherence between sensors at 

opposite extremes cf the array, that is, spaced at approximately 200 

kilometers. This observation Imposes a practical limit on the size of 

arrays to be used for coherent array processing; the limitation may vary 

significantly with location. 
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It has also been shown by Lo [2-4] that the achievable sidelobe 

reduction for a well-designed array depends directly on the number of 

sensors In the array, for a given \/D. 

2.1.2.3  Minimum Spacing Between Sensors 

As shown In Figure 2-2, the achievable array gain for a fixed number of 

sensors depends on the average noise correlation between pairs of sensors. 

This dependence has been examined In some detail by Capon, et al. In 

[2-5]. figure 2-3 shows the correlation coefficients between pairs for 

typical LASA noise data. This diagram, as well as various diagrams In 

[2-5], suggests that the palrwlse noise correlation coefficients will 

not be excessive if the minimum sensor spacing Is set at approximately 

3 kilometers. However, It must be recognized that an Increase In 

the minimum sensor spacing also Increases the costs of the data acquisi- 

tion system. This aspect of array design is examined further In 

Section 2.2.3. 

2.1.2.4  Depth of Sensors 

The slgnal-to-noise ratio on an Individual seismometer at a particular 

geographic location will vary somawhat as a function of the depth at 

which the seismometer Is placed within the earth, and will generally 

Improve with increasing depth. However, the coses of drilling and en- 

casing deep boreholes for the seismometers must also be considered. 

Therefore, a tradeoff study is advisable to weigh the relative improve- 

ment in array performance against the Increased array costs. An analysis 

of this type was attempted for NORSAR by implanting both deep and shallow 

seismometers in the pilot arrays and comparing the resulting signal-to- 
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noise ratios. The differences observed In the modest amount of data 

collected did not justify the significant expense of deep placement at 

that site. 

2.1.2.5  Array Configuration 

It was Indicated in Section 2.1.2.1 that the general distribution of 

sensors within -he array, together with the array aperture, approximately 

determines the shaie of the array beam pattern near the vicinity of the 

main lobe in Au-space. However, the relative size of side-lobes at 

greater distances from the origin in Au-space depends to a correspondingly 

greater extent on the detailed locations of individual sensors. There- 

fore, it is typical in the design of arrays having a large number of 

elements to start with an aperture and distribution which yield the 

desired characteristics of main lobe and close-in side-lobes, and a 

number of elements which yield the desired array gain and the potential 

for the required side-lobe suppression, and to proceed from those 

Initial parameters with a combination of cut-and-try techniques and 

computerized optimization programs. Both of these techniques are generally 

constrained to preserve the Initially selected parameter values, and 

also to restrict the array design as required by various practical con- 

siderations, such as requiring that the Instruments wot  be placed in 

water, roads, or in populated areas. 

I 
[ 
r 

For an array of nearly Identical subarrays, an approximate separation of 

the form given by equation (2-10) may be ured to partition and simplify 

the detailed design problem. That 1«, the subarray and array beam patterns 

may first be designed separately, and the results combined by the use of 

(2-10); then the total arrsy geometry may be modified somewhat to yield 

beam pattern Improvements and to satisfy practical constraints. Section 

2.1.4 describes at. array optimization technlqur. which is useful for fine 

tuning the array geometry design subject ti  «rious constraints. 
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It should b« nct«d that the slgnal-to-nslae ratio at the Individual 

sensors may «vry ccmsiderably as a function of the general geographical 

location of the array. Therefore, if several array sites are available, 

an important consideration in the selection process should be the 

typical ilRnal fo-nolse ratios at the various sites, as determined by a 

series of pilot studies. 

2.1.3  Array Signal and Noise Considerations 

The characteristics and origins of seismic signals and of microseismic 

and general background noise are discussed in some detail in Section 3. 

Included in that section are discussions of signal and noise coherence 

versus sensor spacing, and of frequency bands of interest for seismic 

array processing. The purpose of this subsection is to develop array 

beam pattern requirements based on signal and noise considerations. 

The propagation velocity (V) of a pressure wave (P-wave) in the crustal 

structure beneath an array is typically in the range 5.5 * 6.0 km/sec. 

If a value of 6.0 km/sec is used for planning purposes, then the 

maximum inverse velocity for P-wave« is 167 ms/km, and occurs for a 

wave which propagates horizontally across the array. However, the signals 

for inverse velocities greater than about 80*100 ms/km have fairly long 

path lengths within the inhomogeneous crustal structure, and these 

signals are generally too distorted to be used for coherent array 

processing over even moderate apertures. Inverse velocities below 80 

ms/km correspond approximately to P-vaves from events at greater than 

30 geocentric degrees from the array. P-waves having paths which Just 

grase the core region In propagating from the source to the array have 

inverse velocities of approximately 40 ma/ka, «nd correspond to events 
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•C «pproxlMtely tb  Keoccntrlc dcKrees. Inverse velocities of less than 

40 ns/kia correspond to wsves which propagate through the core or reflect 

fro« the mantle-core Interface. C«nerally the Inverse velocity range 40- 

B0 ma/km la regarded a* the primary region of Interest for P-waves, and 

is referred to as the teleselsmlc P-wave region. However, the so-called 

core phases (less tha« 40 ma/km) are also of considerable Interest for 

geophysical research. 

For «hear waves (S-waves), and for the Raylelgh and Love waves which 

propagate through the crust, the velocity of propagation at the array 

la approximately 3.5 km/sec. Hence, the maximum Inverse velocity Is about 

286 ms/km. A*so, the teleselsmlc region for S-waves Is approximately 

69-117 mc/ym. 

The frequency ran?* of Intereat for P-waves 1» generally less than 3 Hz, 

so that a wavenu« « of 0.50 km"1 may be regarded - an upper bound In 

k-space. Also, If the shortest periods of Interest for Raylelghjmd Lov 

waves are assumed to be 17 seconds, then the upper N,Undary In k-space 

is approximately 0.017 km'1. These boundaries are Illustrated In 

Figure 2-4. 

Jsing a spherically-stratified earth model based primarily on the data 

of Jeffreya and Bullen I2-B1, a one-to-one mapping may be established 

between points in the u-space teleselsmlc P-wave region and the geographic 

source locations of the corresponding events. Hence, an Inverse velocity 

map of cha earth's reie.eismic region relative to a particular array 

may be produced. Figure 2-5 shows such a map relative to the N0RSAR 

array location, and also indicates the approximate size of the 3 dB and 

9 dB NORSAR beam contours in u-space. 

Aa described in Section 5.2, the array surveillance problem consists 

essentially of forming a set of beams having aiming poin^ which are 
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Figure 2-5.    Norway Inverse Velocity Space Map of the World 
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situated in u-space to provide adequate coverage of the regions of 

Interest, and performing detection processing and other types of signal 

analysis on the resulting beam signals. 

2.1.A  Array Beam Pattern Optimization 

; 

For a given array design there may be certain side lobes which enhance 

undesirable signals when the array Is steered In a particular direction. 

By a slight adjustment of the seismometer locations, it should be 

possible to reduce these side lobes to acceptable levels. Mathematically 

the problem is stated as follows. We are given initial locations for N 

seismometers; r (x and y^ specify the position of the Jt'n seismometer. 

The positions of M points, which are responsible for high side lobes, 

are given in u-space by u. (u  and u. ) related to the seismometer 
. x     y 

positions by 

N 
L -14 S exp (1" vr ) 

The objective is to calculate new values for r^ so that the gain terms 

are reduced. The importance of the gain tarts is relative, some being 

more important ttma others. A weighting term Wp is assigned to each Gp, 

expressing the relative Importance. The greater Wp, the more Gp must be 

reduced. 

The effectiveness of any minimization process must be Judged by some 

performance index or criterion so that a figure of merit can be associated 

with each array placement. One of the most frequently used criterlons 

is the weiahted sum of the squares of the terms to be minimized. This 

approach also yields readily to mathematical techniques. Therefore, we 

define our performancr criterion as: 
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The performance criterion C Is a function of the parameters r., J"l, 

2,...,N. These parameters are adjusted to make C small. This is accomplished 

by the gradient method; i.e., x and y are moved in the direction which 

decreases C. This direction is defined by the negative ^radiant of C: 

-T.RAD - ^4^ 
X   ox 

-ac -3c     -ac 
8x • 3x ' •••, dx 1 N 

. oD*n  ri£ -ac -ac     -ac 
^^"y ■  ay M  ay^  ay2   ay 

N 

The movement of the jth instrument in one iteration is proportional to 

the gradient 

A T  3C 

j 

" 
Ay. -L _3C 

11 

The coefficien'.; L is chosen so that in one iteration the movement of the 

instruments is less than some maximum allowable step. The instrument 
ar 9   ap 21/2 

which is the most sensitive, which has [ (*--) + (y—) ]   the largest, 

J      yJ 
is moved the maximum distance, A. The coefficient of motion is thus 

defined as: 

A/ r   fdc 'k2 J   fdc ^2l1/2 
L - A/max   f   (y—)    +  fc"")   J 

j XJ yJ 

So,  In general,  the jth instrument is moved a distance; 

Af(dc/ax )2 + (ac/ay )2]1/2 

maxlOC/ax  )2 +  (3C/ay )211/2 

J ;I J 
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A mathematical exprea.lon for the gradient of the entire 
given as follows. 

array Is 

-GRAD    - 
-GRAD 

-GRAD 

"-•c/ax" 
-ac/fly L       y J     _ 

For an Individual Instrument the gradient Is: 

-GRAD    - 

-ac/3x 
j 

-3C/3y 
J 

M 
-2 I    W GpdG_/ax, 

P-1     r F    p      J 

V.i v*G*iG*'9ys 

or 

-GRAD    - 
M 

-2 I    W_Gn 

P-1     PP 

»Gp/dxj 

The relationship of Gp to y^ and x    Is given by: 

G« - Rp.Rp 

where 

N 
Rp - Tj-  I    exp (1« u_ 

J-l ^ 'j' 

Then 
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The partial derivatives of Rp ares 

4 lWUP 
|^-1    *       «XP  (l^Up^) 

—L m  _ «xp (i'*' up.r.) 
«y,  N 

Suhst 

an 

dc 

17 

tutlng for Rp and Its partial*, we obtain: 

2^ 
2 N 

2w 
2 S 

N 
S exp (i#  ) 

Ö-1      PJ 

N 
Z exp (1*  ) 

l«xp ( 
J   x* where! ♦  • - vV 

j-i 
lexp (!♦ 

J J y 

"he gradient fln*»nv h^romea for the 1th inatrument: 

M 
-GRAD mZ*±   ml    W f 

J    2  P-1 

N 
I  exp (i<»  ).  lexp ( 

5-1      J 
«pj 

The Jth aelsmometer Is moved In t,Se direction Riven by -GRAD . As 

previously stated 

-V\GRAD 
1 

max | GRAD 
j 

J1 

where now D. is the displacement vector for the jth selBiaomctcr, 

Repeated application of this algorithm will shift the location of the 

elements to reduce the array signal gain at the designated points In 

u-space. The Increment of motion need not be proportional to the magnitude 

of the gradient but may be specified so that ell elements are moved an 

2-.Y5 



•qual distance. Th« distance should be reduced to zero as the gradient 

becoaes very small to avoid hunting. Conetraints may also be Included In 

Che prograa to prevent locating elements with less than a specified 

minimum spacing or at forbidden coordinates In geographic space. 

When a point in the u-epace beam pattern contour Is depressed, It Is 

probable that other areas of the contour will rise; hence, It Is desir- 

able to fumlah a grid of weighted points on the contour that are to be 

maintained below a specified level. When this Is Implemented, loca) 

alnlmums may exist and It Is posslbls that no Improvement Is obtained. 

This technique does not In general provide a unique aolution to the 

elcme   lacement In a plena' array; however. It doea provide a method 

of imptovlns an exltulng dealgn. 

2.2  MORSAR DESIGN* 

The baalc NORSAR design objective was to construct a combined long-period 

and abort-period aelamlc array north of Oslo, Norway, for the purpone 

of gathering data for automatic detection and analysis of seismic eventa 

with reeaonable resolution and accuracy. Baaed on considerations of the 

NORSAR Inveree velocity map (Figure 2-5), and of the alze and location 

of the significant regione of aelamlc activity, it was determined that 

a main baa« radius of approximately 0.002 aeconda/kilometer in inverse 

I 

velocity space (which corresponds to a radius of 0.003 km  at 1.3 Hz. 

in wavenomber apace) would provide adequate resolution. This choice led 

eventually to the selection of the 100 km NORSAR array diameter. 

«The NORSAR design described in this section was dtveloped Jointly by 
J. H. Than and T. Johsnsen of A/S Tele-Plan, Lyaakar, Norway, and by 

IBM personnel. 

! 
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Additional NORSAR design objectives, assumptions and constraints 

included the following: 

a. The desired short period detection threshold should be con- 

sistent with LASA at 40° to 80° range distances. This objective 

may be tempered by economic considerations should the existing 

noise field require the use of an excessive number of sensors. 

b. The array should be adapted to fit the site and operate online 

to provide continuous surveillance. 

c. The horizontal wave number range of interest is equal to or less 

than 0.50 cycles/km for the short-period (SP) instruments and 

equal to or less than 0.017 cycles/km for the long period (LP) 

instruments. 

d. Frequency dispersion across the array Is negligible. 

e. Meteorological disturbances in the North Atlantic Ocean produce 

strong, coherent signals with an energy peak corresponding to 

a wave number of about 0.017 cycles/km. This energy is primarily 

Raylelgh waves with a 17-second period propagating at a velocity 

of approximately 3.5 km/s. The long-period (LP) array should 

provide reasonable suppression of this noise for beam aiming 

points of considerable Interest. 

f. Both the LP and SP arrays must be omnidirectional. 

g. The propagation velocity of signals is uniform over the array 

aperture and independent of azimuth. 

h.  The array should utilize the existing subarray Installed at 

Oyer. 

Preliminary designs for the NORSAR long-period array developed by Lincoln 

Laboratories [2-7] and by AFTAC [2-6] were initially considered, and 

the best of these were selected as a starting point, as described in 

Section 2.2.1. The evolution of the final NORSAR design from these 

initial configurations is sutranarlzed in Section 2.2.A, and is described 

in detail in [2-t Appendix I]. 
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Section 2.2.2 presents a detalle 1 analysis of the regular hexagonal array 

configuration, and serves to illustrate significant relationships between 

array geooetry and beam pattern side-lobe structure. A brief example of 

a data acquisition cost versus array performance tradeoff comparison 

bfitween two array configurations is given in Section 2.2.3. Finally, 

Section 2.2.5 presents some empirical evidence that short-period array 

beam pattern design objectives were met. 

2.2.1  Initial Array Design Comparisons 

One candidate LP array was a filled, regular hexagon with 19 instruments. 

The corresponding SP array was formed by locating the SP instruments in 

19 hexagonal subarrays. The center element of each subarray was collocated 

with an LP instrument. This array geometry was modified to the proposed 

Norway site by making small deviations from the regular hexagonal 

geometry as shown in Figure 2-6. In this illustration each x represents 

a SP instrument. Another candidate geometry was a filled heptagon of 22 

elements as the LP configuration with a fillad pentagon of six instru- 

ments for the SP subarray as shown in Figure 2-7. The power response 

patterns for the modified hexagon «id the heptagon-pentagon are shown 

respectively in Figures 2-8 and 2-9. The two dimensional contour plots 

shown in Figures 2-8 and 2-9 were collapsed to plots of a single vari- 

able in Figures 2-10 and '-11. The abscissa of these plots represents 

the distance in wavenumber 'rom the center of the main lobe, and the 

value of the curve is the maximum power response value found at that 

distance from the origin on the corresponding two-dimensional plots. 

Figures 2-12 and 2-13 show similar curves for the SP arrays. These 

figures show that a better SP response pattern, within the horizontal 

„avenumber region up to 2A0 x lO^/km. result, fro. the heptagon-pentagon 

geometry, whereas Figures 2-10 and 2-11 indicate that the LP array 

performance for thi. geometry is also superior to that of the filled 

hexagon. 
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2.2.2  Analysis of Reg'.lar Hexagon Configuration 

In order to provide some insight into the side-lobe structure of a 

complex array beam pattern, this subsection presents an analysis of the 

beam pattern for a regular hexagonal array configuration. For the values 

of wave number being considered, of the various configurations investi- 

gated, the filled regular hexagon has a better LP side-lobe pattern than 

the other regular geometric figures having 20 or less instruments. For 

the regular hexagon the interelement spacing must be determined from the 

known rar.gt of wave number and the acceptable side-lobe level. Principal 

maxima will occur on tne k-space loss contours of this configuration in 

a regular pattern; i.e., at discrete azimuths principal maxima will occur 

for 

R-EJ)
1
'
2
»]"   [3.2+(2b-.,2]1/2 

where a and b are Integers and R is the interelement spacing. The 

smallest non-zero value of k at the locus of a principal maximum is 

readily seen to be 

1.155 

If array beams are steered at k < 0.577/R, a side-lobe having zero dB 

loss will not occur within this deployment area. For a maximum frequency 

of 0.06 Hz and a minimum horizontal phase velocity of 3.5 km/s, the 

maximum value of k would be about 0.017 cycles/kn, and therefore R 

< 33.8 km. 

It is desirable to maintain the side-lobe level well below zero dB and a 

level of -13 dB, (-10 Log10N), is deemed acceptable. The beam loss 

contours for the regular hexagon are below -13 dB everywhere except in 
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the vicinity of the principal maxima. The .malle.t value of k at the 

locus of a -13 dB contour (other than the -13 dB contour about the origin) 

can be expressed as: 

k-ii5i.k' cycles/km 

where k' corresponds to the loc« of the -13 dJ contour about the origin. 

For values of kR less than 0.30, the loss contour Is essentially 

Independent of azimuth. The value of k' can be found by obtaining the 

smallest positive real root of the equation: 

-13dB - 20 log10-^ I 5 + Scos/Tirk' R + 6co82 TTirk' Rl . 

0.21 
R 

The smallest positive real root Is k' - ~1.  Hence, the worst case side- 

lobe will not exceed -13 dB if the array Is steered for k< (1.155-0.21)/ 

2R. Assuming the maximum value of k for which the array Is to be steered 

Is 0.017 cycles/km, the Interelement spacing. R. must be equsl to or less 

than 27.6 km for the worst case side-lobe pattern to be down at least 

13 dB. 

The SP Instruments are to be dispersed throughout the array by construct- 

ing a subarray associated with each LP Instrument. If the subarrays are 

identical, and each is situated with its geometric center at the locus 

of the corresponding LP instrument, the array pattern can be obtained by 

the technique of pattern multiplication. For a 7 element regular hexagon 

(subarray configuration), the power reduction achieved is 

-20 log10-l- l3 + 4cos VTirkr I (dB) 

where r is the interelement spacing in km. and k is the horizontal wave 

number. For small values of kr the subarray loss contour is essentially 

indepen^nt of azimuth (kr < 0.30). When k - ^ (the smallest non-zero 

: 

i 

) 

■; 
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value of k which Is the locus of a principal maxln» ■ of th* regular 

hexagon LP array) the array performance Is equal to the SP array power 

rejection only: 

SP Array Power Rejection - 20 log^ .1| 3 ♦ 4co«-^~| (dB) 

From this it is evident that the regular hexagon subarray will require a 

relatively large aperture if this side-lobe is to be aaintained at an 

acceptable levil; i.e., for -10 dB side-lobe,-g-" 0.281. 

2.2.3  Relative Costs of Array Configurations 

Although the fixed costs per instnmrnt in the LP and Sh arrays are 

significant, they can be omitted fro« array cost cesparison since thay 

are independent of the array configuration. The principal variation in 

array cost with array configuration is due to subarray electrical cable 

and trenching costs. These costs are compared graphically in Figure 2-14, 

which shows the relative array cost of the hexagon array configuration 

and the heptagon array as a function of intcrelement spacing. The major 

side-lobe level of each array Is also plotted as a function of inter- 

element spacing. Although the cable and trenching costs for the regular 

heptagon are slight .y higher than the hexagon, for a given element 

spacing, the same array performance can be achieved by the heptagon array 

with much smaller element spacing. For a «alor side-lobe l.vel of -9 dB, 

the 4 km heptagon element spacing must increase to 8 km spacing in th« 

hexagon. The corresponding relative costs are 121 for th« heptagon versus 

150 for the hexagon. 
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2.2.4  NORSAR Doaign Evolution 

When th« heptagon-pentagon array was fitted to the Norwegian site, some 

Initial deviations from the Idealized positions were necessary. The 

resulting Intermediate geometry also Included the long-period Instru- 

ment previously Installed near Oyer. 

As site survey data became available, additional subarray movement be- 

came necessary, modifying the geometry to accommodate the site geography 

and to Improve the side-lobe pattern of both the LP and SP arrays. 

Certain Instruments were maintained at the location previously specified 

to avoid relocating them In unsuitable areas. The Initial step was to 

optimize the LP side-lobe pattern by reducing the array gain at a number 

of azimuths for values of horizontal wave number. The SP array was then 

optimized by reducing the SP array gain at a number of azimuths for 

values of horizontal wave number In the range of 30 to 55 mcyles/hn. 

Each subarvay consisted of five SP Instruments, equally spaced on the 

circumference of a circle with a 4 km radius, and one SP instrument In 

the center. The subarray centers were allowed to shift either zero or 

4 km so that one LP instrument associated with the subarray could be 

collocated with one of the SP Instruments. The SP Instrument locations 

for subarrays 01A, the B ring, IOC, and 14C were in areas of the site 

which afforded very little freedom to alter their locations due to 

local geographic restrictions. The auharrmy at 01C had been installed 

and was therefore not free to move. The LP instrument location within 

these subarrays, except for 01C, was collocated with the SP instrument 

which resulted in the lowest LP side-lobe level, as determined by the 

optimization program. The remaining 11 instruments were shifted in 0.2 

km Increments from their idealized locations in accordance with the 

direction of the sensitivity vectors computed by the computer program. 

The sensitivity vectors were computed for the set, S, of 112 points on 

the loss contour given by 
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where k Is the horizontal wave number In mcycles per km and Als the 

azimuth measured from North. After 22 program Iterations the mean distance 

that the subarray centers were moved was approximately 4 km. This distance 

measured along the line Joining the new location with the location of 

the corresponding LP Instrument was rounded off to zero or 4 km. The new 

location was the center of the subarray. One SP Instrument was located 

at this center point and five Instruments equally spaced on the circum- 

ference of a circle with a 4 km radius. An LP Instrument was collocated 

with the appropriate SP Instrument either at the center or on the 

circumference of the subarray. The resulting SP worst case side-lobe 

pattern was down 8.5 dB everywhere In the k-space range of 30 to 55 
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S - {(kx,ky) : 0 < kx, 4l (kx-2), 4l (ky -2), 12 <->J^ + kj < 36 \ 

- 

3 

where k and k are the east and north components of the horizontal wave 
•   y 

number In mcycles per km. After 50 program Iterations, the 11 instru- 

ments were shifted an average of less than 2km each, providing an LP 

worst case side-lobe level down more than 15 dB everywhere in the region 

of k-space from 12 to 36 mcycles/km. 

.1 
The eleven associated SP arrays were optimized using the same procedure. 

Two additional subarray locations, 3C and 8C, were fixed, to avoid 

neighboring water. The known subarray center locations of the 13 fixed 

subarray» were entered into the program along with the LP location of 

the remaining nine subarrays. The nine movable subarray centers were 

shifted from the location of the LP instrument in uniform steps of 0.2 

km in the direction of the sensitivity vectors computed by the program. 

The sensitivity vectors were computed for the set, s' »of 150 points on 

the loss contour given by 

S' - ((M) : 30 < k < 55, 5 Ik, 0° <« < 180°, 10 I«) U j(M): 

k - 47.5 or k - 52.5. 5° < 9 <  175°, 10 lfl-5) 
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mcycles/km. The actual NORSAR LP-SP array geometry after modifying the 

optimized geometry to avoid impossible locations is shown in Figure 2-15, 

and the corresponding beam response pattern in Ak-space is presented in 

Figure 2-16. The LP and SP worst-case beam patterns for the optimized 

array are given in Figures 2-17 and 2-18, respectively. 

Figure 2-17 indicates a relative suppression of an Interfering signal of 
-i 

at least 15 dB within a 0.009-0.036 km  annulus concentric with the 

array beam aiming point. The worst side-lobe indicated by Figure 2-18 

over the entire region of interest does not exceed approximately -8 dB. 

When the LP array is steered to an azimuth of 34 degrees east of North, 

with an assumed propagation velocity of 3.5 km/sec, then the azimuthal 

beam patterns in Figure 2-19 are obtained at the frequencies indicated. 

These patterns indicate a low value of relative beam response for 

coherent energy piopsgating from the west, in the direction of the 

Atlantic Ocean and the Norwegian Sea. 

Figure 2-20 indicates the relative insensltlvlty of the beam pattern to 

random displacements (instrument location errors) with a standard 

deviation of one km from the optimized array geometry. 

2.2.5  NORSAR SP Beam Response Patterns 

In order to analyze the actual beam response pattern of the NORSAR SP 

array, a computer program was developed to compute and plot the relative 

signal power on each detection beam during an event [2-2, Appendix I]. 

This program actually computes the maximum value of the waveform 

envelope for each beam over a specified time Interval. These values are 

then plotted as a function of the u-space distance frOT a specified 

point, which Is generally either the aiming point of the beam having the 
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overall maxlnum signal envelope value during the time Interval (MSTA) or 

some other assumed u-space event location. The maximum envelope values 

for each beam are presented In dB relative to the known or Interpolated 

MSTA value at the u-space aiming point. 

Figure 2-21 shows an example of this type of empirical beam response 

pattern for NOXSAR. There Is a striking resemblance between the envelope 

of the data in this figure and the theoretical SP worst-case beam pattern 

In Figure 2-18. This resemblance may be somewhat anomalous. The empirical 

response pattern should not be the same as the theoretical pattern for 

various reasons, Including the following: 

i 

a. 

b. 

c. 

d. 

The complex nature of the actual signal envelope may differ con- 

siderably from the single steady state frequency usually assumed 

In the theoretical approach. 

The exact peak of the main lobe Is not usually sampled by the 

detection beams. 

The effect of the background noise Is not included In the 

theoretical pattern. 

The array beam power loss due to Imperfect time anomaly data 

(see Section 7) cannot be Included easily In the theoretical 

pattern. 

i 

I 
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Figure 2-21. NORSAR Beam Envelope Power Loss Pattern 
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2.3 ANNOTATED BIBLIOGRAPHY 

The references listed In this section are grouped In two categories. Sub- 

section 2.3.1 consists of relevant IBM periodic reports. Subsection 2.3.2 
contains other references. 

2.3.1        IBM Quarterly and Final Reports 

2-1. "LASA Experimental Signal Processing System," IBM Sixth Quarterly 

Technical Report, Contract F19628-67-C-0198, ESD-TR-68-45'i, May 1968. 

Appendix I describes NORSAR design efforts and studies In greater 

detail than this section. 

2-2. "Integrated Seismic Research Signal Processing System," IBM Tenth 

Quarterly Technical Repcrc, Contract F19628-68-C-0400, ESD-TR- 
72-123,  February 1972. 

Appendix I contains discussion and analysis concerning various 

empirical array beam response programs. 

2.3.2        Miscellaneous References 

2-3. Lacoss, R.T.,   "Geometi    and Patterns of Large Aperture Telsmlc 

ArrayB,,, Lincoln Laboratory Tf;chnlcal Note 1965-64,  31  Decentar 
1965. 
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This report describes a study of possible large aperture seismic 

array configurations,  and contains significant connents concerning 

u-space bean pattern contours. 
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2-4,     I.o, Y. T., "A Nachcaatlcal Tlcory of Antenna Arrays with Randonly 

Spaced Elements,*' IEEE Transact Ions on Antenna» and Propagation, 

May 196A. 

A mathematical analysis of various statistical properties of 

large arrays Is presented. 

2-5.     Capon, J., R. J. Greenfield and R. T. Lacoss, "Design of Seismic 

Arrays for Efficient On-line Beamformlng'* Lincoln Laboratory 

Technical Note 1967-26, 27 June 1967. 

The algnal-to-nolsc ratio Improvement obtained with simple delay* 

and-sum processing la discussed for short period seismic data. 

It la shown that at least i km «pacing should be maintained 

between seismometers at LASA or another site with similar 

noise environment, and 'hat noise coherence measurements are of 

use I-i determining minimum sensor spacing at an array location. 

2-6.   "Relative Performance of Several Long Period Seismic Arrays," 

AFTAC/VELA Selsmclogical Center, Technical Note VSC-24A, 

24 October 1967, with Addendum, "An Alternate Long Period 

Seismic Array Configuration for Installation In Norway." 

Vsrlous NORSAR LP array designs are developed and compared. 

2*7. Lacoss, R. T., J. Capon and R. J. Greenfield, "Preliminary 

Design of a Long-Period Seismic Array for Norway," Lincoln 

Laboratory Technical Note 1968-4, 24 January 1968. 

A set of array design paratwters and constraints are asaumed, 

and a number of arrsy dealgns which satisfy these design 

requirements are analysed and evaluafad. 

2-8.   Jeffrey«, H. and K. E. Bullen, Selsmologlcal Tablea, Brit. Aas., 

Gray-Milne Trust, 1940, 1958. 

2-53 

A 



.: 

.. 

• • 

.. 

Section  3 

SEISMIC SIGNAL AND NOISE OiARACTERISTICS 

Knowledge  of signal and nolr« characteristics  is  important  for many 

facets of array system design.  Measurements  of the coherence of signals 

and noise as a  function of distance help determine basic array configu- 

rations. Knowledge of noise sources and  transmission mechanisms is 

essential to proper placement of seismometers. The design of amplifiers 

and  filters depends on a knowledge of the  frequency characteristics of 

both signals  and noise to yield optimum signal enhancement with minimum 

distortion.  This section is  intended to outline and summarize what  is 

known about  seismic signal  and noise characteristics at  the LASA and 

NORSAR arrays,   including a preliminary analysis of the  full NORSAR 

array data. 

Seccion  3.1  briefly describes the origins  of seismic waves and Section 

3.2 outlines  the mathematical and computational  techniques used to 

analyze the signals  received by seismometers.  Sections   3.3 and  3.4 

summarize  significant observations about signal and noise  characteristics. 

The goals  of the  results  from digital  filtering of seismic signals  are 

covered In Section  3.5.   Finally,  Section  3.6 is  an annotated bibliography 

of pertinent publications,   Including all  references used in this section. 

3.1       SEISMIC WAVE ORIGINS 

The vibrations  recorded by any seismometer are a mixture of natural and 

man-made disturbances,  both transient and continuous in nature. The 

transient disturbances  (earthquakes and  large  underground explosions) 

are the signals  sought by a seismic array system;  the more-or-less con- 

tinuous  low-level disturbances  (traffic,  machinery,  wind, water, etc.) 
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represent noise in the system which interferes with the detection of 

signals. Richter 13-29, page 151] outlines major types of earth disturb- 

ances and discusses each. In this section, the types of disturbances of 

most interest in large array design are described briefly. 

3.1.1  Signal Source Mechanisms 

Earthquakes usually result from relative slipping of largn rock masses 

along a weak "fault»• plane. Energy stored in the rocks as they deform 

slowly is released quickly when they slip. Some of the released energy 

is converted to heat at the point where slipping occurs, but much of it 

is radiated away as seismic waves. These waves vary in amplitude, of 

course, with the amount of energy released; they also vary in character 

as a function of fault size (a small fault can release all its energy 

almost impulsively; a large fault ger -ally has a more complex pattern) 

and fault orientation (initial wave motion can be compressive, expansive 

or lateral in different directions). 

Large underground explosions can produce seismic waves similar to those 

produced by earthquakes. Differences arise because the explosion is 

definitely impulsive and always initially produces a compressive wave 

with no directional properties. In addition, there is a small practical 

limit to the depth of an explosion, whereas earthquakes commonly origi- 

nate tens of kilometers below the surface of the earth, and occasionally 

have depths of hundreds of kilometers. 

3.1.2  Noise Source Mechanisms 

In addition to the signal waveforms from earthquakes and explosions, a 

sensitive seismometer will show a continuous background of oscillations 

from various natural and artificial noise sources. Blasting, sonic booms. 
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I heavy traffic, construction, machinery and other evidences of civiliza- 

tion add to a natural background of lake and ocean waves, surf, water- 

falls, wind, thunder, volcanic tremor and other noises. Noises from 

identifiable localized sources can be minimized by locating seismometers 

^r as '.ar as possible from such sources. The unavoidable background noise 

Mm can be reduced to some extent by appropriate filtering, as discussed in 

Section 3.5. 

3.1.3  Microseisms 

Microseisms are discus:ed separately from general background noises 

because this term is reserved for a prevalent noise with a fundamental 

period around six seconds. The interference of microselsms divides 

11 seismic waves into two classes: long-period and short-period. Long-period 

waves have periods bounded below at approximately 10 seconds by micro- 

seismic interference and above anywhere from 40 seconds to 200 seconds. 

The periods of short-period waves range from about 2 seconds (above 

which microseismic interference is extreme) to about 0.1 second (below 

which there is very little energy to be detected). 

Typically, microselsms appear to originate in large storm systems, and 

as such may be somewhat coherent across an array. This coherence can 

result in increased interference when an array beam is aimed in the 

direction of the mlcroseism source. Microselsms are not a continuous 

source of noise, but may continue as long as the parent storm endures. 

For a more thorough discussion of microselsms, see Richter 13-29, page 

373 and following]. 
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3.1.4  Wave Transmission Mechanisms 

The long-ieriod waves, potentially very important in discriminating 

between earthquakes and explosions, become dispersed in frequency as 

they propagate (higher frequencies travel more slowly than lower fre- 

quencies) . The short-period waves, of primary interest in seismic event 

detection, can be severely distorted by inhomogenieties in t'.e earth's 

crust. For this reason, reliable event detection is obtained only for 

events more than about 25 degrees from the detecting array, for which 

the crustal portion of the wave transmission path is nearly vertical and 

therefore comparatively short. Even for such distant events some crustal 

distortion may occur. If it occurs near the source, it will affect the 

signal seen by an entire array; if it occurs in the crust under the 

array, it will affect different seismometers in different ways and be 

only weakly dependent on source location. The latter case reduces signal 

coherence between subarrays and makes beamforming less effective, so 

arrays should be located, if possible, where the substructure is rela- 

tively uniform. 

3.2  WAVEFORM ANALYSIS TECHNIQUES 

The number of ways in which seismic waveforms can be manipulated for 

analysis is limited only by the imagination. In the time domain, it is 

possible to add appropriately delayed channels to form beams, smooth the 

waveforms in various ways, filter the waveform to change the relative 

emphasis of different frequencies, or manipulate the data in many other 

ways. The data also can be transformed into the frequency domain before 

similar manipulations are performed. Analysis techniques of these types 

are explored in some detail in this section. 
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A number of additional analysis  techniques have been used by Lincoln 

Labs to present seismic waveform data in various  useful ways.  These 

techniques are simply mentioned here;  all are discussed in  [3-22).  The 

*'vespagram'*  is a plot of contours  of power on a graph of slowness 

versus  time. This indicates details of power arrival  in one way.  The 

*•sonogram"  is an alternative indicator of power arrival;  it shows 

power contours on a graph of  frequency versus  time.  The   •'fre^uency- 

wavenumber"  plots  are yet a third way to display  the details  of power 

arrival.  They indicate the two-dimensional pattern of power arrival  for 

a single  frequency,   thus revealing the locations of sources of coherent 

noise. 

3.2.1      Time-Domain Analysis 

Seismometer output  is simply a waveform in the time domain.  Depending 

upon seismometer design,  this waveform may more nearly  represent either 

displacement  of the earth's surface,  or the velocity of that displacement. 

Modern seismometers  convert the waveform to an electrical signal which 

may be sampled,  digitized and stored in digital  form.  The digital record 

then can be plotted out  for visual  analysis or it  can be used  for compu- 

ter processing. 

3.2.1.1  Visual Analysis 

An experienced seismologist can examine traces of time-domain waveforms 

and identify accurately the beginning of a seismic event signal of 

reasonable amplitude. He can also recognize the arrival of waves which 

have traveled different,  longer paths,  and calculate from the time 

differences between these arrivals  the geocentric distance between source 

and seismometer (and sometimes the depth of the event).  From estimates 

of the period and amplitude of the waves and the distance to the source, 

the analyst can calculate the magnitude of the event. 
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3.2.1.2      Coaputtr Analyst« 

I«portant co^»ut«r ««lysl« function« p«rfor»d on th« bwlc tl»«-do«ln 

«avcforaa Includ« flltorlng,  th« forMtlon of beuu and envelop««,  «nd 

th« calculation of •v«nt  •d«t«ctabllity'. Th« for^r proc««««« «r« «t«p« 

In d«t«ctlni th« occurronc« of «v«nt«; th« Utter 1« « «««n« of quantify- 

ing th« «s»« of d«t«ctlng «vent« «o th«t dlff«r«s»t d«t«ctlon t.chnlqu«« 

can b« co^)ar«d. Th«  fonMtlon of b.aae.  or b««nforming.   1« «inply th« 

«ddltlon of «any channal« of data maapU-hyampU «ft«! «hlftlng ««ch 

channel into the ti»e ali^««nt «ppropriot« for « w«v« «rrivlng fro« a 

particular baas direction. 
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When uaveforaa fro« a nu^er of aeianoMtor« di«trlbut«d on • pl«n«r 

«rr«y ar« availabl«,  «n analyet can determine the relative tine diaplace- 

■ent nece««ary to align the «ipi«l«. «nd thereby define • two-dlnen«lon«l 

«actor for the arrival direction of the aeiaaic wave. 

In tan« of «ifnal and noia« ch«racterl«tic«, the «nalyat c«n eatiaate 

Mplltude quite veil and  fundaaental  frequency  reasonably well,  but 

epectral denatty hardly at all. He can give a qualitative atateaent on 

the eaae of idantifying a aignal in :U* background noise, but ha« diffi- 

culty ««•Igning event« to «or« than t f«w broad cetegorle« on « «c«l« 

of  ••d«t«ct«billty,,. H« c«n r«t« p«ir« of waveforaa on a crude «cala 

of correlation with each other, but cannot visually add channel« together 

to enhance a «Ignal which la very weak, but coherent acroa« channel«. 

I 

Any well-defined «eaaureaent procedure which an analyat use« to charac- 

terize ««i«alc w«v«foraa can be programed for a coaputer.  Furthermore, 

soaa qualitative analyai« function« («.g., c«rtain typa« of visual 
pattern recognition)  can be aade quantitative by appropriate prograaming, 

end «an- f«iction« which are lapractical or lapoaaible for an analyst to 

do aanu.   ly can be performed readily by a computer. 

, 
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Env«lop«  foraaclon 1« a  •••■oothlng*'  process which  replaces  a rapidly 

oaclllating waveform  (positiv«  and negative  txcutalcm»)  by  a more  «lowly 

•nglnjt non-n«gatlva  function indicating in «one way  the average  ampli- 

tude or power of the original waveform.  Two conmonlv  uaed envelope  func- 

tiona are the rectifyand-aua envelope 

a (t) - I    I« (t)   I 
• t-a 

(3-1) 

and the  square-and-sum envelope 

r 

•* 

:: 

• 

I 
i 

I1 

«••(t) X2(T). (3-2) 
T - t-a 

The former deflnltlou la uaed in both the LASA and NORSAR systems 

becauae of Its computation il siaplicity. 

Whether the channel» of an array are subjected to beamforming and envelope 

formation in that order or in the reverse order, the result is s non- 

negatlve function which oscillates constantly, but la generally higher 

when signal is present then whsn it is sbsent. An event is detected when 

the calculated waveform exceeds s thrsshold set at some level above the 

normal value existing when no signal is present. The lower the threshold, 

the more sensitive the detection algorithm, but also the more likely it 

is to be triggered by en instant of unusually high noise. Given an accept- 

able frequency of falsa alarms, the smaller the noise variance, the closer 

the detection level csn be set to the mean noise level, and the more 

sensitive the teat becomes. Therefor« it is meaningful to define 
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"dcccccabillcy"   for any glv«n vavefora and to corpare the detectablllty -| 

obtained with different processing  techniques  for the same  event. 

Detectablllty la defined aa: 

• N 

N 

where M '   la the maxliwm value In the signal  region of the proceased 

envelope waveform.  N Is the average  value  In the noise  region,  and 0    la 

the standard  deviation In the noise  region.   Figure  3-1  Illustrates  the 

meaning of this  detectablllty ncaaure.  It la essentially a slgnal-to- 

nolae rotlo  for the processed waveform. 

3.2.2      Filtered Waveform Analysis 

One way to learn more about signal snJ noise characteristics Is to 

examine wave forma which have been paased through  filters of varloua 

typea.  Any of the analysis procedures mentioned In Section  3.2.1  can be 

applied to the filtered version of the wave for», and differences  from the 

results obtained with rhe unflltered version will Indicate certain proper- 

ties of the waveforms.   Unless there Is prior knowledge  of.  the spectrum 

of the signal and/or r.ne noise,  the most uaeful studies of  this type are 

performed with a series of narrow bandpass filters. Then one can see 

roughly hat noise cad al^r.al power vary with frequency,  and can estimate 

the type of filtering Ukely to yield desired results.  An example of thla 

type of study la the NORSAR signal  and noise analysis  (3-20,  Appoullx III). 
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3.2.3       Frequency-Domain Analysis 

Frequency domain Information can be extremely valuable to seismic data 

analysts in identifying the characteristics of signals  and noise. The 

energy outputs  of narrow-band  filters may provide a crude indication of 

frequency content;  however,  discrete harmonic analysis techniques may 

yield spectral density estimates with a frequency resolution of  (NAT)'   , 

where AT is  the sampling interval and N is  the number of  data samples 

analyzed. 

3.2.3.1       Fast  Fourier Transformation 

The bast computational  slgotlthm for transforming between the time  domain 

and the frequency domain is the  **fss;  Fourier transform.*'   For each 

sequence of time  samples used as input,  a set of vslues of the power 

spectral density  function is generated.  The discrete Fourier transform 

of s(t)   (t-O.t,....N-1) is defined aa 

1 N-1 

F(n)  - £}    I       a(t)  exp  (-2tint/N) (3-4) 
N t-0 

where 1 -    v-1   .  When a(t)  is a set of real  time samples,  F(n)   ha« only 

(N/2+1)   Independent   complex values,   corresponding to the  (N/2+1)  equally- 

spaced frequencies  including zero and half the sampling frequency.   For 

example,  ft the time-domain data is ssapled at   10 Hz, Fourier analysis 

of s sequence of  32 time samples will yield  ftequency-domsln values  st 

0 0,  0.3125.  0.625....,4.6873,  and 5.0 Hi.   (The ?nd points,  F(0)  and 

F(16).  are special  cases becsuse they hsve  identically  tern imaginary 

parts.) 
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From the above discussion it is apparent that higher resolution in the 

frequency domain is obtained by analyzing a longer string of time-domain 

samples. Unfortunately, this does not decrease the variability of the 

spectral estimates. For stationary Gaussian noise, with no window func- 

tions being applied, the standard deviation of each spectral power 

density estimate is identically equal to the mean value of the estimate. 

This means that a good estimate must be obtained by some form of 

smoothing, trading resolution for reduced variability. The smoothing can 

be a straightforward polynomial smoothing of the high resolution spec- 

trum, but there are advantages in the alternative approach of simply 

averaging the spectra obtained from a number of shorter samples. 

.. 

.. 

.. 

In the case of stationary background noise any desired resolution may be 

obtained through choice of sample length, and var'J. llity may be reduced 

as low as desired by Che averaging of a large i a- •• r of sample blocks. 

Analysis of a transient signal is an entirely different matter; in that 

case, extra time samples may merely introduce extraneous information 

which partially masks the signal of interest. Selection of a sample 

length for signal analysis consequently involves a tradeoff between an 

interval short enough to exclude extraneous data and one long enough to 

produce a reliable representation of the signal. Resolution, per se, car 

be increased artificially by adding zeroes to extend the chosen interval 

of data. The analyses performed on NORSAR data generally took 20 samples 

(2 seconds) of signal and extended it to 32 or 64 samples by adding 

zeroes. The fast Fourier transform algorithm generally uacs a power-of*two 

number of samples. To obtain the advantages of a highly reliable estimate 

of the noise while maintaining compatibility with the resolution level 

of the signal, many different segments of noise (noise blocks) can be 

analysed independently at the same resolution used for the signal, then 

Che separate results can be averaged Co yield much more reliable escimates 

of noise characteristics Chan could be obtained from any individual 

segment. 
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When B noise block«  from each of C channel« or «ubarray« are «ubjectei 

Co Fourier analyal«,  Che  complex eleaent« of the output may be presentel 

a« F(n,b,c), where 0<n<M/2 Indicate« the frequency,   '<b<B indicate« the 

noise block,  and  1<c<C Indicate« the channel number.  A««uming that  the 

discrete  Fourier transform i« defined «a in equation  (3-4)  and that  the 

samples a(t)   represent  Q nanometer« per quantum unit at  a simp ling rate 

of R Us,  the Fourier tranaform output   represents Q nanometer« per quan- 
t/2 

turn unit x (N aample«/R Hx)       .  Then the following operatic»« on eleaent« 

are of i itereat. 

a.       Power spectral denaity: 

i 

F(n,b,c) - |F(n,B,c) (3-5) 

b.   Cross-power spectral denaity! 

Xa6(n,b) - F(n,b.ca)   .  F* (n,b,cß) (3-6) 

c. 

where  (*)   designates the complex conjugate. 

Array-averaged power spectral denaity  for one noise block: 

C 
P(n,b) - i   I    P (n.b.c). 

C c-1 
(3-7) 

Thi« i« useful for observing changea in the noise SBplitude 

or spectrum from one time to another. 

d.       Time-averaged power spectral  density  for one channels 

P(n,c) ■ «    I    P(n,b,c). 
B b-1 

(3-8) 

This can reveal differences in noise amplitude or spectrum 

from one channel (subarray) to another. 
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e. Time-averagea   cross-power  spectral  density: 

Xaß(n) ' I « Xaß(n'b) <3-9) 
b" 1 

This is an intcraedisce product in determining coherency. 

f. Coherency spectrum: 

C B(n)  ■ aP          (3-10) 
OB       y^P  (n.ca).P(n,c8) 

This indicates the degree of  alignment   or coherence between 

two channels as a function of frequency. 

3.2.3.2      Leakage Effects and Their Removal 

One problem with spectral estimates obtained using finite harmonic 

analysis,  particularly at  the coarse  resolutions  often necessary with 

seismic signals,  ia that energy tenda to "leak"   frca higher energy parts 

of the spectrum to lower energy parts.  In practical terms, this means 

that  «nalysi    of  a waveform which actually rolls  off aa steeply as  18 dB/ 

octave may yield a spectrum which apparently has a rolloff of only  12 or 

14 dB/octave.   Figure  3-2 shows  this effect  operating in a set of noise 

spectrs generated using different ssqple  lengths  from the ssme noise 

segment.  Figur* 3*3 illustrates the extreme distortion possible when a 

waveform is first  filtered (see (3'.70, psge 90]   for the parameters of the 

SSOD filter),  then subjected to harmonic (Fourier)   analysis,  and  finally 

corrected for the original effecta of the filtering.   In thia caae the 

filter used wss one with zero response st D.C.  and at the Nyquiat  frequency 

(half the sailing frequency; 5 Hs in this case).   Because of the extreme 

attenuation of high and  low  frequencies,  the  amount  of energy  leaked into 

these regions by the harmonic analysis simply overwhelms the amount 

3-13 
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actually chare. Then reaoval of the effecta ot filtering appliea 

astreaely large raacaling factora at the anda of the apactrvn, reaulting 

in ascaaaiva aaphaaia of the leakage. 

Although filtering can cauae extreme leakage distortion, it alao can 

help aliainate the affacta of leakage. The predominate effect of leakage 

la to make aoma apectral denaity valuea aeam higher than they actually 

arc. Thua, if apectra are generated using two different filtere, the 

power apectral aatimate obtained using the filter with larger relative 

gain at any one fraquarcv nSould be amall er and more nearly correct. If 

aeveral filterr. are uaad elmultaneoualy, and thoae filtere are eelected 

to emphaaiie different regions of the spectrum, then the minimum envelope 

of the eat of apectra can define a spectrum eaaentially free from leakage 

distortion. Figure 3-4 'llustrstes this process uaing just three filters. 

3.3   BACXCROUND NOISE CHARACTERISTICS 

The natural background noise epectrum tende to peak sround h  seconds 

period (where microeeiama are moat intense) and to decrease mot») or less 

eteadily with increaain» or decreaaing frequency from that region. Other 

typea of noiae include ground noieee aaaoeiated with clvilltatlon, aignal* 

generated noiae (that portion of the aignal energy which appeara nolae- 

llke for the aignal prrceeeing scheme being uaad), and the artificial 

noiaea of the data ecquiaition ayatem Itself, primarily quantisation noiae, 

In this section, the characteriatica of the beckground noiae in the short 

period region will be diecuaaed in terms of aaplitude, apectra and varie* 

tiona aa a function of direction, aaaaon, location, ate. 

Only a few generel characterietice of long-period noiae are mentioned 

here (sea [3-36] for more detaila). The long-period noise apectrum peeks 

In the 0.06 • 0.08 Hi and 0.12 ■ 0.2 Bs regions, with a relative null 

I  I 
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OMr 0.09 • 0.1 Uz. ThCf noise «eras to be related to «torae (particularly 

oceanic storas)  and showa considerable atablllty over period« of a few 

houra but great variability over perloda of several daya or longer. 

3.3.1  Nolss Aaplltude 

Noise solitude without qualification laplles the saplltude of alcroselsos 

by far the »trongeat natural selsnlc noise. The aaplltude of auch waves 

■sy  range  fron about  30 to about  30,000 nanoMtera, averaging about 600 

13-30, page 20J.  In practice,  however, eelanlc wave detection and analysis 

Is perforaed In sow psrt of the shorfpsrlod frequency band which doea 

not Include the nlcroeelana. Therefore,  It Is spproprlste to speak of the 

noise solitude aa seen by the detection systen, and to quantify it in 

relation to the a^>lltude produced by an srbltrsry reference (typlcslly 

«  1-Hsrts sins wsvs with s  Nnanoastcr zero-to-peak  ar^lltude). 

Aaauslng a systsa which rssponds only to nolss with s frsqusney nssr 1 He, 

It Is possible to asks sons slnpls but nssnlngful ststsnents shout noise 

s*>lltuds. At ths sxtrensly quiet  location of Tsaanrssaet  (Africa)  there 

are perloda when the background nolss aaplltude Is Isss thsn 0.2 m    but 

typlcsl nolss Isvsls are  i-io na (3-30, pegs 17). 

A aors assnlngfu    representstlon of nolss in an actual detection systsa 

is ths asssurs of noise power paaalng through the ayatea filter. Thia 

vl«» secoaaodstss ths nscessity to use aors thsn Just s single frequency 

co^>onent for sslsaic wsve detection. Nolss data is «vsilsble on thla 

baala for both LASA (3-33J  and N0RSAR (3-12, Appendix IV),  LASA is s 

co^>sratively quiet site. The output of the 0 9 to 1.4 Hi aurvelllance 

filter has s noise level of only 0.56 na.  By contrast  the NORSAR site 

haa a nolae aaplltude of about  2.2 na at the output of a 0.8 -  1.6 Ht 

filter. Nolae analyses perforaed for the atudy in (3-20) indicate that 

ths nolae aaplltude out of ths G.S - 3.5 Ht filtsr st NORSAR vsries with 

tias in ths range 0.9 -  1.6 na. 
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The preceding discussion of noise amplitude has beer concerned with 

natural background noise.  Minimization of this noise component  Is 

accomplished by careful site selection, and by  locating seismometers on 

bedrock away  from trees,  buildings,  seacoasts  and other noise sources. 

Cultural noise,  such as that  from traffic, heavy machinery,  mining 

operations and the like also should be avoided.  Cultural noises  other 

than explosions  usually cause negligible Interference at distances  greater 

than S or 6 kilometers. On the other hand,  storms  at sea can disturb a 

seismic array at  laaat a few hundred kilometers  Inland   i3-30.  pages  86*87], 

Other noises are  generated In the system Itself. Sensor design and 

Installation must be planned to avoid noise from convection currents, 

barometric pressure changes,   ground tilt  and other extraneous disturb* 

ancaa.  Amplifiers and transmission  lines nust be designed to avoid noise 

from Internal  Instability  or electromagnetic Interference. The Instru- 

mentation should be stable over the expected range of temperature and 

humidity In the operational environment.   Finally,   assuming that  the data 

is to be digitised,  the quantisation method should be designed so that 

quantisation noiae is not significant to the systems. 

In the LASA and NORSAR systems,  quantisation la defined to be 0.0427 nm/ 

quantum tmit, but in order to obtain a wide dynamic range with a limited 

number of bits the  leaat  significant bit docs not always  represent  a 

aingle quantum unit. There are two ways to look at quantisation noise in 

this aituation.   For a quantisation unit q, the error introduced by quanti- 

zation  is equivalent  to a noise with  rms  amplitude q/y/TTT   (q - 0.0427 nm 

implies  rma noise • 0.0123 nm;   thia  is only about  2Z of the average  fil- 

tered LASA noiae amplitude).  When the quantum units are acaled  for 

increaaed dynamic  range,  then quantization noise  is best expressed  aa a 

■ignal-to-noiae  rstlo.   If b is the number of bits  used  to represent the 

amplitude value» during transmission (bits indicsting scaling and «ign 

mm not  included)   then the signal-to-nolse ratio is  (10.6 -f 6b)  dB.  In the 
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LASA and NORSAR »yatemm  b-7 so th« «Ignal-to-nolse  ratio la approxlaatcly 
•a 

53 dB.   At Cha maxiaua signal  aaplltude  (/        quantua units)   thla  Itnplles 

a nolaa aaplltude naar 0.4 nm.  Such a noise  lavcl approximates  the natu- 

ral background noise,  but that  la  unlaportant when the signal  la  large 

enough to warrant auch scaling.   Further dlacuaalon of quantization nolae 

appears  In (3-8,  Appendix I  and 3-12,  Appendix VIII]. 

3.3.2      Nolae Spectrua 

It haa been noted previously that  the aaplltude of background nolae la 

aeanlnglaaa without  a  frequency  reference,  imd that  In the ahort-perlod 

region (aoat often used tor event detection)  Marc la a relatively ateady 

drop In nolae level with Increasing frequency. Thla la llluatrated by 

Figure  3-5 (froa (3-30, page  17], In which the ahort-perlod nolae apectra 

froa 16  location» arc plotted).  Aaplltude« differ, but the ahapea of 

thcae spectra are In general agreeaent and arc virtually Identical lr the 

viclilty of  1 Hz. Near 1 Hi almost all of the  16 apectra evidence a elope 

of approximately  36 dB/octave  (aaplltude dropa by a  factor of 64 when 

frequency double«).   At slightly  higher  frequencies  the slope becomes aore 

erratic and leaa ateep, but still averages  10 to 15 dB/octavc. 

.1 
The nolae apectra observed at LASA and NORSAR (with no coapcttcatlon for 

inatruaent and channel  response)   arc not nearly aa extreae aa  choae In 

Figure   3-5,   but  still  quite ateep.   Compensation   for  selsirometer   characier- 

Istlcs could produce a cloacr aatch.  Figure 3-6 indicates both  "typical" 

nolaa apectra and the Halting cxtri «a observed In relatively few caaple«. 

The connected circles  represent a typical LASA nolae spectrum and the 

region between Che two dot-shaded areaa representa observed extreaee. The 

connected croaaes repreaent two distinct type* of coaaon NORSAR noise ^ 

apectra and the region between the two llno-ehaded  areaa  repreaenta 

observed extreaee. 
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NORSAR data was notable  for belonging largely to two classes with 

distinctly different  slopes, as is suggested by the data in  Figure  3-6. 

Signal processing techniques which were optimal when one type of noise 

was present  could be  appreciably less than optimal in the presence of 

the other type.   LASA background noise is  far more  consistent,  and has 

the additional advantage of a local minimum in the noise spectrum .near 

or slightly ab"ve  1  Hz. 

3.3.3      Noise Variations 

Both the overall amplitude and the spectrum of seismic background noise 

have been observed to vary with such  factors an array location, beam 

direction and time.   Variations with time generally appear to be associ- 

ated with meteorological changes,  but  tidal effects may also be a factor. 

Figures  3-5 and 3-6 Indicate the differences in background noise observed 

at different  locations and different times.   Figure 3-7 (extracted from 

l3-i9])   illustrates that significant differences occur between sensors 

in the same array.   For the 25 noise samples considered, the range of 

noise levels among the subarrays was never less than 2 dB,  and once was 

nearly  10 dB. This  figure also reveals a change of 8 dB in average noise 

level in less than one day (the time from event  ««P"  to event  ••W"). 

An attempt to study the effect of sensor depth on background noise was 

reported in  [3-12, page 71]. Some slight differences were observed, but 

it was not  conclusive  that these differences were in fact caused by the 

difference in sensor depth. 

Directional intensity of background noise is revealed by frequency - 

wavenumbar spectra.   (See  [3-32]   and  [3-33].) Studies utilizing this 

technique have shown not only that background noise often his directional 
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components,   but  also that   the directional noise  can be  associated with 

low-pressure weather disturbances at  sea  13-26,   page  29). The distinct 

difference  in noise spectrum illustrated by the two NORSAR curves  in 

Figure  3-6 seeas  to be associated with the weather in the North Sea and 

Northern Atlantic,   although  the cause-and-effect  mechanism  responsible 

for changing high and  lew  frequencies  in  opposite directions  is not 

clear.   Figure   3-8 shews the near doubling of   long-term-average noise 

amplitude  in 48 hours. 

There are nany  factors which cause noise characteristics  to differ or 

change,   but  two seismometers sufficiently  close together will exhibit 

correlation between  their noise waveforms.  The maximum distance at which 

such  correlation exists  is  indicated by Figure   3-9  (from  13-6)). The 

erratic  line of average  correlation coefficients indicates  a critical 

distance  anywhere   from 2.5  to 8 Km. 

3.A       SIGNAL  CHARACTERISTICS 

Elementary approaches  to seismic array and signal analysis are based  on 

simplifying assumptions  that  the waveform detected at each seismometer 

is the sum of a signal  component  (Identical,  except  for a relative  time 

delay,  at each  instrument)   and a random noise component  (totally uncor- 

related,  but having the same  constant noise statistics  at each instrument). 

Unfortunately,  the real situation departs  significantly  from these assump- 

tions.  As noted previously,   background noise  is essentially uncorrelated 

If seismometers  are separated sufficiently,  but  noise amplitude and 

spectrum may vary appreciably  from subarray to subarray and with time 

and beam direction.  In this section,  signal characteristics are discussed, 

with emphasis  on deviations  of actual signals  from the simple model. 
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3.4.1   Signal Amplitude 

3.4.1.1  Envelope Shape 

The idealized impulsive short-period signal is a sinusoid with an 

envelope which builds to peak amplitude within a cycle or two and then 

decays exponentially (reaching half-peak within one or two cycles). This 

ideal may be approached in seismic waves recorded near the source of a 

small, simple earthquake or explosion in a homogeneous medium. Larger 

events often com ist of multiple shocks from points along a fault line 

which may extend more than 10U kilometers (although usually *he first 

shock is much larger than any of the immediately succeeding ones). To 

complicate the picture further, variously reflected and refracted copies 

of Che signal reach a dlstr.it seismometer at different times, and local 

crustal inhomogenleties (near the source or near the array) produce 

repeatable distortions in the signal. The overall result is a protracted 

period of activity with an energy maximum near the beginning and local 

maxima at later times. Figure 3-10 provides a typical example of a signal 

strong enough to evidence little Interference from background noise. 

I 
! 

: 

The possible range of signal envelope shapes is indicated by the three 

waveforms in Figure 3-11. The first approximates the ideal signal, with 

all activity constrained to a few cycles. The second waveform, generated 

very near the source of the first, shows protracted oscillation after the 

initial impulse, and suggests a second phase arriving about 13 seconds 

after the initial one. The last of the three traces depicts an event 

which begins weakly and takes more than ten seconds to grow to full 

strength. A small event with this characteristic is extremely difficult 

to detect. 

I 

I 
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3.4.1.2  Amplitude Anomalies 

The simple model of a seismic array has Identical signal components 

received at each subarray. In actuality, the signals vary considerably 

In amplitude and somewhat In form from subarray to subarray, and this 

variation Itsalf varies with the source of the signal. Figure 3-12 demon- 

strates the variation of signal waveform from subarray to subarray In 

LASA. NORSAR exhibits even greater differences because of the variability 

In the geologic structure. An Impulsive disturbance can appear essentially 

as one positive and one negative peak on one subarray, but as two positive 

and three negative peaks on another. 

The variations In signal strength from subarray to subarray are called 

amplitude anomalies. A set of 48 events (8 or 10 fn a each it  5 widely 

separated small regions, plus a few from miscellaneous locations), was 

analyzed for NORSAR signal amplitude anomalies. For each event, the signal 

envelope peak amplitude was computed for each subarray and expressed In 

dB relative to the median subarray amplitude for the event. The anomalies 

for the entlie set, and for each of the five regions, are plotted In 

Figures 3-13 through 3-18. The plots reveal that some subarrays have a 

consistent bias (e.g., subarray 7 consistently exhibits a negative mean 

relative amplitude). The existence of such large biases within the array 

emphasises the Importance of applying bias corrections In the estimation 

of earthquake magnitude. At present, no compensation Is made for the 

change In bias as a function of direction. For example, the mean relative 

amplitude recorded by subarray 17 changes by 14.5 dB from one region to 

another, and several other subarrays change by 9.5 dB. Since amplitude 

anomalies averaged over the six Instruments In a subarray and over 8 or 

10 events from a region have biases approximating half a magnitude, the 

application of a regionally-dependent bias correction should be provided. 
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3.A.2      Signal Spectrum 

! 

! 

It has been observed [3-19, Section V.3.3] that individual signal spectra 

vary considerably, particularly for NORSAR data. More specifically,  the 

signal spectra tend to peak somewhere between the regions designated 

long-period and short-period, and to drop off in each direction (see 

Figure  3-19). When signal-to-noise ratio is considered, however,  the 

difference between signal and noise becomes apparent.  Figure 3-20 illu- 

strates the peak signal-to-noise ratio in the 1-3 Hz region for some 

NORSAR data.  LASA data exhibits a similar peak,  but it is more nerrowly 

restricted to the region around 1 Hs. The differences in signal spectrum 

as a function of array location, beamformlng  level,  and event type and 

location are discussed in the following sections. 

3.4.2.1      Variations with Array Location 

In a son«what simplified model of seismic wave propagation,  the signal 

waveforms from a single event would look very similar at any teleseismic 

array location. Under more realistic assumptions (considering the 

directional character of wave propagation from a fault) a large group of 

signals would nevertheless be expected to result in similar statistics 

at all array locations.  Results from Montana and Norway strongly deny 

even this more general situation. As is illustrated in Figure 3-21, 

signals received at LASA show a strong tendency toward a dominant period 

in the 0.8-1.0 second range while signals recorded in Norway exhibited 

a much wider spread. Events with dominant periods of 0.5,   1.0 and 1,4 

seconds were nearly equal in number. The tendency toward higher signal 

frequencies at NORSAR,  coupled with a noise spectrum steeper than the 

one at LASA, makes the signal-to-noise ratio peak at  frequencies up to, 

and occasionally beyond 3 Hz, whereas the LASA peak nearly always is near 

1 Hz. 
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3.4.2.2  Variations with Beamforming Level 

In order to discuss a signal spectrum precisely, it is necessary to 

specify both the unavoidable and the deliberate signal processing which 

was applied to that signal. The instruaient frequency response characteris- 

tic must either be compensated for or presented as additional information, 

Further distortion is introduced by analog amplifier and filter charac- 

teristics before seismometer data is digitized and recorded. The overall 

transfer function is very important in relating results to actual ground 

movement or in comparison with results obtained by different types of 

instruments. Transfer functions for NORSAR analog data channels are pre- 

sented in Section 4.4. This section discusses only the effects of beam- 

forming on signal spectra. 

The process of delay-and-sum beamforming is simply the addition of appro- 

priately delayed time samples from different instrumerts or subanay 

beams. Even if the signal were truly identical in all waveforms to be 

summed, the beamforming result would be distorted somewhat by digital 

quantization error in both amplitude and delay time. Amplitude quantiza- 

tion introduces white noise with rms amplitude q/V12 (where q is the 

quantization unit). This type of noise appears regardless of any beam- 

forming. The error from quantization of delay time is strictly associated 

with beamforming, is frequency dependent, and Is not really noise. The 

effect is a randomization of signal, reducing the signal components at 

Che higher frequencies because the same time shift produces more phase 

shift in a shorter-period wave. Assume that sampling with period t pro- 

duces in each waveform ?.o be beamformed a random time shift (uniformly 

distributed in the range ±t/2) from perfect alignment. Then the component 

with period T will be expected to have its beam amplitude reduced by a 

factor of (T/nt^ sin (nt/T) from that which would have resulted with 

perfect alignment. It can be seen that for waves with periods long com- 

pared to the sampling rate (T>t) , this factor is essentially unity, but 
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chat it drops toward zero for waves with frequencies approaching the 

sampling frequency. At half the sampling frequency this amplitude reduc- 

tion factor is 2/ir, or about 0.6A. 

Augmenting the effect of unavoidable time delay quantization is the 

occurrence of alignment errors which cause displsc^aents beyond the 

range ±t/2, and thus can result in more severe attenuation of high 

frequencies. 

The above analysis indicates the minimum departure from idealized beam- 

forming. In practice, the signals being sunned are not identical, so 

real beamforming differs fr«.J> ideal beamformlng. Since signal coherency 

is to some extent a function of distance between instruments, array 

beamforming departs from the ideal much more than does subarray beam- 

forming. Figur« 3-22 indicates how subarray beamforming has little effect 

on the spectrum (signals are relatively coherent over subarray distances) 

but array beamforming causes a significant relative drop in the high 

frequency energy. This figure actually shows signal-to-noise ratio rather 

than signal alone, but the spectrum of the Incoherent noise is essentially 

independen" of beamforming level. 

3.4.2.3  Variations .1th Event Type and Location 

Signal spectra reaching a single array tend to vary characteristically as 

a function of type (earthquake or explosion, large or small, etc.) and 

location. The variation with type is used coononly in discrimination analy- 

sis. Figure 3-23 illustrates the distinct tendency for explosions to have 

higher frequency signals than do earthquakes, and Che alight tendency for 

larger events to have relatively more energy at lower frequencies. Both 

trends can be partially explained in terns of the extent of the disturbance. 

When a signal is generated by an extended source it is less likely that 

high frequency energy would be in phase as it reached the detecting array. 
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Figure 3-23.    Discrimination Using LASA Short-Period Spectral Ratio 
(from [3-23, page 3]) 
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Variations with location can be explained in several ways, all relating 

to crustal structure. Different fault regions may differ in natural 

resonant frequency, thereby creating different seismic wave spectra 

right at the source. Even if two regions generate identical spectra, 

however, the differences in transmission path could produce different 

relative distortions. Fault orientation also can affect the spectrum. A 

fault perpendicular to the array beam can generate a relatively coherent 

signal along its entire length; one aligned with the beam is seen as an 

extended-duration, incoherent event because of the difference in travel 

time from one end of the fault to the other. 

One indication of spectral variation with location may be seen in the 

differences between the fundamental dominant frequences of events from 

different regions. For example, eleven events from the Kuril Islands 

area exhibited an average dominant frequency of 1.06 H; (ranging from 

0.82 to 1.37 Hz) while eight events from Central America had dominant 

frequencies which averaged only 0.88 Hz (ranging from 0.74 to 1.02 Hz). 

These events were among those selected for the study of N0RSAR signal 

and noise characteristics reported in [3-20]. 

3.5  WAVEFORM FILTERING 

3.5.1  Purpose and Theoretical Background 

The analysis of seismic waves always Involves filtering, even if that 

filtering is no more than the characteristic response of the seismometer 

Itself. In practice, especially with seismic array systems, analog and 

digital filtering augment the natural filtering of the Instrument. The 

purpose of filtering generally Is to aid In detecting and analyzing 

seismic events by Increasing the signal-to-nolse ratio. This can be 

I 
: 

i 
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accomplished simply by cutting off   frequencies  in which noise is  rela- 

tively strong and signal  relatively weak,   or by much more sophisticated 

techniques. 

If signal and noise had exactly the same spectral distribution of 

energy,  or if both had completely unpredictable spectra,  filtering 

would be  fruitless.  Because the two spectra are reasonably predictable 

and differ from each other,  spectral  filtering can be used to emphasize 

those parts  of the spectrum in which signal-to-nolse ratio (SNR)   is 

relatively high,   and attenuate those parts  of the spectrum in which  the 

ratio is  low.  It is well known (see  [3-34, page 24A]   and  [3-31,  page  287]) 

that  one particular filter maximizes! SNR when the signal and noise spectra 

are known. That  filter may be described as a noise-prewhitening filter 

ii; cascade with a signal-matching filter.  The noise-prewhitening filter 

has a response which is  the inverse of the noise spectrum;  therefore, 

application of the prewhitening filter alone would aake the background 

noise spectrum flat.  The signal-matching part  of this two-part  filter 

then has  a response identical to the  ♦♦whitened"  signal spectrum. 

Unfortunately,   the background noise spectrum is not  really constant  and 

the signal spectra may vary considerably  from one event to another,  as 

explained in Sections  3.3.3 and 3.A.2.  Nevertheless,  several types  of 

filters approximating the matched filter  tu a greater or lesser degree 

can improve the SNR significantly.   For example,  the noise-prewhitening 

filter alone will perform within 1  dB of the optimum matched filter, 

provided <ts bandwidth is  large enough to include all  frequencies  for 

which the output SNR is within 2.5 dB of its maximum value, but suffi- 

ciently narrow to exclude all frequencies  for which the SNR is more than 

12 dB below this maximum (see   [3-1,  page  2-16]). 
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3.5.2  Types of Digital Filters 

The concepts of digital filtering are addressed in detail in [3-'0 The 

type of digital filters currently used in both the LASA and NORSAR DP 

systems is a recursive Butterworth bandpass filter. These filters have 

an essentially flat response over a particular range of frequencies, then 

cut off sharply (18 dB/octave) beyond that range. The bandpass region is 

selected to pass as much of the typical signal energy as possible while 

blocking frequencies in which seismic signals are weak  compared to back- 

ground noise. Figure 3-24 contains response characteristics of a uumber 

of bandpass filters (the designation 09-35 means the 3 dB points are 0.9 

and 3.5 Hz) which have been used in various analysis programs. These 

filters sharply reduce the effect of strong low-frequency noise while 

preserving the essential part of short-period signals. 

When the background noise has a known, relatively stable spectrum, a 

more refined type of filter is possible-the prewhitening filter. Making 

the background noise white assures that all parts of the signal spectrum 

with a good local SNR will contribute to the overall SNR. (With bandpass 

filtering, by contrnst, a portion of the spectrum with high SNR but low 

amplitude would be dominated by another portion of the spectrum with 

comparatively low SNR but high amplitude.) Under certain circumstances, 

such as SNR essentially independent of frequency or signal spectrum 

completely unknown or unpredictable, this type of filtering is the best 

that can be done. No filter response characteristic is illustrated here; 

it is simply the inverse of the assumed noi«e spectrum. 

With further knowledge of the signal spectrum, more sophisticated and 

more effective shaped filters (as opposed to flat bandpass filters) are 

possible. As indicated in Section 3.5.1, the matched filter is ideal 

when both signal and noise spectra are precisely known. It is unproductive 

to attempt to generate a matched filter for spectra which are variable or 
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iinpr«cl8«ly known,  so the approach taken In NORSAR analysis was to test 

and coapara  a number of simple shaped filters approximating the range  of 

matched filters optimal for different events. Some of the shaped filters 

considered are shown in Figure 3-25    The coefficients of these digital 

flUers are given in (3-20). All are nonrecursive filters,  and none 

requires more than six coefficients. 

The results of these analyses suggest that noise prewhltening filters 

may yield significant inprovemcnts  compared to bandpass filters. However, 

because of the variability of the NORSAR signal spectra, matched  filters 

arc probably impractical. 

3.5.3      Resulta of Filtering 

A number of studies have been performed on the results of digital filter- 

ing applied to seismic wave analysis. Pertinent references include (3-10, 

3-12,  3-18,   3-19,  and 3-20]. 

There are a number of different possible goals of filtering which may be 

applied ac different times or even at different stages in the analysis 

of the same event.  It is generally desirable to maximize the SNR, but 

•onetimes  this  goal muat be subordinated to other considerations. 

Determination of precise signal arrival time  and relative time anomalies 

requires that the apparent start  tire of an event signal should not be 

shifted by the filtering process.  Parameter extraction (determirution of 

period, velocity,   l.'ter phases, etc.)  is best performed with an undis- 

torted wavmfox«, so only bandpasa filtering is permitted before this 

stafs.  For initial detection of events,  however, any distortion of the 

waveform is permissible so long aa it doe« not cause serious errors in 

Che Initial determination of event location. 
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Some of the results of digital filtering studies are suramtrized in the 

following sections. 

3.5.3.1      Increasing the Signal-to-Noise Ratio 

One possible objective of digital filtering is the maximization of 

filter gain,  defined as the ratio of SNR after filtering to SNR before 

filtering (expressed in dB). 

Appendix III of  [3-18]   contains the results of an analysis of 25 NORSAR 

events. In this study,  effectively 33 different filters were applied to 

beams  formed  from 18 seismometers  (the Interim NORSAR system). No one 

filter in this set proved best fur more than  four of the 25 events. Over 

the 25 events, maximum filtering gain ranged from 2.11  dB to 27.90 dB. 

These variable results indicated that no single filter was likely to be 

universally good (at least at NORSAR), but that shaped (as opposed to 

flat bandpass)   filters were serious contenders for the rating of  «generally 

best'. 

: 

\ 

An early study of  filtering gain is contained in  [3-35].  LASA data for 

two different events is examinad under a variety of array configurations, 

processing sequences  and filters.  Over all combinations,   filtering gain 

ranged  from A.60 dB  to 20.55 dB. The three filters used were all band- 

pass,  and formed a nesting set. The widest  filter (0.425-2.825 Hz)   con- 

sistently gave the poorest performances, while the narrowest filter 

(0.9-1.4 Hz)   always was best.  It is interesting to note that the gain 

attributable to filtering after subarray beamforming  Is as much as  7 dB 

higher (20.55 dB vs   13.A0 dB)  than the gain of  filtering performed before 

subarray beamforming,  although overall gain is invariant to the order of 

these operations. The processing configuration muft be well defined before 

a quantitative  filtering gain is meaningful. 

] 

; 

1   : 
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3.5.3.2  Prewhltenlng the Background Noise 

As was mentioned In Sections 3.5.1 and 3.5.2, a prewhltenlng filter 

offers a near-optimal approach to maximizing SNR when the noise sp^.trum 

Is known and stable, but the signal spectrum Is completely unknown or 

widely variable. Unfortunately, there Is no simple analytical procedure 

for generating the prewhltenlng filter corresponding to a given noise 

spectrum. In the NORSAR study cited in the previous section, it was 

shown that one or more stages of differentiation provided a crude pre- 

whltenlng effect, but It was felt that a somewhat better approximation 

could be found. The four shaped filters in Figure 3-25 are the result of 

both trlal-and-error and semisystematic attempts to produce a filter 

response characteristic matching the Inverse of the NORSAR noise spectrum. 

(A different prewhltenlng filter probably would be required for any other 

site; LASA noise definitely differs from NORSAR noise.) 

Plotted in Figure 3-26 are the results of applying each of the four 

candidate prewhltenlng filters to an average NORSAR noise spectrum. (The 

unflltered noise spectrum and the output of the current NORSAR processing 

filter are shown, as well.) An ideal prewhltenlng filter would yield a 

horizontal line in this figure; none of these achieves that goal. Never- 

theless, the filters designated MATCH and SIMPLE produce nearly white 

noise over most of the spectrum and the SSDD curve is relatively flat in 

the middle. These results Indicate how closely a noise spectrum can be 

matched with relatively simple filters. 

3.5.3.3  Maximizing Detectabllity 

Maximizing the probability of detecting events is not necessarily 

accomplished by prewhltenlng the background noise, and is not the same 

as maximizing the SNR or filtering gain. Most event detection schemes. 
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Figure 3-26. Effect of Selected Filters on the Spectral Density 
Functions of Average Beam Noise (with Arbitrary 
Scaling for Better Visibility) 
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in spite of their complex filtering, summinR and other numerical manipu- 

lation, ultimately reduce to the observation of a single function of 

time, which is somehow related to seismic wave energy. When that function 

crosses a preset threshold it is assumed to indicate the arrival of an 

event. (See [3-19] for a more detailed explanation of this model.) The 

lower that detection threshold is set, the more likely it is that a 

small event will be detected; however, a low threshold also increases the 

probability uf false alarms. The margin of safety between normal excur- 

sions of that detection function and the excursion created by an event is 

a measure of how good the detection processing (including filtering) is 

at enhancing detections. TVus measure is the detectabillty defined in 

equation (3-3) of Section 3.2.1. Calculation of this detectabillty value 

for large numbers of events processed in different ways has helped indi- 

cate the optimal processing techniques and filters for NORSAR events. 

Figure 3-27 (part of the complete results in [3-20]) is a plot showing 

how different filters compare in detectabillty. (A filter Invariably 

better than the others would ha"? all event points plotted at the right 

margin; the amount of dispersion to the left indicates the degree of 

departure from the ideal case. The filter which proves best in this type 

of analysis (he.-e, apparently, either the 1.2-3.2 Hz bandpass or the DDD 

filtor) is a good candidate for UP?,  in detection processing. 
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3.6  ANNOTATED BIBLIOGRAPHY 

The following references pertaining to seismic signal and noise charac- 

teristics are divided Into three groups. The first group (Section 3.6.1) 

consists of quarterly and final reports prepared by IBM under a series 

of contracts relating to seismic signal processing. The second group 

(3.6.2) consists of semiannual technical summaries of seismic discrimi- 

nation studies performed at MIT Lincoln Laboratory. The third group 

(3.6.3) consists of pertinent miscellaneous references. 

3.6.1  IBM Quarterly and Final Technical Reports 

3-1.  "Large Aperture Seismic Array Signal Processing Study,'* IBM 

Final Report, Contract SD-296, 15 July 1965. 

This early report contains general Information on digital filtering and 

beamformlng. Including a brief discussion of various signal processing 

losses. Sections 1 and 2, and Appendices E and F are of particular 

Interest In understanding the Interactions between signal processing 

techniques and signal and noise characteristics. 

3-2. "LASA Signal Processing, Simulation, and Communications Study," 

IBM First Quarterly Technical Report, Contract AF 19(628)-59A8, 

1 May 1966. 

Early concepts of system data flow and filtering requirements are con- 

tained in Section 3 and Appendix E. 

3-3. '«LASA Signal Processing, Simulation, and Cjmmunlcatlons Study," 

IBM Second Quarterly Technical Report, Contract AF 19(628)5948, 

September 1966. 
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Appendix B contains  the results of an early study of signal and noise 

characteristics which  revealed that performance of the LASA would be 

Improved by eliminating some of the more tightly clustered seismometers. 

(At small separations noise was not Independent,  so bearaformlng  gain 

enhanced noise as well as signals.) Appendl ; E describes a number of 

data analysis programs  for generating recursive digital filter coeffi- 

cients aid calculating their frequency response, performing recursive 

digital  filtering,  calculating signal and noise power,  calculating crops 

covarlance factors,  and calculating power spectra. 

3-4.       "LASA Signal Processing,   Simulation,  and Communication Study," 

IBM Final Report,  Contract AF19(628)-5948,  ESD-TR-66-635, 

March  1967. 

The basic LASA signal processing algorithms are defined in Figure 2-6. 

Digital filtering is addressed in detail in Section 3.7. Some spectral 

analysis was performed on signal-to-noise ratios and beamforming gain, 

and some effects of filtering were studied. These are reported in 

Section 3.8. Useful programs, including one for spectral analysis, are 

described in Section 4. 

3-5.       "LASA Experimental Signal Processing System,"  IBM First 

Quarterly Technical Report, Contract F1962P-67-C-0198, 

ESD-TR-67-458,  February  1967. 

j 
This report describes the data processing system ccnflguration.   It has 

only marginal interest  relative to signal and noise characteristics, but 

is included  for completeness. 

3-6.       "LASA Experimental Signal Processing System," IBM Second 

Quarterly Technical Report, Contract F19628-67-C-0198, 

ESD-TR-67-602,  May  1967. , 

i 
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Noise correlation coefficient as a function of distance be^veen subarrays 

Is plotted In Figure F-7. Two examples of slgnal-to-nolse spectra are 

presented In Figures F-8 and F-9. Appendix D contains the various equa- 

tions employed In detection processing, with emphasis on the types of 

scaling which occur. 

3-7.       "LASA Experimental. Signal Processing System," IBM Third 

QuartCirly Technical Report, Contract F19628-67-C-0198, 

ESD-TR-68-149,  August  1967. 

This report contains  an extensive discussion of the fast Fourier trans- 

form and some results of a study of noise correlation across  the LASA 

array. 

3-8.       "LASA Experimental Signal Processing System," IBM Fifth 

Quarterly Technical Report, Contract F19528-67-C-0198, 

ESD-TR-68-450,  February  1968. 

Figure 1  shows  a typical LASA seismometer noise spectrum. Appendix VIII 

deals with long-period Mgnal processing,   and includes plots of slgnal- 

to-nolse spectra and filter characteristics. The use of spectral charac- 

teristics  to distinguish between earthquakes and explosions is discussed 

briefly in Appendix IX. 

3-9.       "LASA Experimental Signal Procensing System," IBM Sixth 

«Quarterly Technical Report, Contract F19628-67-C-0198, 

ESD-TR-68-451, May  1968. 

This report is concerned almost exclusively with the design of the NORSAR 

array under the assumption that Montana and Norway are similar as seismic 

array locations. 

3-57 



3-10. "LASA Experimental SlRnal ProcesslnR System," IBM Final 

Technical Report, Contract F19628-67-C-0198, ESD-TR-60, 

March 1969. 

Appendix II contains plots of the noise spectrum at LASA. Figure 32 

shows the spectral response of the seismometer Itself, and Section VII.13 

presents the use of filter compensating for seismometer response. 

3-11.   "Integrated Seismic Research Signal Processing System," IBM 

First Quarterly Technical Report, Contract F19628-68-C-0400, 

ESD-TR-69-299, November 1968. 

Long-period signal characteristics are discussed In Appendix I. Appendix 

III presents the theory for high-resolution noise analysis (location 

and frequency content of noise in Inverse phase velocity space). 

3-:2.   "Integrated Seismic Research Signal Processing System," IBM 

Second Quarterly Technical Report, Contract F19628-68-C-0400, 

ESD-TR-69-357, February 1969. 

Short-period signal and noise characteristics at NORSAR are covered 

extensively in Appendix IV. This study includes the effects of seismometer 

depth, beamformlng and filtering on the signal-to-nolse ratio. 

3-13.   "Integrated Seismic Research Signal Processing System," IBM 

Third Quarterly Technical Report, Contract F19628-68-C-0A00, 

ESD-TR-70-25, May 1969. 

Section IV.A contains tables of noise correlation for different LASA 

configurations. 

: 
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3-14.       "Integrated Seismic Research Signal Processing System," IBM 
Fourth Quarterly Technical Report, Contract Ft9628-68-C-0400, 

ESD-TR-70-265, August 1969. 

Appendix IV discusses Alaskan Array Integration, Including the long- 

period beamfonnlng algorithms and an evaluation of beam signal loss and 

crosstalk. 

3-15.      "Integrated Seismic Research Signal Processing System," IBM 

ufth Quarterly Technical Report, Contract F19628-68-C-0400, 

ESD-TR-70-306, November 1969. 

Long period signal processlna; results are discussed In Appendix II. 

Appendix IV describes the Interim NORSAR system (one seismometer per 

subarray) which was used in early NORSAR signal and noise analysis 

studies. 

3-16.       "Integrated Seismic Research Signal Processing System," IBM 

Sixth Quarterly Technical Report, Contract F19628-68-C-0400, 

ED-TR-71-388, February 1970. 

This report discusses weighted array beamforming (to maximise signal-to- 

nolse power ratio)  end NORSAR instrumentation characteristics in 

Appendices IV end VI,  respectively. 

3-17.       "Integrated Seisndc Research Signal Processing System," IBM 

Seventh Quarterly Technical Report, Contract F19628-68-C-04O0, 

ESD-TR-72-128, May  1970. 

Appendix VI discusses the problem of sign«! distortion as a result of 

imiltlple-path phenowna. It includes some analysis of the signal and 

noise spectra, and present», preliminary reaults of techniques for over- 

coming the losses caused by distortion. 
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3-18.       "Integrated Seismic Research Processing System,"  IBM Eighth 

Quarterly Technical Report, Contract F19628-68-C-0400, 

ESD-TR-71-393,  August  1970. 

Short period signal and noise characteristics of the Interim NORSAR 

system are analysed extensively In Appendix III. The possibility of 

filtering with other than flat-topped bandpass  filters was Investigated, 

and appeared very promising.   It was discovered that some previous efforts 

to determine prver spectra might have been misleading because   "leakage" 

In the fast Fourier transform process  tended to make steep slopes  In  the 

spectrum appear shallower. 

3-^9.      "Integrated Seismic Research Signal Processing System,"  IBM 

Ninth Quarterly Technical Report,  Contract  F19628-68-C-0400. 

ESD-TR-72-122,  November  1970. 

Appendix V of this  report Is  a sequel to Appendix III of Reference  (3-191. 

It presents more accurate signal and noise spectra (corrected for "leak- 

age"),  and suggests particular  filters which might Improve detectabillty 

In the NORSAR system. 

3-20.       "Integrated Seismic Research Signal Processing System,"  IBM 

Final Teennlcal Report,  Contract F19628-68-C-0400,  ESD-rR-72-139, 

September 1971. 

Appendix III of this  report  contains  an extensive  «nalysls of the signal 

and noise  characteristics  of the complete NORSAR array.   It was  learned 

In  this  study that the background noise spectrum can vary  appreciably 

from time to time,  so that  no single  filter can give the beat  results 

consistently, and pairstaklng filter design to mtch a particular curve 

nay be wasted effort. 
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3.6.2      Lincoln '-nt-oratory Semiannual Tachnlcal 

Sunmaiija   «  Saltalc Discrimination 

3*21.       *'Seisec     Is crimination,•*  Sasiannual Tachnlcal Report  to the 

Advanced Reaearch Projecta A*ency, Lincoln L^>oratoryt MIT, 

31   December 1967. 

Section IV briefly dlacuaaea  signal and noise  characteristics   (especially 

noise coherency)   in early Norwey  survey data.  Section VI   contains   results 

pertaining to LASA noiae,  including typical short-period «id lonR-perlod 

apectra. 

3-22.       "Seismic ")lscrimination,' •  Seaiennual Technical Report to the 

Advanced Research Projecta Agency,  Lincoln Laboratory,  MIT, 

30 Jane 1968. 

Figure 4 la a "'aonoxraa"  showing how the pover in one particular event 

la diatributad over  frequency and  time.  Several parts of Section IT  are 

concerned with enalyaia of «ignala and noiae. Of particular interest are 

Figures  12 and 13 which show,   respectively,  a typical Norway noiae apec- 

trum and hiatograe«  of dominant  signal periods  at Norway  and at LASA. 

3-23.       "Seismic  Discrimination,"  Semiannual Technical Report  to the 

Advanced Research Agency,  Lincoln Laboratory,   MIT, 

31 December  1968. 

Section I deacrlbea efforts to diacriminate between earthquakea and 

«xploaicna,   largely on the basis  of spectral differences.  Section III-C 

deacrlbea the use of hi^i-resolution frequency-wavenumber mapping to 

ilyaa  short-period noise. 
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3-24.       ••S«l««lc Dlacrlmln«tlon,,, S««l«nnu«l Technical Report to the 

Advanced Research Project» Aftency, Lincoln Lahoratory,  MIT, 

30 June 1969. 

Section I  includes the results of further studies  on soectral dlacrlml- 

natlon. Subaectlon II-B briefly d.-scrlbea the uae of computer-nenerated 

■ovlea to depict aelaalc activity. The most  strlklnR revelation of the 

■ovles waa a distinct  md repeated migration of aftershock epicenters at 

approximately 100 kn/hr. 

3-25.       "Seismic Discrimination,••  Semiannual Technical Report to the 

Advanced Research Frolects Agency,  Lincoln Laboratory, MIT, 

31 0«c«Aer 1969, 

Section I Inciua^s  tf?» result» of a study of the short-period spectra 

of  four presumea ««j^i-Wieni  seen at LASA. 

3-26.       "Seismic Discrimination,"  Semiannual Technical Report to the 

A^anced Research Project» Agency, Lincoln Lahoratory, MIT, 

30 June 1970. 

Section III contain» the result» of frequency-wavenunfcer studies at 

N0RSAR and  signal  coherence  studies  at LASA. 

3-27.       "Seismic Dl»crimination," Semiannual Technical Report to the 

Advanced Rep«arch Project» Agency, Lincoln Laboratory, MIT, 

31 December 1970. 

Long-period «nplltude »pectra and »hort-period transfer function» for 

exploeion» ob»erved at LASA are pre»ented in Section I. Section II-E 

daacribe» an experiment to measure directly the earth'» attenuation of 

hort-period »ei»mlc wave». Several type» of amplitude »pectr« appear 

in Section III. 
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3-28.  "Seismic Discrimination,•• Semiannual Technical Report to the 

Advanced Research Projects Agency, Lincoln Laboratory, MIT, 

30 June 1971. 

Combined long and short-period spectra of several natural and nuclear 

events are presented in Section I. 

3.6.3  Miscellaneous References 

3-29.  Charles F. Richter, Elementary Seismology, W. H. Freeman and 

Company, San Francisco, 1958. 

• • 

A basic textbook, this includes sections on the sources and transmission 

mechanisms of seismic waves. Other chapters and appendices give a basic 

understanding of seismometers, earthquake location, earthquake statistics, 

etc. 

3-30.  "Problems in Seismic Background Noise", VES1AC Advisory Report, 

Acoustics and Seismic Laboratory, Institute of Science and 

Technology, The University of Michigan, Ann Arbor, Michigan, 

October 1962. 

• • 

This report is a collection of sixteen independent papers on various 

aspects of the seismic noise problem. Included among these are several 

actual measures of background noise, and some discussions of the sources 

of such noise. 

3-31.  Mischa Schwartz, Information Transmission. Modulation and Noise, 

McGraw-Hill Book Company, Incorporated New York, 1957. 

'" 

;■ 

Page 327 and following pages define the concept of "quantization noise" 

and explain how to calculate it. 
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Characteristics of LASA long-pericd noise are analyzed and discussed. 

I 
I 
: 

: 

: 

3-32.      J.  Capon,   ♦•High-Resolution Frequency-Wavenumber Spectrum 

Analysis". Proc.   IEEE 57.  pp  1408-U18. August  1969. 

The titled technique is described here. 

3-33.       J. Capon.   "InvestiRation of Long-Period Noise at LASA", 

Technical Note  1968-15. Lincoln Laboratory,  M.I.T.. 3 June 1968 

Both conventional and high-resolution frequency-wavenumber techniques 

are described here. 

3-34.       Wilbur B. Davenport,  Jr.  and William L.  Root,  Random Signals  and 

Noise,  McGraw-Hill, New York  1963. 

Section 11-7 contains a derivation of the "matched filter" which 

maximizes slgnal-to-noise ratio. 

3-35.       "Parametric Study of Seismic Array Gain",  IBM Scientific 

Experiment Test Results.  Contract F19628-67-C-0195. June  1o68. 

Both filtering and beamforming gains are determined for two selected 

LASA events, under a variety of array and processing configurations, using 

three different bandpass filters. 

3-36.       "Analysis of Long-Period Noise", Texas Instruments Incorporated 

Special Scientific Report No.  12, Contract AF 33(657)-16678, 

18 October 1967. 
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Section 4 

DATA ACQUISITION 

The data acquisition subsystem of a large seismic array signal processing 

system consists of the sensor instrumentation, the data acquisition control 

and recording equipment, the data communication network, and the field 

instrumentation monitoring and remote control facilities. In this section, 

the significant aspects of the basic requirements, the design philosophy 

and the implementation of the data acquisition portions of the Integrated 

Seismic Research Signal Processing System (ISRSPS) are presented and 

discussed. 

Figure 4-1 shows the LASA, NORSAR and ALPA arrays and the principal fea- 

tures of the various data cont    .d processlub centers which comprise 

the ISRSPS, together with the interconnecting communication links. Since 

LASA and NORSAR are combined long-period and short-period arrays, the 

associa ed data acquisition subsystems are considerably more complex than 

that of ALPA, which is a long-period array only. The basic difference 

between the LASA and NORSAR systems is that the primary data acquisition 

and control funcLi^na for LASA are Implemented at the LASA Data Center 

(LDC) in B'1 ings, Montana, at a considerable distance from the Seismic 

Array Analysis Center (SAAC) near Washington, D.C. which contains the LASA 

data recording, processing and analysis functions, whereas for NORSAR all 

of these functions are implemented at the Norwegian Data Processing Center 

(NDPC) in Kjeller, Norway. This difference in system configurations has 

contributed significantly to the development of a more fully Integrated and 

highly automated system for NORSAR. 

Although various aspc  of the ISRSPS are discussed, and significant 

differences between the LASA and NORSAR systems are described, the 

primary emphasis in this section is on the NORSAR system. For specific 

infonnation on LASA field and special data collection equipment, see 

[4-26] and [4-27]. 
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Figure 4-1.    Integrated Seismic Array Signal Processing System 
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The basic functions of the data acquisition syccem are: 

a. Data collection In accordance with specific requirements of 

frequency range, dynamic range, accuracy, resolution, and 

sampling time 

b. Performance monitoring and special test and calibration of 

field Instrumentation 

c. Data transmission with specified data rates, resolution, 

and error control capability. 

Detailed engineering specifications for the NORSAR data acquisition sys- 

tem are presented in [4-16, Appeadix IV]. Information on the Installa- 

tion, calibration and testing of NORSAR field Instrumentation may be 

found in [4-28]. 

Two types of seismic sensors are used in the arrays. ,ong-period (LP) 

seismometers are three-axis orthogonal instruments where each of the 

thtvc components is sampled once per second. LP Instrument channel 

respond is oriented toward signals with periods in the range of approxi- 

mately 10-100 seconds. Short-period (SP) seismometers are single-axis 

instruments measuring vertical motion and are sampled at either twenty 

or ten times per second. SP instrument channel response is oriented 

toward signals with periods in the range of approximately 0.2-10 seconds. 

ALFA consists of Isolated LP instrut« cs while the other two arrays con- 

sist of multiple subarrays, each containing a cluster of SP Instruments 

and most also containing a three-component LP Instrument. 

ALPA feeds a local Maintenance and Monitoring Center (MMC) where the 

data is multiplexed and transmitted to SAAC via a 2400 baud simplex, data 

circuit. LASA feeds via the Phone Line Input System (PLINS) into a 

Sy8tem/360 Model 44 at the LASA Data Center (LDC) wl ere the data is 

edited and compacted to fit into the; 50K baud line to SAAC. NORSAR data 
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is fed into a Special Processing System (SPS) at NDPC In which such func- 

tions as Interfacing the modems, message error checking and encoding, word 

formatting, and communication control are performed; the NORSAR SPS also 

passes the formatted data to the twin System/360 Model 40s used for pro- 

cessing NORSAR data at NDPC as well as transmitting LP and other selected 

data over a 2400 baud transmission link to SAAC. 

The transmission link between Norway and SAAC Is via land line and cable 

from Norway to England, across the Atlantic via satellite to New York, 

and via land line to SAAC. It is specified as a four-wire, alternate 

voice/data circuit per CCITT, Recommendation M-89, with the U.S. carrier 

providing supplemental equalization, as required, to meet DCA S-1 con- 

ditioning. Milgo 2200/24 modems are in use at 2400 baud on this link. 

The transatlantic link places restrictions on interactive operations. 

Because of this link length via satellite, there is a one-way trans- 

mission delay of approximately 0.4 seconds. 

The equipment at both SAAC and NDPC includes an SPS (described in Section 

4.2.1), twin System/360 Model 40s and an Experimental Operations Console 

(EOC) (described in Section 4.2.2), all of which are used principally for 

online seismic processing. In addition, a System/360 Model 44 is available 

at SAAC for offline processing and experimental development. All of the 

System/360 Model 40s contain a special feature which includes a sum-of- 

products unit and a s^t of special microcoded instructions that directly 

implement various seismic signal processing algorithms and provide a sig- 

nificant increase in processing speed relative to assembly language imple- 

mentations. These algorithms and their performance are described in 

Section 5.1. 

In order to maintain software compatibility, the four special instruc- 

tions are also available in the emulator mode on the SAAC Model 44. Each 

SPS contains functions similar to three of these special Instructions, 
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the exception being the rectify/integrate and threshold function.  Figures 

4-2 through 4-4 show the SAAC equloment configuration and Figures 4-5 

and 4-6 show the NDFC equlpmeat configuration. Table 4-1  contains defini- 

tions pertaining to the configuration charts. 

There are significant differences between LASA and NORSAR in th«. com- 

munication network which links the subarrays to the data control center. 

First, error protection during data transmission (expected to be the 

largest contribution of data errors) has been Increased by going from 

word parity at LASA to a  16-blt error-checking polycode at NORSAR. This 

significantly reduces undetected transmission errors, minimizes the num- 

ber of bits required for error checking, and defects all message errors 

introduced by noise bursts of duration not greater than the protection 

polynomial period (16 bits), and approximately 9V.997Z of all longer 

bursts. The same polynomial error-eheeking is supplied to protect 

sampling and mode selection commands transmitted to the subarray. 

Second, the LASA 13-bit plus sign and parity short-period seismometer 

word has been reduced at NORSAR to a 10-blt word In modified  floating 

point. This word consists of a 2-bit base 4 characteristic,  a 7-bit 

mantissa, and a sign bit, and allows approximately the same dynamic range 

as the 15-bit word. The resolution attainable is approximately 0.25 dB. 

In conjunction with a reduction in the number of SP seismometers per sub- 

array at NORSAR,  this shorter word length yields a reduction in the 

effective 9.6K baud data rate from the subarray at LASA to 2.4K baud at 

NORSAR, allowing use of common voice-grade linea. 

Third, to accommodate maintenance and calibration activity concurrently 

with online operation of the single subarray, individual sensors at 

NORSAR may be addressed with mode commands. 
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Fhe hardware which waa required for the Implementation of the three 

modifications described above waa incorporated into the design of the 

NORSAR SP LP electronics module (SLEM). which Is located in each aubarray 

central terminal vault (CTV). At LASA, the electronica unit which per- 

forna the analog-to«digital interface ia called a aubarray electronica 

module (SEH). The above capabilities, together with an increased flexi- 

bility in tne choicea of sampling rate, data transmission rate, and of 

modes of interconnecting the SLEMa to one another (for chained opera- 

tion) and to the incoming analog linea, represent the primary functicr-al 

differencea between the SLEM and SEM unite. 

The SLEM functional capabilities and design features are described in 

Section 4.1.2. 

For LASA, the incoming data rate at LDC ia approximately 400K baud, con- 

sisting of 21 linea euch having a capacity of 19.2K baud of digital data 

in the Ü*Ut mode. This data rate ia reduced to 200K baud at the PL1NS 

by diacaruing every other bit (complement bit) on each line. Data for 

transmission to SAAC is reformatted and blocked into 10 Hz messages in i 

the System/360 Model 44 at LDC. The data rates to SAAC are reduced to 

10 H« for SP data and 1 Hz for LP data, although all data is received . 

from the array at a 20 Hz sampling rate. Furthermore, the IS-b't fixed 

point data words are compressed to the 10-bit base 4 floating point 

format described above. The use of these techniques, together with an 

efficient blocking of the 10 Hz SAAC messages which takes advantage of 

the fact that the number of SP seismometers in 20 of the LASA subarrays 

has been reduced from 25 to 16, results in a 50K baud data transmission 

rate from LDo to SAAC. Error protection for this transmission is provided -j 

by a 16-bit cyclic-redundancy check (polycode). -• 

A block diagram of the NORSAR data acquisition system foi a typical sub- J 

array is shown in Figure 4-7. This system consists of the field instru- 

mentation portion which is identically replicated for each aubarray, and 
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the data center portion. The field Instrumentation design philosophy and 

equipment, and particularly the SLEM, are discussed In Section 4.1. The 

data center portion of the data acquisition system is discussed in Sec- 

tion 4.2, with particular emphasis on the special-purpose units-the SPS 

and the EOC. Section 4.3 contains a discussion of the Array Monitor and 

Control subsystem, an integral part of the data acquisition system which 

provides for remote online calihvatioa, monitoring and adjustment of the 

field instrumentation. Mathematical models for the SP and LP analog data 

channels are presented in Section 4.4. 

4.1  FIELD INSTRUMENTATION 

NORSAR field Instrumentation consists of: 

a. Sensors and sensor electronics 

b. SLEMS 

c. Modems and communication lines 

d. Other central terminal vault (CTV) equipment. 

The data path from the seismometer to the SPS is an analog channel for 

part of the distance and a digital channel for the remainder. . I 

A typical SP analog channel is shown In Figure 4-8. All sections except 

the seismometer and ;he RA-S amplifier are incorporated into the SLEM, 

which is discussed in Section 4.1.2. 

.1 

.! 

Filtering in the data acquisition system is divided into two parts: 

analog filtering prior to digitizing at the SLEM, and digital filtering 

after receiving the dat.a at the data center. Once the frequency range of 

interest is determined, and the data sampling rate is selected, analog 

filtering is provided to eliminate very low frequencies because they 

represent a confusion factor due to the slow modulation they Impose on 
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Che data. In particular, DC blaa should be effectively removed prior to 

sampling In order to avoid unnecessary loss of dynamic range and to per- 

mit meaningful application of data quality checking algorithms which 

utilize digital sums of rectified data values. It Is desirable to 

eliminate frequencies above the band of Interest prior to digitizing to 

avoid aliasing error. 

Digital filtering is desirable in the final, preprocessing stage since 

it is stable and repeatable, and also easily modified; It is convenient 

since the samples are received at the data center in digital form. Easy 

modification of filter parameters is important since different filtering 

is desirable for different processes at the data center. This is 

illustrated by the fact that detection demands a high signal-to-noise 

ratio (SNR) but is not concerned with waveform fidelity. Thus, filtering 

for the real time detection function is adjusted to optimize SNR without 

regard for distortion of signal frequencies outside the band that pro- 

vides optimum SNR. On the other hand, classification and waveform 

parameter estimation require analysis of detailed waveform character- 

istics and of the signal phase and amplitude spectrum, and the frequency 

band of interest is generally wider than that which optimizes SNR. Thus, 

separate filtering is required for this purpose. For example, NORSAR has 

used a 0.9 to 3.5 Hz filter for SP detection processing, but various 

filters ranging as low as 0.6 Hz and as high as A hz have been used for 

SP waveform parameter analysis. See Section 3.5 for a detailed discussion 

of LASA and NORSAR digital filtering requirements. 

Timing errors in the system are introduced by: 

a. Sampling rate, which introduces an unavoidable beamforming 

delay quantization error for all sensors 

b. Simultaneous receipt (by programmed Intent) of all SLEM 

data words (ODWs) at the data center, which Introduces 

timing errors between subarrays 
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c. Sequential analog-to-dlgltal conversion of the analog 

channels of a single subarray, which introduces timing 

errors between the samples of a single subarray 

d. Circuit jitter. 

If individual seismometers are sampled at 10 times per second, then the 

sampling interval, AT, is 0.1 second. The necessary steering delays can 

be implemented to the nearest sampling instant. Hence, the delay errors 

are assumed to be uniformly distributed over the interval from -0.5&T to 

+0.5AT. The resulting signal power loss is approximately 

-jy (10 log 10e) (2irfAT)2 dB, 

where f is the frequency in Hz. Thus, even at f - 3 Hi, the loss is only 

1.3 dB. 

The ICWs sent out to the SLEMs by the SPS are intentionally staggered so 

that all ODWs are received by the Data Center simultaneously (i.e., 

normally within a 2.4 millisecond interval); the system has been pro- 

grammed in this way for convenient handling of the received data. The 

result is that ODWs are actually formed at the array with a timing error 

between subarrays. This error, if actual simultaneous ODW receipt is 

assumed, is approximately equal to the one-way travel time of an elec- 

trical signal across the array. For NORSAR, which has a 75-mile diameter, 
t m 

that time is considered negligible. 

Sequential analog-to-digital conversion (ADC) of seismometer outputs 

produces a difference of 50 bit-times between the first and last conver- 

sions when six 10-bit samples are being transmitted to the data center. 

At 2400 baud, this is a 20 millisecond difference between the actual 

time of the first and last sample. Compensation for this error is not 

considered necessary for the analysis at NORSAR although it could be 

provided in the computer if very fine-grained processing were performed. 
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4.1,1  Sensors and Sensor Electronics 

I 

. 
Timing error due to circuit jitter is negligible. 

Switching, under telephone company control, of the distal communication 

lines to the data center would introduce another source of timing error. 

This does not occur at NORSAR without prior warning because dedicated 

lines are used. 

The sensitivity of the data acquisition system must be specified at a 

particular frequency. This is because seismometer ou.put is approximately 

proportional to the derivative of ground motion, which is proportional to 

both the amplitude and frequency of displacement. Short period sensitiv- 

ity is adjusted to 0.0427 nanometers per quantum unit (±10Z) at 1 Hz. 

Long period sensitivity is 2.47 nanometers per quantum unit (±10%) at 

0.04 Hz. Note that Richter magnitude, i^, is the logarithm of an appro- 

priately scaled version of A/T, wher^ A is amplitude ana T is period. 

(See Section 8.3.2.) 

For purposes of specifying system parameters and tolerances, certain 

aspects of system performance could not be realistically analyzed for 

degradation of specific channel parameters (such as drift of seismometer 

natural frequency, variation in amplifier gain, or changes in filter 

response). It was decided to resolve corresponding requirewents for 

NORSAR by specifying components and tolerances that were realizable at 

reasonable cost. 

! 

i 
I 

The principal array sensors are the short-period and the long-period . I 

seismometers. The principal sensor electronics are the seismometer arpli- 

fiers which provide the required signal conditioning prior to signal j 

input to the SLEM Analog Unit. These sensors and amplifiers are 

described in separat* subsections below. J 

3 
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4.1.1.1      Short-Period Seismometer 

The short-period seismometer which Is used for LASA and NORSAR Is the 

Geo-Space Corporation type HS-10-1/A, which Is a modified and repackaged 

version of a standard spring-mass type of refraction geophone (Sears- 

Hall type HS-10-1) used In oil exploration. The instrument Is mounted In 

• • 

.. 

a pressure-tight case tc minimize performance variations. Each short- 

period instrument rests in bedrock at the bottom of an individual borehole. 

Inside a steel casing which is coupled to the ground by means of con- 

crete. In Montana the average depth of the boreholes is 60 meters; in 

Norway most of the boreholes have an average depth of IS meters, although 

a few instruments were Installed in 60-meter holes for purposes of 

performance comparison. 

The primary mechanism of this transducer is a moving coll an 1 inertlal 

mass assembly suspended by two helical springs, so that the coil moves 

vertically in the field of a fixed magnet attached to the instrument 

case. Vertical ground motion causes a corresponding motion of the case 

and magnet relative to the inertlal mass and coll assembly, which 

induces an electrical signal proportional to relative velocity. The 

modified seismometer has also been equipped with a calibration coil and 

plunger so that the sensitivity can be measured from a remote location. 

Selected specifications for NORSAR and LASA application of the HS-10-1/A 

seismometer are as follows: 

a. Alignment-Instrument response axis within four degrees of 

vertical 

b. Polarity Convention-Vertical ground motion upward gives a 

positive channel output signal 

c. Case Test Pressure-250 psl 

d. Case Size-4.75n O.D.  x 11.25" long overall 

4-19 



e. Moving Mass  (total)-82j grains ±1.5% 

£. Main Coil Resistance-50,000 ohms ±5% at 25°C. 

g. Main Coil Sensitivity-3.8 microvolts/nanometer at  1.0 Hz 

h. Main Coil Generator Constant-846 volt-seconds/meter (loaded) 

1. Calibration Coil Motor Constant-0.0326 newtons/ampere 

J. Calibration Coil Sensitivity-1 nanometer/microampere at  1.0 Hz 

k. Natural Frequency-1.0 Hz *   10% 

1. Effective Damping Ratio-0.7 ± 0.05. 

4,1.1.2      Short-Period Amplifier 

The short-period seismometer output is attenuated by a resistive network 

and fed into the preamplifier stage of a Texas Instruments type RA-5 

solid-state reactance amplifier, which operates at low frequencies with 

little internal noise. The reactance amplifier is basically a double- 

sideband upconvertor (or modulator) in which a band of low frequencies 

modulates an rf carrier.  The nonlinear element which supports modulation 

is the junction capacitance of two matched silicon diodes reverse-biased 

by mercury cells.  Operating power is supplied by an rf carrier (the 

pump) which modulates the transition capacitance of the parametric 

diodes. 

Trimmer capacitors are used to compensate for diode mismatch and to pro- 

vide a controlled unbalance In the bridge composed of the secondary 

windings of the pump transformer and the two diodes. This capacitive 

unbalance provides a constant amplitude signal which has the proper phase 

to serve as an am carrier for the sidebands resulting from application of 

an input signal. Output of the reactance section is fed into a conven- 

tional tuned amplifier and detector. The low frequency output of the 

detector is fed to line driver circuits that provide differential output 

signals. 
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Selected RA-5 specifications  for the NORSAR and LASA applications are 

as  follows: 

a. Input-Differential and floating with minimum Input Impedance 

of  IS megohms below  10 Hz 

b. Output-Differential with approximately  1200 ohms Impedance 

and +8.5 volts nominal dc offset at each output with respect 

to ground 

c. Output Level-Minimum of  14 volts peak-to-peak differential 

d. Load Impedance-SOOO ohms minimum 

e. Voltage Gain-Up to 10,000 for differential output  (nominally 

5A10 to achieve desired quantization level) 

f. Gain Stablllty-Not more than 3 dB variation from nominal 

over the temperature range from -30oC to +50* C. Not more than 

2 dB variation for supply voltage from 18 volts dc to 14 

volts dc 

g. Dynamic Range-72 dB minimum 

h.      Frequency Response--3 dB tl dB at 0.1  Hz, with -6 dB/octave 

roll-off below 0.1  Hz.  High  frequency cutoff beyond 90 Hz 

1.      Dlstortlon-5Z maximum 

j.      Noise-Equivalent input noise voltage no more than 0.05 micro- 

volts rms over the band from 0.8 to 10 Hz 

k.      Power Requirements-About 9 milliamperes at 18 volts 

1.      Size-4-3/8" x 6" x 3". 

4.1.1.3      Long-Period Seismometer 

A three-axis long-period seismometer system is Installed at most subarray 

sites in the LASA and NORSAR arrays, consisting of one Teledyne Geotech 

Model 7S05B long-period vertical seismometer and two Teledyne Geotech 

Model 8700D long-period horizontal seismometers. The three instrument 
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response axes  in each sysccn are orthogonal, with the horizontal axes 

oriented in the north-south and east-west directions.  Although the 

mechanical configurations of the vertical and horizontal seismometers 

are different,  all of  these sensors  are mass-spring type moving-coil 

transducers. Each instrument is installed in a separate pressure-tight 

metal tank, and the three tank* are embedded in the  floor of an under- 

ground concrete vault.   Fiberglass insulation around each seismometer 

together with a blanket of earth over the concrete vault are used to 

reduce the effects of temperature variations. Underground cables are used 

to transmit the sensor signals  fiom the Long-Period Vault  (LPV)  to the 

Central Ternuaal Vault   (CTV), where  the long-period amplifiers and the 

SLEM unit are located. 

The mechanism of each  long-period seismometer consists of  a  10 Kg mass 

and coil assembly mounted at the end of a rooveable suspension arm in such 

c way that the coil moves in the field of a fixed magnet attached to the 

frame.  The suspension arm is mounted rm .lexure pivots, which operate by 

bending  flexure ribbons  of spring material,  rather than by  the movement 

of bearing surfaces.  Gravity and the small net spring action of the 

flexures provide the restoring forces, and the relative motion between 

magnet and coil produces an electrical signal proportional to relative 

velocity.  The motion of the inertial mass is constrained to occur only 

along the desired response axis of each instrument. 

The period and mass position of each seismometer can be measured from a 

remote monitoring and control center, by the actuation of relays to 

remove seismometer damping and start the mass moving for a free period 

test, by applying power to the photoelectric mass position bridge built 

into each seismometer for a mass position measurement, and by restoring 

the circuits to their original configuration for normal operation. These 

paraüieters can also be adjusted from the remote lor at Ion by activating 

motors which move weights on the suspension arm or tilt the seismometer 

base. 
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Furtherrocre,  «ach  seismometer  la  also «quipped with  • calibration  coll 

to permit   remote   measurement  of   Instrument   »ensltlvltv.   Calibration  1« 

acco^>llahad by passing a known currant  through  tha calibration coll, 

which la a single turn of wire wotnd about tha daaplng coll, and measur- 

ing the channel output. 

Selected NORSAR and  LASA   long-period  system aelaaoaater  sped f lc.it Ions 

are aa  follows: 

«.       Alignment-Azimuth   alignment   'J degree! 

b.      Polarity Conventlon-Poaltlva channel output signals  for 

vertical ground notion upward, horliontel ground notion 

North, and horlsontal ground motion Eaat 

C.        Dimensions-15.5"   X   It"   x  24",  each   Instrument 

d. Inertlal Mass-10 kllograae  HI 

e. Hein Coll Raal8tance-30,000 ohne MOZ at 23* C 

f. Main Coll  Senaltlvlty-0.111   microvolts/nanometer  at  0.04  Hz 

g. Main Coll Generator Conatant-750 volt-seconds/aeter t2Z 

h.      Calibration Coll Senaltlvlty-30.6 nanoatatara/nlcroanpere at 

0.04 Hz 

1.       Calibration Coll Motor Conatant-0.032 newtona/anpere 

J.      Natural Perlod-20.0 t 0.5 seconds 

k.       Effective  Damping Ratlo-0.64 t 4Z. 

4.1.1.4      Long-Period Amplifiers 

The NORSAR long-period seismometer outputs  are amplified by Ithaco nodal 

6083-82 sub audio frequency differential aapllflera, whereaa the LASA 

system utilizes Texas   Instruments Type II Multichannel Parametric 

Amplifiers.   In  this  section,  only  the specifications  and operating 

characteristics of the Itheco aapllflera will be  discussed;   the Texaa 

■ 
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In«tn«»nt» Typ«  II MpIlCUr »yfm M pr«««ot«d In  (4-261.  Each 

Ithaco a^>llfUr-fiICcr channel has a factory eat gain of 80 dB and a 

paaaband which extend, fro« 0.005 tit       0.033 H«, with a lo«-fr«quancy 

rolloff of -6 dB/octav« and a hlfh-' ncy rolloff of -24 di/octava. 

In th« first stais, ths l«»-fr«quancy algpal la tranalatad to 2 kHt and 

«npllfled by 46 dB In a flxsd, bslancsd,  IwooUs circuit with 60 dB cf 

comaon mode rsjsctlon. Ths slgnsl Is thsn dsaodulatad and paaaad through 

a co^lnatlon a^>llflat/low-pass flltsr stsga with 20 dB gain and -12 

dB/octava rolloff abov« 0.033 Hs.  A plug-In Buttaivorth flltsr stsga 

follow« with unity gsln snd -12 dB/octsv« rolloff sbovs 0.04 Ht. An 1-C 

hlgh-psss ssctlon follows which produce« -6 dB/octsv« rolloff bsl»* 

0.005 Mi snd fssds Into ths first output stsga. Th« gain of thla stsgs 

■ay bs sdjustsd (Intarnally) by trl««ing tha faadback raalator.  Tha out- 

put of thla ataga la lnv«rt«d In th« second output stsgs, which Is s 

unity  gsln dc  amplifier. 

Sslsctsd Ithsco s«plifl«t apsciflcstlons  for ths N0RSAR long-p«rlod 

sppllcstlon srs ss  follows: 

a. Input-Balancad dlffarsntlal, with «Inlsu« Input l^sdanca of 

5 Mgohna 

b. 0utput-Bal«cad dlffarantlal, with last than 100 ohms 

In^edancc   ind dc offset   less   than »1   volt 

c. Output L«v«l-Mlnl«u« of 60 volt« paak-to-paak Into lOOK oh« 

load 
d. Voltaga Caln-Up to a «Inlmu« of 80 dB for dlffarantlal output 

a.      Cain Stability-Not nora than *0.5 variation fro« noalnal 

ov«r th« t«^>«?«tui« rang« fro« -lO'C to 4-50 C 

f. Dynamic Ranga-80 dB minimum 

g, A^»llflar Fraquancy Raaponas-Low fr«qu«ncy cutoff -6 dB/octava, 

-3 dB t 0.3 dB at 0.005 Hs 

High fraquancy cutoff -12 dB/octava, -3 dB t  0.3 dB at 0.033 H« 
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I 
fi.       niter R«apoas«-LowpMs -17 dB/oct«v« Bucccrworch,  -3 dB t 0.3 

dB mt 0.04 Mx 

T i.       Dl«tortloo-L«M   than 0.5X 

J. Mola«-Cquiv«l«BC Input noi»« volcag« no aor* than 0.1 micro- 

volt raa ovnr th« band fro« 0.003 4t to 0.033 Ht, for aourc« 

lapodanc« of iOH oha or l«aa. 

k.       Pcwcr Raqulroaant«-tS nilUa^arca naxlaua: at   18 to 2b volts 

1.      Sit«-«" x 8M x 10", «ach diannal. 

4.1.2      Short P»rtod-Long Farlod Elactronlct Hodula 

Th« SP-LP alactronlca aodul«  (SIXM)   la  ua«d to Interface  all alaaenta of 

.. 

:: 

:: 

: 

« aub«rray to th« d«ta center.  It rac«lv«« continuous  timing and control 

algnal«   fro« the data center,   and   trauealts  cont^nuoua  data signals   to 

th« data c«nt«r.  Signal«  fro« th« date center «re  formatted in block« 

d««ign«t«d «a  Input Control Word«  (ICUa)  and algnal« to th« data c«nt«r 

lo block« d«ajgnat«d «« Output Data Word«   (OOUa). 

4.1.2.1      Synchronli«tion 

Th« b«aic control  flow  fur aynchronlxlng data aaapiing and  tranamlsslon 

under  data center control  la  «hown in Figur« 4-9. Th« trmcait clocK 

fro« th« SPS to th« «od«« la  under direct  control of th«  tia«-of-d«y 

generator   (TOO Gen).   Thi«   1«   concerted   to  the   receive   clocn  «t   th«  SLEM, 

which   1«   used  in  th«  SLEM  to  «ynchronire  it«   Internal   tlmlrg.   This   timing 

Is   used   in  th«  SLEM  to control   various   internal   function«   and   to provide 

the   transmit  clock  to  th«  modem,  which   become»   th«   receive  clock «t     he 

SPS. 
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Timing of ICW operations In the SLEM Is derived from a 2.4 mHz oscillator, 

wnlch Is divided down to feed 120 kHz signals to a divide-by-1000 counter. 

During 2400 baud or 1200 baud transmission, the positive-going transition 

of the modem serial clock receive signal from the modem to the SLEM 

(which indicates the beginning of a data bit period) resets the divlde- 

by-1000 counter. This counter is decoded so that a clock pulse (designated 

IC) is generated during the middle of a data bit period. Thus, the IC 

clock is synchronized with the received clock and data, and its use in 

the SLEM provides bit synchronization relative to the incoming ICW. 

Once bit synchronization has been achieved, it is necessary to acquire 

frame synchronization relative to the incoming ICW. This is done by 

scanning all incoming bits with a sliding window that examines all 

successive 16-bit patterns (updating a bit at a time) until a valid sync 

code is detected. The polycode is then checked at the appropriate time 

and if it is valid also, then frame sync is considered established. 

ODW synchronization is derived in the SLEM directly from the timing 

signals that have been synchronized to the incoming ICW. However, the 

00W bit timing is always delayed by 16-blt times with respect to ICW bit 

timing. 

In the event that the SLEM does not receive ICWs, it continues to trans- 

mit ODWs. These ODWs are sent in free-wheeling (i.e., unsynchronlzed) 

mode. The reflected FS and FRS fields of the ODW indicate if this condi- 

tion exists. 

4.1.2.2  ICW and ODW Formats 

The SLEM receives the following types of data from the subarray elements: 
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a. SP seismometer data 

b. LP seismometer data 

c. Discrete Inputs 

d. Analog inputs. 

The SLEM provides to the subarray elements both calibration signals and 

discrete output signals for control purposes. 

The SLEM is capable of operation in any one of five operational modes. 

One of these modes( SEMC/L, has three distinct variations, two of which 

along with one of the other modes (SEML) are supported by the data 

acquisition programs at NDPC. The supported configurations are: 

The above variations all accommodate one 3-axis, LP seismometer in 

addition to the SP seismometers. The LP seismometer cats is provided in 

the Random Sample field of the ODW, one axis at a time, in response to 

the appropriate random data address in the ICWs. Thus, three ODWs arc 

used to transmit data for all three axes. 

The formats of the 1CW and ODW are different for different SLEM modes. 

Figure 4-10 shows ICW and ODW formats for the SEMC/L-20 mode. Regardless 

of mode, each ICW contains the information necessary to control one SLEM 

sample period; the results of this sample period are provided in a single 

ODW. In normal operation, the FS, FRS, and DOF fields of the ICW are zero, 

while the RDA field changes for successive ICWs according to a single 

specified sequence for all subarrays. During test and calibrate opera- 

tions, the FS, FRS, DOF and RDA fields of the ICW for one subarray may 

be specified independently. 
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a. SEML-Elghteen short-period seismometers are sampled at a 10 Hz 

rate and data is transmitted at a 2400 baud rate. 
. i 

b. SEMC/L-10-Six short-period seismometers are sampled at a T) Hi 

rate and data is transmitted at a 1200 baud rate. 

c. SEMC/L-20-Six short-period seismometers are sampled at a 20 Hz 

rate and data is transmitted at a 2400 baud rate. a 
a 
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In Figure 4-10. the numbers under ehe various fields indicate the number 

of bits in that field. The DLE STX and DLE ITB fields of the ICW are 

control bytes in binary synchronous communications. However, they are 

disregarded by the SLEM. Their presence is related to the system evolu- 

iion that is discussed in Section 4.2.1. The FS field specifies a 

desired test generation. The FRS field specifies desired routing of the 

selected fast generator. The DOF fields specify the setting or resetting 

of discrete digital output points provided from a SLEM connector. The 

RDA field specifies the data that is to be inserted by the SLEM in the 

Random Sample field of the ODW. This data is one of 16 quantities that 

are designated as sub-multiplex channel data. They are: 

a. RDA 0-3-Vault discrete inputs 

b. RDA 4-6-Three LP seismometer data channels 

c      RDA 7-Test channels 

d. RDA 8-10-Three LP seismometer mass position measurements 
e. RDA 11-f28 volt battery 

f. RDA 12-Battery current 

g. RDA 13—18 volts 

h. RDA 14-f18 volts   }      Not utilized at NORSAR 

1. RDA  15-f40 volts 

The ODW shown in Figure 4-10 ha< six sequential short period seismometer 

samples designated SSI  through SS6. This is followed by the Random 

Sample,  reflected RDA and FS/FRS fields, and three one-bit fields used 

for validation purposes at the Data Center. 

4.1.2.3      Hardware Organization 

Figure 4-11  is a functional block diagram of the SLEM.  It consists of an 

Analog Unit  (AU),  a Versatile Common Digital Unit  (VCDU), and an External 
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Power Unit (EPU). The VCDU provides Che control functions necessary for 

gathering and formatting seismic data In any one of the five distinct 

operational modes. Mode selection Is a function of the particular data 

sampling situation, and Is Implemented by switches en the VCDU. Depending 

on the mode selected, an appropriately configured AU samples, time- 

multiplexes, and digitizes the analog Input signals ui.der control of 

logic within the VCDU. In addition, various self-test ptccedures can be 

initiated by the AU under control of the VCDU. The EPU provides He 

voltages to the AU, the VCDU, and other equipment. The AU, VCDU, ard EPU 

are each separate rack-mounted units. 

Figure 4-11 functional blocks do not necessarily correspond to discrete 

hardware sections. For example, the NORSAR SLEM uses a single random 

access type multiplexer controlled fr^m th • VCDU. Where sequential 

scanning is desired, it is achieved by generating the MUX addresses in 

the VCDU in a sequential manner. 

The short-period Line Termination Amplifier (LTA) has a low pass filter 

but tb i  long-period LTA does not. However, the long period channel is 

provided with a two-pole But'.erworth low pass filter in the LPV amplifier. 

The filter in the short-period LTA is a four-pole Tchebyscheff type with 

^0.25 dB passband ripple. The overall response of the SP channel in the 

SLEM is 0.038 Hz ±  6%  to 4.73 Hz t 5%, The overall response of the LP 

channel in the SLEM is 0.00372 Hz to 300 Hz ± 6%.  Both channels have 

84 dB dynamic range. For complete data on the SLEM, see [4-30]. Mathe- 

matical models of t..e overall SP and LP analog channels are presented in 

Section 4.4. 

i 
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4.1.2.4  Range Scaling and Data Compression 

The output of the multiplexer Is provided to the Range Scaling Amplifier 

(RSA), which feeds the Analog-tu-Dlgltal Converter (ADC) that In turn 

furnishes Inputs to the Floating Point Encoding Logic, as shown In 

Figure 4-11. The operation of these three blocks must be viewed together, 

as well as subsequent data defloatlng by the SPS at the Data Center, In 

order to appreciate the rationale for the techniques used. 

The floating point encoding logic permits a reduction In the transmission 

rate required of the communication lines without a reduction in system 

performance since adequate amplitude precision and the field dynamic 

range are retained. Once the decision to use floating point encoding 

logic is made, an easy further enhancement is possible. A Range Scaling 

Amplifier can be provided to feed the ADC so that low level signals may 

be amplified prior to digital conversion to minimize the effect of ADC 

Internal noise. A subsidiary benefit is that the ADC can have fewer bit 

positions than would otherwise be required. 

In the NORSAR system a dynamic range of ±78 dB was desired for seismom- 

eter data. Normally, this range Is represented by 14 bits (a sign bit 

and 13 magnitude bits). However, it was decided to transmit both the 

sequential short period samples and the analog sub-multiplex channels 

(which are contained in the Random Sample field of the ODW and include 

the LP samples) in a base-4 floating point format. 

The data compression technique used in the SLEM (VCDU section) converts 

the short period data into a 10-bit word consisting of sign, seven 

mantissa blttt. end two inodulo-4 characteristic bits. Fr.s two character- 

istic bits ina'cate the number of double-left shifts required to recon- 

struct the ordinal data sample. 
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The technique also converts the analog sub-multiplex data Into a 13-bit 

word consisting of sign bit, 11 mantissa bits, and one inodulo-4 

characteristic bit. 

The SLEM has operating control switches that are set during Initial sys- 

tem setup. Two of these Impact range scaling and data compresilon. The 

first Is the scaling switch which has auto, xl, and x4 positions. In 

auto, the SLEM provides automatic scaling and compression. In xl, the 

SLEM hm  an RSÄ gain of one and In x4 It has an RSA gain of four. The 

second switch Is the data compress/data noncompress switch. It Is over- 

ridden when the scaling switch Is In auto, but otherwise It determines 

If data compresslcn Is available. The discussion here (of range scaling 

ani data compression) assumes that the scaling switch is set to auto. 

For a description of SLEM operation corresponding to other switch 

settings see [4-30]. 

The RSA can provide a gain of either one or four. This gain is controlled 

by the VCDU, which switches it from one to four when the digital output 

from the ADC is below specified limits. The ADC performs a 12-bit conver- 

sion of the analog input data upon command from the VCDU, and provides 

12 parallel bits of data to the VCDU. 

.! 

However, increasing the gain of the RSA from one to four effectively 

increases the ADC conversion resolution from 12 to 14 bits. 

The floating point encoding logic crnverts the sequential SP samples 

trom a fixed point, 12-bit word to a floating point, 10-bit word. How- 

ever, the dynamic range of the 10-bit word is equivalent to a 14-bit, 

fixed point dynamic range because the two bits of njdulo -4 character- 

istic take into account the gain setting of the RSA. Figure 4-12 

Illustrates how this is accomplished from a functional point-of-view. 

The ADC output for either RSA gain -1 or RSA gain -4 is s^own as sign 
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bit and  13 magnitude bits.  However,  two magnitude bit positions are 

imaginary since only  11 bits of  magnitude are presented by the ADC out- 

put.  The mantissa and the characteristic bits  (and the sign bit)  are 

provided as  the  transmitted SP sample shown at  the bottom of  the  figure. 

The   correct mantissa is selected by the encoding  logic by testing the 

data magnitude. 

Figure 4-13 shows  the  raw Input word as  assembled by  the blocking 

routine of  the SPS. This  routine separates each specified  field of the 

ODW from the continuous bit stream.  The  figure also shows  the defloated 

word as  a function of the characteristic bits.  Note that half-adjustment 

is provided for characteristics of  10 and  11. 

The analog sub-multiplex data is converted to  fixed point at  the Data 

Center according to the formulas, 

X-4m+2ifc-0 

X - m if  c -  1 

where X Is the fixed point value, m consists of bits 0 through 11 of the 

received data sample, and c Is the characteristic bit (I.e., bit 12) of 

the received data sample. 

4.1.3  Modems and Connunlcatlon Lines 

Tha cownunlcatlon lines and modems provide data transmission between each 

SLEM and NDPC. Tha llnka provide full-duplex, 24 hours-pei-day dedicated 

service with binary synchronous transmission at .ates up to 2400 baud. 

CH2003 modema with modifications are used. The basic modem Is described 

in (4-291. Tha modifications to the modems provide for Isolation of com- 

■unication problems through uaa of a loop capability under control of the 

suparviaory channel of tha «odam. Tha interface between the modems and the 

SLEMs consists, of selected circuits from CCITT Recommendation V.24, 

February 1967 (equivalent to EU SP-890 Standards plus E1A RS-232B). 
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Raw Input Word 
A$ Presented By 
Blocking Routine ■ 0 0 0 0 0  0 S M M M M M M M C  C 

Characteristic (CO Defloated Word 

0  0 s s s s S   S   S  M M M M M M M  0   0 

0   1 s s s s S   M M M M M M M 0   0   0   0 

1   0 S  S  S  M M M M M M M   1   0 0  0  0  0 

1 1 S M M M M M M M 10   0  0 0  0  0  0 

Igure 4-13. Blocking and Defioatlng of SP Data by the SPS 
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4.1.4      Vault Equipment 

NORSAR UPC» both Long-Period Vaults   (LPVs)  and Central Terminal Vault« 

(CTVs) .  An LPV contains  a 3-axls,  long-period seismometer system.  A CTV 

contains a SLEM,  a modem,  and supporting equipment.  Each CTV services 

the data acquisition requirements  for a single subarray.  Thus,  it 

receives signals from: 

a. Several SP seismometers via their RA-5 wellhead amplifiers 

b. One  3-axis LP seismometer system located in a LPV 

c. External analog sensors located in or near the CTV. 

Power,  control, and calibration signals  are transmitted from the CTV to 

these external seismic and analog sensors. Balanced, shielded trans- 

mission cable, suitable  foi  direct burial,  is utilized  for transmission 

of signals.  Local telephone service is provided to the vaults  to permit 

voice communication with  the Data Center.  Local commercial power is also 

supplied. 

External analog sensors  can be  installed near each CTV to monitor environ- 

mental parameters such as wind speed and direction,  temperature,  and 

relative humidity.  Provision is also made  for analog sensors  located 

inside the CTV to measure such parameters  as barometric pressure and 

vault temperature. 

All electrical interfaces to equipment outside the CTV are made through 

wall-mounted Junction boxes, that also contain components for lightning 

protection. 

il 

! 
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4.2  DATA CENTER EQUIPMENT 

The data center equipment th«C is directly concerned with data acquisi- 

tion consists of Cha modem«, the tlrae-of-day generator (and It« radio 

receiver), the SPS and Cha EOC. The online System/36Ü Model 40 handles 

Che data recording task., but is not ocheewise regarded aa a pare of cha 

dace acquisition sysceu All of chese equipments are standard coasercial 

units except for the SPS and the EOC. The NDPC online system hardware 

configuration and identification has been presented in Figure 4-5. The 

subsequent sections of this document will discuss briefly only the SPS 

and the EOC, which were developed especially for this systea. 

4.2.1  Special Processing System 

The Special Processing System interfaces the Detection Processor to the 

comaunication lines and thus to the array. It performs two baaic func- 

tions to accomplish this: 

a. It provides the proper electrical and logic interfaces for 

the modems that connect to the communication lines and also 

for the System/360 processors with which it exchangee data. 

b. It provides the proper data processing and formatting for 

the SLEM« and the System/360 processors. 

A complete hardware description of the SPS is given in [9-54] and (9-58]; 

in addition, a generalised microcode specification baaed on the machine 

organization is presented in (9-54]. [9-56] describes the operational 

microcode for the SAAC SPS and [9-55] describes the operational micro- 

code for the NDPC SPS. 
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In addition to its two basic data acquisition functions, the NDPC SPS 

also does digital filtering and subarray beamfoming which are not dis- 

cussed in this section. 

A block diagram of the SPS is shown in Figure 4-U. The SPS consist of 

a special baalc processor designated Adaptive Mlcroprogranmed Control 

System (AMCS) and 2 groups of adapters. The first group of adapters are 

designated Base , iapters (BAs), and the second group of adapters are 

designated Transmission Adapter Unit (TAU). The BAs consist of: a time- 

of-day adapter (TODA); two adapters for the Sy8tem/360s (360A), which 

are numbered 0 and 1; an EOC Adapter (EOCA); and a Status Adapter (SA), 

which was Intended to Interconnect two SPSs operating in a dual thread 

configuration. At SAAC. the EOCA is used as an interface to Develocorder 

Units. At NDPC, the EOCA is not used. 

The TAU consists of: 32 Line Adapters (LAs); up to 8 Binary Synchronous 

Communication Adapters (BSCAs), although there is only one installed for 

the NDPC SPS; 2 Group Multiplex Adapters (GMAs) designated GMA A and 

GMA B; and one High Speed Group Adapter (HSGA). The Line Adapters con- 

nect to the modems for the SLQ1 communications lines, with a separate 

Line Adapter for each modem. The Group Multiplex Adapters interface ti.« 

Line Adapters to the .WCS; GMA A Interface« to Line Adapters 1 through 

16 and GMA B interfaces to Line Adaptors i-' through 32. The Binary 

Synchronous Communication Adapter is used at NjPC to interface to the 

modem for the tranrtatlaotic data link. The High Speed Group Adapter 

interfaces the Binary Synchronous CommunlcatlGn Adapter to Che AMCS. 

All interfaces to the AMCS are accommodated by the storage access 

channel and by Che multiplex bus of AM'JS. The storage access channel is 

•n 8-porc dlrecc channel Co main storage in the AMCS that operates on a 

cyr.le-sceallng basis and accommodates data flow between the AMCS and its 
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sJapters. The multiplex bus Is a roultlreglster bus Chat provides all 

necessary control signals between the AMCS and Its adapters. The AMCS 

section of the SPS Is shown in Figure 4-15 which shows the following 

major components of AMCS: 

a. Core Memory (64K words of 18 bits each) 

b. Memory Control 

c. Data Flow 

d. Sequence Unit 

e. Transformer Read Only Storage (TROS) 

f. Storage Access Channel 

g. Multiplex Channel. 

The Core Memory consists of four standard IBM M21 units each containing 

16K 18-bit words randomly accessible with a one microsecoru full cycle 

time. Memory Control consists of all logic needed to provide proper con- 

trol signals to Core Memory, and also to select either the Data Flow or 

Storage Access Channel for Core Memory communication. 

The Data Flow unit basically interconnects the major AMCS elements of 

Core Memory, Multiplex Channel, and Sequence Unit. The Data Flow unit 

consists of: Function Unit; High-Speed Data Stack; Condition Stack; and 

registers designated Q, X, Y, Z, D, MSAR, MSRR, and MSWR. The Function 

Unit is ;.n« Arithmetic/Logic Unit of Che AMCS, and operates under micro- 

program control. The High-Speed Data Stack is a group of 64 auxiliary 

registers that is available for temporary storage within the Data Flow. 

The Condition Stack provides 32 groups of 4-biC Indicators that contain 

status Information. The Q, X, Y, Z, and D registers operate in conjunc- 

tion with the Function Unit. The MSAR, MSRR, and MSWR registers interface 

the Data Flow to the Core Memory via Memory Contiol. 

i 
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The Sequence Unit controls the addressing of the TROS, which Is the 

Transformer Read Only Storage section of the AMCS. TROS contains 8,192 

words of 56 bits each. The selected word during any particular cycle Is 

provided to the appropriate sections of AMCS by the Sequence Unit. 

The Storage Access Channel and the Multiplex Bus provide the data and 

the control Interfaces, respectively, between the AMCS and Its alapters, 

as described previously. 

4.2.1.1  Interfaces 

The Interface between the SPS and the modems are selected lines of CC1TT 

Recommendation V.24. The Interface between the SPS and the TOD was 

specially designed to provide the desired signals. The Interface between 

the SPS and the System/360s Is the standard Interface of an IBM 2701 

equipped with a parallel dat^ adapter; the SPS simulates the external 

device. 

4.2.1.2  Functions and Interrupt Structure 

The operation*of the SPS la divided Into two categories: normal mode and 

•xc pdon «ode. Normal mode Includes all functions except Test and Cali- 

bration and Resync, which are designated as exception mode (discussed in 

Section 4.2.1.5). The detailed discussion of the NDPC-SPS operations Is 

given In (9-551 and la auaaarlsed In 9-52, Section 2-1]. The discussion 

here will review some key points. 
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The process functions of the SPS Include: 

«. Executive/Interrupt Structure 

b. ODW Processing 

C ICU Prc-esslng 

d. SPS Detection Processing 

«. Initialization 

f. Systen/360 Service 

g. NDPC/SAAC Communications 

h. Rasynchronization 

J.  Test and Calibrate. 

The main process function- of the SPS are periodic. A relatively fixed 

amount of processing must be performed at a fixed rate to provide a 

continuous flow of information from the SPS to the SLEM, from the SL£M 

to the SPS, and from the SPS to the System/360. Information from the .CPS 

to the SLEMa are transmitted in Input Control Words (ICWs). These ar. 

generated at a fixed rate. The information from the SLEMa to th* SPS is 

transmitted in Output Data Words (ODWs). They are generated by the SLEM 

under timing control of the ICWs, and must be processed and transferred 

to the System/360 by the SPS. 

The SPS processing priority is: 

a. TOD Interrupts 

b. Other Interrupts 

c. ODW Process, high rate (acceptance and processing) 

d. ICW Process, high rate 

e. SPS Detection Process Functions 

f. Rcsynchronization 

g. System/360 and transatlantic Link Interface 

h. Test and Calibrate. 
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All casks except Che lowest three are generally referred Co as synchronous 

However, SPS processing should not be considered synchronous in Che strict 

sense. 

An interrupt service rouCin« is used Co determine interrupt level, Co 

chain Che interrupt being serviced by level, and Co assign processing 

control  co Che  rouCine  re   .(red   for Che highest   level  interrupt  pending. 

Some   functions,   such   as 00W processing,  have  multiple   associated   inter- 

npes  (one per  ronmunicsciun  line).  The  interrupts  are stacked by level, 

and if  multiple   associated   interrupts exisc,   Chey are  chained within cheir 

level.  Thus,  process'ng is perfc^d  for «11 pending interrupts  at  one 

level before any processing is perfo.-wd for  interrupts  ac a lower level. 

During processing at  a given level, occurrence of a higher level inier- 

rupt causes a change in processing co ehe higher level, wich  return co 

Che  interrupted process  after all higher  level  interrupts have been 

serviced. 

4.2.1.3  Sampling Control 

The SPS genaraces ICUs co control SL£M operation. The ICWs have command 

fields CO control operation of Che SLCM, and an identification field Co 

address a particular SLEM. A SLEM execuCes certain command functions only 

when ic receives a valid ICW wich its particular identification code. The 

RUA field of Che 1CU is used CO select one of 16 submulCiplexed channels. 

These contain dscs not required as often ss Che basic sao^ling race. The 

polycode field is generated by Che Line Adapter and transmitted wich each 

ICW. 

The present system is designed to handle s maximum of 32 SLEM coamunica- 

Cion lines. The functional requirements of ehe LA were established in Che 
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development of  the  Interim System when an  IBM 2701 Data Adapter Unit 

equipped with  Synchronous  Data Adapter II was  modified  for  fixed-format 

operation with a SLQt-type unit. 

The most significant modifications were to: 

a. Indicate an error condition  If  two SYN bytes do not  follow 

two polycode bytes. 

b. Enter transparent mode after the second SYN byte. 

c. Ignore all control characters while  In transparent mode. 

d. Leave  transparent mode after accepting a preset count of data 

bytes anl treat  the next two bytes  as  polycode bytes. 

a.      Transmit •m error index byte to the computer containing the 

results  of  the polycode check. 

f.       Modify  the data transfer path within the 2701  to Invert the 

byte  format with  respect  to the order of bit significance 

within  the byte.   (The bit significance  reversal was necessary 

for coapatibility with  the SI.KM format.) 

The  two fundamental changes  in the 2701  SDA II,  that were  retained for 

the SPS LAs,   are: 

a. Utiliiation of a fixed-length frame after the sync bytes to 

begin counting for the polycode 

b. Compatibility with  the SLEH bit  format. 

.: 

.: 
The LA permits continuous data stream operation without retiring ODW 

control characters other than two polycode bytes. The S?S program is 

responsible for verifying synchronization and requesting a search for new 

sync if necessary. The sync byte in Figure 4-11 is the 2701 SYN character 

used for synchronisation. The data bytes are binary information. The 

polycode is Che 2701 CRC-16 polynomial code. 
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The 10 Hz and 2400 Hz interrupts from the TOD are both used by the SPS In 

establishing transmission times for each ICW or for Resynchronlzatlon. 

Data establishing desired ICW transmission times are provided to the SPS 

aa a part of the initialization routine. Transmission of ICWs is staggered 

to obtain all ODU responses from the SLEMs within a specific time window. 

The time of each ICW transmission is based on sampling-rate dependent 

parameters. Not« that the SLEM performs its conversion in response to an 

ICW and that both ICWs and ODWs occur as a continuous, uninterrupted flow 

on the full-duplex lines. Unlike the ODW, the ICW contains control 

characters that represent i c*-ry-over fro« the 2701 SDA II format. How- 

ever, the SLEM regards these control characters only as filler bits. 

4.2.1.4  ODW Processing 

The SPS stores each incoming ODW In an ODW Input buffer. The ODW process 

checks the polycode residual and sync bytes that are stored in the ODW 

input buffer with the ODW data bytes. 

Tf there is no polynomial error, the ODW process deblocks the d.-ca fields 

from the ODW and defloats data from the seismometers and other analog 

sensors. The analog and discrete digital data for a naif-second period 

are stored in the output buffer for transfer to the Detection Prcccasor. 

The ODW process also scales (right shift n times, where 0<n<13) the SP 

seismometer data samples in the output buffer. The ODW process also 

performs validity checks on each seisnometer data channel by performing 

continuoua checks on dc offset and rectified sums. Operational status Is 

maintained by the ODW (and other) processes in the SPS and transferred 

to the Detection Processor for recording and for retransfer to the EOC 

for display. 
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When an ODU 1« received with « polynomial error indicated, the ODU le 

transferred to the appropriate locations in the output buffer for record- 

ing by the Detection Processor. However, the data samples for those 

instruments are each replaced by tbe last valid sample for that channel 

for use in the detection process. 

4.2.1.5  Exception Mode 
i« 

This mode exists when either Resynchronization or Test and Calibrate is 

being performed. These functions are implemented on an as required basis, 

and are referred to as asynchronous. 

The ODU process maintains a count of sequential ODUs with both sync and 

polycode errors. When the count reaches four, the 00W process consider 

that synchronization has been lost (i.e., synchronisation of ODWs 

relative to ICWs) and the resync process is initiated. This places the 

Line Adapter for that ODW line in the sync search node. The Line Adapter 

then nonitors all groups of 16 incoming bits with a sliding wladow. When 

it finds a bit pattern that matches the sync pattern, it places the 

pattern and the subsequent portions of the ODU data into the next input 

buffer area as a candidate ODW. The ODW process checks the contents of 

the polynomial residual field which ia created by the Line Adapter aa a 

polycode validation. If the field is zero, then the polycod« was vslid 

and the ODW process considers that synchronization haa been achieved. 

If the field ia not zero, then the polycode waa not valid, and the ODW 

process reinitiates the nync search made in the Line Adapter. 

The Test and Calibrate function refers to all Array Monitor and Control 

(AM4C) (see Section 4.3) support provided by the SPS except for items 

continuously and automatically monitored by the SPS without request from 

the System/360. These sre Synchronizstion ai.d Polycode, and Seismic Data 
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Reasonableness (see Secdons 4.3.1.3 and 4.3.1.4). This exclusion exists 

because Che SPS by definition does not Initiate any Test and Calibrate 

routines, but perfona them only upon request fron the Systea/360. 

When a Test and Calibrate routine Is being performed, It Is the ODW pro- 

cess that extracts cest data from the ODW for appropriate processing. 

Note that the Test and Calibrate, and other AM&C functions of the SPS 

sre a subset of overall AM4C functions, and are not background processes 

that are automatically performed by the SPS whenever extra tine is 

aval'able. 

4.2.2  Experlaental Operatlona Console 

The Experimental Operations Console, together with the 10S2 CPU console 

typewriter and the 1403 printer, provides the operator's Interface to the 

system, Aa such. It provides for three functions: 

a. Monitoring and Controlling data center equipment status 

b. Monitoring and controlling field Instrumentation 

c. Monitoring data acquired or computed by the system. 

A coaplete description of the NOPC EOC Is given in (9-59) and (9*61]. In 

particular, 19-fl, Section 3] la a suaaary of the theory of operation. 

A block diagram of the EOC Is shown In Figure 4-16. Item a, data center 

equipment statue control. Is provided for by the System Control Panel. 

Item b, field Instrumentation monitoring. Is provided for by the Array 

Status Display. In the NDPC EOC this consists of a bank of discrete 

lamps, a few decimal readout displays, aad approprlat« switches for 

addressing and function Identification. Item c. monitoring data acquired 
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or computed by the system,   is provided  for by the Beam Display,  the Wave 

Display,  and the Strip Chart Recorder  Interface. The online data monitor- 

ing capability is utilized primarily by  the Detection Processor.  However, 

the ECK! also provides dara presentation and operator interaction  for 

seismic bulletin editing and waveform analysis   (not in-line process 

monitoring)   for Event Processor data.  The program function keyboard Is  a 

general purpose keyboard that provides a convenient means  for operator 

conmunication with the computers  to which  the EOC is  attached.   Its  inter- 

pretation is entirely a  function of  the computer program that  responds 

to it. 

The EOC interfaces  to two System/360 computers  via the blocks designated 

Computer Interface A and Computer Interface B. These  interfaces provide 

data to,  or take data from,  either Core Memory or the Discrete Bus 

(nhysically,  this bus  is separated into a read bus and a write bus,  but 

chat  is not  functionally significant).  The Core Memory  Is  a  16,000 word 

jemory of   18 bits each.   It accepts data from either computer and provides 

it  to the  four areas  that  it supports:  Beam Display, Wave  Display,  Strip 

Chart Recorder Interface,  and Array Status  Display.  The Discrete Bus 

services  the discretes, which  are merely  those switches,   latches or 

indicators  that communicate directly with Coroputer Interface A or B 

(without Core Memory in the data path). 

Normally,  the computers only write to Core Memory.  However,  the ability 

exists  for the computers  to read  from Core Memory, but  this  Is 'isually 

reserved for diagnostic core dun^s-  Thr computers  receive their control 

commands  from the Discrete  Bus.  The basic operating mode of the SOC Is 

to accept operator commands In the form of switch settings,  communicate 

these to the  computers,  and accept data  from the Computers  for display 

as requested. 
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The EOC supports Its various function« without a priority scheme. Thia 

la accomplished by means of a master tins cycle of 10.2 aicrojcconda 

that la divided into 16 slots of 1.2 microseconds each. Each function of 

the EOC la alotted one or more of theae tine slots. For example, each 

con^uter Interface is alotted two tine slots, the wave display is 

alotted four tine slots, and so forth. Thus, the wave display will 

accept the contents of the memory bus only during its four alotted time 

slots. In this way the time slot position becomes a aort of addreaa to 

each function. 

The physical layout of the NDPC console is shown in Figure 4-17. Frames 

01, 02 and 03 contain status Indication and control panels, and are 

primarily utilized for system monitoring and control functlona. Frame 04 

contains the Wave Display and Frame OS contains the Beam Display. A 

photograph of the NDPC EOC Is shown In Figure 4-18. 

4.3  ARRAY MONITORING AND CONTROL 

The techniques of AM&C are xn  essential and vital aspect of th« data 

acquisition aysten. It la theae techniques which verify the fidelity of 

datn acquisition, upon which overall system performance la dependent. 

AMiC is handled differently for NORSAR and LASA. For example, most LASA 

array statue Information la displayed on the EOC at SAAC, but remote 

array control functlona can only be Initiated at LDC. However, «11 

NORSAR array monitoring and control functions are integrated Into the 

NDPC 1SRSPS system. The '0RSAR system la discussed here. At the time of 

this report, most of the I.ems diacuaaed below have been laplemented, 

as described In (9-57, Chapter 8]. However, thla section alao dlacusses 

a few additional Items that should be considered for future automation. 
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There are four categories of AM&C: 

a. Automatic Online 

b. Requested Online 

c. Requested Extended 

d. Requested Online  Display. 

Automatic Online AM&C refers to tests that are performed automatically 

under program control, either continuously or at regular intervals. 

Requested Online AM&C refers to tests that are conducted only upcn 

operator request, but during online operations. Requested Extended AM&C 

refers to tests that are conducted only upon operator request, and for 

which data is collected and recorded on the ISRSPS High Rate tape during 

online operations, but for which data is analyzed in an offline computer. 

Requested Online Display AM&C refers to output signal displays of 

selected channels in varying test modes on either the EOC Waveform Dis- 

play or the Strip Chart Recorder. 

The Automatic Online AM&C provides automatic recording on digital tape 

and display on the EOC of abnormal conditions or results. The requested 

AM&C categories provide automatic recording and display of the signi- 

ficant test results which are obtained. 

It is important to note that two meanings apply to "control" in 

"array monitoring and control," and a third possible meaning does not 

apply. The first applicable meaning refers to the control required for 

various tests. An example of this is the disconnection of actual seis- 

mometer data and the connection in its place of a test generator internal 

to the SLEM. The second applicable meaning refers to remote adjustment of 

field Instrumentation (under data center control) which modifies the 

channel characteristics for actual data acquisition. An example of this 

(and at present th* only implementation of this type of control at 
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NORSAR) is adjustment of the long period seismometers. The meaninp, which 

is not applicable refers to actual time synchronization and control of 

the SLEM for normal data acquisition, which is a part of the SPS normal 

mode as opposed to the SPS exception mode under which AM&C occurs. 

It is critically important that the line control computer be able to 

verify proper response to the remote command signals. For example, if 

the long-period motor is commanded ON and then OFF, it is vital that the 

OFF command be obeyed. Failure of the field instrumentation to comply 

could result in the LF seismometer being rendered inoperative until 

manual correction could be made at the instrument site. Thus, all com- 

mands should be reflected to the line control computer and verified. 

4.3.1  Automatic Online AM&C 

The tests conducted automatically under program control are: 

a. Vault Discrete Quantities 

b. Vault Continuous Quantities 

c. Synchronization and Polycode 

d. Seismic Data Reasonableness. 

n 
Array status  monitoring is  important  to increase confidence in the 

validity of seismic data.  A printout should be provided to permit 
Ml 

reference to past status as the need arises. 

The various tests are discussed in the following sections. 
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A.3.1.1       Vault  Discrete  Quantities 

Theso  are  quantities   that  are provided to  the SLLM as  one bit digital 

signals.   A group of  these bits  are  tranr-niffed in  the Random Sample 

field of  the ODW when requested by  the  RDA  field of  the  ICW.  Their pur- 

pose  is   to provide  monitoring of  various  v.-.ult  conditions  sucli  as; 

battery  voltage  high  or  low,  AC power  to CTV on or off,  SLEM temperature 

high or low,   CTV door open or closed,   test  panel switch  in test or 

normalization.  The  various  conditions  require monitoring of  transducers 

to make d.gital data available to the  SLEM.  A suggested  list of  conditions 

are presented in   [4-16, Appendix IV].  The specific limit values listed  for 

these  conditions  are based on  the design and environment of  the NÜRSAR 

field instrumentation. 

The occurrence of an abnormal condition of any of  the monitored 

quantities  is displayed on the EOC.  Each condition has available a 

separate discrete lamp to identify which condition has occurred.  These 

are written automatically by  the computer.  However, only a single set of 

subarray CTV Indicators  are provided.  A separate set of indicators can 

identify which subarray is  responsible  for an abm rmal condition 

indication. 

A.3.1.2      Vault Continuous Quantities 

These are quantities  that are provided to the SLEM in analog form.  One 

of these quantities  can be converted to digital form and inserted in the 

Random Sample  field of the ODW when requested by the RDA fiele" of the 

ICW. Their purpose is  to provide monitoring of various vault conditions 

such as  the CTV auxiliary battery voltage or charging current,  the ±18 

vdc power supply  (for the Ithaco amplifier for LP seismometer signals). 
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or the +^ü vdc power supply (for the RA-5 amplifier for the SP seismometer 

signals). A suggested list of quantities to be monitored is presented in 

[4-16, Appendix IV]. The monitored quantities are evaluated at the Data 

Center with limit tests, and certain abnormal results are displayed as 

discretes on the EOC. 

4.3*1.3  Synchronization and Polycode 

I 
The number of ODW transmission errors detected by the synchronization and 

polynomial error detection circuitry in the SPS as well as the number of 

ICW errors reported by the SLUM are recorded for the transmission links 

to each subarray. Whenever these numbers exceed preset limits (for 

example, 3 in a 30-minute period), appropriate indicators are activated 

on the EOC. Cumulative errors are printed out at the end of 16.3 minute 

intervals, and may be displayed at any time upon request from the EOC. 

., 

4.3.1.4  Seismic Uata Reasonableness 

The seismic data obtained from each SP and LP seismometer Is monitored 

continuously to detect equipment malfunctions that are degrading the 

data. In particular, the bias and the envelope of the signal are 

monitored relative to preset acceptable ranges for the particular 

instrumentation. An out-of-tolerance condition is recorded and displayed 

on the EOC. 

The total signal energy (i.e., envelope test) is determined by summing 

the absolute value of the SP samples over 13.2 second intervals, and 

the sums are compared to a preset acceptabx" range. The LP samples are 

similarly summed over a 26.4 second period and compared with an 

acceptable range. 
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The dc component  of  the samples   (bias  test)   is  determined by summing the 

arithmetic value  of   the SP  samples  over  13.2 second intervals  and of LP 

samples over 26.A second intervals.  The absolute values of  these sums 

are compared against preset maximum values  for  reasonableness. 

The accumulation windows and tolerance  limits   for both bias  and envelope 

monitoring are parameterized to allow  for readjustment. 

4.3.2      Requested Online AM&C 

These tests will be  discussed in fo groups.  The  first group is similar 

to all other AM&C tests in that  they are basically monitoring operations. 

However,  the second  group  involves remote adjustment of  field 

instrumentation. 

4.3.2.1      Monitoring Tests 

The tests  to be discussed in this category are; 

a. DC offset 

b. Channel gains 

c. Common mode rejection 

d. Test generators 

e. Digital compression 

f. RSA/ADC. 

These tests  check the performance of various portions of the LF and SP 

data acquisition channels by application of known test signals at 

vorious points and examination of appropriate aspects of the received 

signals in the SPS.   In addition,   to the extent  that  it can be done 

remotely,  the  test signal  generators within the SLEM are checked. 
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The techniques used in the online system to evaluate the results of the 

dc offset and channel gain tests are similar to thos^ used for the bias 

and envelope tests, respectively, of Section A.3.1.A, but the inputs 

consist of SLEM test generator signals applied at various signal 

insertion points rather than actual seismic data. The common mode rejec- 

tion point test differs from the other SLEM LTA insertion point tests, 

in that the test signal is applied simultaneously to both differential 

Inputs of the selected LTA as a common mode signal rather than across 

the inputs as a SLEM input signal. 

The tests referred to in items a, b and c above are similar in that the 

test signal in each case is a sine wave (1.0 Hz for short-period channels 

and 0.04 Hz for long-period channels) from the test signal generators. 

In each of these tests, a delay time is allowed between the application 

of the test signal and the computation of the test parameter to allow 

the analog channel transient to decay. These tests are sunmarlzed in 

Table 4-2, which Includes typical values of the test paraasters. 

Appropriate ICW codes from the SPS will also cause the internally 

generated SLEM test signals to be applied directly to the SLEM ADC input 

for remote testing. There are four different test signals to be checked: 

positive broadband (+BB), negative broadband (-BB), 1.0 Hz sine wave and 

0.04 Hz uine wave. The tests which have been implemented are summarized 

in Table 4-3, which includes typlcsl values of the test parameters. 

The digital compression test is a self-test feature designed into the 

SLEM in order to test the fixed-point to floating-point conversion. Four 

individually-addressable tost sequencer are available, each of which 

las'.s for 15 seconds and causes a specific bit pattern to be inserted by 

the SLEM in the ODW. This bit pattern is analyzed online by comparing 

tKe received data samples with the expected sample values. 
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The RSA/ADC test causes a positive dc level to be applied to the range 

scaling amplifier input for 1Ü seconds followed by a negative dc level 

for 10 seconds. Analysis of r.he data requires that one short-period and 

one long-period sample of the positive and then the negative data be 

examined. If there is more than 16 quantum units difference between the 

short and long-period data samples, an out-of-tolerance condition 

exists. 

The digital loop tests check the performance of various sections of the 

communication links between the SPS and each CTV. The available tests 

and the corresponding loopback points are as follows: 

Test Name 

Local Loop 

Line Loop 

Remote Loop 

Loopback Point 

Line side of NDPC modem 

Line side of CTV modem 

SLEM side of CTV modem 

Each of these tests causes the transmission of a simulated ICW having 

normal message length, sync, control characters and polycode, but 

containing a seven-byte pseudo-random pattern (expressed as 

15FB363D67CFB3 in hexadecimal notation) in lieu of other data. 

This ICW is looped back to the data center by th; transmission system. 

The point at which the loopback occurs is controlled by the supervisory 

control circuits of the transmitting modem. A bit-by-blt comparison of 

the received pattern indicates whether the communication equipment is 

operating properly. Adjusting the point at which the loopback occurs 

permits localization of the defective section of the communications 

equipment. 
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4.3.2.2  Adjustment Tests 

With respect to NORSAR, the only tests In this category are the LP free 

period and mass position measurements and adjustments. The LP seis- 

mometers should have a free period (i.e., undamped natural pariod) of 

20 * 0.5 seconds and a mass position adjusted within ^2.0 millimeters. 

These values must be maintained to ensure constant instrument sensitivity. 

Thus, the free period and mass position of the LP seismometers are 

adjusted whenever the test measurements indicate free period outside the 

range of 19.5 to 20.5 seconds, or mass position outside the range of +2 

millimeters to -2 millimeters, which is represented by the instrumenta- 

tion as the range of -4-2 volM to -2 volts. 

Free period is adjusted to within the range of 19.8 to 20.2  seconds. 

Mass position is adjusted to within the range of +0.5 volts to -0.5 

volts. 

The adjustment of free period has a significant effect upon mass 

position, but the reverse is not usually true. Thus, free period should 

be adjusted first. However, after adjusting either of them the other 

should be rechecked. 

The free period measurement requin s use of the data coil output of the 

seismometer. Thus, it is subject to seismic background noise, and it is 

necessary to monitor this noise prior to making the measurement to 

avoid inaccurate readings. Seismic background noise peaks greater than 

200 quantum units will impair accuracy. The discrete output field of 

the ICW is used to remove the damping resistors from the seismometers. 

Then a sequence of broadband picks (+BB or -BB) is transmitted to the 

calibration coils of the seismometer as follows: 5 seconds of -BB, 10 

seconds of +BB, 10 seconds of -BB, 5 seconds of +BB. The data coil 

outputs of the seismometers are sampled and inserted into the ODWs under 
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command of Che ICWs. The average period over several cycles (starting 

2U seconds after the end of the broadband sequence) Is computed as the 

free period. The discrete output field of the 1CW Is then used to 

command restoration of the damping resistors. 

The mass position of each Instrument Is monitored by activating a photo- 

cell bridge circuit and reading the mass position in volts. 

The discrete output field of the ICW is used to activate, and later 

deactivate, the mass position monitor circuits of the LP seismometers. 

The adjustments are accomplished by a pair of ac motors which can be 

energized in the appropriate direction by means of code words in the 

discrete output flelri of the ICW. The amount of adjustment is determined 

by the length of time the motor is energized, but there is considerable 

variation in the sensitivity of the instrument to the adjusting motor. 

Individual code words are used to turn the vertical, East-West and 

North-South LP seismometer motors on and off, as well as for plus or 

minus corrections. 

A 120-second delay must follow a free period or mass position correction 

before a free period measurement can be made, or before the instrument 

output can be accepted as a valid seismic signal. 

The EOC contains switches to permit requests to be entered by »-.he opera- 

tor for mass position and free period measurements or combined measure- 

ments and adjustments. The subarray selector switches are set to 

indicate the subarray desired, and the chaniel selector switch is set to 

Indicate Che desired channel within that subarray. Measurements that 

are not within specified limits will cause indicators to be lit on the 

EOC. 
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The processor is programmed to accept commands from the EOC to initiate 

an automatic procedure of measuring and correcting the free period and 

mass position of LP seismometers. 

4.3.3  Requested Extended AH&C 

The AN&C tests that use an offline computer for evaluation of test data 

are of two types: quick mode testing and detailed analog channel 

analysis. These are discussed briefly in the following sections. 

4.3.3.1  Quick Mode Testing 

The quick mode testing uses an efficient computational method for esti- 

mating several parameters of the data acquisition system from the 

channel response to a psuedo-random input test signal. These parameters 

are seismometer damping ratio, seismometer natural frequency, and 

channel gain. 

The input test signal consists of a standard voltage applied to the 

seismometer's calibration coll with a sequence formed by continuing or 

reversing the polarity of the voltage at 0.1 second Intervals (for SP 

seismometers). The output is taken from the seismometer's data coll. 

One cycle of the psuedo-random sequence contains 64 bits. Typically, 

21 cycles should be applied to the Instrument. The first 5 cycles are 

not used for data results to allow the initial transient caused by 

initiation of the test signal to decay. The last cycle is not used for 

data results to avoid termination transients. Thus, only the inter- 

mediate 15 cycles are used. Since each cycle contains 64 bits, 960 bit 

times represent data results. 
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During Che teat, each ODW contalna a r^.iected bit that Indicatea the 

polarity of the Input test signal for that frame time, as well as the 

resulting output of the seismometers. In addition, it is necessary to 

monitor the reflected bit in frames preceding and following the test. 

Thepe checks permit verification that the desired sequence has been 

correctly applied. 

The collected data is transferred to and processed by the offline 

processor. 

A.3.3.2  Detailed Analog Channel Analysis 

These detailed tests require specified test signals to be routed through 

the channels in a particular fashlca. 

The sine wave tests provide the average peak value of the signal as well 

as an evaluation of the gain, phase shift and distortion of the RA-5 

amplifier, Ithaco amplifier, and LTAs at a single frequency. The sine 

wave generator used for the sine wave tests is 1.0 Hz for the SP channels 

and 0.04 Hz for the LP channels. 

The broadband analysis provides an evaluation of various channel 

parameters Including channel sensitivity, filter ripple, upper and lower 

-3 dB frequencies, time constants, channel delay, instrument sensitivity, 

damping ratio, and natural frequency. 

I 
I 

The broadband analysis uses a pseudo-random sequence designated BB1   for 

the SP channels, and a pseudo-random sequence designated BB2 for the LP 

channels. The BB1  function is a 64-bit sequence which defines the polarity 

of the broadband test signal (+BB or -BB)  to be applied in each 0.1- 

second Interval for 6.4 seconds. This  function should be repeated about 
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I 25 times  for each SP channel tasted. The BB2 function In an 18-blt 

■equenc« with each bit representing the broadband test signal polarity 

for a lO-aacond Interval. This function should be repeated about five 
tines for each LP channel teated. 

.. The baalc concept of broadband testing Is as follows; 

• • 

• - 

• • 

i • 

.. 

a. 

b. 

c. 

d. 

Postulate a aatheBatlcal model of the channel. 

Apply the broadband test snd acquire output data samples. 

Compute the discrete Pourler transform of the output 

samples to obtain the transfer function of the channel. 

Modify the parameters of the mathematical model until Its 

transfer function converges to the measured transfer function. 

Compare the adjusted parameters of the model to actual hard- 

ware specifications. 

Note that the BB1 test signal should be considered as a single set of 

64 Input bits that produce 64 output samples. Since many cycles of the 

64 bit test signal are applied, It Is possible to average corresponding 

output data samples of many cycles aa a noise reduction technique. 

In addition to the general purpose sine wave and broadband tests, 

Requested Extended AM&C can Include special purpose routines that are 

developed to solve specific operational problems. For example, NORSAR 

uaes: 

a. 

b. 

c. 

d. 

A SAC? program to evaluate sine wave test data 

A CHANEV program to evaluate r* BB1 test data 

A CHANLP program to evaluate LT BB2 test data 

A MISSING NUMBERS program to  determine whether all expected 

digital nuobers are producible at the SLEM output. 
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4.3.4  Requested Online Display AM&C 

These tests require application of certain test signals at specified 

Insertion points In the SP or LP data channels, just as Is done In the 

lequested Online tests (Section 4.3.2). The primary different Is that 

the display tests require no automatic analysis, but rather provide 

signals for display on specified traces of the EOC waveform scope, or 

for recording on specified channels of the strip-chart recorder. 

4.4  ANALOG CHANNEL MODELS 

The SP and LP field Instrumentation has been described In Section 4.2, 

with particular emphasis on the characteristics and specifications of 

the NORSAR system components. The short-period analog channel data flow 

was shown in Figure 4-8; the long-period analog channel is similar 

except that the low-pass filcer stage is implemented as an Integral part 

of the Ithaco amplifier. 

Mathematical models of the SP and LP analog data channels and calibration 

circuits are presented in the following subsections. 

! 

I 

! 

4.4.1  Short-Period (SP) Analog Channel 

The mathematical mod«.! for the short-period analog data channel and 

calibration circuits is presented in Figure 4-19. The individual compo- 

nent models are compatible with the specifications of the components in 

Section 4.2. Typical values of the model parameters given below, except 

for the amplifier gain settings, are equivalent to the nominal parameter 

values stated or Implied by the manufacturer'a specifications for the 
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various  components.  Current values of these parameters  can be estimated 

directly  for each NORSAR SP data channel oy the use of  the Array Monitor 

and Control SP broadband test capability and the CHANEV analysis pro- 

gram,  as  discussed in Section 4.3.3.2. 

a. SP Seismometer Parameters 

1. Inertial Mass  (M)-0.825 kilograms 

2. Data Coil Generator Constant   (G^-öAb volt-seconds/meter 

3. Calibration Coil Motor Constant  (Gc)-0.0326 newtons/ampere 

4. Natural Frequency  (uip - 2n   fn)-1.0 Hz 

5. Damping Ratio (h)-0.7 

b. RA-5 Amplifier Parameters 

1. Nominal Gain  (K2)-541ü 

2. 3 dB Low Frequency Cutoff  (a)-0.1 Hz 

c. Line Termination Amplifier Parameters 

1. Nominal Gain  (K3)-0.7U 

2. 3 dB Low-Frequency Cutoff  (B)-G.038 Hz 

d. Tchebyscheff Low-Pass Filter Parameters 

1. f -0.0t22 seconds 

2. f2-0.001288  (seconds)2 

3. f3-0.0872 seconds 

4. f^-O.003844  (seconds)2 

4.4.2      Long-Period (LP)  Analog Channel 

The mathematical rodel for the NORSAR long-period analog data channel 

and calibration circuit« is presented in Figure 4-20. The component 

models are raapatible with the specifications in Section 4.2. The 

typical values of model paraueters presented below, except for amplifier 

gain settings, have been derived from the manufacturers specifications 

for the various components. Actual values of these parameters for each 
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NORSAR LP data channel can be estimated by the use of the Array Monitor 

and Control LP broadband test capability and the CHANLP analysis pro- 

gram, as discussed In Section 4.3.3,2. 

b. 

a.       LP Seismometer Parameters 

1.       Inertlal Mass  (M)-10 kilograms 

Data Coll Generator Constant  (Gn)'730 volt-seconds/meter 

Calibration Coll Motor Constant  (Gc)-0.032 newtons/andere 

Natural Frequency  (^ ■ 2ir  fn)-0.05 Hz 

Damping Ratio (h)-0.64 

Ithaco Amplifier Parameters 

1.       Nominal Gain  (K2)-40ü(J 

3 dB Low Frequency Cutoff  (Y)-O.OOS HZ 

Two-Pole Low-Pavs Filter Time Constant   (a)-4.83 seconds 

4.      Buttetvorth Law-Pass Filter Parameters 

(a) f^-S.627 seconds 

(b) f2-15.83 (seconds)2 

c.      Line Termination Aopllfler Parameter 

1. Nominal Gain  (K3)-0.714 

2. 3 dB Low Frequency Cutoff (6)-0.0037 Hz 

2. 

3. 

4. 

5. 

2. 

3. 
; 
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A.5  ANNOTATED BIBLIOGRAPHY 

Tht references listed here arc divided into three group*. The first 

group (4.5.1) consists of quarterly and final reports prepared by IBM 

jnder a series of contracta relating to seismic signal processing. The 

second group (4.3.2) consists of IBM special technical reporta prepared 

ut.der the saae series of contracts. Miscellaneous other references 

constitute the third group (4.3.3). 

4.3.1  IBM Quarterly and Final Technical Reports 

4-1.   "Large Aperture Seismic Array Signal Processing Study,*' 

IBM Final Report. Contract SD-296. 15 July 1965. 

Section 1 Includes a discussion of signal levels and scaling, Section 2 

discusses quantization and tine sampling, and Section 4 documents the 

loss in ptrformanrc due to quantum level, sampling interval, and seis- 

!tet sensitivity variations. 

4-2.   "LASA Signal Processing, Simulation, and Cooauni cat ions 

Study," IBM First Quarterly Technical Rcpcrt, Contrac 

AF 19 (628)-3948, 1 Nay 1966. 

The ^neral concept of calibration signals la discussed in Section 3, 

and chat of Che Experimental Opcrationa Console in Section 4. In 

Append x C. specifications for scaling, seismometer tolerances, sampling 

race, quantization and word length are discussed. 

4-3. "LASA Signal Processing, Simulation, and Coonuni cat ions 

Study," IBM Second Quarterly Technical Report, Contract 

AF 19 (628)-3948, September 1966. 
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Appendix C Indude»  dlsrusslons of SAAC data connunlc«Uon« concepts, I 

array monitor and control,  and a reliability analysis.  Appendix D also 

Incorporates a report on data cosaunlcat Ions possibilities between 

Montana and Washington,  D.C. 

4-4. "LASA Signal Processing, Simulation, and Coimunl cat Ions 

Study,"   IBM Flnsl  Report,  Contract  AF 19  (628)-5948, 

ESD-TR-66-635,  March  1967. 

Section 2 includes documentation of LASA data coormnlcations,  a dis- 

cussion of a proposed "AAC communication interface equipment,  and a 

conceptual description of the Experimental Operations Console that con- 

tains many  features subsequently  implemented in both units  (at  the 

operations and mainrerarce consoles). 

4-5. "LASA Experimental Signa'  Processing Systen,"  IBM First 

Quarterly Technical Report, Contract F19628-C-67-0198, 

ESD'TR-67-458,  February  1967. 

4-76 

Appendix B discusses sensor characteristics that should be tested and 

incorporates a useful diagram of LASA field instrumentation. Alao 

documented is functional aprclflcation of SAAC-modem Interface equipment. 

J 
4-6.        "LASA ExperiiMnt Signal Processing System,* • IBM Second 

Quarterly Technical Report, Contract F19628-67-C-0198, 

ESD-TR-67-602, May  1967. 

Appendix B describes the application of the proposed ZxperL-wntal Opera- J 

tlona Console for array monitor and control. Sampling rate, data encod- 

Ing, and data reconatrurtlon are discussed in Appendix C, quantisation | 

error in Appendix D,  and dynamic range, array gain, sampling rate, and 

time delays in Appendix F. I 



- • 
4-7. "LASA ExperlMncal Signal Processing System,"   IBM Fourth 

Qusrtsrly Report, Contract P19628-67-C-0198, ESD-TR-68-309, 
Novaaber 1967. 

.. 

Appendix II Includes a discussion of the SAAC data acquisition systau. 

Appandix III incorporates discussion of and specifications for SEM II 

and LEM (the unite that evolved into th« present SLEM); this report 

indicetes the three principal differences between the SEM II concept and 

thv LASA SEM. 

A-8.    "LASA Experimental Signal Processing System." IBM Fifth 

Quarterly Technical Report, Contrect F19628-67-O0198, 

ESD-TR-68-450, Fabruary 1968. 

Appendix II discusses chaining concepts, Appendix IV includes a descrip- 

tion of the SAAC Operations Console, and Appendix VII includes e 

reliability analysis of data acquisition performance, 

4-9.   "LASA Experiaental Signal Processing System," IBM Sixth 

Querterly Technical Report, Contract F19628-6 7-C-0198, 

ESD-TR-68-451, May 1968. 

.. 

Section II coraaents on tine-delay errors caused by a drift in seisMireter 

resonant frequencies, and on the SAAC operations console and the NORSAR 

data acquisition equipment. Appendix II discusses the operational fea- 

tures of the Central Terminal Vault and its equipment. Appendix III 

discusses subarray power and equipment, and the communications network. 

" 
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4-10.  "LASA Experimental Signal Processing System," IBM Final 

Technical Report, Contract F19628-67-C-0198, ESD-TR-69-60, 

Volume I, March 1969. 

Appendix I discusses NORSAR data communications requirements. Appendix 

III describes a method for controlling long-period seismometers from the 

data center through the discrete output field of the SEM. Appendix IV 

gives an operational description of the Signal Processing System. 

4-11.  "Integrated Seismic Research Signal Processing System," 

IBM First Quarterly Technical Report, Contract F19628-68-C-0400, 

ESD-TR-69-299, November 1969. 

Appendix V describes the ISRSPS equipment configuration, with emphasis 

on the Signal Processing System and the Experimental Operations Console. 

4-12.  "Integrated Seismic Research Signal Processing System," 

IBM Second Quarterly Technical Report, Contract 

F19628-6S-C-0400, ESD-TR-69-357, February 1969. 

Appendix I describes the NORSAR Interim System. Appendix III describes 

SAAC data integrity control. Appendix V gives estimates of minimum 

sampling rates for microbarographs. Appendix VI discusses NORSAR data 

acquisition accuracy. Appendix III describes a proposed digital unit to 

replace the Montana SEM output unit. 

4-13.  "Integrated Seismic Research Signal Processing System," 

IBM Fourth Quarterly Technical Report, Contract 

F19628-68-C-0400, ESD-TR-70-265, August 1969. 

Appendix V discusses planned system applications of the Experimental 

Operations Console, with emphasis on SAAC usage. Appendix III discusses 

the Interim NORSAR System configuration. 
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4-U.   "Integrated Seismic Research Processing System," IBM 

Fifth Quarterly Technical Report, Contract F19628-68-C-0400, 

ESD-TR-70-306, November 1969. 

Appendix IX describes techniques used to connect and calibrate a proto- 

type SLEM at Subarray 01 A, n«.ar Hamar, Norway, in 1969. Appendix X 

summarizes the microcoaed functions of the SAAC-SPS. 

4-15.  "Integrated Seismic Research Signal Processing System," 

IBM Sixth Quarterly Technical Report, Contract 

F19Ö28-68-C-0400, ESD-TR-71-388, February 1970. 

Appendix VI describes an interim system that used commercial FM data 

links at NORSAR. 

4-16.  "Integrated Seismic Research Signal Processing System," 

IBM Seventh Quarterly Technical Report, Contract 

F19628-68-C-0400, ESD-TR-71-128, May 1970. 

Appendix IV defines the specifications for the NORSAR fielH instrumenta- 

tion including overall specifications for the data acquisition channel. 

4-17.  "Integrated Seismic Research Signal Processing System," 

IBM Eighth Quarterly Technical Report, Contract 

F19628-68-C-0400, ESD-TR-71-393, August 1970. 

Appendix IV contains the results of Category II tests performed on 

SLEMs manufactured by Philco-Ford. Appendix VI documents the SAAC-LDC 

50 kilobaud line error tests. 
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4-13.  "Integrated Seismic Research Signal Processing System,'• 

IBM Ninth Quarterly Technical Report, Contract 

F19628-68-C-0400, ESD-TR-72-122, November 1970. 

Appendix IV discusses link calibration and system maintenance, and 

describes the NORSAR Interim data acquisition system, including a 

detailed diagram. Appendix VI describes problems encountered and cor- 

rective actions taken during the course of integration testing of the 

SLEM units and related central terminal vault equipment. 

4-19.  "Integrated Seismic Research Signal Processing System," 

IBM Tenth Quarterly Technical Report, Contract 

F19628-68-C-0400, ESD-TR-72-123, February 1971. 

Appendix III documents the final SAAC ISRSPS configuration. Appendix IV 

reports the SAAC ISRSPS system and acceptance tests; the acquisition and 

recording of data from LASA and ALPA was part of the SAAC-ISRSPS system 

tests. 

I 

0 

4-20.  "Integrated Seismic Research Signal Processing System," 

IBM Eleventh Quarterly Technical Report, Contract 

F19628-68-C-0400, ESD-TR-72-133, May 1971. 

Appendix III describes the implementation and integration of the Array 

Monitor and Control Subsystem in the NDPC system. Appendix V discusses 

transatlantic data link utilization, in the NDPC-to-SAAC direction. 

4-21.  "Integrated Seismic Research Signal Processing System," 

IBM Final Technical Report, Contract F19628-68-C-0400, 

ESD-TR-72-139, August 1971. 

Appendix II documents a loading and tining study of the NDPC ISRSPS 

online system. 
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A.5.2  IBM Special Technical Reports 

4-22.  "Signal Processing Studies for Large Array Research, 

Contract F19628-C-0198, March 1970. 

This report compares two system configurations for large array seismic 

••        data acquisition, the difference lying In whether the array control and 

data analysis functions are Integrated. 

4-23.  "Evaluation of the Transatlantic Data Link of the Integrated 

Seismic Research Signal Processing System," Contract 

F19628-A8-C-0400, September 1970. 

This report presents error statistics for the data link between SAAC and 

NDPC. 

4-24.  "Computer Network Feasibility Considerations of SAAC," 

Contract F19628-68-C-0400, October 1970. 

This report discusses the feasibility of Interconnecting the SAAC 

facility with the Advanced Research Projects Agency computer network. 

Also, It examines the feasibility of operating the present 2400-baud 

transatlantic data link at a higher data rate to support Interconnection 

of the ARPA computer network with the computer network of Britain's 

National Physics Laboratory. 

4.5.3  Miscellaneous References 

4-25.  "Seismic Methods for Monitoring Underground Explosions," 

International Institute for Peace and Cor'ilct Research, 

Stockholm, 1968. 

This report discusses site noise levels and general problems In seismic 

system data acquisition. 
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4-26.  "Montana Large Aperture Seismic Array, General Description, 

MLM-1," prepared for Directorate of Planning and Technology, 

ESD, AFSC, USAF, Contract F19628-68-C-0401, Philco-Ford 

Corporation, April 1969. 

This manual, one of a set of volumes which describe the Montana LASA, 

provides an overview of LASA, a brief description of available manuals, 

a description of the LASA physical facilities, a description of special 

test equipment, and system interconnection cabling information. 

4-27.  4'Operation and Maintenance Manual fur the Signal Acquisition 

System of the Montana Large Aperture Seismic Array," prepared 

for the AFTAC/VELA Seismological Center (Alexandria, Virginia), 

sponsored by Advanced Research Projects Agency, Contract 

AF 33 (657)-14104, Earth Sciences Division, Teledyne 

Industries, Inc., May 1966. 

This manual was prepared for the use of field personnel in the operation 

and maintenance of the data acquisition system of the Montana LASA. The 

volume gives both general and detailed functional descriptions of the 

system and each of the system components, describes the maintenance 

program, gives cable specifications, and reports information furnished 

by equipment manufacturers. 

4-28.  "Norwegian Seismic System (NORSAR), Phase II," 

Norwegian Defense Research Establishment, 1968-1969. 

These documents provide comprehensive technical documentation for Phase 

II of Project NORSAR. The set consists of six documents in ten -oluroas, 

as follows: 
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Preliminary Plinnlng R«port. Parts I and II, NORCONSULT A.S. 

February 8, 1968. 

Document I (1968-1969 Program) contains coordinate lists, access 

descriptions, subarray maps, sketches of LPV-CTV sites, and 

drilling reports. 

Document II, Parts 1, 2, and 3 (1969 Program) contains air 

survey maps of subar ays. 

Document III (1968-1969 Program) contains construction drawings 

for electrical installations. 

Document IV (1968-1969 Program) contains test information for 

short and long period field instrumentation. 

Document V (1968-1969 Program) contains construction drawings 

for vaults and boreholes. 

4-29.   "Handbook, Modem Equipment Type GU2003," Standard Radio 

and Telefon AB, Transmission and Data Systems Division, Solno, 

Sweden. 

4-30. "Seismic Short and Long Period Electronics Modules (SLEM)," 

Volume I (Operations Manual), Volume II (Maintenance Manual), 

Volume III (Diagrams), Philco-Ford Corporation, December, 1970. 

This set of volumes constitutes the technical manual for the SLEM equip- 

ment. Volume I describes the equipment, presentr the electrical and 

Mchanical characterlatics, and includes the operating procedures and 

theory of operation. Volume II, In addition. Includes installation. 
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adjustment, maintenance and testing procedures, and required diagrams. 

Volume III contains the foldout diagrams for the Functional Class 

circuits of the Digital Unit. 

4-31.  Consultive Committee on International Telephone and Telegraph 

(CCITT) Blue Book, Geneva, 1964. 

The circuit interfaces for the 2400-bps telephone lines which connect 

the subarrays with the NORSAR data center are in accordance with the 

recomnendatlons of CCITT. i 
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Section 5 

DETECTION PROCESSING 

The LASA and NORSAR Dataction Procassors provide continuous online sur- 

valllanca in real ciae of «elected regions of the earth for poasible 

natural or aan-mada seismic disturbances, in accordance with the Large 

Array Program objectives. The required online functions of acquisition, 

recording, signal processing and detection analysis of Isrge quantities 

of seismic array data represent a significant computation load, and 

therefore demand efficient utilisation of available computer resources. 

The significant design becisionn and tradeoff consideration«» involved 

in the DP system development sr« discussed in this section, and the 

resulting DP system configurations for LASA and NORSAR are presented 

and compared. 

The basic design philosophy of the LASA and NORSAR DP systems is dis- 

cussed in Section 5.1, together with a summarization of the results of 

several early design tradeoff studies which led to the functional con- 

figurations of these systems. The following three sections discuss vari- 

ous phases of tne DP system development. Section 5.2 is concerned with 

how beams should be deployed for surveillance purposes to provide ade- 

quate, selective coverage at a level of sensitivity which approaches the 

ultimate capability of the array, without exceeding computer storage and 

processing capabilities. The design, analysis and Implementation of the 

principal aignal processing algorithms sre presented in Sectlo. 5.3, and 

the algorithm for combining detections on individual array beams at 

individual sample times into event detection groups is discussed in 

Section 5.4. The online DP system outputs are described in Section 5.5, 

and various techniques are discussed for the offline post-analysis of the 

Available DP output data. Section 5.6 presents the results of a study of 

r the comparative performances of various alternative detection processing 

1 techniques, for consideration and guidance in further DP system 

development. 
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5.1   DETECTION PROCESSOR (DP) SYSTEM DEFINITION 

The purpose of the Detection Processor is to provide online, real time 

surveillance of selected regions of the earth, primarily at teleselsmlc 

distances from the associated seismic array. Occurrences of seismic 

events in the surveillance region are to be detected and recorded. The 

surveillance region is represented very conveniently in the horizontal 

inverse velocity plane, or U-space, as discussed in Sections 2.1 and 7.1, 

In terms of this representation, teleselsmlc events are observed approxi- 

mately within the annulua between 0.04 and 0.08 seconds/kilometer. 

Still  System Concept 

The primary techniques which are used to enhance the seismic signals 

relative to the background noise and to interfering signals are beam- 

forming and filtering. As discussed in Section 3.5, filtering is effec- 

tive because of the differences between the signal and noise spectral 

characteristics. Significant noise reduction is achieved merely by strong 

attenuation in frequency Intervals containing a considerable amount of 

noise energy and very little signal energy. On the other hand, frequency 

intervals which generally contain high signal-to-nolse-energy ratios are 

given relative emphasis in the filtering operation. 

I 
Linear array beamforming is the process of applying a relative time delay 

to the deta from each seismometer data channel in order to approximately 

compensate for the unequal relative arrival times of a beismic signal at 

each senior, and then summing the data values at each sample point. Since 

the signals are generally quite coherent from sensor to sensor across the 

array, and since the background noise is quite incoherent between sensors, 

linear array beamforming results in a signal-to-noise-ratio %ain.  Reference 

15-25] contains the results of a study using LASA data to demonrtrate the 

actual beamforming and filtering sains, and to compare the rel Mve gains 

of various processing configurations. 
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Detection processing la acconpllshed primarily by conputlng a running 

estimate of the short-rera-average (STA) energy on each detection bean, 

and teatlng thla energy estimate to determine whether It exceeds a threa- 

hold aet relative to the recent ambient nolae level on that beam. Thla 

thraahold muat be aet auffldently above the ambient noise level to prevent 

the occurrence of an excessive number of false detections cauaed by short- 

term Increaaea In the background noise itwel; conversely, the threshold 

must be aet auffldently doae to the ambient noise level to achieve ade- 

quate sensitivity to small seismic signals. 

The characteristics of seismic signals are discussed in Section 3.4, and 

It la Indicated in particular that neither the time trace nor even the 

amplitude apectrum of a short-period seismic signal la generally known in 

advance with any reasonable degree of accuracy. Hence, the uae of optimum 

coherent processing techniques auch as matched-filtering doea not appear 

to be feaalble for abort-period detection processing. 

5.1.2  Design Considerations 

i: 
4m 

I 
T 

There are two major areas for consideration In the design of the detec- 

tion processing scheme outlined above: signal processing and beam deploy- 

ment. Given the Inputa from an array of seismometers, the DP signal pro- 

cessing requirement is to utilize the processes of beamformlng, scaling, 

filtering, envelope (STA) computation, etc., ao aa to optimise event 

detectablllty for a given false alarm rate within the time constraints 

Imposed by available core atorage and processing time. Given a certain 

surveillance region in U-space, the beam deployment requirement Is to 

specify the number and U-space location of beams which will cover the 

surveillance region with no excessive lose of sensitivity relative to 

the ultimate system capability, and within the available processing 

resources. 

5-3 



The beam deployment problem is treated separately In Section 5.2, and 

the signal processing algorithm development Is described In Section S.3. 

Some of the Important considerations In the overall design of the Detec- 

tion Processor are discussed below. 

5.1.2.1  Alternate Bearaformlng Techniques 

The simple delayand-sum beamformlng method can be described as follows. 

Let f.U); k - 1, 2, .... K denote the outputs of the K elements of 

the array Each output f. (t) Is the sura of a noise component n^Ct) and 

(when present) a signal component 8kCO. If the presence of a signal is 

to be detected, and If the signal wavefront shape and propagation speeds 

at the array are known, it 4s  possible to generate the waveform: 

k-1 

where the delay times t. are chosen tc compensate for the differences In 

arrival times of the signal wavefront in the various arr.y seismometers. 

7. this manner, signal reinforcement will be achieved as a consequence 

of the ln-phase addition of the signal components sk(t). On the other 

hand, the noise components, having been generated by many sources at 

various locations, will not oe added in phase and will, therefore, not 

be reinforced to the same extent as the signal components. 

Since the various seismometer outputs should be weighted according to 

their respective signal-to-noise ratios for efficient signal-to-noise 

improvement, the unweighted sun (5-1) is often replaced by a weighted sum- 

mation. In its simplest form the weighting may be frequency-independent; 

i.e., each output f. (t) is simply multiplied by some time-independent 

factor prior to addition. This method is called weighted-delay-and-sum 
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beaaformlng. Another common mothod consists of frequency-dependent 

weighting; i.e., of filtering of the seismometer outp« ts prior to their 

addition, and is referred to aa filter-and-aua beaaforming. 

Although the beam (5-1) haa been steered to receive and detect a specific 

signal wavefront (called the center of the beam), t*>e beam can be used 

also to receive and detect other neighboring signal vavefrontu. Of 

course, ease loss in signal power will then be incurred. The number of 

beams required to monitor a given region is dependent on the maximum 

allowable signal power loaa. 

The weighting applied to delay-and-sum beam formation Is usually the sane 

for all beaaa, but different for different seismometers. 

The delay-and-sum bianforming deacribed above is satisfactory when the 

noise coherence across the array site is weak. However, for strong noise 

coherence (as, for example, in the case where the array di>tensions are 

small compared to the dominant noise wavelength), delayund-sum process- 

ing may not yield the maximum, or even nea—maximum, output signal-to- 

noise ratio. In thec situation, considerable signal-to-noise ratio 

enhancement can be achieved, in principle, by means of optimum filter- 

and-aum processing, whfch is specifically designed tu maximize the out- 

put signal-to-noise ratio. 

T.n optimum filter-and-aum beam formation each seismometer output f. (t) is 

passed through a filter, and the K resulting filter outputs are added to 

produce the optimum beam output. The amplitude and phase spectra of these 

filters can be calculated from the cross-spectral matrix of the signal 

and that of the noiae. 

At firat eight, the filter-and-aum beam formation and the conventional 

weighted beam formation appear to be rather aimilar in their implementa- 

tion. However, in practice there are substantial differences. Fimt. the 
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The potential gains which would be achieved by the Implementation of 

fllter-and-sum beamformlng In the online system are rather limited, 

because It Is not practical to continuously adapt the filter coefficients 

to the changing noise environment. Welghted-delay-and-sum beamformlng has 

been Implemented In the Event Processor systems, as described In Section 

8.3.1.5. The experience which has been attained from the LASA EP system 

results has shown that the typical Increase In gain which would result 

from the use of weighted delay-and-sum beams rather than simple de.lay- 

and-sum beams In the LASA DP system would be approximately 1 dB, which 

Is n«.. sufficient co Justify the Increased processing load and the corre- 

sponding reduction In the number of beams which can be formed. 
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optimum filters required are different for different beams, while the 

filters for delay-and-sum beamformlrg are the same for all beams. This 

obviously tends to make optimum processing relatively more expensive. 

Second, the filter design IF not as critical as the optimum filter design. 

The signal-to-noise enhancement achieved by optimum processing Is often 

very sensitive to small variations In seismometer performance and to 

slight changes in the noise distribution experienced by the array. This 

sensitivity is likely to occur when the signal-to-noise enhancement for 

optimum processing far exceeds that for delay-and-sum beamformlng. The 

reason Is that optimum processing relies on noise cancellation and often 

entails some signal cancellation. However, with the use of correctly 

designed optimum filters in certain correlated noise environments, the 

noise cancellation is sometimes so much more complete than the signal 

cancellation that a significant signal-to-nolse enhancement Is achieved. 

Unfortunately, even small deviations of the filters from optimum will 

undo much of the noise cancellation and will result in a beamformlng 

performance which may not be materially superior to delay-and-sum beam- 

forming. Thus, even assamlng that accurate noise and signal coherence 

measurements have been used for the design of the optimum filters, the 

performance of the optimum processing ran markedly deteriorate in time 

as a consequence of small changes In seismometer performance or slight 

changes in the noise field. 

; 
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Recent NORSAR •tudies. discussed In Section 3.4.1.2, have shown that the 

variations In signal strength from subarray to subarray are quite large 

(frequently greater than 10 dB) and generally repeatable as a function f 

U-space location. Therefore, although the current NORSAR DP system utilizes 

simple delay-and-sum beamformlng, the relative advantages and disadvantages 

of weighted-delay-and-surn beamformlng for NORSAR online processing merit 

further consideration. 

5.1.2.2  Direct Beamformlng vs Two-Stage Beamformlng 

Once the linear beamformlng method Is chosen, then the relative advantages 

of direct array beamformlng and two-sL4ge array beamformlng may be exam- 

ined. In direct beamformlng, the seismometer signals are delayed and 

summed to form array beams directly. On the other hand. In two-stage beam- 

forming the seismometer signals from a subarray are delayed and summed 

first to form an Intermediate output of subarray beams; these beams from 

eich subarray are subsequently delayed and summed to form array beams. 

In the direct process, the array beam has lower beam signal loss because 

there Is no subarray beam signal lost) involved as In the two-stage process, 

However, there are certain desirable properties of two-stage beamformlng 

r-j as described below: 

• ■ 

a.  Arithmetic Operatlons-In direct beamformlng, the total number 

of arithmetic operations Involved is the product of the total 

of number seismometers used In the beamformlng operations 

and the total number of array beams. In the two-stage process, 

the total number of arithmetic operations Involved Is the sum 

" of: 
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1. 

2. 

The number of seismometers used per subarray multi- 

plied by both the number of subarrays and the number 

of subarray beams per subarray 

The number of subarrays multiplied by the number of 

array beams. 

The total number of operations required by two-stage beam- 

forming is substantially lower than for direct beamformlng. 

Consider the current LASA and NORSAR beam deployments, for 

example: 

LASA NORSAR 

Number of seismometers 

per subarray 

16 (except 

7 for E3) 

Number of subarrays 17 22 

Number of subarray beams 

per subarray 

Number of array beams 300 

13 

331 

Total processing requirements 

(additions)  for direct 

beamformlng 78900 43692 

Total processing requirements 

(additions)  for two-stage 

beamformlng 6A65 8998 

Therefore, the two-stage processing requirement is only about 

one-twelfth at LASA and one-fifth at NORSAR of the correspond- 

ing direct processing requirement. 
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b.      D ta   'alues-In direct beamformlng,  the digitized date value» 

of tKl seismometer» for the duration of the longest delays 

oust be stored. However, in two-stage beamfomlng, only the 

data values of all tl.e su'   rray beams for the same dura- 

tion raust be stored in addition to all the seismometer data 

values of the very short delays which are used for subarray 

beamforming. In some cases, the total number of subarray 

beams 1» less than the number of seismometers in the DP, so 

that two-stage processing requires less core storage.  For 

example,  in the case of LASA, the total number of seismometers 

is 263 and the tofal number of subarray beams is 85. However, 

this is a disadvantage at NORSAR. 

c.      Filtering-Since beamforming and filtering are linear processes, 

the processing results are independent of the order of these 

two processes. In direct beamforming either the seismometer 

data or the array beam data can be filtered. In twc-atage 

beamforming, in addition to the two possible filtering choices 

above, subarray beam data can also be filtered. Therefore, the 

nuofcer of filters required in two-stage beamforming is the 

smallest of the three.  For example, at LASA, filtering at the 

seismometer level requires 263 filters; at the subarray beam 

level,  105;  and at the array beam level,  300.  Filtering at the 

subarray beam level requires the least number of filters and 

represents a considerable amount of saving in procesaing time 

and core storage. Again, this is not an advantage at NORSAR. 

It should be noted at this juncture that the average signal loss in the 

two-stage process can be reduced if the subarray beams are dispersed 

radially in the teleseismlc regions of U-space as shown in Section 5.2. 
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5.1.2.3      Microprogramming 

For online processing,  in order to achieve maximum speed advantage In 

the System/360 Model 40  computer,  certain algorithms  are Implemented 

using the technique of microprogramming. The microprograms  are stored 

in the  form of read-only-storage in the computer to sequence the execu- 

tion of hardwired instructions within the machine.  In addition,  there 

is a Sum of Products hardware unit which  contains an 8x8 multiplier and 

adder matrix,  several registers,  partial result adders,   and miscellane- 

ous  control  logic. The purpose of this hardware is to  realize a large 

performance improvement in the execution of filtering operations. The 

following signal processing algorithms  are implemented using the tech- 

nique of microprogramming:     convolution  filter,  recursive filter, beam- 

form,  and rectify and integrate. 

In the  Interim      t  prated  Signal Processing System,  all the online signal 

processing in the SAAC DP was executed in the System/360 Model 40. A sum- 

mary of the performance of these microprogrammed algorithms is shown in 

Table 5-1,  in which the following items are compared for each process: 

a. The execution time of an efficient assembler language 

program 

b. The actual microprogram execution time. 

For the Interim Integrated Signal Processing System,  the use of the mlcro- 

progrtjnn resulted in an estimated overall DP speed-up ratio of about 

7 to 1. 

In the Integrated Seismic Research Signal Processing System version for 

both the SAAC and NDPC DPs,   all of the subarray beamforming and filtering -. 

operations are performed in the Special Processing System (SPS) in which 

all operations are microprogrammed. Array beamforming,  and rectify and 

Integrate algorithms are used for detection processing in the System/360 
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Model 40. The overall Model 40 processing speed-up ratio which Is obtained 

by the use of special microcodes In the ISRSPS DP has been shown to be 

about 3.7 to 1  at NDPC by direct measurement  (see  (5-23, Appendix 11]). 

Furthermore,   for efficient utilization of the Internal data storage space 

In the DP machines,  a fixed point half-word  format is used  for each data 

sample. Arithmetic operations are done In fixed full-word,  and results are 

reduced to half-word length. Therefore,  computation precision Is preserved 
through the various signal processing stages. 

I 
.. 

5.1.2.4  Rectification vs Squaring 

For detection processing purposes, the beam envelopes may be computed 

either by rectifying and summing the sample beam values: 

-1 N 
R(t)  -  (2N-H)   I     |B(fKiAt)|, 

n--N 
(5-2) 

or by squaring and summing: 

P(t) - (2N+1) 
N  2 
I B (t+nAt). 
N—N 

(5-3) 

Obviously,  the rectification requires less processing time, but there Is 

generally a loss In output sl^nal-to-nolse ratio which Is Incurred by 

rectifying Instead of squarlag (note that squaring and summlnj   Is the 

optimum envelope computation for Gaussian signal and noise). 

If the output slgnal-to-nolse ratio for R(t) Is defined as the expected 

peak value of R(t) when signal and noise are both present minus the 

expected value of R(t) when noise alone is present, divided by the standard 
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t. 

deviation of R(t) when noise alone Is present, and similarly for P(t), 
im 

then the relative loss Is found by dividing the signal-to-noiae ratio 

of P(t) by that of R(t). If the signal and noise are both assumed to 

be Gaussian stationary processes  (though unrealistic for these signals), 

then the resulting quotient Q Is  given by 

1 -f    >/H(S/N)   . 

where S Is total signal power, N Is total noise power, and the parame- 

ter A depends on the correlation function of the Gaussian noise process. 

It Is shown In   [5-1 , Appendix E]  that 1 < A < 1.07,  regardless of the 

shape of the noise spectrum. Therefore,  the loss In performance may be 

approximated by the expression 

Loss    ■    10 log10 [1  *    ^^   .     1.035]   dB, (5-4) 

where the error du«! to equatlnp; A to 1.035 Is less than 0.2 dB. A graph 

of loss versus the slgnal-to-nolse ratio (S/N) Is given In Figure 5-1. On 

the basis of this result,  the use of a rectification formula similar to 

(5-2)  appears to be Justified for envelope computation In order to attain 

a significant reduction In processing time. 

t 

5.1.2.5      Alternate Detection Techniques 

There are several alternate detection processing techniques which axe 

feasible and practical for seismic array processing,  and each of these 

needs to be considered for a particular application In terns of its 

unique detectiblllty, U-space coverage and resolution, and processing 

load and storage requirements. The techniques which are discussed below 
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Include alternative coherent beamforming methods,  the technique referred 

to as envelope processing or incoherent beamforming,  and the method of 

detecting from subarray beam envelopes and voting on the resulting 

detections. 

:: 

For surveillance purposes, each deployed beam Is expected to provide 

signal detections for some region of U-space which Includes the aiming 

point of the beam.  For a circularly symmetric array, the beam loss con- 

tours for small losses In relative detectabllity  (e.g., less than 2 dB) 

are approximately circles centered at the nominal l>space aiming point. 

For a fixed value of relative loss,   the radius of the loss contour la 

Inversely proportional to the signal frequency  (e.g., the dominant fre- 

quency) and to the array aperture radius  (e.g., the radius of gyration 

of the array geometry configuration).  Furthermore,  array beamforming 

gain In dB Is proportional to the logarithm of the number of sensors 

used In the beamforming operation. Therefore, by excluding subarrays In 

the outer rings of the array,  the U-space coverage of each beam Is 

Increased at the cost of a reduced array gain and a coarser U-space 

resolution,  in addition. If the overall array diameter Is reduced by the 

exclusion of outer ring subarrays,  then the maximum transit time of a 

signal across  the array will be reduced proportionally, yielding a reduc- 

tion In the core storage size requirement for the array beamforming input 

buffers. This enables Increasing the number of array beans to provide 

better coverage,  In a fixed storage size. The above trade-offs have been 

used effectively for LASA detection processing,  for which 9-subarray, 

17-subarray and 21-subarray beam deployments have been designed for vari- 

ous purposes and applications  (see Section 5.2). 

Incoherent beamforming, or envelope processing, may be described aa the 

detection process which results when the order of the array beamforming 

computation (equation (5-1)) and the ervelo^e computation (equation (5-2)) 

are Interchanged In a coherent processing configuration. That la, subarray 

beam envelopes are computed and used aa Input to the array beamforming 
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operation.  No additional envelope computation is  required at  the array 

beam level,  since  the sum of properly aligned subarray beam envelopes 

is already a satisfactory envelope for detection analysis. The envelope 

computation is  designed to effectively average out the dominant frequency 

of the signal waveform;  typically, the dominant frequency of the envelope 

is  less than that of the filtered signal by a factor of from four to 

eight. Hence,  there is  a corresponding increase in the radius of each 

beam loss  contour,  so that each beam provides  greater U-space coverage 

with coarser resolution for the same  relative loss. There is also a loss 

in absolute detection sensitivity relative  to coherent beamforming  for 

reasonably  coherent signals,  due to the fact that incoherent beamforming 

does not  fully exploit the potential incoherent noise reduction. The 

results of  an empirical study of various detection techniques  are pre- 

sented in Section 5.6;  these results  show the relative detectability 

(defined as envelope signal-to-noise ratio)  for the techniques and pre- 

detection  filtets  included in the study. 

i 

If the detection criteria (e.g.,  thresholding,  the required numher of 

samples which must exceed the threshold, etc.)  are applied to the sub- 

array beam envelopes,   then a voting scheme may be used  to identify event 

signal detections  among the subarray beam detection results. Voting 

groups are defined as sets of subarray beams  from different subarrays 

which are aimed at approximately fhe same U-space location. The voting 

group having the greatest number of subarray beam detections within a 

specified time intrrval is selected and,  if the number of subarray beam 

detections exceed« a preset minimum,  an event signal detection is 

declared. The radius of a subarray beam loss contour Is considerably 

larger than that of an array beam, because this radius is Inversely 

proportional to the aperture radius of the corresponding subarray or 

array geometry configuration. There is also a loss In detectability of 

subarray beaa voting relative to coherent array beamforming for the same 

set of subarrays.  For the three-out-of-eight voting scheme presently 

used In the N0R5AR DP system,  it has been estimated that this loss is 

approximately two to four dB if perfect signal coherence is assumed. 

.! 

I 

; 

: 
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5.1.3      Detection Processcr Tunctlonal Configuration« 

Once the problem of direct v«.  t\?o-6t«Re beamforming waa raaolved,  and 

the ordering of the aignal procewing operations was determined, th« the 

Detection Processor system configuration« for LASA and NORSAR «ere com- 

pleted as shown in Figures 5-2 and 5-3, respectively. The difference« in 

the design and Implementation between the two system« are due primarily 

to the difference« in «rray geometry and in the «ignal «d noi«e charac- 

teristic« ob«erved at each array. There are two surveillance partitions 

in each DP:    one partition is designed to have selected beam coverage 

primarily in the teleseismic regions;  the other partition is designed 

to have general and uniform team coverage In the tele«ei«mlc region« 

plu« core phaae regions. 

5.1.3.1      LASA DP 

At LASA, the system configuration for both partitiona 1« the same. In 

the general «urveillance partition, only the nine innermoat «ubarray« 

are employed for beamforming. Therefore, the beam coverage la conaidera- 

bly broader, but detection capability i« le«« th«n that of the «elected 

surveillance partition which employs either 17 or 21 «ubarray«, depend- 

ing on the choice of surveillance beam set. (See Section 5.2 for a 

detailed discussion of surveillance). 

" 

5.1.3.2  NORSAR DP 

At NORSAR, the selected «urveillance 1« «imllar to that at LASA; the 

general «urveillance la performed by threaholding and voting on «eta of 

«ubarray beam«. Thi« approach to general «urvaillanca repra«ant« an 

effort to circumvent the problem of ainn«! incoheranc« acroaa aubarraya 

and the fact that the dominant aign«! frequande« ob««rvad at N0RSA1 are 
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higher than those at LASA. To reduce the false alarm rate, multiple 

detections on subarrays within a time window are required for declaring 

an event arrival. This is done by counting the number of subarray beam 

envelopes aimed at a certain direction in the surveillance region that 

excid the detection threshold within the specified time window. Event 

arrival is declared If the number exceeds a preset limit. For time- 

concurrent event arrivals, the direction with the largest average maxi- 

num subarray beam short term average is selected as the event arrival 

location (the average is taken over all subarray beams in the detection 

state for each direction). 

5.1.3.3  Large Event Processing 

In addition,  there is a Large Event Processor in each DP for the prompt 

reporting and analysis of large event arrivals. The primary purpose of 

this special processing capability is to provide early warning for pos- 

sible tsunamis and quick response to earthquake disasters.   Inputs to the 

Large Event Processor at LASA are the data from the specially  ••padded" 

short-period seismometers which have 30 dB attentuation relative to the 

regular short-period sensors. There are 20  •«padded" seismometers at 

LASA, located one at each subarray except subarray E3.  Inputs to the 

Large Event Processor at NORSAR are the undipped and unfiltered data 

from the center seismometer of each of the 22 subarrays. 

Rectification,  integration and thresholding are performed on the input 

data in the Large Event Processor. A large event arrival is declared if 

at least M out of N channels exceed the detection threshold within a 

T-second interval where M, N, T and the detection threshold are preset 

parameters. The detection window T is chosen so that it 1H sufficient 

to account for the transmit time of a near-regional event across the 

array. At the time that a large event arrival is detected at SAAC 

according to this algrrlthm,  the detection times and associated STA 

5-20 



pppw^nm^n^ffw"" "'■ ■' ■■'■»r*< *■] 'wm.mi%v>" I».PWI"wJW ii«» irw-« «■ iww^^ RIJPUR Hij^-w-w»JUWWW^^PI »irwi' "mw '■     ^jr^vTPferiwwwwwffp^iptiiBpw^^^ 

: 

- 

• • 

.. 

values of each detecting channel are passed to the Event Processor via 

the channel-to-channel communication for completion of the large event 

analysis and reporting. At NDPC, the average maximum signal amplitude 

(STA), the arrival time at the detecting seismometer closest to the 

center of the array, and an estimate of the U-space location of the 

event are computed In DP and reported via the console typewriter. 

5.2  BEAM DEPLOYMENT 

Selection of beam deployment parameters for detection processing requires 

trading off various system objectives while seetlng certain system con- 

straints. The objectives and constraints Include; adequate subarray 

and array beam coverage of the teleselsmlc zone; maximization of aperture 

over all deployment azimuths; system operation at specified machine load 

level; maximization of array processing gain; and operation with a speci- 

fied number of seismometers per subarray. Subject to these constraints, 

the selections of the following two parameters-the number of array beams 

formed, and the number of beams per subarray-are discussed. Generation of 

time-delay values for subarray and array beamformlng, and processing load 

and core storage considerations for beam number selection are also 

discussed. 

5.2.1  Subarray Beam Requirements 

In order to provide uniform subarray and array beam coverage of the tele- 

selsmlc zone, all of the subarray beams In a given region of U-space should 

not be aimed at a single subarray beam aiming point. Instead, the subarray 

beam centers should be aimed in a dispersed pattern about each nominal 

aiming point to minimize the worst case beam loss and to equalize steering 

loss among the beams. A set of subarray beam aiming points distributed 

uniformly over the desired regions of U-space constitutes a reference set, 

with respect to which operational sets of dispersed beans can be generated. 
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Dispersed beam deployment is  accowplished by distributing the geometric 

orientation of each subarray beam set. Azimuthal phasing must be assigned 

to each subarray in a manner void of trends,  to ensure homogeneous  array 

beam characteristics. 
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5.2.1.1  Methods of Beam Dispersion 

One dispersed set of subarray beams that has been considered is found by 

first constructing in U-space K circular subarray beam loss contours with 

centers uniformly distributed in azimuth at a common radius. The circular 

loss contours are overlapped so that the common chord of adjacent pairs 

forms a radial line between the teleseismic zone boundaries. These K 

centers are the aiming points for one subarray. The subarray beam aiming 

points for each successive subarray are obtained by rotating the preceding 

K points through 360°/KJ, where J is the number of subarrays. K is selected 

to be large enough to avoid excessive subarray beam lors at the contour 

radius which satisfies the above constraints. 

The relaxation of the requirement that the common chord of adjacent circles 

equals the radial width of the teleseismic annulus leads to another disper- 

sion method in which the contours have smaller radius (hence smaller loss) 

and are centered on a smaller common radius while complete coverage of 

the teleseismic zone is maintained. 

Another dispersion method which has been considered is based on partition' 

ing the teleseismic zone (that is, the annulus whose radii are U - 0.04 
s 

sec/km and U. - 0.08 sec/km) into the two complementary annul! whose radii 

are, respectively, U "0.04 sec/km, U - 0.06 sec/km and U - 0.06 

sec/km, U. - 0.08 sec/km. Subarray beams are dispersed separately to cover 
b 

these two annul!. L 

s 

• 
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In another method, the model for bean dispersion Is based on minimising 

that part of the LASA beam loae due to aubarray beamfomlng. 

Refer to [5-3, Appendix A.6] and [5-9, Appendix VII.3] for a detailed dis- 

cussion of the methods. 

5.2.1.2  Subarray Beam Steering Loss 

The Incremental gain per beam as a function of the Incremental change In 

subarray beam radius rzy  Le computed starting with the approximate 

formula [5-1, Section 2] 

where 

Gain - -Loss - "ASA<fr) In dB 

SA constant dependent on subarray geomt try 

» 20 log10e (*RSA)
2. where RSA la the 

subarray radius of gyration in km 

f - dominant frequency of a signal 

subarray beam radius in sec/km. 

Differentiation of gain with respect to radius and replacement of deriva- 

tives by differentials results in the formula for incremental gain 

AC .2ASAf . r . Ar 

X 
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For any of the previously described dispersion methods, r may be reduced 

by Increasing the number of aubarray beams per subarray (K). The relation- 

ship between r and K Is a function of the method. 

5.2.1.3  Generation of Time Delays 

The seismometer delays used In the subarray beamformlng process are gen- 

erated by tne following formula: 

'«k * "^ XIJ "" "kj YlJ 

I 
I 
T 

:; 

where 

1    -    1,   .   .   .  ,1 

J 1 f      •      •      •      f J 

** ■ f    •    •    •    "|K 

■IJk time delays In seconds of the 1th seismometer 

In jth subarray for the kth subarray beam 
.1 

Ü       ,U 

xij ,Yij 

kth subarray beam aiming point components in 

sec/km in U-space of Jth subarray 

coordinate components in km of the ith seis- 

mometer of the jth subarray relative to the 

center instrument 
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I - nuaber of scismoaeterc In a subarray 

j m   nuaber of subarrays in an array 

K - nuaber of subarray beams in a subarray. 

I .. 

3.2.2  Array Beam Requirements 

This subsection analyzes array beam requirements in terms of beam diam- 

eter, signal loss, number of subarrays, and areas of coverage. The num- 

ber of beams required to cover several designated areas can be expreased 

as a function of the maximum loss component due to deployment quantization. 

:: 

5.2.2.1  Beam Coverage vs Steering Loss 

A formulation of the surveillance beam requirements is desired which 

readily portrays the loss encountered as the effective aperture is modi- 

fled by deleting outer subarray rings. 

The following list defines the nomenclature employed during this 

investigation. 

4« 

D 

f 

ÖA 

H 
SA 

L 

Ab 
N, 

beam diameter (in sec/km) 

center signal frequency (in Hz) 

number of subarrays used in forming the array 

be uns 

SA ensemble dependent aperture constant 

loss (in dB) 

beam area 

number of beams required to cover the k 

area 

k  area of coverage. Three areas of coverage 

are considered. Thus let 

I " 
^ 
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T1    - coverage of land within teleselsnlc zone 

T-    ■ coverage of land plus seismic areas not 

on land within teleselsmlc cone 

T.    ■    coverage of the entire teleselsmlc zone. 

Dense hexagonal beam packing Is assumed,  and thus the beam area Is 

equivalent to that of a regular hexagon Inscribed In a circle of dlam- 
2 

eter D. From elementary plane geometry It follows that A.   - 0.65D . If 

the area to be covered Is sufficiently large so that edge effects may 

be neglected,  the number of beams required to cover a specified area Tk 

Is given by the formula 

2  * 0.65D 

For the main lobe, the following quadratic approximation for U-space 

beam diameters Is adequate: 

«SA*7 

From the two equations above It follows that 

f2T, 
Nk    " (0.65)(H*A)(L) 

5.2.2.2  Surveillance Requirements 

Combining the above equation with the term 10 Log10 (total number of sub 

arrays/SA) which reflects the fact that maximum performance is degraded 

whenever fewer than all aubarrays are utilized, yields 
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f2T 
L -  s-k + 10 LOR10 (total number of 

(0.65)(HSA)(Nk)   aubarrays/SA) In dB 

Figures 5-4 and 5-5 show the array beam loss at LASA evaluated at 1.5 Hz 

when providing surveillance coverage of land plus seismic, and teleseis- 

ndc areas with system configurations utilizing 13, 17, and 21 subarrays. 

Similarly, Figures 5-6 «id 5-7 show the array beam loss at NORSAR evalu- 

ated at 1.5, 2.0 and 3.0 Hz when providing surveillance coverage of 

land plus seismic, and teleseismlc areas with systsm configurations 

utilizing 7, 16, and 22 subarrays. It is apparent that the proper sub- 

array utilization for surveillance processing is dependent upon the 

deployed beam density, The number of array beams deployed in the DP is 

substantially less than the total number of array beams required for 

total uniform coverage in  the teleseismlc lueas of U-space. Thus, the 

processing load is correspondingly reduced. An extensive data base atudy 

portraying the relative selsmldty of various regions on the earth has 

been conducted. See [5-20, Appendix I] for results of this study. Beams 

are deployed based on the relative seismiclty of regions. 

5.2.2,3  Generation of Delays 

The delays used in the array beamforming proceoa are generated by the 

following formula: 

:. 

:: 

11 t        -    l'   X. + U   Y, + relative time anomalies 
jk \ J       yk J 

j - 1,.   .  .   »J 

k ■  1,   .   .   .   ,K 

fl 

D 
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Figur« 5-4.  Number of Beams Required for Land and Seismic 
Area Coverage with LASA 
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Zone Coverage with NORSAR 
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where 

t .  - time delays In seconds of the jth 

U    ,U 
"k    yk 

XJ'YJ 

subarray for the kth array beam 

kth array beam aiming point components 

in sec/km in U-space 

coordinate components  In km of the jth 

subarray relative to the center subarray 

J    -    number of subarrays in an array 

K    -    number of array beams deployed in the DP. 

:i 

Relative time anomalies are steering correction factors added to the 

delays computed from plane wave fitting. See Section 7 for a detailed 

discussion of time anomalies. 

5.2.3  Processing Load and Core Storage Considerations 

The subarray beam deployment schemes, the subarray beam loss calculation, 

and the number of array beams required as a function of signal loss and 

coverage have been discussed in the previous sections. The overall beam 

coverage and bean loss budget are then selected based on consideration 

of the processing load and the available core storage. In other words, 

given certain desirable subarray and array beam loss levels, and certain 

desirable coverage, the number of subarray and array beams is determined 

by the methods and formulae in the previous sections; this number in 

turn determines the processing load and core storage requirements. If the 
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load is excessive or the core storage Insufficient, then the beam loss 

budget and beam coverage have to be revised In order to stay within the 

constraints Imposed by the available capacities. Either the number of sub- 

array beams or the numbar of array beams, or the maximum time delay which 

controls the length of the buffer storage has to be reduced. 

i 

.: 

In the Integrated Seismic Research Signal Processing System version of 

the DP, data acquisition, subarray beamformlng, and filtering are done by 

the Special Processing System (SPS). Signal processing following the 

formation of filtered subarray bemns (I.e., array beamformlng, rectifi- 

cation, integration, thresholding and detection reduction) is done by 

the System/360 Model 40H computer. This system structure is pertinent to 

the following discussion on the processing load and core storage at NDPC. 

Some of the NDPC DP system design parameters selected are listed below. 

Special Processing System 

Number of seismometers/subarray 

Number of subarrays 

Program 

Maximum 

Actual Allowed 

6 6 

22 22 

1 
Number of subarray beams/subarray (for 

8 subarrays with 2 sets of filter 

coefficients) 

Number of subarray beams/subarray (for 

14 subarrays with 1 set of filter 

coefficients 

Sy8tem/360-40 

Number of array beams 
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The core storage allocation in the SPS is as follows. 

Number of Time Length Core Storage in 

Buffer Region Channels Stored (16-bit words) 

Filter input 132 1.0 sec 1320 

Filter A output 132 0.9 sec 1197 

Filter B output 48 0.9 sec 504 

Subarray beam inout 211 4.0 sec 8440 

Subarray beam output 1074* 0.5 16384** 

beamforming delays 6300 

I I 

34145 

*The maximum number of subarray beams per subarray allowed in the SPS 

is more than required in the current configuration. Therefore, core 

storage space in the SPS is adequate even if the requirement is 

increased. 

i 

**Thi8 nunber accounts for two SPf buffers, each with space for 0.5 

seconds of data for 1074 subarray beam channels. 

The SPS loading, by actual measurements, (see [5-23, Appendix 11]) is 

53.5 percent to 55.5 percent for filtering, 9.2 percent for subarray 

beamforming, while about 20 percent is idle time whenever the SPS is not 

performing any array monitoring and control tasks. This indicates that 

there is some reserve machine loading available in the SPS. Therefore 

based on these SPS loading measurements, a moderate increase in beam- 

formlpg and filtering requirements is probably manageable within the SPS. 

By contrast, the Model 40 is almost fully occupied with its processing 

tasks in the current configuration. The typical loading, by actual mea- 

surement, is approximately 85 percent for computation (consisting of 

43.3 percent for beamforming, 13.2 percent for rectification and integra- 

tion, and the remainder for operations other than the special microcodes), 
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7-9 percent for I/O wait only tine, and about 6-8 percent Idle time. Fig- 

ure 5-8 shows the array beamforming microproRran processing load as a 

function of the number of subarrays and the number of array beams. Fig- 

ure 5-9 shows the rectification and integration microprogram processing 

load as a function of the number of beam channels in both surveillance 

partitions. The current NDPC DP threshold rate is 1.67 times/sec. 

A critical factor in the Model 40 core storage is the total size of the 

subarray storage buffers required for array beamforming. The storage 

required, in bytes, for subarray beams is a product of the following 

parameters, with actual NDPC DP values in parentheses at right: 

a. Number of subarrays C22) 

b. Number of subarray beams/subarray (13) 

c. Maximum time delay for array beam- 

forming in seconds (11) 

d. Sampling rate of subarray beams in Hz (10) 

e. Length of each subarray beam sample 

in bytes ( 2> 

The result for the NDPC DP is 62920 bytes, or about one quarter of the 

toal core storage in the System/360 Model AOH computer. 

5.3  SIGNAL PROCESSING ALGORITHMS 

As shown in the system configurations in Section 5.1.3, the DP can be 

partitioned into data acquisition and limiting, beamforming, digital 

filtering, rectification and integration, thresholding, and detection 

reduction. Each functional component except detection reduction, which 

is discussed separately in Section 5.4, is described in detail in this 

section. 
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5.3.1  Data Limiting 

To reduce the number of false detections, the amount of energy In a 

beam from a single short-period seismometer channel Is constrained by 

limiting the dynamic range of ti.e sensor data. Linear small signal 

operation Is retained to achieve maximum beamformlng gain. The spectral 

characteristics of the seismic noise show that the noise power Is con- 

centrated at the lower frequencies of the signal spectrum. Therefore, 

to prevent loss of small higher frequency signals superimposed upon the 

low frequency noise, the H.^ar range of the signal must be extended 

above the expected noise amplitude. As Implemented, the absolute data 

value of a seismometer channel, filtered or unflltered, is limited by 

a Judiciously chosen threshold. At LASA, the short-period seismometer 

channels which have a 30 dB attenuation (padded) do not require a limit- 

ing threshold. 

5.3.2  Beamformlng 

The delay-and-sum linear beamformlng operation has been described above 

in Section 5.1.2.1, equation (5-1). The linear beamformlng process util- 

izes the time delays t. as shown in equation (5-1) for all surveillance 

beams. The calculation of these delays based on a linear wavefront model 

is discussed in Section 5.2. However, actual wavefronts are, in general, 

nonplanar, and the differences between actual and planewave delays are 
I 

referred to as time anomalies. A time anomalies data base is created 

using Event Processor (EP) results, as described in Section 7. The most 

recently updated version of this data base Is used to compute time 

anomalies for the DP rrray beam delays each time the DP beam set is 

updated. Therefore, the beamformlng delays will continue to improve with 

time as additional seismic data is processed by the system. 
I 

The beamformlng gain which Is achieved by the use of time anomaly data 

in DP is from 2 to A dB in the LASA system, and somewhat greater for 
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NORSAR. A significant reduction In processing load can be achieved by 

reducing the computation rate of array beams. If the resolutions of the 

Input data and tine delays are maintained at a high ssmple rate, then 

computing the output at a lower sample rate it equivalent to resampling 

a high sample rate array beam. In this way, the loss from the lower 

sample rate Is avoided In the beamformlng process. The only poeslble 

loss Incurred Is from undersampllng the data used for estimating the 

signal and noise powers. Experimental results demonstrate that using 

5 samples per second of array beam data at LASA results In Insignificant 

loss, but this processing load reduction technique has not been used In 

the NORSAR system because of the higher signal frequencies which are 

encountered. 

The beamfarming gain, the signal loss due to time delay errors, the 

quantization bias compensation, and subarray masking are dlscuased sepa- 

rately below. 

■- 

5.3.2.1  Beamformlng Gain 

.. 
Defining the beamformlng gain as the ratio of the average signal power 

to the average noise power of the beam output divided by the ratio of 

the average signal power to the average noise power at a seismometer. 

It can be shown that 

Gain   -    10 • log 10 
p •»• (N-1) 
I 1 + (N-1) (5-5) 

I 
I 
I 

' 

where p    and p    are the average signal and noise correlation coeT^lclents, s n 
respectively, and N Is the number of seismometers In the array. 
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If it Is assumed that the signal Is correlated (p - 1) and the noise Is 

uncorrelated (pn - 0), then equation (5-5) reduces to the classical 

result: 

G - 10 • log10N dB. (5-6) 

Analysis of actual noise power reduction with beamforming demonstrates 

the reasonableness of the assumption (p a o) for the frequency bands of 

Interest. However, experience with LASA Indicates that for short Inter- 

vals (» 2 seconds) at Initial arrival, average signal correlation coeffi- 

cients of 0.8 are a reasonable estimate. For larger or later windows, 

signal complexity Is Increased by the presence of signal echoes, which 

reduces the coherence among seismometers. A modified form of equation (5-5) 

Is recommended: 

M 

ol 
i 

.1 
D 
.! 

Gain    « 10 lo«10(ps N)  dB. (5-7) 

5.3.2.2 Losses Due to Beamfomdng Delay Errors 

The loss In beam signal power from sampling can be estimated by 

5 lo810e 2 Sampling Loss    ■    r^— (2iTf «AT)    dB. 

3 
(3-8) 

where f Is the signal frequency and AT Is the Interval between samples. 

This expression assumes a uniform distribution of time delay errors over 

the sample Interval. Figure 5-10 depicts the loss for selected frequen- 

cies as a function of sample Interval. Other random eirrors In the time 

delays defocus the beam and result In a loss which Is approximately given 

by 
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where f Is the signal frequency In Hz and o Is the standard deviation 

of the steering error in seconds. Equation (5-9) is depicted In Figure 5-11 

5.3.2.3  Data Bias Compensation 

Phase Loss - (10 lop |0e)(2TrfaT) dB (5-9) 

Quantization of the seismometer data in 2*s complement format Introduces 

an error which is assumed to be a uniformly distributed random variable 

uncorrelated from sample to sample and having a nonzero bias. This bias 

has to be removed in order to minimize the post-detection noise. There- 

fore, a bias compensation constant is added to the subarray beams to null 

the quantization bias error prior to the rectification and integration 

operation. In addition, the filtering gain is permanently Increased to 

minimize the residual bias error which exists when only a partial array 

is in operation. 

5.3.2.4  Subarray Masking 

A subarray is masked whenever array maintenance and control is being 

performed on it or when there is a subarray electronics or transmission 

failure. All beams from a masked subarray are forced to zero before being 

passed to the System/360. This substitution is applied to the final 

bias-compensated filtered output. 

0 

1 

5.3.3  Digital Filtering 

In the development of the DP system filters, there are three factors to 

be considered; namely, the Implementation of the digital filters. 

5-42 

— 

.i 

i 

-1"-'1 ~-^--""-" "-■■■■- -.■-.-^»^- 



-TFr-ppwTR..-T.».^.-..'-- um Hin. ■ ..II   <p.<*--WN|^^|invm^U|U«RWPH^MJ.mffJVinppwpii|iHlL.^ini||l^^l.|l>WI(|« 

the analysis of the signal and noise spectral characferistics, and the 

filter bandwidth, center frequency and other response characteristics which 

achieve a desirable slgnal'to-nolse Improvement through filtering. 

The recursive form of the digital filter Is given as 

M 
£    ax 

UPO    Inn"n 

N 
£    b y .    m n-m 

where xn and y    are the Input and output quantifies, respectively, at the 

sampling Instant n; M Is the filter degree; a    and b    are filter 
m m 

coefficients. 

The equation above may be written In the one-sided z-transform notation 

" . . 

■ 

. 

where 

and 

I<£)    -    »(^    .    A(s) 
X(z)    "    H(z)    " ÜMz) 

A(z)    - 
M 
E    a z' 

m-O    m 

B(z) 
M 
E    b z 

i    m 

•m 

I 
I 

Hsre z - exp(sT) where s Is the Laplace transform complex frequency vari- 

able and T Is the sample period In seconds. A convolution filter Is a 

special case In which all b coefficients are set to zero. The filters 

which are utilized In the ISRSPS system have been synthesized In a con- 

tinuous nonlinear frequency plane and then transformed to the discrete 
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The effect of round-off can be most serious for the recursive filtering 

operation because this operation can enormously amplify the round-off 

errors generated in the filtering process. For this reason, in each 

sampling period, all products of numbers for filtering are summed using 

full double precision word length and only the final result is truncated 

to single precision. As a consequence, at each sampling instant, only 

one round-off error is generated by the filtering process. 

5.3>  Rectification and Integration 

The array beam data is rectified and then integrated (summed). The proper 

choice of integration interval for estimating the signal energy is depen- 

dent upon signal characteristics. 
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process z-plane. Reference is made to [5-4, Section 3.7] where the 

z-transform treatment of the recursive form of digital filtering, the 

filter formulation, and the method for specifying the low-pass, high-pass, 

band-pass, and band-reject filter types are presented. 

I 
Experimental results on the spectral chatacteristics of the signal and .i 

the noise are presented in Section 3. The results of recent NORSAR DP 

filtering studies are discussed in Section 3.5. However, the initial j 

system implementation was guided by the results of earlier studies. See 

15-4, Section 3.8] for a discussion of LASA results, and [5-13, 

Appendix IV] for a discussion of NORSAR results. 

The recent results indicate that a modification of the NORSAR filter 

might improve the DP's detection r.apabi*lty. See Section 3.5 for details. 

An additional consideration is that using a higher degree filter Improves 

the noise rejection but also Increases the computation burden and core 

storage relative to a lower degree filter. 

0 
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As described In Section 5.6, the ratio of maximum average signal power 

to the standard deviation of the noise power Is a useful figure of merit. 

The standard deviation of the nolife Is reduced as the integration Inter- 

val T Is lengthened, thus permitting a lower detection threshold for the 

same false alarm rate. If the noise Is a stationary Gaussian process with 

a small correlation time compared with the Integration time, the standard 

deviation of the noise power can be approximated by K/^T, where K Is a 

constant proportional to the correlation function for the noise. However, 

the peak average signal power Is also reduced as T Increases. In the 

detection process, the signal power Is estimated by rectification and 

integration of beam data; the result is defined as the short-term aver- 

age (STA): 

1 P-l 
STA(nAT) - "^ S  |Bl(n-p)AT)| 

P p-0 

where B[nAT] la  the beam at the time nAT where n is an integer and AT is 

the sample interval, and the product of P times AT is the integration 

Interval. 

:: 

5.3.5  Thresholding 

The ratio of the signal estimate (STA) to the noise estimate (LTA) is 

compared with a threshold. If the ratio exceeds the threshold, a detec- 

tion la declared and continues until the signal-to-nolse ratio drops 

below a second lower threshold. An additional detection constraint 

requiring that the threshold be exceeded for Q out of Q' successive com- 

parisons is also imposed. 

•,: 
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S.3.S.1      Signal and Noise Estimates 

tion is as follows: 

LTA      -    2"n STA      +    (1-2'°)  LTA     , n n n-1 

where LTA and STA are the STA and LTA at nth LTA sampling time, and 
n      n 

LTA . is the LTA at the (n-l)th LTA sampling time. Input and feedback 
n-l 

shifts are n1 and o., respectively, when a beam is not in the detection 

state. The LTA computation continues while a beam is in the detection 

state but a new filter time constant is used. This procedure requires 

changing both the input and feedback shifts to n, and o», respectively, 

in order to keep the filter scaling constant. Permitting the LTA compu- 

tation to continue uninterrupted enables the signal coda energy to raise 

the LTA, which then terminates the detection. For a short time thereafter, 

only later arrivals having sufficient signal-to-coda ratio will be 

detected. The filter time constrot while a beam is in the detection state 

is increased to permit the LTA to reach an estimate of the coda more 

quickly. The LTA computation rate is a function of the STA integration 

interval. 

5.3.5.2  Implementation of the Thresholding Process 

Define STÄ as the average value of the STA; it is related to the LTA by 
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The signal estimate is the short term average (STA) obtained by rectifi- — 

cation and integration of the array beam. 

:; The noise estimate, i.e., long term average (LTA), is calculated using 

the STA as input to a recursive exponential filter wr.wre the time con- 

stant is controlled by the shift in the feedback path. The LTA formula- 
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STA - 2(n"0) LTA 

where n and o are the input and feedback shifts of the LTA algorithm. The 

thresholding is then represented by 

m > k 
STA 

where k is either the turnon or turnoff threshold. For implementation, 

the following test is made 

v • 2U • LTA   if beam not in detection state 

STA  > ^ 

u • 2" • LTA   if beam in detection state 

where v corresponds to the turnon parameter and u to the turnoff param- 

eter and u) is a scaling parameter. If the STA of a beam satisfies the 

r        hbove condition for Q out Q' consecutive samples, where Q and Q' are 

parameters, then the beam is in the detection state. Otherwise, the beam 

is not in the detection state. 

The turnon and turnoff thresholds are as follows; 

k..     - v 
turnon 

. 2(w+orni) 

k  „ - u • z^VV- 
turnoff 
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The turnoff '.hreshold is less than Che turnon threshold. This •'deadband' 

reduces the number of detections from small ripples on the STA. 

The thresholding process Is summarized In Tables 5-2 and 5-3. 

Table 5-2.  Detection State Table 

Last Detection State 

Q Out of Latest qf Consecutive 

STAs Exceed Detection Threshold 

Table 5-3.  Applicable Parameters 

Detection State 

Off 

On 

Threshold Used 

turnon 

turnoff 
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5.3.5.3  Additional Considerations 

An extended data transmission failure may have a serious effect upon 

beam detections. In the absence of valid seismometer data samples during 

a transmission breakdown, the last good data sample is used to replace 

the lost or erroneous data. With such constant Inputs, the filtered beam 

values decay to zero; so does the LTA. Once the cause of transmission 

error is corrected and good seismic data starts arriving again in the 

DP, there might be false beam detections due to the low LTA values and 

the initial filter transient. One measure to correct for this is to 

artifically increase the LTA after the end of an extended data trans- 

mission failure. 

11 

D 
■■ 

■." 

a. To reduce the number of false detections at LASA, Q and Q* 

are each set at three. At NORSAR, Q and Q* are each set 

at one. For both systems the k     is set at 10 dB and 
turnon 

k   -- at 7 dB. 
turnoff 

b. At LASA a beam is declared on only if all three consecu- 

tive STA values are at least 10 dB greater than the scaled 

LTA values. Unless the three beam envelope values, i.e., STAs, 

are the same, then the maximum beam envelope value must be 

greater than 10 dB. Consequently, at LASA, the lowest possi- 

ble beam detection must have a signal-to-nolse ratio greater 

than 10 dB to be declared a detection. This loss in detection 

sensitivity is due to the fact that Q and Q' are set at three. 

The choices of Q, (f   and detection threshold result from a 

compromise between detection sensitivity and false detection 

rate. 
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5.3.6  Detection Processor Configurations 

The details In each functional component of the DP signal processing 

system have been discussed In Sections 5.3.1 to 5.3.5. The selected sur- 

veillance configuration (or the general surveillance) of the SAAC ISRSPS 

DP system, containing the detailed features In each component and the 

necessary data scaling, Is shown In Figure 5-12. Similarly the general 

and selected surveillance configuration of the NDPC ISRSPS DP system are 

shown In Figure 5-13. 

5.4  Detection Reduction Algorithm 

5.4.1  Description of the Algorithms 

i 
■ \ 

I 

As discussed In Sections 5-2 and 5.3, several hundred array beams are 

formed In real time In the Detection Processor and their outputs are 

monitored for the detection of seismic events. The beam outputs are 

rectified and Integrated, thus generating beam envelopes (or short term 

averages (STAs)). A beam Is declared to be on whenever Q out of Q' con- 

secutive times (where Q and Q' are DP parameters) Its STAs exceed a 

certain threshold proportional to the long term average (LTA) on the 

same beam. Normally, a medlum-to-large seismic event will cause many 

beams to be In the on state simultaneously. Therefore, the problem of 

reducing a large volume of beam detection Information Into signal 

arrival groups is an important part of the detection processing. The 

two detection reduction techniques which have been implemented and util- 

ized are described below. One technique forms and maintains signal 

arrival groups as long as there is at least one beam in the on state. 

The other technique is used in ISRSPS and relies on the stability prop- 

erty of the maximum signal envelope in performing the detection reduction. 

: 

i 
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5.4.1.1  Temporal Grouping Technique 

If an event occurs within the surveillance region, then the beam steered 

closest to the event arrival location Indicates the maximum signal power; 

all other beans Indicate less power. Consequently, one straightforward 

approach to the grouping of individual beam detections is to identify a 

continuous signal arrival time interval and to select the beam with the 

maximum short-term-average (from the subset of beams In the detection 

state) within that interval as the beam which appears to be timed closest 

to the event location. The event Interval begins when any beam satisfies 

the detection criterion, and extends until all beam detections have been 

terminated for a time Interval corresponding to the maximum aperture 

transit time. 

Therj are three parameters, p., p., and p-, used to control the formation 

of the event arrival group. An array beam must have p. or more STA samples 

out of p2 consecutive samples that exceed the detection threshold for that 

beam to be Included in the event arrival group. Successive beam detections 

are examined and Included In the same event arrival group if the end of 

detection time of the first beam detect 

the start of the second beam detection. 

detection time of the first beam detection is within p. STA samples from 

5.4.1.2  Spatial Grouping Technique 

It has been observed that the envelopes of coherent signals have certain 

identifiable temporal and spatial characteristics as the signals move 

across the deployed beam field. For a signal of interest, the location of 

the beam having the maximum signal envelope stabilizes for a significant 

interval in the span between the time when the signal arrives at the 

first Instrument and leaves the last instrument. For noncoherent signals, 

sidelobes of coherent signals, and signals outside the surveillance region, 

the location of the beam having the maximum envelope is typically spatially 

nonstationary in the deployed beam field. This observation suggests that a 
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constraint requiring the maximum signal envelope to be spatially station- 

ary for a time interval would reject many noncoherent signal and sidelobe 

detections, and thus reduce false alarm detections. 

On the baais of the above observations, the following spatial grouping 

algorithm has been designed for the Detection Processor. The maximum 

short time average (MSTA) over all the deployed beams at each STA samp- 

ling instant is found, and the associated beam is designated as the MSTA 

beam. In reducing beam detections to event arrival groups, the spatial 

grouping algorithm requires that the maximum beam envelopes satisfy 

certain spatial and temporal constraints. An event arrival group is 

started or continued as long as the constraints are satisfied. 

There Is a slight difference between the LASA and NORSAR constraints. The 

constraints as implemented in the LARA DP are as follows (P, R, and A are 

system parameters): 

a. 

b. 

The MSTA beams of the last P consecutive STA samples are 

within radius R of the center beam. The center beam, by 

definition, has either: 

1. The largest MSTA in the last A STA samples if no 

event arrival group is in progress 

2. The largest MSTA since the start of the group if 

a group is in progress. 

At least one of the MSTA beams in the last A STA samples 

is currently in the on state. 

The constraints as implemented in the NORSAR DP are as follows: 

a. The MSTA beams of the last P consecutive STA samples are 

within radius R of the center beam. The center beam by 

definition has either: 
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1. The largest MSTA In the last A STA sample;? if no 

event arrival group Is In progress 

2. The largest MSTA since the start of the group if 

a group is in progress. 

b.  At least one of the MSTA beams in the last A STA samples 

was on at the time when that beam had the MSTA. 

The implementation at NDFC of the spatial grouping technique at each STA 

sampling instant is shown in Figure 5-14. The SAAC modification is indi- 

cated by the footnote In the figure. 

If T Is the time when the constraints are satisfied (either for the first 

time or following the end of the preceding group), then the group start 

time is T - (P-l)AT where AT is the STA sampling interval. The center 
s 

beam and the largest MSTA associated with the center beam during the group 

time span are the beam and the MSTA reported for the group. Since only 

the two most recent LTA samples are available for the LASA detection 

reduction process at any time, the LTA of an event arrival group reported 

at LASA is the LTA of the center beam from the earlier of the two LTA 

samples available at time T . At NORSAR, when a beam enters the on state, 

the LTA value of that beam immediately before the state change is retained 

for the detection reduction processing (the retained LTA is zeroed when the 

beam goes Into the off state). The LTA of an event arrival group reported 

at NORSAR Is the retained LTA of the center beam at time T . The group 

end time  Is the time when the constraints are not satisfied for the first 

time following the start of the group. 

5.4.2  Observations on the Spatial Detection Technique 

a.  The temporal constraint P for spatial stability Is set 

at three for both LASA and NORSAR DP (see [5-21, 

Appendix I]). This setting Is based on the observation 

that the duration of the Initial phase of a seismic 

event Is typi .^lly two to three seconds. 
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Figure 5-14. Spatial Grouping Algorithm Flow 
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b. 

c. 

d. 

e. 

The radius R Is specified such that the spatial constraint 

includes beams within two beam radii of the center beam. 

In the worst case, the event location is In the middle of 

a cluster of beams. The spatial constraint of one ring of 

beams seems adequate even for this case. However, It Is 

observed that because of time anomalies, complexities of 

signal characteristics, immediate later phase arrivals 

and other effects, the location of the maximum beam envel- 

ope may move more than one beam-distance. Consequently, the 

spatial constraint is liberalized to include two rings of 

beams. 

An effort is made to retain the LTA values just prior to 

the start of «n event arrival. This LTA, If uncontamlnated 

by the signal, provides a good measure of the ambient noise 

and is used in the compilation of detection statistics. This 

same LTA is communicated to the Event Processor where the 

signal-to-noise ratios of each event from the DP are exam- 

ined in order to control the number of events to be pro- 

cessed by the EP. Contaminated LTAs lower the estimate of 

signal-to-noise; this reduction affects detection statis- 

tics and may cause some events not to be processed by the 

EP which would otherwise be processed. Contaminated LTAs 

occur in about one of three detection groups at SAAC; at 

NDPC, contaminated LTAs are avoided by special coding. 

The number of event arrival groups per hour depends 

heavily upon the temporal constraints for spatial stabil- 

ity. The total number of groups at SAAC almost doubles 

when P is reduced from four to three. Thus, the number of 

event arrival groups whose actual duration is three STA 

samples is about the same as the number of those whose 

actual duration is four STA samples or longer. 

When P is reduced from four to three, sosta of the addi- 

tional event arrival groups reported are undoubtedly 

false alarms. But approximately one out of every six 

5-17 

MM nWMÜMNwwfeki   



«W^————'•"'-»'■"^WlWPmW^^W»!»«! t^^mifmm      i »•ww^m^m^^i^^m^mmmmmm^—m *~mr. 

f. 

event «rrlv.l groups at SAAC with signal-to-noise ratio 

above the Event Processor threshold of 16 dB has signal 

duration of only three STA samples. These significant 

event arrivals would not be reported at all If P were 

•et at four Instead of three. 

The general surveillance partition at SAAC has more 

groups reported per hour than the selected surveillance 

partition, reflecting the fact that the general surveil- 

lance has wider Inverse velocity space coverage In Its 

beam deployment. 

5.5 DETECTION PROCESSOR SYSTL'K OUTPUTS AND OFFLINE 

ANALYSIS PROGRAMS 

5.5.1  Online Outputs 

Dicing the online operation of the Detection Processor, short period 

sensor and beam waveforms may be presented on the Experimental Operations 

Console, and long-period sensor and beam waveforms are presented on the 

EOC or Develocorder. The signal arrival group Information Is stored on 

the shared disk to be used as Input to the Event Processor. As noted In 

Section 4, all array sensor and status data Is recorded on a data tape. 

The following other outputs are of particular Interest to the data analyst. 

Ml 

( 

5.5.1.1  On-Line Listing 

The online listing contains vhe seismic event signal arrival information 

reported by the Detection Processor baaed on the data from the regular 

short-period seismometers. The Information for each signal arrival group 

(detection group) la as follows: 
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a. The start and stop times of the signal arrival group 

b. The number of the center beam (the beam being declared 

as closest to the event location by the detection reduc- 

tion algorithm) 

c. The largest short term average (MSTA) of the center beam 

during the event arrival group span time 

d.  The long term average (LTA) of the center beam at the 

time when the event arrival group is started. 

In addition, the online listing contains the event signal arrivals, 

reported by the Large Event Processor in the Detection Processor, based 

on the seismic signals from padded seismometers from LASA, and from 

selected short-period seismometers from NORSAR. This information is as 

follows: 

a. The time for each seismometer when its short term 

average first exceeds the detection threshold (for seis- 

mometers whose STA is below the detection threshold, 

this time is zeroed) 

b. The maximum STA of each padded seismometer during the 

event arrival time interval 

c. Additional information either derived from the above 

values or obtained from the bean location table. 

5.5.1.2  Detection Log Tape 

The detection log tape contains the following detection information: 

_ a.  The time, beam number, and LTA of each detecting beam 

I at the time it enters the detection state 

b.  The time, bean number, and the MSTA of each detecting 
«r 

beam at the time it leaves the detection etate 
HI 
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c. The STA values of all beams when the detection is In 

progress in any beam 

d. The same event arrival group information as in the 

online listing 

e. The LTA values of all beams at regularly spaced time 

intervals (NDPC only). 

In addition, Information such as the beam address table, arrival status, 

subarray and seismometer status, processing overflows and overruns, and 

sync and parity error counts are also on the tape. 

5.5.2  Offline Analysis of Detection Log Tape 

This subsection describes offline programs for presentation %nd analysis 

of DP outputs on the detection log tape. These programs and chelr func- 

tions are listed below. 

5.5.2.1  Detection Log Tape Delog Program 

This program prints out the data records on the detection log tape for 

specified time interval. The user selects the types of data records 

desired. 

5.5.2.2  Beam Envelope Pattern Program 

In order to show the spatial relationship among the beam envelopes at 

selected STA sampling Intervals, the beam envelope pattern is generated 

where the STA of each and every beam in quantum units appears at the 

beam's position in the two-dimensional inverse velocity space (i.e., 

U-space) for every STA sampling instant within the selected interval, if 

the STA record is available. 
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5.5.2.3  Beam Envelope Power Loss Contour Program 

The largest STA of each and every beam during a specified signal time Is 

found first. The beam envelope power loss, normalized with reference to 

the center beam. I.e., 20«log(largest STA/center beam's largest STA) In 

Integer dB, appears at the beam's position In the two-dimensional U-space. 

See Figure 5-15 for a sample output. 

5.5.2.4  Beam Envelope Power Loss Pattern Program 

The envelope power loss of each beam in Section 5.5.2.3 is plotted against 

the beam's inverse velocity distance away from the center beam. 

The beam envelope power loss pattern can also be generated for an event 

location which is within the coverage of the center beam but is not at its 

center. The power loss is normalized with reference to this event loca- 

tion. The largest STA of this location replaces the center beam's largest 

STA in the power loss computation. See Figure 5-16 for a sample output. 

5.5.2.5  Selected Beam Envelope History Program 

The beam envelope power in dB at each STA sampling instant, normalized 

with reference to the center beam, i.e., 20«log(STA/center beam's largest 

STA during signal Interval), of a few selected beams for a specified time 

interval are plotted. See Figure 5-17 for a sample output. 

5.5.2.6  LTA Beam Power Loss Pattern Program 

The largest LTA of each and every beam duting a specified tine interval 

is found first. The LTA beam power in dB relative to the maximum STA of 
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the center beam, i.e., 20-log[(largest LTA)/(center beam's largest STA 

during signal)•(conversion factor)], is plotted against the beam's 

inverse velocity distance away from tha center beam. The conversion 

factor scales LTA values to equivalent STA values. 

.. 

t. 

• • 

5c5.2.7  Detection Statistics Distribution Programs 

The detection statistics for an extended processing interval are com- 

piled. The incremental and cumulative distribution of the event arrivals 

versus the MSTA of each event arrival group are plotted using a logarith- 

mic scale on both axes. There are similar plots of the incremental and 

cumulative distribution versus signal-to-noise ratio (MSTA/LTA). LASA 

detection statistics are presented in [5-1A] to [S-21]. An example of the 

plot of detection statistics versus MSTA is shown in Figure S-18. 

.. 

I 
r 
i 

Two straight lines are drawn on the incremental distribution of event 

arrivals versus MSTA in Figure 5"18. One line approximates the distribu- 

tion of events with high MSTA values and has a slope of about minus one. 

The other line apprc :lmates the distribution of events with low MSTA 

values and has a slope much more negative than minus or-e- The more nega- 

tive slope reflects a disproportionately large Increase in the number of 

event arrival detections with low MSTA values. 

The point of intersection ef these two straight lines conveniently sepa- 

rates the distribution lefts Cwo parts. One part has mostly valid seismic 

events whose distribution coincides with empirically known results; the 

?ther part contains a large number of false event arrivals. Thus, the 

MSTA value (in nanometers) associated with the point of intersection 

provides a measure of the signal level at which the number of false detec* 

tion groups reported by DP is approximately equal to the number of valid 

groups reported. 
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5.6  COMPARISON OF ALTERNATIVE DETECTION TECHNIQUES 

The three detection techniques considered In this study are coherent beam- 

forming, envelope processing (sometimes referred to as Incoherent beam- 

forming) , and voting on subarray beam detections. 

The coherent array beam Is the average of the time-aligned subarray beam 

values XjJOf and the corresponding envelope M Is a sum of rectified 

values of the array beam. 

M (t) 
N 
Z 
n—N 

Z    JC (t+n) 
k-1 K 

where 

K ■ the number of subarray beams 

2N+1 ■ the number of rectified values used In the 

envelope computation. 

The Incoherent beam envelope M (t) Is computed as the sum of subarray beam 

envelopes, as follows: 

MjU) 
K 
Z 

k-1 

N 
Z 
n—N 

Xj^t+n) 

Although the equations for the coherent and Incoherent beam envelopes are 

quite similar, there are significant differences In the properties of the 

two. The primary difference Is that the main lobe of an Incoherent beam 

may cover approximately 50 times as much area In U-space as the main lobe 

of a coherent beam for a typical seismic event signal. Hence,  the U-space 
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resolution provided by an Incoherent beam Is considerably less than that 

of a coherent beam, but considerably fewer Incoherent beams are required 

to cover a given region of U-space for surveillance. 

The subarr^y beam -oting technique consists of selecting a subset of L 

subt^ray beams and computing the envelope for each of these subarray 

beams. As implemented in the NORSAR online detection processing system, 

a detection is declared whenever a preset number P of the L subarray beam 

envelopes exceed a threshold within a specified time Interval. If the 

thresholds on all subarray beams were the same, this would be equivalent 

to declaring a detection whenever the P  largest of the L sv.barray beams, 

which had first been time-aligned for the event in question, exceeded the 

common threshold. This latter version of the subarray beam voting algorithm 

is the one which has been used here. 

Specifically, for the eight subarrays which are currently used in the NDPC 

ISRSPS Detection Processor voting algorithm, the subarray beams are time- 

aligned for each event, and the subarray beam envelopes are compvted as 

follows: 

N 

^(t) -  Z      |xk(t+n)| 

For each value of P - 1, . . . , L, an envelope is defined which is equal 

to the P  largest of the L values M. (t) at each sample time point t ; 

this envelope will be denoted as Mp/L^)- Clearly, Mp/^t) wil1 exceed a 

particular threshold value at any sample time point at which P of the L 

subarray beam envelopes exceed the same common threshold value. Therefore, 

it is appropriate to use the values »Ci.» **„.., and 0p/L for the Peak of 

M_,.(t) in the signal region and the mean and (composite) standard devia- 

tion of M_/L(t) in the noise region, respectively, to compute a detecta- 

bllity measuie as defined in 5.6.1 for a P of L voting algorithm with com- 

mon threshold value for the subarray envelopes. 
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A possible variation of the above formulation, which has not been used 

here. Is to normalize the subarray beam envelopes M. (t) so that they have 

a common average value In the noise region prior to ordering of the values 

at each time point and computation of the above-described statistics of 

Mp^L(t). This version of the detectablllty Index calculation could yield 

results which more accurately represent the NDPC voting algorithm. 

5.6.1  Event Detectablllty Analysis 

For each event detection technique It Is possible to Identify a signal 

envelope function so that the detection process consists essentially of 

the computation and thresholding of this envelope. The detectablllty Index 

for each event Is computed from a portion of the envelope function con- 

taining the event signal data and a significant interval of noise data 

preceding the event. This index of detectablllty (D) is the difference 

between the peak envelope value in the signal region (rf ) and the average 

envelope value in the noise interval (N), divided by an estimate of the 

rms envelope value in the noise Interval (a.,). 
N 

D -  rf "N 
0N 

Therefore, the detectablllty index is a measure of the signal-to-noise 

ratio of the detection envelope. 

For the envelope noise Interval, o and N should each be proportional to 

the rms value of the seismic noise data from which the envelope has been 

computed. Therefore, a relationship of the form o„ - kN should hold, 

where the proportionality constant k depends on the noise amplitude dis- 

tribution and Che method used in computing Che envelope. 
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For each type of envelope studied and tor each digital filter which was 

used to prefllter the data prior to envelope computation, the estimates 

of N and oN were obtained. All of the pairs of values (N, o ) for a Riven 

envelope-filter combination were than used to compute a linear regression 

of the form 

aM - a + bN . 
N 

As expected, the value of a was generally quite small and could be Ignored 

in subsequent calculations. Therefore, to reduce the dependence of the 

detectablllty index D on the variability of the estimate of o , the com- 
N 

poslte value of oN was determined by regression for each envelope filter 

combination and was then used in the computation of D for each event for 

that particular envelope filter combination. 

The detectablllty measures (D) for all of the signal envelope types dis- 

cussed previously may be converted to decibels (dB) by the operation 20 

lo81(/D^' 8ince each of these envelopes Is proportional to waveform ampli- 

tude. For a given signal waveform, the relative performance of any two 

combinations of predetection filter and detection processing technique 

(envelope computation) may be determined simply by computing the differ- 

ence between the two corresponding detectablllty measures expressed in dB. 

However, in order to make meaningful comparisons of relative detectablllty 

among different event signal waveforms, some means of normalization is 

required to eliminate the dependence of the detectablllty measure on sig- 

nal amplitude. Although several such normalizations are possible, the one 

which will be used in this report is as follows. Tha filter-technique ■ 

combinations are sorted into various comparison groups of interest. For 

each such comparison group and for each event, the filter-technique com- 

bination is determined which has the largest value of detectablllty for 

that event. This detectablllty measure (in dB) is then subtracted from 

the detectablllty measures for all filter-technique combinations in the 
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comparison group for that event. Each resulting detectablllty measure 

can therefore be described as the detectablllty loss in dB relative to 

the best filter-technique combination for a particular event and a par- 

ticular comparison group. 

5.6.2  Comparison of Predetection Filters 

Tie digital filters used in this study are indicated in the table of 

coefficients, Table 5-4. These filters are described in some detail in 

[5-20, Appendix V). The filters have been used for two main purposes. First, 

all of the filters have been included in the detectablllty analysis to 

provide comparisons of the relative effectiveness of these filters for 

predetection filtering. Second, the six filters labeled 09-35, 12-32, ODD, 

SSDD, SIMPLE, and MATCH have been used to emphasize various frequency 

bands prior to power spectral density estimation. 

Figure 5-19 shows the relative detectablllty measures for the coherent 

bearaforraing envelope and the 14 digital filters. For each filter, the 

relative detectablllty losses for the 48 events for NORSAR, as described 

in (5-23, Appendix III], are divided into quartiles. The choice of a best 

filter based on this data is subjective and depends on the specific 

objectives of the detection procesjing system. However, the filters 

labeled DDD, 09-35, and 12-32 clearly stand out as good choices. 

It should be recognized that the detectablllty measure which has been 

used is somewhat dependent on the signal alignment prior to envelope 

computation, and that the alignment of the subarray beams for all events 

used in this study Is baaed on the output of the EP correlation process. 

Since this process is specifically designed to produce a "best,, coher- 

ent beam for data which has been filtered using a 0.9-3.5 Hz filter, the 

signal alignment which results is undoubtedly somewhat biased in favor 

of a crherent beam and filter 09-35. 
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Figures 5-20, 5-21, and 5-22 show the comparative performances of the 14 

predetectlon filters for Incoherent beamformlng (envelope processing), 

and for three out of eight and four out of eight voting algorithms, 

respectively. In all cases, the performance of the filters DDD and 12-32 

stands out, whereas the performance of filter 09-35 Is occasionally Infer- 

ior to that of a higher frequency narrowband filter. 

The narrowband filters having the lower values of center frequency, such 

as 08-16, 12-20, and 16-24, produce the best detectablllty values for 

several events which apparently have high slgnal-to-nolse ratios In the 

corresponding frequency bands. However, there are also several events for 

which the performance of these filters Is relatively poor. 

il 

: 

5.6.3  Detection Processing Technique Comparisons 

Figure 5-23 shows the comparative performance of 10 different detection 

processing schemes. Including coherent jeamformlng (linear beamformlng). 

Incoherent beamformlng (envelope processing), and eight different voting 

algorithms, for data processed by filter 09-35. This filter has been 

selected for special attention because It Is currently the primary filter 

used In the NORSAR detection processing system. It is somewhat surprising 

that the Incoherent (or envelope) beamformlng process stands out so clearly 

as the process having the highest detectablllty values in this case, par- 

ticularly since the signal alignment should be quite good for data pro- 

cessed by filter 09-35. 

Figures 5-24 and 5-25 show the comparative performance of the various 

detection processing schemes for data processed by filters 12-32 and DDD, 

respectively. The incoherent beamformlng process yields the highest detect- 

ablllty values for each of these filters as well, and the three out of 

eight and four out of eight voting algorithms stand out somewhat among the 

•et of eight voting schemes. 
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5.6.4  Comparison of Selected Filter-Technique Combinations 

Figure 5-26 shows the relative detectability of a selected set of filter- 

technique combinations. If a single choice were to be made, it appears from 

this data that the incoherent beamforming process in combination with either 

filter DDD or filter 12-32 has a slight e.!ge, but the choice is not a clear 

one. A different da'-.a set might well yield values which would lead to a dif- 

ferent choice of the "best" combination. 

There is also no clear choice between the three out of eight and four out 

of eight voting schemes which can be based on this data. Furthermore, it 

should be noted that the relative performance among different filters for 

a particular detection technique, or among dlfferir. detection techniques 

for a particular filter, is in some cases distinctly different in Figure 

5-26 from the relative performance indicated by the appropriate earlier 

figure. This is an effect of the normalization scheme that has been used, 

which causes interactions among the various filter-technique combinations 

in a comparison group. 

1 
The detectability measure is based on the assumption that the detection 

threshold tor a given envelope will be set at some level ko above the 
n 

average noise level N. Furthermore, the preceding comparative detecta- 

bility analysis contains an implicit assumption that the same value of 

"k" would be used for the various envelopes, so that the difference 

between two detectability measures in dB is independent of the factor "k." 

However, if the detection thresholds for two different envelopes are each 

based on the same factor "k" the false alarm rates of the two processes 

will not necessarily be equal. 

If N denotes the peak value of a noise envelope over some data interval, 

and if N and o still denote the mean and rms values of the roise envel- 
n 

ope, respectively, Chen the parameter F, defined as follows; 
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will provide at least a crude measure of the false alarm behavior of an 

envelope. The false alarm Index F Is essentially a measure of the ten- 

dency of the noise envelope peaks to be conslderab^ larger than the rms 

values. Figure 5-27 show« the false alarm indices in dB for the same 

comparison group of filter-technique combinations presented in Figure 

5-26. The main conclusion which can be drawn from Figure 5-27 is that the 

falae alarm indices for coherent beamforndng are 3-4 dB smaller than for 

the other detection processes. Hence, the threshold levels for the other 

processes may have to be set relatively nigher (in terms of the threshold 

factor ,,k,, discussed previously) in order to attain the same false 

alarm rate. Hwever, no firm conclusions concerning false alarm rates 

should be drawn except as a result of applying the actual detection algo- 

rithms on an experimental basis to a large volume of real seismic data. 
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5.7      ANNOTATED BIBLIOGRAPHY 

5-1.        "Larg« Apertur» Seismic Array Signal Processing Study," 

IBM Final Report, Contract SD-296,   15 July 1965. 

This report defines the L>SA signal processing requirements,  specifies the 

characteristics of equipment needed to implement the processing require- 

ment«,  and   iefinfes sn experimental program to calibrete and evaluate the 

signal processing equipment. 

5-2.        "LASA Signal Processing,  Simulation,  and Comraunications 

Study,"  IBM First Quarterly Technical Report, Contrect 

AP  19(628)-4948,   1  May  1966. 

Section 1 preeents the objectives of the LASA Signal Processing System 

end establiahes surveillance requirements.  Section 3 describes the system 

functional flow. Appendices A and B present the survelHence coverage 

conaideations for detection processing. Appendix C documents specifIce- 

tiona for scaling,  seismometer sensitivity tolerance, aai^ling rate and 

quantisation,  and data word length. Appendix D discusses the generation 

of eubarray bean deleya. Appendix E describes the use of croas-spectral 

matrices of seismometsr noise to compute the time-domain coefficients of 

optimum filtere. 

5-3.        "LASA Signal Preceding,    Imulation,  «id Communicarions 

Study," IBM Second Quarterly Technical Report, Contract 

AP 19(628)-5948,  September 1966. 

Appendix A describes the program used for preparing inverse velocity 

space maps of the world, presents a method of estimeting bean count 

requirements, and estiaetes the eccuracy of event location on the earth's 

surface, in tens of the site of LASA beems in Inverse velocity space. 

Appendix A also describee the generetion of bean steering delays and 
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their significance with respect to array Rain,  and discusses event loca- . 

tlon estimate errors   (1)  due to  finite beam width,   (2)  due to Incorrect | 

steering delays  In beamformlng,   and  (3)  In relating measured phase speed 

to range. Appendix B presents the configuration and arithmetic character- 

la tlca of the 1ASA beamformer,  renorts experimental results based on an 

analysis of Ljngahot event data,  defines two criteria for scaling In  the 

boamformlng process,  and examines the scaling and sf «pllng of two beam- 

former conflguratlous.  Appendix C.2 discusses the microcodes  for recur- 

sive  filter,  convolution filter,  Sean-former,   rectify and Integrate,  and 

threshold. 

5-4. ««LASA Signal Processing,  Simulation,  and Communications 

Study,* *   IBM Final  Rej-ort, Contract AF 19(628)-5948, 

ESD-TR-66-635, March  1967. 

Section 2.3 defines the objectives and the two-stage beamformln« and 

threshold detection system configuration of the Detection Procesror. 

Section 3.1  discusses the number of detection beama  required to cover 

the areas of Interest lying within the P-teleselsmlc tone as »tm from 

the Montana LASA and  from a second array location.  Section 3.2 dlscusaes 

the loss and phase patterns  for the Montana LASA configuration. Section 

3.3 estlmateb the event location capability »f LASA. Section 3.4 describes 

inethods of developing a set of steering delays. Section 3.7 discusses  ehe 

Z-transfom treatment of the recursive form of digital  filtering and 

attendant stability considerations,  contains formulation for lowpass, 

highpass, bandpass and band-reject Butterworth and Tschebyscheff filters, 

and indicates  filtering error and precision requirements. Section 3.«3 

contains results of LASA data analysis of the Longshot and Kamchatka 

events.  Included are subarray beam filter analysis    post-detection inte- 

gration tin« analysis,  system gain analysis, scaled signal/noise analysis, 

and power spectrum analysis. 
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S-S. "LASA Experimental  Signal ProcetelnR Syatem,"  IBM 

Pirat Quarterly Technical Report, Contract AF 19(628)- 

67-C-0198,  ESD-TR-67-A58, February  1067. 

Appendix A.2.1.1  contain« results of an evaluation of the Detection Pro- 

cessor storaRe requirenents. 

S-6.        "LASA Experiaental Signal Procesaing Syatem,"  IBM 

Second Quarterly Technical Report, Contract F 19(628)- 

67-C-0198,  ESD-TR-67-6n2,  May  1967. 

Appendix C examinea  several data coo(>reaflion techniquea to CAtahliah the 

feaaibility of remote proceaaing. Appendix D contalna preliminary atudy 

results on quantization errors present in each atage of detection pro- 

cessing. Appendix F identifies an arrav-processing design synthesis pro- 

cedure upon which m experimental data measuring plan can be baaed. 

Certain »ey ayaten deaign parameters auch as  gain, noiae correlation, 

and spectral density ar« measured to determined expected system 

performance. 

Sa7. "LASA Experimental  Signal Processing System, *'  IBH 

Third Quarterly Technical Report, Contract F 19(<>28)- 

67-C-0198,  ESD-TR-68-149, August   1967. 

Appsndix II.2 uses m idealized model to examine the effect of Seismic 

noise on the accuracy of the estimated event location,  and describes 

location estimation errors due to imperfect  "calibiation." Appendix 

II.T describes an array design based upon the principle of maximizing 

gain by choosing element  placement in accordance with a model of the 

mm noise field. Appendix III describes the library organization of phase 

X delays, and the generation of steering correction rectors resultiüg 

from an examination of several hundred events. These sets of correction 
T 

factors can be grouped to produce average aets of corrections which arc 
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valid over selected reRloni. Appendix II also describee the method of 

covering an arbitrary location In Inverse velocity epace by a choice of 

preformed and presteered subarray bean». 

5-8.   "LASA Experimental Signal Proceailng System, •• IBM 

Fourth Quarterly Technlcel Report, Contract F 19(628)- 

67-C-0198, ESD-TR-68-309, November 1967. 

: Appendix IV dlecuesea a study of the use of steering delays baaed on fit- 

ting a quadratic surface to observed even: arrivals and describes the devel- 

opment of program specifications for the subarrav assignment requirement. 

5-9.   ««LASA Experimental Slgnel Processing System," IBM 

Fifth Quarterly Technical Report, Contract F 19(628)- 

67-0-0198, ESD-TR-68-<.50, February 1"68. 

Appendix I describes the channel distortion In the s»ort-period seis- 

mometer^ analog equipment, contains an analysis of the encoding noise 

Introduced Into the seismometer data as a result of data compression, 

and analyzes Instrumentation rescallng. Appendix VTI describes a mathe- 

matical model which generates. Independently for each subarray, a uni- 

formly dispersed set of beams covering the teleselsmlc zone, describes 

the azlimithal phaalng which wist be assigned to each subarray beam set, 

analysea LASA beam requirements In term of beam diameter, signal loss, 

number of st'iarraya, and areas of coverage, analyzes the instrument mid 

berm parameters quantitatively and demonstrates tradeoff configurations 

which maximize gain while holding the processing load at a specitied 

level, and formulates the relationship between the detection process 

parameters and the noise and saturation levels in the process. Appendix 

VII.4 contains rasulta of a comparative study on the subarray deployment 

quantitation losaes associated with two subarray beam structures. 

Appendix VII.5 presents filter response results obtained by nulling the 

numerator coefficients for subarray masking. Appendix VII.6 describes 

detection reduction baeed on the spatial property of be« envelopee. 
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5-10.   "LASA Experimental Slunal ProccaelnR Syitem, •• IBM 

Sixth Quarterly Tachnlcal Report, Contract F 19(628)- 

67-C-0198, BSD-TR-68-4S1, May 1968. 

Appendix I preaenta the reaulta of NORSAR dealgp atudlea. Array denlgn 

requlreaenta and problems such aa optiodcatlon techniques, sensitivity 

to element coordinate deviation and cost tradeoffs are described. 

Ml.   "LASA Experimental Slgnel Processing System," IBM 

Final Technical Report, Contract F 19(628)-67-C-0198, 

ESD-TR-69-60. Volume I, March 1969. 

Appendix II preaenta the reaults of ESPS system evaluation. System gain, 

process generated noise, and detection proceaaing capability for several 

process configuraciona are measured. Appendix VII.2 explains a detection 

reduction algorithm formulited by grouping beams In the detection state. 

Appendix IX deacribea three computer programa uaed for aubarray and array 

be«i deployment. Two additional LASA beam deployment grids are defined. 

5-12.  "Integrated Seismic Research Slnnal Proceaaing System,** 

IBM First Quarterly Technical Report, Contract F 19(628)- 

68-C-0A00. ESD-TR-69-299, November 1968. 

Appendix III proposes a new method for generating aubarray steering delay 

corrections. The telesi smlc tone in Inverse velocity apace ia partitioned 

into contlguoua triangular regions. Apnendlx IV deacribea a detection 

reduction algorithm baaed on spatial and temporal characteristics of beem 

envelopes. Appendix V deacribea the IFRSPS equipment configuration for 

online seismic array control and diagnostics, data recording, detection 

and event proceaaing, and data exchange with other seismic arrays. 

5-13.  "Integrated Seismic Rftaearch Signal Proceaaing System,•• 

IBM Second Quarterly Technical Report, Contract F 19(628)- 

68-C-0W0, ESD-TR-69-357, February 1969. 
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Appendix II  contains data and results associated with the generation of 

LASA beam set  133 and subarray beam set   lOA, which are used In the LASA ♦ 

ISRSPS Detection Processor's selected surveillance partition,  ard contains — 

a list of parameter values used In the Detection Processor, Appendix III 

describes the reasons  and  algorithms  for seismometer data limiting and 

deglitching. Appendix IV documents the results of processing certain 

NORSAR events In order to Identify signal and noise characteristics. 

Appendix VI describes the detection processing using the short-period 

seismometers In NORSAR. Appendix VIII recommends that the seismometer 

channels be calibrated  for 0.0A27 nanometers per quantum unit. 
: 

; 

:i 
Appendix sections II.2 and II.3 present cumulative detection statistics 

from April 14 to April 25, 1969. Appendix V.2 contains a list of parame- 

ters used in the detection reduction by beam grouping technique. 

5-1A.  "Integrated Seismic Research Signal Processing System," 

IBM Third Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-70-25, May 1969. 

5-15.  "Integrated Seismic Research Signal Processing System," 

IBM Fourth Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-70-265, August 1969. 

f • 

:: 

Appendix II.2 presents cumulative detection statistics from May 1A to 

July 31, 1969. 

] 
5-16.  "Integrated Seismic Research Signal Processing System, 

im  Fifth Quarterly Technical Report, Contract F 19(628)- 

68-C-0A00, ESD-TR-70-306, November 1969. -" 

Appendix I describes the effect of filter scaling change in the Detection J 

Processes to ninlmlJte the effect of quantisation error bias. Appendix III.2 

presents cumulative detection statistics from August 1, 1969 to October 31,       J 

1969. Appendix IV describes the software for the expedited full aperture 

I 
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NDRSAR configuration to evaluate filtering and beamformlng tradeoffs and 

to determine time delays for array beam deployment. 

5>17.  ••Integrated Seismic Research Signal Processing System," 

IBM Sixth Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-71-388, February 1970. 

Appendix 1.2 presents cumulative detectl m statistics from November 1, 1969 

to January 31, 1970. Program changes which affect the statistics are indi- 

cated. Appendix VI.5 analyzes the detection statistics from 50 events at 

NORSAR and compares results for six different filters. 

5-18.  "Integrated Seismic Research Signal Processing System," 

IBM Seventh Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-72-128, May 1970. 

n 
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Appendix 1.2 presents cumulative detection statistics from February 1, 

1970 to April 30, 1970. Appendix II discusses the development of LASA 

beam set 140 for general surveillance. 

5-19.  "Integrated Seismic Research Signal Processing System," 

IBM Eighth Quarterly Technical Report, Contract F 19(628)' 

68-C-0400, ESD-TR-71-393, August 1970. 

•*        Appendix 1.2 presents cumulative detection statistics from May 1 to July 

31, 1970. Appendix III describes the preliminary results of an analysis 

of seismic signals received by the Interim NORSAR system. 

5-20.  "Integrated Seismic Research Signal Processing System," 

IBM Ninth Quarterly Technical Report, Contract F 19(628)- 

I 68-C-0400, ESD-TR-72-122, Novenfcer 1970. 

Appendix 1.2 presents cumulative detection statistics from August 1 to 

October 31, 1970. Appendix 1.5 contains results of quantitative esti- 

mates of the seismic activity on a world-wide basis from data published 
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Appendix I provides a detailed description of the spatial grouping tech- 

nique as Implemented In the LASA and NORSAR Detection Processors, exam- 

ines the performance of the spatial grouping algorithms and highlights 

the significant behavior of selected beam envelopes. Appendix II.2 pre- 

sents cumulative detection statistics from November 1 to December 31, 

1970. Appendix IV describes the system and acceptance tests that were 

performed to verlTy and demonstrate the capabilities specified for the 

SAAC ISRSPS system. 

5-22.  "Integrated Seismic Research Signal Processing System," 

IBM Eleventh Quarterly Technical Report, Contract F 19(628)- 

68-C-0A00, ESD-TR-72-133, May 1971. 

Appendix I reports the development of array and subarray beam sets for 

Implementation In the NORSAR surveillance system; I.e., NORSAR array beam 

sets NBS 306, NBS 310, and NBS 310A, and NORSAR subarray beam sets NSBS 

114-115 and NSBS 123-124. Appendix IV presents a chronology of scaling 

changes, beam deployment and changes In critical detection parameters in 

the NORSAR ISRSPS In 1971. Appendix VII presents the evaluation results on 

the performance of the ISRSPS signal process!.ig algorithms and techniques 
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I in the ERL Preliminary Determination of Epicenter lists. Appendix 1.5 

presents selsmlclty data for a seven-year period for the 28 regions on 

the earth. Appendix III describes the programming process and the LASA 

data base for the nonunlform triangular grid for estimating region cor- | 

rectlons  and calibration parameters. Appendix V presents results of con- 

tinuing Investigations of the NORSAR signal and noise characteristics 

(Including attempts to optimize the digital filtering)  and some ptrliml- 

nary results comparing the effectiveness of different detection 

techniques. : 

:: 5-21.  "Integrated Seismic Research Signal Processing System," 

IBM Tenth Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-72-123, February 1971. 
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as a function of event size. The data set was obtained by scaling down the 

sample values of large seismic signals and embeddlrg the scaled event data 

In unsealed seismic noise. 

5-23.  "Integrated Seismic Research Signal Processing System," 

IBM Final Technical Report, Contract F 19(628)-68-C-0400, 

ESD-TR-72-139, August 1971. 

Appendix I presents NORSAR cumulative detection statistics from February 

15 to March 31 and May 1 to May 31, 1971. In addition, this study presents 

an estlmatlo. of the NORSAR processing system performance, and an evalua- 

tion of Its false alarm rate. Appendix II presents some measurements of 

the utilisation of different processing components while the system is 

performing In Its normal operational mode. Appendix III presents results 

of a preliminary Investigation of the full NORSAR array signal and noise 

characteristics and of the comparative performance of various predetectlon 

filters and event detection techniques for NORSAR data. Appendix IV pre- 

sents a summary analysis of LASA detection performance by geographic region 

based on the data gathered during routine operation of the IISPS SAAC sys- 

tem, from May through December 1970. 

5-24.  "NORSAR Systems Evaluation," IBM Interim Technical Report, 

Contract F 19(628)-68-C-0400, ESD-TR-72-1A5, January 1972. 

Appendix I reports an analysis of the location determination performance 

of the NORSAR ISRSPS. Appendix III presents analysis results of the NOR- 

SAR ISRSPS short-period noise characteristics based on the study of the 

Detection Processor Long Term Averages. 

5-25.  "Parametric Study of Seismic Array Gain Test Results," 

Contract F 19(628)-67-C-0898, ESD-TR-68-425, June 1968. 
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This report presents results of s study of the LASA slgnsl-to-nolse gain, 

using filters of various bandwldths «id selected system configurations 

based on the Longshot and Kamchatka data. 

5-26.      REF 112, ISRSPS System Test Specification 

This document contains specifications  for SAAC and NDPC system tests: 

purpose,  concept, procedure, and results. 
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Section 6 

ARRAY BEAMSTEERING TECHNIOUES 

Th« parameters which are utlllfed In a simple delay-and-sura beamfomlnR 

process include a set of channel delays and,  generally, a set of sero-one 

weights or equivalent identifiers to indicate which channels are included 

in the beam. Weighted-delay-and-sum beamforming utilizes a similar set of 

P«ra«Btera, except that the zero-one channel weights are replaced by relative 

weighting factors  for various channels.  Filter-and-sum beamforming may be 

regarded aa a further generalization in which weighting factors are assigned 

to more than one data sample in each channel.  Furthermore,  as discussed 

in Section 7,  the assumption of a plane wavefront model causes each channel 

delay to be represented as the sum of two components,  a plane-wave portion 

and a relative time anomaly portion, in which the plane-wave portion for all 

channels is parameterized by the two components U    and Uy of a point in 

U-space. 

Array beamateering may be defined as any process for estimating some or all 

of the pertinent array beamforming parameters,  including at least the two 

components Ux and U,. of a plane-wave model,  from a set of array data that 

is aasumed to include a signal of Interest,  in such a way that the beam which 

is formed from the data using the estimated parameters provides a "best" 

(for example, most noise-free)  representation of the signal. 

In the case of delay-and-sum beamforming,  the b^ampacking process which la 

described in Section 8.3.1.4 is an example of an array beamateering process 

in which the relative time r..omalles and weighting factors for the channels 

are preasslgned,  and only the parameters Ux and Uy are estimated. If the region 

of U-space over which the set of packed beams is deployed is too restricted, ■ 
or if the grid of U-space aiming points is too coarse, then the beampacking 

process may converge to a U-space location which represents a side-lobe. 
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rather than the maln-lohe, of the signal energy.  Furthermore, tills process 

Is sometimes susceptible to local noise peaks In U-space. 

The correlation and sequential estimation process which Is described In 

Section 8.3,1.3 Is an example of an array beamsteerlng process  for delay- 

and-sum beamformlng In which the relative time anomalies and the plane-wave 

parameters Ux and IJV arc estimated from the seismic data. As noted In 

Section 7,  the relative time anomalies have been found to be highly 

repcatable from one seismic event to another as a function of I)-space 

location. Hence, the time anrmaly parairAters associated with <t data base 

of previously recorded and eolted seismic events have a number of useful 

array system applications, and the correlation and sequential estimation 

process provides an efficient, automatic means of extracting these time 

anomalies from the seismic data. Furthermore,  the  "best" beam which Is 

formed using the correlation process parameter estimates Is generally 

"sharper"   (e.g.,  less distorted and less susceptible to the attenuation 

and spreading of iharp peaks caused by beamformlng)  than that which results 

using parameters derived from beampacklng. 

Under the assumptions that each channel contains a copy of a single repre- 

sentative signal waveform embedded In seismic noise which Is unccrrelated 

from channel to channel,  and that no Interfering signal Is present within 

the time Interval of Interest, there Is no apparent restricting factor 

which would prevent the development of a successful array beamsteerlng 

process for the estimation of all beamformlng parameters associated with a 

weighted delay-and-sum beam or even a fllter-and-sum beam. However,  for 

real seismic data there are differences among the signal waveforms on 

various channels which are sometimes quite significant, there are frequently 

echoes of the signal waveform on some channels, and th<*re are occasionally 

superimposed signals from Interfering events. Therefore, If the channel 

weights are not constrained In    jome predetermined manner, the notion of a 

reference signal waveform becomes Imprecise.  Furthermore, If the channel 

weights are allowed to vary at each stage of an Iterative array beamsteerlng 
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process, then It la possible either that the process may not converge or that 

the signal wavefom on the resultinR "best" beam may be entirely unsatis- 

factory. 

Figure 6-1 shews an early version jf the correlation process which was orglnally 

presented In f6-2. Appendix II]. The actual computations which were imple- 

mented In the experimental computer programs were, of course, the digital 

äquivalente of the equations shown In Figure 6-1. The process Inputs 

Included the digitised data from either n seismometer data channels or n 

aubarray beama, filtered prior to the correlation process to approximately 

prewhlten the seismic background noise over the signal passband and to 

attenuate the nolae outside this passband. Input parameters included 

Initial estimates of the channel delaya Tn. Following each Iteration of 

the correlation process, the delayn were updated according to the laat 

equation In Figure 6-1, ualng the parameter o to control the percentage of 

correction to be applied at that atage. The Iterative proceai waa terminated 

either when the correction terms for all n delaya became insignificant or 

when the number of iterations exceeded some preset maximum value. 

;: 

.. 

i 

T 

Analysis of rhr results obtained from application of this process to 

numerous LASA events led to several significant conclusions and modifications 

Including the following: 

a. The proceaa Iterated to completion for almoat all eventa for 

which the algnala could be clearly Identified on the aubarray 

beama. 

b. Moat of the estimated delaya agreed with visual estimates 

determined by a seismic data analyst. 

c. Varloua modifications were found to Improve the reliability and 

efficiency of the process, such as aubtractlng the channel data 

from the array beam prior to correlation and adding It back In 

afteiwarda ualng the corrected time delay, removing the conatant 

de blaa fror both channel and array beam data prior to 
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x.m x0(t) 

B(t)     (1/N)y Xn(f - r ). 
Li     n n 

n=l 

Rn(T) -o/nf B(t)xn(f-T)dt 

R (f )   ■   Max R (T) 

x„(t) 

rB(K+i) .*B(io ♦.{rn Tn(K)l 

Figure 6-1. Time Deley Correlation Process 
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correlation,  MttlfiR the process  parameter a to one  for all 

corrections, and csrefull-   controlling the Intervrl over which 

the correletlon function was computed and searched for a maximum. 

d. To avoid process  domination by extremely notnv suharrsy  traces, 

the correlation function was normalized to a value between zero 

and one by dlvldlnR by the ros values of the channel and the 

reference arrav beam (see equation (24) below),  and the peak 

correlation value was then compared with a minimum value to 

determine whether that channel contained a signal which correlated 

reasonably well with the reference array beam;  if not, that 

channel was subsequently exclude i  from the arrav beam by setting 

the corresponding beamforming weight to zero. 

e. Due to the narrow-band character of most seismic signals, and also 

tc signal echoes,  the correlation function for a single channel 

frequently contains several large oeaka, and the simple criterion 

o^ selecting the maximum peak is frequently incorrect due to the 

presence of noise. 

'•      Wh«« the correlation process it#r*ted to completion, most of the 

large residual delay errors we»-« due to the selection of an Incorrect 

cycle of the correlation function for the computation of the delay 

time estimflte. 

1 

l 

The remainder of  this section is concerned primarily with the presentation 

of a theoretical basis  for the correlation process and with the discussion 

of an extension of this process which incorporates an adaptation of the 

recursive Bayes estimation technique to increase the cycle aelection reli- 

ability. The presentation includes a detailed error analysis of the 

estimation techniques, and a demonstration that these techniques are near- 

optimum under certain reasonable assumptions.  The error analysis is extended 

to arconmodate subarray correlation functions having multiple significant 

peaks which initially must be considered as candidates for the correct 

relative arrival-time indication. 
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In Sections 6.1   and 6.2,«n error analysis is presentad for the maximum 

likelihood estimate  of  the time of arrival of a known signal  In dddltlve 

Gaussian noise.  Section 6.1  treats the Ideal cane of a continuous (analog) 

signal In white Gaussian noise,  and Section 6.2  gives the practical    xtension 

of  these results  to the case of  a sampled  (discrete)  signal  in band-limited 

white noise, which  is  obtained  from the general  colored background noisn 

situation by prewhitening over the frequency range of interest.  These 

results r.re appllec! to the correlation process in Section 6.3 with the 

assumption that there   is no difficulty in choosing the correct peak.  The 

kev result is  the equation for the error variance of the arrival time 

estimate,  given by  (6-36). This variance  is shown to depend on the mean 
2 

square signal  frequency,  w   ,  and the algorithm for computing this signal 

parameter from the available data is presented in Section 6.4. 

In Section 6.5 consideration is given to the problem of estlmatlnR the 

U-vector using the Individual subarray relative arrival-time estimates. The 

weighted least-squares procedure which uses the precisions  (reciprocal 

variances)  of the independent  arrival-time estimates as weights is shown 

to be optimal according to several reasonable criteria.  Furthermore, the 

covariance matrix associated with the estimation errors is shown to be a 

natural byproduct of this estimation procedure.  An exampl«. of the results 

of the discussion in Section 6.5 is given in Section 6.6 for the case of 

a circularly symmetric array with equal subarray precisions. This example 

provides Insight into the geometric nature of the estimation technique, and 

shows in parlcular that the estimation errors of the two components of the 

U-vector are independent and identically distributed under the assumptions 

of the example. 

Sections 6.7 and 6.8 provide a probability-oriented treafment of peak selection 

from the multiple peaks of a correlation function. The information concerning 

the signal arrival time which is contained in a given correlation function 

lnd{»pendently of any prior knowledge obtained from other subarrays, is T 

expressed in the form of a probability density function. This probability 
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nodal •xprasses both  the uncertainty In detenalnlnR the exact location of 

each correlation peak and the probabilities, baaed only In the observed 

correlation function,  that each of the alRnlflcant peaks Is the correct one. 

It la then shown how this observation probability function may be combined 

In the Bayea sense with the best available prior knowledge to obtain a set 

of posterior probabilities for the correlation peaks. Therefore. If the 

correct peak cannot be selected with sufficient confidence from the observation 

alone,  It may be possible to make the selection on the basis of the posterior 
probabliltlea. 

In Section 6.9,  a sequential (Kaiman) updating procedure Is developed for 

eeslmllatlng the observation of an Individual aubarray signal arrival time 

Into the U-vector estimate,  and for updating the ectlmatlon error covarlance 

matrix to account for the new observation.  If a given set of relative 

arrival-time estimates and associated error variances are processed 

sequentially, beginning with an Initial estimate whose error variances 

are so large that  the final reault la not algnlflcantly affected, then the 

reault la the same aa though the Identical data had been pr'.eased by the 

concurrent eatlmatlon procedure of Section 6.7.  Improved estimates of the 

U-vector should be pos-xMe to obtain by first processing those subarray 

channela for which correlation peaks are easily chosen. Then the prior 

information thus obtained la  jaed In selecting the most probable of the 

remaining subarray multiple correlation peaks. Data from rhla aubarray is 

then Incorporated Into the U-vector estimate p-ocess so as to refine the 

prior Information before continuing the sequential peak selection procesa. 

The Integrated sequential estimate updating and multiple peak selection 

process may be expected to operate reliably at low signal-to-noise ^evels 

which are beyond the capability of the present correlation program. 

A detailed algorithm Is described In Section 6.10 which conblnea the sequential 

updating and the multlpls peak selection processes. This algorithm Is parara- 

eterltad by two probabll ty levela Q^ abd Qu, which may be uaed to select 

the operating point on the trade-off between proteasing efficiency and the 

peak selection confidence levela. 
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6.1     ANALOG MATCHRn-FILTER PERFORMANCE 

To estimate the time of arrival tQ of a known signal 8(t-t0), which la 

Imbedded In Gaussian while noise w(t) havln« spectral height N, a fllterln« 

procedure based on the maxlmin likelihood estimate Is Renerally used   [b-fil. 

There are, however,  at least two distinct Implementations of the maximum 

likelihood filler.  For purposes of Illustration,  let the received SIKUSI be 

r(t) - A-s(t-t0) + w(t) t6-1) 

and assume that the Integration interval T of the estimation filter is 

sufficiently large to contain the entire signal s(t). 

One version of the maximum likelihood filter requires the evaluation of the 

integral 

/ 
r(t)  »(t-t^) dt 

V. (6-2) 

as a function of the parameter t^. The value of tp which maximizes the above 

integral is taken as the estimate of the arrival time. 

Another Interpretation of the maximum likelihood equations states that the 

Integral 

/ 

t'« 

tit) -£T s(t-t') dt 
"o 

t. (6-3) 
t0 

is to be evaluated as a function of t^. In this case, the arrival time estimate 

is • va:-e of t' which causes the integral (6-3) to vanish. 
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Regardless of which Implementation Is used, the Cramer-Rao Inequality shows 

that the mean square estimate satisfies 

E(t040)2 > N    A2  I   f-L    .(t-t')j2dt 
(6-4) 

In which E denotes the expectation operator and t- Is the estimated time of 

arrival. The right side of the Inequality (6-4) Is known to be a good estimate 

of the mean square error for sufficiently large signal-to-nolse ratios. 

Starting with the Integral (6-3), a better understanding of the nature of 

the error estimate (6-4) Is obtained by the following heuristic derivation. 

If (6-1) Is substituted Into (6-4), then the output of the estimation filter 

Is seen to consist of a signal dependent term 

t' •¥[ 

t; 3to 

t; -w 

• -i- «(t-t^) dt 
(6-5) 

A    /8(t-tn)       «(t"^  dt 

w0 

and a noise dependent term 

rw(t)   _1_ s(r-t^) dt 

J 3t0 
tQ (6-6) 

The slope of the signal dependent portion with respect to the arrival time 

t^, at the point t0 - t^, Is 

- -A    / C— 8(t-t;) I z dt / \k •<t-t°)] 
tn (6-7) 
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Therefore, In the vicinity of this point, (6-5) may be approximated by the 

linear expression m'Ct.-t'). 

The noise term (6-6), which will be denoted by n^), has zero mean and 

the following variance; 

. 2 
«0« 

v.r(n0(t•) 1 - N   j[-±- .(t-t')! dt 

L3to      UJ 
«0 (6-8) 

Therefore,  if the signal-to-noise ratio is sufficiently large so that the 

linear approximation to (6-5)  remain?   valid over the error Interval,  then the 

estimated time of arrival t0 is very nearly a solution of the equation 

"V^ + V^ " 0 

or 

^0 " ^ + n0(t:0)/m (6-9) 

Clearly  (6-9) is an unbiased estimate of t. having variance equal to 

Var I Wl /m ' UsinR (6"7) throuRh  (6-9), it is seen that 

t'+T 

i'o) -T2/^^-*]2^; Var 
1"'     j   J.! K      " I     I 

(6-10) 

which is the same as the righf side of (6-4). 

The above derivation serves to clarify the nature of the assumptions on 

which the error estimate (6-10) is based. It also shows that an estimate 

of the form Var |n0(t)| /m may be valid even if true maximum likelihood 

filtering is not used as long as n0(t) is the noise at the filter output. 
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m la the slo^e of the signal output with respect to the arrival time, all 

bias terms A,   properly eliminated,  and signal-to-noise ratio Is sufficiently 
high. 

I 
I 
I 
I 

If the additive noise Is colored rather than white, then the maximum likelihood 

theory [6-6] shows that the signal plus noise should first be processed by a 

noise-whitening filter. The output of the prewhitening filter should then be 

processed by a filter which is matched either to the signal or to the signal 

derivative at that point, as described previously. In practical applications, 

the prewhitening filter need only whiten the noise over the portion of the 

frequency spectrum for which the signal possesses significant harmonic content 

«d should sharply attenuate the input noise at all other frequencies. 
« • 

Section 6.2 discusses the performance of a digital-matched filter which 

operates on a known sipnal plus band-limited white noise. 

6.2    MATCHED-FILTER PERFORMANCES     DIGITAL CASE 

Let the sampled values of the known signal, the additive noise and the 

received signal be denoted, respectively, as 

s^ - 8(kA) 

wk - w(kA) 

rk - r(kA) 

where A is the sampling interval. Then 

rk " A-8k.k0 
+ wk (6-^> 

where k0 is the sample point corresponding to the arrival time t.. 

The digital equivalent of the integral (6-2) is the transversal digital 

filter having coefficients 
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a    - a    for n - 0,1 N-1 (6-12) 
n        n 

Similarly,  th« diRital equivalent ot the integral  (6-3)  is the transversal 

digital filter with coefficients 

h    - s'  for n - 0,1 N-1 (6-13) 
n        n 

where s' is a sampled value of the derivative 85(nA)  of the signal function, 
n 

Let the one-sided spectral density of the band-limited white noise w(t) be 

defined as  follows: 

[ a for   |f-f  |<B 

W  (f)   - 
. 0 elsewhere. (6-14) 

The autocorrelation function in this case i^ given by 

f    +B 

df 

/t      +B 
C 

a cos  2TrfT 

N-1    N-1 

£        S 

n-0    k-0 

Y2 -      S        S    b b. R   „ T n k n-K 

6-12 
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D 
Jf     -B (6-15> 

c 

2 
and the noise variance, o   , is equal to 

R(0) - 28B 

Therefore,  the substitution a - a2/2B will be used in the following derivation. 
- 

The noise variance yZ  at the output of the digital filter having coefficients 

b may be computed as follows: 
n 

D 

. 

i 
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where R   .   ■ R((n-k)A). 

Therefore, 

fc"W    N-1        N-1 

Y
2 .^     | i S      co« [2irf (n-k)A]«b b d£ /   ■ 

^ £ -B   n-C 
2B     / l x J    n k 

-0        k-0 

'2    f ml*   J 

f 4B c 

|Y(fA)|2 df. 
f  -B (6-16) 

c 

where 

N-1 

Y(fA) -      2      b    exp (-J2imfA) 
n-0      " (6-17) 

If the Integrand of the above Integral Is sampled at the points f^ - k/NA, 

with associated sampling Interval Af - 1/NA,  then the following rectangular 

approximation Is obtained: 

' 2BT 
|f-fJ<B (6-18) 1   c   k1 

where T - NA. From (6-17) It follows that the set of complex numbers 

1 Y(f. A)   |k-0,1,   .   .  .  , N-11 Is the discrete Fourier transftrm of the set 

jb    |n-0,1,   .   .  .   , N-l}  . Hence, according to Parseval's Identity for the 
n 

discrete Fourier transform. 

N-1 N-1 

S      |Y(fkA)|2-N        S     hi 

"" k-0 n-0 (6-19) 
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Furthermore, If nearly all of the signal energy is contained in the 

frequency interval |f-f | 

produce the approximation 

frequency interval |f-f | < B, then (6-18) and (6-19) mav be combined to 

6-U 

: 

N-1 

2^0^   -,  .2 
Y ^liT   S  bn 

n-0 (6-20) 

If the band-limited white noise w(t) has been produced by processing the 

original received signal-plus-noise with a band-limited prewhitening filter, 

then the output signal energy is mainly contained within the frequency band 

of the filter.  In this  case,  the assumptions which led to the approximation 

in  (6-20)  are well  justified,  and the resulting process will be near-optimal 

as  long as  there is  an insignificant loss of signal energy through the 

prewhitening filter. 

6.3 APPLICATION TO THE CORRELATION PROCESS 

In the correlation process, the reference array beam for the k  subarray, 

denoted by RAB , is defined as the array beam formed from all subarrays 

except the k . This reference beam may be regarded as a copy of the 

subarray beam on which most of the noise has been suppressed. Furthermore, 

because the k  subarray was not used in forming the reference beam, the 

noise on the reference beam will generally be uncorrelated with that on the 

subarray beam. 

As a result of the recursive filtering operation which is applied to the 

subarray beams prior to the start of the cross-correlation processing, it 

is also reasonable to assume that the noise spectrum is reasonably flat 

over those frequencies for which the seismic signals exhibit significant 

harmonic content. In calculating the noise power at the output of any filter 

whose spectral response is approximately matched to that of the signal, the 

input noise on the subarray beam may be regarded as band-limited white noise. 
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One« the subarray beam has been accurately aligned In time with Its reference 

beam (aa should be the case after several Iterations through the correlation 

process), the mean square noise on the subarray beam may be expressed as 

NA 
2 _ ndn)l_ z  P^^ + x')-oRAB^m)! 

a | NA m-1 L J 

0 
(6-21) 

where X* Is the number of samples of lead or lag which results in the best 

alignment, and NA is the correlation window length In samples. The purpose of 

the minimisation with respect to the scale factor a Is to provide the proper 

ntrmalliatlon of the reference beam In computing the mean square difference. 

Note that the above estimate actually accounts for the noise on the reference 

beam aa well as that on the subarray beam. 

The following notation will be convenient throughout the remainder of the 

derivation: 

_   NA 

RAH: - (NA)"1 £ RAB^(m)                                  (6-22) 
k m-1 

^ X '+NA   A 

SB* - (NA)"1 2  SB*(m) 
k ra-X'+l  K                                   <6 23> 

0 vx,) ■(RAB£-sBk)'1/2 (I,A>"1 N^ ^^ sBk(n+x,)        (6"24) 

Thus, RAB* and SB* denote the mean square values of the reference array beam 

md  the subarray beam, respectivaly, and CJX') is the peak value of the correlation 

coefficient for the kt subarray bean. 

: 
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If Che minimization Indicated in (6-21) is carried out, the minimizinp, value 

of a is found to be 

SB, 

KAB 
k J 

1/2 

V^ 
(6-25) 

Substituting (6-25) into (6-21) produces the result 

„'.[l -C*(X')] SB* (6-26) 

The cross correlation process may be described as the operation of a linear 

matched filter having coefficients a given by 

RAB, (r 

n  [(MA) RAB.2] 1/2 (6-27) 

cascaded with the normalizing factor UNA) SB     • This matched filter 

operation is the digital analog of that given by (6-2). Similarly, the digital 

version of (6-3) may be represented by a linear filter having coefficients 

b given by (6-3) 
n 

b - 
RAB/(n) 

n   [(NA)RAB*]1/2 (6-28) 

in which RAB' (n) is a ■•■pled value of the tine derivative RAB'k(t). To 

maintain the similarity, this filter should also be cascaded with the 

uormalizing factor (NA) SB, [(NA) SB21 ■0-! 

The estimated delay for the k  subarray may be obtained either by search- 

ing for the peak of the output of the former process, or by finding the zero 
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crossing of th« output of the latter. As abovi, it is more convenient to 

estimate the mean-squared error on the ban! -. of the null detection 

formulation. 

As discussed previously, the spectrum of the noise on the subarray beam 

after prefiltering will be assumed to be flat over a frequency band 

which contains the signal energy. The results of the previous section 

show that, after filtering and normalization, the variance of the noise 

at the output of the latter filter is given by 

2    0k    NA  , 
yt  -  lt—r I    b; (6-29) 

(2BT) SB£ n-1 

Since the value of the quantity 

NA «   NA  r     -. . /NA  _      _ 

.f,b« -J, h(n)] / Ji ["""'"'] 
2 

is approximately the same for each reference array beam, E  b  may be 
NA 
Z 

n-1 n 
2 

r«placed by u-, which is defined below as a function in term,  of the 
final array beam B (n). 

u)J - E     [B'OIJVE     FBOO 1 2 (6-30) 

2 
Using this definition, and substituting for o. according to (6-26), (6-29) 

may be replaced by the expression 

Y* - Tl - cjla')! ^An (6-31) 

It will subsequently be shown in detail how the valta of u may be com- 

puted by applying the discrete Fourier transform operation to NA samples 

of the array beam. Prior to this discussion, however, the problem of 

estimating the slope of the signal-dependent portion of the filter out- 

put will be addressed. This result, in conjonenion with (6-3 ,, will 
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•nable computation of the error variance for the delay time estimate of 

the V.th  subarray. 

It follows from (6-21), (6-26), and (6-25) that 

SBk(n) - a    *ABk(n) + wk(n) (6-32) 

2 
where w. (n) is a noise term having variance ok. Therefore, the signal- 

dependent portion of the output of the filter having coefficients bn, 

as given by (6-28), is 

»A j   ',AV-t°) ^M (6-33) 

in which An denotes the lead or lag of the subarray beam with respect to 

the reference beam. 

The desired slope may be obtained by differentiating (6-33) with respect 

to An, setting An - 0, and dividing the result by the noimalizing factor 

[(NA) ^] ^■I1/2. That is. 

NA 

%■ r.^ -..2IV2 [(NA) RABJ|1/2  [(NA)IB^] 

-O «A  p -1 
  Z  RAB'. (n) 
1/2 n-1 L  "   J 

^   k   n-l n 

NA   , — 
At above, E  b may be replaced by «B to obtain 

n-1 

6-18 

or, equivalently, ysing (C-25) and (6-27), 

-c (V) "t   b2 W-3«        I 

1 
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■k - -v*' > «J (6-35) 

Using (6-31) and (6-35), the following expreaslon for the «rror vnrlance 
2 

nk of th« delay ciae estimate for aubarray k Is obtained; 

< 

(2BT) u. 

CJ<A') 

C^(A') 

[(281) ^ SOT^l -1 
(6-36) 

where SM^ - C^(X' )/| 1 - cjju' )] la the estimated algnal-to-nolae ratio 

for aubarray k at the correlation filter Input. 

6.4  EVALUATION OF u! 

The array beam characteristic u was defined previously (6-30) 

"T   NA        9 / NA      , 
«-; - t      [* M]  y  Z (B(n)]2 

n-1       / n-1 

where (HA) la the number of samples in the correlation window, and the 

B(n)*s are eh« sampled values of the final veralon of the array beem at 

the end of the iterated correlation proceaa. The B' (n)e are the sailed 
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values of the time derivative of the array beam, and they are obtained 

as described in the following paragraphs. 

Let b(t) be the trigonometric polynomial of lowest order which interpolates 

the data |B(n)|. Assuming that (NA) is a power of 2 (zeros may be added 

to the data, if necessary), set M - NA/2 and let 

i  M 

b(t) - (2M)'1  Z    ctn exp (inmRt/M) (6-37) 
ra"-M 

(.(«) m - 0, 1, .... M - 1,      (6-39) 

c  - JCCM + m) m - -1, .... - (M - 1) 

(1/2) C (M) m - ± M. 

Hence, the continuous array beam may be asaumed to be the function b(t) 

defined above. The time derivative of this function is 

6-20 
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wh.>re R - sampling rate (samples/second). 

The coefficients c in (6-37) may be obtained as follows. For m - 0, 1, 
m 

... , 2M-1 

2M-1 
C(m) - Z B(k + 1)  exp  [-iirkm/M] (6-38) 

k-0 

is computed, which is the discrete Fourier transform of the data set 

|B(k + 1) |k - 0, 1 2M - 1 | . The coefficients cm are as follows: 

0 
: 

: 

B(k + 1) -  (2M)'1 I        C(m)  exp  (lirkm/M] (6-40) 

By using the Inverse transform relation 

2M-1 
I 

m>0 

it m\y be shown that b(k/R) - B(k + 1) for k - 0, 1, ... , 2M - 1. 

i 
.1 

I 



-1   M 

b' (t) - (InR) (2M)    l       (m/M) c exp (imnRt/M) (6-41) 

from which can b« obtained tha aamplad valuaa 

B? (k + 1) - b' (k/R) 

i  M 

- (lirR) (2M)■,  1   (m/M) c axp (inkm/M)      (6-42) 

According to Parsaval's idantity for tha discrete Fourier transform, it 

ia aaan that 

2M-1 .      . 2M-1      , 
E    tB(k + DT - (2M) 1  I   |c(m)r (6-43) 

k-0 m-0 

Similarly, 

2M-1 ,     9    .i Z»*"1     7 
I      [Bf (X+ 1)]^ - (nR)^ (2M) 1  Z      |D(m)r (6-44) 

k-0 m-0 

where 

i(m/M) C(m) (m - 0, 1 M - 1)    (6-45) 

D(m)  -(-1(2 - m/M) (l(m)       (m-M4-1 2M- 1) 

0 (m - M) 

Tha data aat ((wR) D(m> |m - 0, 1, ... , 2M • 1) !■ the dlacrate Fourier 
transform of tha eat (b v* + 1)|k - 0, 1, ... , 2M - 1). 

Furthermore, ainea C(2M - m) and D(2M • m) are the complex conjugates 

of C(m) and D(m), respectively, for m - 1, ... , (M - 1), 

Z        |c(m)|2 - |C(0)|2 ♦ |C(H)|2 ♦ 2    Z        |c(m)|2      (6-46) 
m-0 »-1 
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and 

2M-1      ,    M-l      95 
I  |D(m)|  - 2  E  (ni/M)^C(in)r (6-47) 

m-0 m-l 

2" 
It follows from the above results that the number uB defined by (6-19) 

may be computed as follows: 

M-1     7     , 
  E  (m/M)Z|C(m)r 
A  - (wR)2 ^1      (6-48) 

M-l 
(1/2)|C(0)|2 + (1/2)|C(M)|2 +  E  |C(m)|2 

m"1 

In which R Is the sampling rate (samples/second), M - NA/2, and C(m)*s 

are the discrete Fourier coefficients specified by (6-33). 

The right side of (6-42) may be Interpreted as a weighted average of the 
2 

squared angular frequencies u with respect to the discrete power npectrum m 
of the array bean B(t), when wm - irRn/M, where TTR IS the Nyqulst frequency 

In radians per second. This fact justifies the notation Ug. 

6.5  U-SPACE ESTIMATION ERRORS 

In the following discussion of the estimation errors associated with the 

reciprocal phase speeds (U ,U ), It will be assumed that the wavefront x y 
shape Is accurately known. Hence, an accurate station correction may be 

applied to the estimated arrival time delay for each subarray and It may 

be assumed thereafter that the wavefront Is planar. 

If t. denotes the corrected time delay estimate for the k  subarray, 

and If (X. , Y. ) Is the pair of position coordinates of the subarray center, 

then 
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I 
1 

■• 

li 
"■ 

- — 

•X.U 
k x Vy + «k + ^ (6-49) 

where «k li the estimation error associated with t. , and t' Is the time 

of arrival of the planner wavefront at the origin of the spatial 

coordinate system. 

Let NS denote the number of subarrays, where (w. |k - 1,2, 

set of nonnegative numbers such that 

, NS) Is a 

NS 
I 

k-1 
w. ■ 1. 
k 

Then (6-A9) remains valid If J^ and Yk are replaced by X. - Lw.X and 

Yk - Sw.Y , respectively, and If at the same time t' Is replaced by t' • 

UxEw.X. - U Ew.Y.. These substitutions are equivalent to a translation 

of ehe  origin of the spatial coordinate system to the center of gravity 

relative to the set of weights {w. }, together with a corresponding 

modification of the time of arrival of the wavefront at the origin. The 

set of equations of the form In (6-49), for k - 1,2, ... , NS, may be 

written as 

t. - A£ + e (6-50) 

r 

r 
r 
r 
r 

where 

"HS 

•2 

•2 

•NS 

-x, -1, r 
-X2 - T2 1 

•             >      • r 

> "< 
t' 
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The problem of estimating the reciprocal phase speeds (U ,U ) may there* 
x y 

fore be Imbedded In a linear estimation problem described by (6-50), In 

which t is a vector of observations, e is the observation error vector, 

_p is a vector of unknown parameters, and A is a system matrix which 

describes the array geometry. This linear estimation problem is further 

specified by assuming that the observations are unbiased (so that the 

mean of_e_ls the zero vector), and correspond to NS independent observe* 

tlons (so that the covariance matrix of_e_is positive definite). The 

covarlance matrix of_e will be denoted by Q. 

There are a number of possible solutions to the above-described type of 

linear estimation problem, and the following material will briefly 

discuss three that are frequently applied. 

6.5.1  Least-Squares Estimate 

If detailed information concerning the error variances Is not available, 

but it is  reasonable to assume that the errors are essentially independent 

and of about the same order of magnitude, then the least-squares 

estimate is commonly used. The least-squares estimate of p is given by 

PLS - (A
1*)'1 Jt (6-51) 

T T -1 
where A is the matrix transpose of A, and (A A)  is the inverse of the 

T 
product matrix A A. The covarlance matrix K.. of the estimation errors 

associated with £._ is 

l^g - (A^)"1 ATQA (A^)'1 (6-52) 

but this clearly cannot be computed if Q is unknown. 
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I 
1 
f 6.5.2  Naxlnum-Llkelohood Eatiaate 

If tht obsarvatlon errors j. «re •«■umed to be Gaussian, with zaro mean 
vector end coverlence matrix Q, then the maximum-likelihood estimate 

2yn  lB the unique choice of the vector p which maximises the log llkell- 
..       hood function 

(-1/2) (t - A£]T Q'1 [t - A^] 

If this maximization Is csrrled out, the result Is 

:: 

A        T -1  -1  T -1 

-PML " (A Q A) A Q » (6"53) 

and the estimation error coverlence matrix Is 

K^ - (AV1
*)"

1 (6-54) 

In this case. It Is not nccessery to assume that the ettlmate be linear 

In t; this follows fron the linearity of (6-50) and the Gaussian error 

distribution. 

6.5.3  Minimum-Variance (Unbiased) Estimate 

In the two previous examples, the expected velue of either p.- or £._ 

is p; i.e., the estimates are unbiesed. If this desirable property is 

retained, and if it is required that the estimate be linear in t, then 

the Gauss-Markov theorem [6-7] shows the existence of a unique estimator 

given by 

T -1  -IT -1 
jp^ - (ATQ 'A) VQ 't (6-55) 
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which minimizes the trace of the coverlance matrix of estimation errors, 

subject to these constraints. In this case, the result is known as the 

minimum-variance unbiased estimate of p. It is clearly the same as p.-; — —ML 
similarly, the error coverlance matrix is 

•w (AW
1 

(6-56) 

which is the sane as •w 

6.5.4  Computation of Estimates and Error Variances 

The estimate given by (6-53) and (6-55) also turns out to be optimal for 

a large number of other meaningful error criteria [6-6]. Hence, if the 

necessary information is available, and if the required computations are 

not overly time consuming, this is a generally acceptable estimation 

procedure. 

1 

The components of the error vector e are here assumed uncorrelated, so 
2       th 

that Q is a diagonal matrix having the element n. in the k  diagonal 

position. If w. is defined as 

NS 

<2> k-1 
(6-57) 

and if the origin of the spatial coordinate system is translated to the 

center of gravity with respect to the weights (w. }, then 

T -1       -2 
A'Q 'A - (En/) l\ Vk 

EVkY» 0 

0 

(6-58) 

6-26 



The 2 x 2 matrix M, defined aa 

M - 2 
k k 

(6-59) 

may be Interpreted as the moment of inertia matrix of the array with 

respect to the normalized weights {w. ). 

T -1     -2 
ArQ 't - (En/) 

'^k \ \ 

l\ \ \ 

z\ \ 

(6-60) 

Hence, the estimate of the arrival time t is Cv.t., with estimation 
-2-1 

error variance (En. ) . 

The estimate of the reciprocal phase velocity vector is 

3L 

U 

M 
^k h \ 
Ewk Yk \ 

(6-61) 

and the covariance matrix of estimation errors is 

cov (u) - (EnJ^W1 
(6-62) 

6.6  EXAMPLE! CIRCUULXY SYMMETRIC ARRAY WITH IDENTICAL ERRORS 

Suppose that the variances n. of the time delsy errors e. are each equal 

to a common value n . Then the covariance matrix of estimation errors of 

the reciprocal phase velocity u, given by (6-62), reduces to 
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4 cov (u) ■ n 
«J k    k 

EX.   Y.   lY' k    k     k 
(6-63) 

The array will be said to have circular syimnetry  (with respect to a 

particular set of weights) if the in-plane moment of inertia matrix is 

invariant with respect to a rotation about the center of gravity. This 

will be true if and only if the off-diagonal elements of this matrix 

(the ao-called product of inertia)  are zero (EX.   Y    - 0), and if the 

diagonal elements  (the principal moments)  are equal. Hence,  for the case 

of equal weights,  the conditions of EXj^ Yk - 0,  and Exj| - EYj* muat be met. 

But note that Ex£ + EY^ - (NS)  R^, where R    is the radius of gyration of the 

array about an axis through the center of gravity. Therefore, EX? - EYj* - 
(NS)  R^/2, and (6-63) becomes 

cov  (u)  (6-6A) 

(NS) R 
g 

1  0 

0 1 

I 

: 

: 

Ö 

Hence, the estimation errors associated with the components U   and U x     y 
of U are uncorrelated and identically dlstrlhited. Utilizing the result 

given by (6-36), 

Var (U ) - Var x' 
■ g 

1 

(2BT) (NS) (SNR) 1 (6-65) 

where (SNR) is the signal-to-nolse power ratio of the subarray beam 

samples prior to correlation processing. The reciprocal of the expression 

in square brackets in (65) may be interpreted as the signal-to-noise 

ratio after integrating over the array beam and also over the correlation 

window. 

i 

I 

The mean square distance (in U-space) between ja. and JL is 

«? 
WBRg E 1 

(2BT) (NS) (SNR) 3 (6-66) 

i 
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6.7  POSTERIOR PROBABILITIES POR MULTIPLE PEAKS 

If, at th« conclusion of the correlation process, there is one and only 

one doalnant peak in the correletlon function for eech subarray, then the 

results of the preceding sections show clesrly how to obtain an optimal 

estimate of the U-vector: A precision Pk - t/nk is computed for each 

subarray according to (6-36). If an error ve-lance VR is specified to 

account for the errcr in the region correction which modifies the errlvel 

tine estimste for each subarray, then the precision is modified according 

to the equation 
« - 

n 'k" V«1 ♦ TRV <'-67) 

In the latter caee. the weights wk which are used in the estimate (6-61) 

are computed as 

NS 

w -v   «   V (6"68) 
*     *   k-1 K 

rather than the form given by (6-57). After translating the origin of the 

spatial coordinate system to the center of gravity of the array relative 

to the weights w., the U-vector estimate is computed eccording to (6-61), 

where the t.' s sre the locations of the correxatlon peaks on the time 

_        axis, modified by the region corrections to account for wavefront curva- 

ture and local anosulies. Finally, the convert en ce matrix of estimation 

errors is also easily obtained according to (6-62). 

:: 

: 

i 
i 
i 

However, because of the narrow-band character of most seismic signals 

and because of multipeth effects and the effects of background noiae in 

low magnitude events, there will frequently be a number of the correla- 

tion functions having more than one peak which must be considered ae 

candidates for the arrival time estimate. 
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Suppose that, for a particular subarray, the correlation program produces 

N peaks, and let p. be the probability (based only on Information deduclble 
th 

from the correlation function) that the 1  peak is the correct one, so 

that 

M 
£  P, - 1. 

1-1   1 

2 
region correction) and let n be the error variance associated with this 

estimate. 

It will be assumed that the information contained in the correlation 

function for this subarray is described by the probability density 

function 

pob.|t-^ v ««-v^ (6-69) 

where 

w      2X      ,,    2.-1/2 ,    2.. 2. ♦ (x,o ) -  (2iro ) exp (-x /2o ) 

The mean of the distribution of (6-69) is 

M 
t - I       p.t. (6-70) 

i-1   1 1 

I 
1 
1 
I 

Let t. denote the estimated center of the 1     peak (modified by the 

D 

is the Gaussian density function. The use of the Gaussian density function 

to describe the distribution ot error in locating the center of a peak is 

justified by (6-9), if the noise amplitude has a near-Gaussian distribution. 

The determination of the prior probabilities p. will be postponed until 

the following section. 

i 
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li 

i 
i 
i 

and the mean square la 

t2 -  E  p. (t? + n2) (6-71) 
1-1  x  x 

Using these values, we may compute the variance as 

Var (t) -^ - ft)2 (6-72) 

Once the prior probabilities p. have been determined, the means and 

variances of the distributions of the form of (6-69) for all the sub- 

arrays may be used as a basis for an estimate of the U-vector according 

to (6-61). Such an estimate Is, In fact, useful for Intermediate purposes, 

but It la generally unacceptable as a final estimate. This Is true be- 

cause the weights of those subarraya having multiple correlation peaks 

will be so small compared to those having only one dominant peak that 

the Information contained In the former will be almost totally Ignored 

In the U-vector estimate. 

If an Initial estimate la obtained using only those subarrays having a 

single, dominant correlation peak, and If this estimate Is then used to 

aid In the selection of the correct peaks for the remaining subarraya, 

the Information associated with the multiple-peaked aubarrays might be 

Incorporated In a much more efficient manner. The problem of sequentially 

updating the U-vector estimate after the selection of the correct peak 

will be dlacussed In a later section. At thla point, a theoretical baala 

for the selection procesa will be established which la based on the 

computation and evaluation of a set of posterior probabilities. 

Let the prior information (which exists at the time that a particular 

multlpeaked correlation function with distribution in (6-69) is consider* 

ed for processing) be described by 
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Pt - ♦(t ■ T.a2) (6.n) 

Thli prior Information Is assumed to be independent of that given by the 

distribution in (6-69) which has been generated by observation of the 

correlation function only. 

Bayes* rule states that the conditional probability of t, based on the 

observed and the prior information, may be computed in the form 

P    _ Pobs|t,Pt 
Ft|oba  TT  (6-74) 1        obs 

wh*r* Pob8 l8 a no™all«ln8 constant, making Ptiob8 « valid probability 
density function. 

Substituting (6-69) and :6-73) into (6-74) and combining the resulting 

products of Gaussian functions in order to isolate the unknown «t» "teic's 

(6-75) 

IM / n2T + o2t.       2 2 
2       7 ino 

Pt|ob. "TT"     *     Pi ♦(t   - T, nz + o^) ♦lt-1 —.—2 2 
1     ob«  1-1 \ n  + oz   n + n 

2    2 
Assigning c1 - p1(>(t1 - T, n + o ), the relations may be expressed aa 

M 

and 

M     / r?j+<,2t 2 2 

where q1 - c^P^^ 
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The various terns on Che right side of (6-76) may be Interpreted es 

fellows! 

.   . (.  ^ * '\ nV 

Is the probability distribution of t, given the Information 

that the 1  peak Is the correct one, end 

b.  q1 Is the posterior probability that the 1  peak Is the correct 

one. 

The selection criterion might, for example, be based on the computation 

end determination of the maximum posterior probability q^ and the com- 

parison with a minimum threshold value. 

6.8  OBSERVATION PROBABILITIES FOR MULTIPLE PEAKS 

In the previous subsection. It wes assumed thet the signal arrival time 

Information which Is contained in a particular subarray correlation 

function having m significant peeks could be described by the probability 

density function In (6-69). 

Pob.|t- ^  V^-V"2) 

where t. - location of the lt correlation peak 

n - error variance associated with the location of the correlation 

peaks In the presence of noise 

p. • observed probability that the 1  correlation peak Is the one 

which represents the actual signal arrival. 
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The following d .scusslon Is to establish a reasonable basis for computing 

the observatlrn probablllt.les p., using only the Information contained 

In the given multl-peakrd correlation function. 

The value of the 1  correlation peak Is made up of a signal portion s. 

and a noise portion n.. Hence, the difference In heights, 6.., between 
th th 

the 1  and the J  peak may be represented as 

öjj ■ C»1-«j) + (n1-n ) 

Let the Index 1 represent the largest of the m correlsrlon peaks, and 

let j represent any arbitrary peak. Then 6  Is nonnegative for all J, 
th 

and the difference tern (s -s ) will be nonnegative for all j If the 1 

peak corresponds to the correct alignment between the filter character- 

istic and the Incoming signal. 

If the 1  peak Is the correct one and If R (T) IS the auto-correlatlon 

function of the incoming signal, then 

s^Sj - CM - Rs (t^tj)] 

where C Is the true value of the correlation peak. 

However, If the J  peak represents the correct alignment between In- 

coming signal and filter characteristic, then 

V-j - -C(1 - R/^-tj)] 

th 
since R (t.-t.) • R (t.-t.). Henceforth, the hypothesis that the j 

8  1  j     8   j  1 
peak is the correct one will be designated as H.. 
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The nolte t«ni (n -n ) has z«ro mean and varlanca 

Var (i^-iij) - 2YM1  - lln («jtj)! (6-77) 

whara y    is tha variance of althar n. or n. separately, and R (T) IS the 
1   J n 

autocorrelation function of the output noise process. 

According to tha hypothesis H., It follows that 

nrnJ - 6lj " CI1 " Ra ^l^J^ (6-78) 

Similarly, hypothesis H. glvaa 

.. 

:: 

i 
i 

Vnj ■ 6ij + cf1 " R, (tinj^ (6-79) 

If tha noise tarn (n.-n.) la assumed to be Gauaaian, than tha likelihood 

ratio of H. relative to H1 la: 

Prob (H.) 

J   Prob (H1) 

exp hi'c[1 ■ % <trt
J>i|   ' [^ * C" ' \ <vtj>il 
2 Var (n^nj) 

exp 
CÄiJM  ' Ra (ttmtS)] 

Y1 tl  - Rn (t.-tj)! 
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Furthermore, since the  correlation filter Is matched to the Incoming 

signal, and since the noise at the filter input is white over the signal 

spectrum, it follows that the autocorrelation function R (T) of the 
n 

output noise process is equal to the autocorrelation function R (T) of 
s 

the input signal process. Hence, the likelihood ratio reduces to the 

simple expression 

i c 5H 1 

«P 
(1 - C2) 

- exp ( - (2BT) (SKR) («„/Oj , (6-80) 

. (2BI) __cL Ju 1 ] 

D 
D 
D 
.1 

where the latter expressions are obtained by substituting Y2 " (1 - C2)/ 

(2BT), and noting that C /(I - C2) is the input signal-to-noise ratio 

(SNR) for the given subarray. The product (2BT) (SNR) is the estimated 

slgnal-to-noise ratio at the filter output. The above expression for y2 

is obtained by a derivation similar to that which produced (6-31), 

except that the coefficients an given by (6-27) are used in place of the 

coefficients bn given by (6-28). 

The observation probabilities p may be obtained from the formula 

M 
PJ ' LJ1^  E  Ljl  CJ - 1,2, ... , m,) (6-81) 

having the properties that 

M 

j-1    3 
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and also PJ/PJ " L^. This formula is not only Intuitively reasonable, 

but It Is also convenient for computational purposes since It depends 

entirely on quantities that are readily observed or estimated from the 

available data. 

6.9  SEQUENTIAL UPDATING PROCEDURE FOR THE SLOWNESS VECTOR ESTIMATE 

In this subsection we will describe the procedure for sequentially up- 

dating the U-vector estimate one subarray at a time, starting from some 

Initial estimate and an associated error covarlance matrix. Unless this 

Initial estimate has been computed from some totally Independent source, 

the diagonal terms of Its error covarlance matrix should be set quite 

large so that It has a negligible effect on the final estimate. On the 

other hand. If this Is done, then any reasonable Initial estimate will 

suffice to start the process. 

.. 

I 

The procedure which is described below is simply the sequential (Kaiman) 

estimation [6-7] of (U , U ) based on the linear model (6-49), and x      y 
assumed Independent errors e. . Let 

V '\ 

"y and «k •Yk 

_t'_ _1 

,   k"i,   2,   ...   ,  K, 

where U and U are the rectangular components of the slowness vector; 
x    y 

t Is the relative time of arrival of the wavefront at the center of 

gravity of the array, and X. and Y. are the rectangular coordinates of 
th 

the k  subarray center relative to the center of gravity of the array. 

The relative time of arrival of the plane wavefront at (X. , Y. ) is given 

by 
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tk (plane) - aj^. (6-e2) 

T 
where a. denotes the transpose of the vector a. . -R -k 

The observed relative arrival tlmf>, based on an interpretation of the 

correlation function and a subsequent modification by a region correction 
term, is given by 

yk " 'k (Plane) + % (6-83) 
- 

It will be assumed that e. has zero mean (no observation or region 
2 correction bias) and known variance n. , and that the observation errors 

associated with any two distinct subarrays are uncorrelated. This latter 

assumption may be questionable, since the errors in the region corrections 
are undoubtedly slightly correlated. 

If the arrival time observations are being processed sequentially, then 

it may be assumed at any stage that there exists a prior estimate p of 

Che state vector j>, and an error coviiriauce matrix K associated with the 

estimate p. Each pass through the updating process will comprise the 

assimilation of a single observation y. which has not previously been k i processed, along with a revision of the error covariance matrix uslntj; 
2 

the variance nv of the observation error e.. ; 

Assuming that (k-1) observations have been processed, let p (k - 1) and 

K (k - 1) denote the current estimate of p and the associated covariance 

matrix, respectively. Ignoring for the moment both the rationale for 

choosing the next subarray to be processed and the detailed interpreta- 

tion of the correlation function generated by this subarray, the text 

will describe the updating process for the observation y. with error 

variance n^ and for the subarray whose location is specified by the '' 
vector a . 

:i 
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The optimal linear updating process In the mlnlnum variance sense Is 

described as follows: 

a. Compute the residual 

6yk- yk -aji (k - 1) (6-84) 

which Is the difference between the observed and predicted 

arrival times for a plane wavefront. 

b. Compute the optimal gain vector 

b (k) - K (k - 1) ak (aj K(k - 1)^ + nj j ^     (6- 85) 

where the quantity within parentheses may be recognized as the 

total variance of the observation or, equlvalently, the variance 

of the residual. 

c. Compute and save the updated estimate of the state vector 

P(k) - J(k - 1) + b(k) «yk (6-86) 

d. Compute and save the updated cover lance matrix 

K(k) - [l - b(k) aj[] K(k - 1) (6-87) 

where I is the identity matrix. 

Furthermore, if all of the observation errors and the errors of the prior 

estimate which is used to star» the process are Gaussian and independent, 

then the estimation errors throughout the process remain Gaussian. la 

this case, the optimal linear estimate is, in fact, optimal in the 

minimum variance sense. 
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6.10  AN ALGORITHM FOR THE SEQUENTIAL ESTIMATION OF THE SLOWNESS VECTOR 

Specifically, th« following in:-»rmatlon must be available for each sub- 

array: 

a. The number of peaks of the correlation function which are 

likely candidates for the one which Indicates the true wave- 

front arrival 

b. The magnitude (peak value) of each of these peaks 

c. The estimated location, relative to an arbitrary but fixed 

reference, of each of these peaks 

d. The a priori probability p.. associated with each of these 

peaks 

e. The precision (reciprocal variance) of the estimation error 

associated with the location of each peak. 

The details of the algorithm are given by the functional flow diagram 

shown In Figure 6-2. 

Whenever a subarray la encountered which has multiple peaks, the 

posterior probabilities q.. are computed using the best prior Informa- 

tion which Is available. There are two prior estimates of the wavefront 

arrival time which must be considered; namely, the one based on the 

current U-vector estimate and the one based on the final U-vector 

estimate from the previous pass used to Initialize the current process. 
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In this subsection, an algorithm for the sequential estimation of the 

U-vector Is described Including the decision-making processes which 

apply whenever a subarray having a multipeaked correlation function Is 

encountered. It Is assumed that, prior to the Initiation of this I 

algorithm, the correlation process has been completed and the results 

have been analyzed and reduced to parametric form. I 
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Figure 6-2. Linear Sequential Estimation Process 
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The error variances of both arrival time estimates for the subarray In 

question are computed and compared, and the estimate having the smallest 

error variance Is adopted as the prior Information In the computation 

of the q^'». Th« maximum posterior probability for the subarray k in 

question is determined and designated as Qk, and the associated peak 

becomes the prime candidate for the true wavefront arrival. 

The decision-making process is controlled by two system parameters, QL 

and Q.,, where 0 < Q. < Q,. < 1. The functions of these parameters may 

be described as follows: 

a. No subarray having maximum posterior probability less than Qy 

will be processed until it has been determined that there are 

currently no remaining subarrays with Qk > QTJ. 

b. No subarray will be processed for which the maximum posterior 

probability Q. is less than Q^. 

c. If all remaining subarrays have multiple peaks, with maximum 

posterior probability Qk < Q^ 
and lf at lea8t one »«barray 

remains having Qk > QL, then the subarray for which Qk is 

maximum will be processed. 

The sequential estimation process terminates when either all subarrays 

have been processed or there is no subarray remaining with Qk > Q^. At 

this point, the parameter NP is equal to the total number of subarrays 

which have been processed. 

The initial estimate which is used to start the sequential process is 

the final estimate from the previous pass. The initial covarlance matrix 

is obtained by multiplying the covarlance matrix from the previous pass 

by a large, positive scalar. On the first pass, the estimate and covarlance 

matrix given by (61) and (62), respectively, may be applied as described 

in Section 6.8 to obtain a set of initializing values. 
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I 6.11  ANNOTATED BIBLIOGRAPHY 

|        Th« rafcrmces listed here are divided Into two groups. Subsection 

6.11.1 consists of periodic reports prepared by IBM. Miscellaneous other 

-~        references constitute subsection 6.11.2. 

6.11.1  IBM Quarterly and Final Reports 

6-1.  *«Large Aperture Seismic Array Signal Processing Study," 

IBM Final Report, Contract SD-296, 15 July 1965. 

Section 1 discusses LASA beamformlng and compares conventional delay- 

and-sum, weighted delay-end-sum, end filter-and-sum beamformlng techniques. 

Sections 2 and 4 discuss LASA beam patterns end Appendix A presents the 

beam pattern programs. Appendix B describes e seismic ray-tracing program. 

The seismic «avefront shepe end parameterized models are discussed In 

Appendices C, D, end G. 

6-2.  "LASA Experimental Signal Processing System,'* IBM 

Third Quarterly Technical Report, Contract F19628- 

67-C-0198, ESD-TR-68-149, August 1967. 

The Initial version of the time delay correlation process, together with 

experimental results bssed on seeled Longshot data. Is derived In 

Appendix II.1. Appendix II.3 describes a version of the edaptlve beam- 

forming process known as fidelity optimum processing. 

6-3.  "LASA Experimental Signal Processing System,*' IBM 

Final Technical Report, Contract F19628-67-C-0198, 

ESD-TR-69-60, Volme I, March 1969. 
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Appendix VII specifies and describes an Event Processor which was con- 

sidered for Implementation 1A the ESPS; subsection VII.5 describes a 

correlation beamsteerlng process and subsection VII.6 presents system 

specifications for a beampacklng process. 

I 
I 
I 
I 
: 6-4.  "Integrated Seismic Research Signal Processing System," 

IBM Fifth Quarterly Technical Report, Contract F19628- 

68-C-0400, ESD-TR-70-306, November 1969. 

Appendix V reports a "channel-recursive Bayes' processing" technique 

for array beamsteerlng, which Incorporated a parameterized model for a 

seismic signal, and estimates both the signal parameters and the array 

beamsteerlng parameters. Appendix VI provides the theoretical basis 

for the correlation beamsteerlng process and describes an extension of 

this process which utilizes sequential estimation and Bayeslan decision 

techniques to avoid the cycle-skipping problem which frequently arises 

in the correlation beamsteerlng process. 
; 

6-5.  "Integrated Seismic Research Signal Processing System," 

IBM Eleventh Quarterly Technical Report, Contract 

F19628-68-C-0400, ESD-TR-72-133, May 1971. -i 

Appendix VI describes the ISRSPS Event Processors, which were imple- 

mented at SAAC and NDPC, respectively; Subsection VI.4.1 describes the 

array beamsteerlng processes. Appendix VII reports the results of 

applying the SAAC ISRSPS processor to scaled seismic event data; the EP 

results, which provide some insight into the performance of the 

correlation and the beampacklng processes, are presented in Subsection 

VII.5.2. 

:: 
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6.11.2  Mltcellaneous References 

6-6.  H. L. Van Trees, Detection, Estlaatlon, end Modulation 

Theory, Pert I. John Wiley and Sons, Inc., New York, 

1968. 

This book Includes an extensive discussion of maximum likelihood 

estimation techniques. The conditions are described for which maximum 

likelihood estimation and minimum variance estimation yield the same 

results. Also It Is shown that these estimates are optimal for many other 

error criteria. 

6-7.  David G. Luenberger, Optimisation by Vector Space Methods, 

John Wiley and Sons, Inc., New York, 1969.     " 

The Geuss'Markov Theorem and Its applications are dlscuused In e vector- 

space context. 
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Section 7 

TIME ANOMALIES 

A seismic disturbance Impinging on a planar array of seismometers can be 

approximately modeled by a wavefront of igome simple shape traveling across 

the array with a fixed velocity. According to this model, the relative 

arrival times are exact functions of only the sensor locations together 

with the wavefront shape and velocity. Furthermore, within the context of 

this simple model, the same signal is received at each instrument at the 

appropriate relative arrival time. Beamforming, the process of delaying 

each of the sensor outputs by the appropriate time delay (the negative 

of the relative arrival time) and fjmmii< the resulting signal waveforms, 

Js generally done in wder to achieve a gain in the signal-to-nolse power 

ratio. Under certain ideal condlions, this gain equals the number of 

sensors. Failure to achieve this ideal gain may be attributed to the 

following factors: (a) signal Incoherence, (b) noise cohevence, (c) signal 

amplitude variations, and (d) beamforming delay errors. The purpose of 

this section is tc discuss refinements in the computation of beamforming 

delays in order to reduce the last source of error. 

The plane wavefront model provides a reasonably accurate approximation to 

the actual beamforming delays, particularly for events occurring at tele- 

seismic distances from the array. Deviations from this model may be 

regarded as measurable and repeatable corrections. The plane wavefront 

model results in the mathematically simple computation of the sensor 

delays as ^ - u*^, where u is the two-dimensional vector describing 

the wavefront direction and slowness, and r. is the relative location 
th 

vector of the 1  sensor with respect to the origin of the array coordi- 

nate system. Time anomalies are defined as the differences between the 

delays predicted by an appropriately chosen plane wavefront model and the 

perfect beamforming delays. 
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Due to the curvature of the actual wavefront, a significant error in 

estimating the mean plane-wave vector can occur as a result of the loss of 

outer array sensors. This error leads to a corresponding error in the 

estimation of the event geographic location. A secondary use for time 

anomaly data is to flatten (effectively) the wavefront and thus minimize 

these location errors [7-10, pp. 31-32]. 

Data gathered from NORSAR and LASA confirms the fact that time anomalies 

are essentially independent of time. The time anomalies seem to be a 

function only of sensor location and wavefront direction (inverse 

velocity) [7-11]. There is no apparent correlation between subarray 

relative time anomalies and the short-period propagation phase [7-12]. 

From a data processing viewpoint, the objective in utilizing tine anomaly 

data is to develop practical means for estimating, storing, and retrieving 

time anomaly values. 

Experience with LASA data has shown that beanforming with plane-wave 

delays alone results in power losses of two to four dB [7-4, page 69] as 

compared to beamforming with perfect delays. Somewhat higher power losses 

will occur at NORSAR because of the higher frequencies sometimes observed 

at the Norway array. Thus, beamforming without the use of time anomalies 

results in a decrease in the detection capability of 0.1 to 0.2 magnitude 

units at LASA and in a somewhat greater decrease at NORSAR. From these 

numbers it is clear that a significant increase in the performance of 

the array may be realized if the time anomalies are accurately determined 

and applied to the beamforming delays. 

The primary application of time anomaly data is for computing accurate 

delays for detection beams in order to maximize the beamforming gains. 

Since delays for the detection beams must be known before the event 

occurs, any time anomaly data for detection beam delays must be derived 

from previous events. 
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It Is not necessary to understand the specific physical causes of time 

anomalies in order to measure and use them properly in a signal processing 

system. However, for those interested m the earth structure under the 

array, time anomalies may provide useful Information. 

The following sections discuss elementary physical causes of time anom- 

alies, methods of estimation, applications, and techniques for achieving 

practical computer storage and lookup procedures for the time anomaly 

data. 

7.1  BASIC THEORY 

For array signal processing purposes, the signal wavefront must be 

expressed as a set of relative arrival times of the wavefront at the 

array sensors. The negatives of the relative arrival times, shifted by a 

constant bias factor to ensure that all values are non-negative and 

quantized to the data sampling interval, are the time delays used in the 

beamforming operation. The plane wavefront model provides a convenient 

computational algorithm for approximating the beamforming delays as 

functions of the wavefront velocity and the known sensor locations. 

Unfortunately, this simple model is not sufficiently accurate for state- 

of-the-art array signal processing tasks, when the full potential capa- 

bility of the array processing system must be utilized for the detection 

mi  characterization of small seismic signals. It will be shown below 

that losses as great as 5 dB would occur in some instances if no provi- 

sion was made for a more accurate representation of the beamforming 

delays. 

The improved accuracy is obtained by the application of correction terms 

to the initial plane-wave delay estimates. No simple mathematical model 
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exists for the computation of these correction terms, but a technique 

has been devised and Implemented for the table lookup and Interpolation 

of the delay corrections, or time anomalies, from a precompiled data 

base. The remainder of this section contains basic theoretical considera- 

tions and empirical results which have guided the development of the 

implemented technique. 

7.1.1  Inverse Velocity Space 

The plane wavefront model is most conveniently represented in terms of 

the components of the Inverse velocity (slowness) vector, because the 

relative arrival times are linearly related to these components. Hence, 

the estimation of Inverse velocity from a set of relative arrival time 

data is achieved using standard linear estimation techniques, and the 

computation of a given slowness vector is quite efficient. Furthermore, 

as discussed in Section 2, the relative beam loss contours due to mis- 

steering are invariant when represented in U-space, which is the projec- 

tion of the three-dimensional Inverse velocity space onto the plane of 

the array. Another related invariance property of the inverse velocity 

will be described below. 

!l 

Q 

D 
The propagation group velocity for seismic waves depends in general on 

the wavelength, the density and elasticity of the propagation medium, 

and the mode of propagation (transverse (S) waves or longitudinal (P) 

waves). The dependency of velocity on v ivelength constitutes dispersion, 

and Is almost entirely negligible for seismic body waves. Therefore, the 

propagation velocity for either P r/ s waves will be essentially constant 

In any region which is homogene'us with respect to density and elasticity. 

Within the continental crust, P-wave velocities typically range from 5 

to 7 kilometers/second, and S-wave velocities from 3 to 4 kilometers/ 

second. Within the earth's mantle region, P-waves typically propagate at 
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velodtlf« between 8 and 13.5 kilometers/second, and S-waves at velocities 

between 4.5 and 8 kilometers/second. Furthermore, propagation velocity 

typically increases with depth, so that the lower values of the above 

ranges are typical for the outer portions of the corresponding regions. 

H  Vc denotes the three-dimensional propagation velocity vector of an 
arbitrary w^vefront at some point, then the Inverse velocity vector tl 

c 
Is defined as 

^0 
^c — (7-1) 

1^ 2 
c 

Note that the magnitudes of both the velocity and Inverse velocity vec- 

tors are bounded away from both zero and Infinity for actual seismic 

waves. The time required for a plane wavefront with Inverse velocity tl 

to travel from the origin of the array coordinate system to the kth 

sensor is 

'k " Vk (7-2) 

where Pk - [\»yk»*k]    is the position vector of the kth sensor. It will 
be assumed in the following that the x, y and z axes of the array 

coordinate system are aligned with the east, north and vertical directions, 
respectively. 

The inverse velocity vector tl ■ [u ,u ,u ] may be decomposed into a ^ c x   y    z 
horizontal component u -  [u ,u ] and a vertical component with magnitude 

u . Since the array is approximately in the horizontal plane, the u z. 
z ' z k 

terms in equation (7-2)  for k - 1,2 K deviate only slightly 

* from their average value, and therefore may be regarded as a 

I second-order effect in the computation of relative time delays. 

Equivalently, if a set of relative arrival time data is measured 
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for a given signal arrival, the components of the horizontal vector u 

are observable in the sense that they can be estimated from the data 

with reasonable accuracy whereas the component u of the vertical vec- 
z 

tor Is essentially unobservable because It cannot be estimated from the 

d^ta without incurring a large estimation error. 

Therefore, the observation space of interest for a large, horizontal 

planar array is the projection of the three-dimensional inverse velocity 

space onto the horizontal plane. Henceforth, this observation space will 

be referred to simply as U-space, and the horizontal projection of t 
c 

will be called the u-vector. If the propagation velocity vector ^ has 

magnitude V and is inclined at an angle * from the vertical, then the 

magnitude u of the u-vector is 

.. - 8in ♦ u — . (7.3) 

By Snell's Law, u is invariant across any horizontal refraction boundary. 

Clearly, since V is bounded, U-space has finite extent, and the value 

u - 0 is possible for waves propagating vertically from the core. 

7.1.2      Physical Causes of Time Anomalies 

If rk " ^\*yk^  denotes the horizontal projection of the position vector 
P^, then the plane-wave having inverse velocity u travels from the origin 

of the two-dimensional array coordinate system to the point represented "j 

by rk in u«rk seconds. Let tk denote the travel tine of an actual wave- 

front from the origin to the position P.   (which is not necessarily 

located on the array coordinate plane), and define the time anomaly 6t 
associated with ?.   as the difference 

6tk - u.rk - tk. (7.4) 

7-6 



The precise relationship between the u-vector and the set of arrival 

tine data {tk; k-1,2,...,K) will be discussed In Section 5.2. For the 

tine being, it will simply be assumed that the plane wavefront associ- 

ated with u represents a reasonable approximation to the actual 

wavefront. 

The physical causes of tine anomalies which are discussed below Include 

the following: 

a. Wavefront curvature due to propagation from a snail source 

region through a spherically stratified earth. 

b. The effects of variations in instrument depth due to the 

neglect of the ut term in the plane-wave model. 

c. Variations in the propagation velocity under different parts 

of the array. 

d. Variations in the propagation path due to reflection and 

refraction of the wavefront beneath the array and near the 

source. 

Although the models to be presented are somewhat oversimplified, they 

nevertheless provide a means to estimate quantitatively the effects of 

the most significant physical causes. 

Time anomalies are first examined for a spherical earth which is layered 

in a spherically Symmetrie fashion, i.e., for which the propagation 

speed is a function only of the radial distance to the earth's center. 

In addition, the array is assumed to be at the earth's surface; i.e., 

all of its seismometers are assumed to be at the sane radial distance 

fron the earth's center. The source is taken to be in the earth's crust. 

For a wavefront whose reciprocal phase speeds at the array center are 

(ux, u ), the tine anomalies 6tk are given by the following expression. 
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where higher order terns have been neglected: 

6tk(u ,u ) - - a(x cos 0 + yksln B)2 ♦ - bC-j^sin ß + ykco8 ß)2    (7-5) 

K   *    t f* f • • % f& 

Here 6 Is the bearing of the wavefront at the array center. I.e., 6 

arctan (u /u ). The coefficients a and b are 
y x 

1 du  .   u 
• " Rl dT J b " RT cot A 

u " lu + u I 
\x. yf 

where u ■ |u* + u" I * Is the reciprocal horizontal phase speed of the 

wavefront at the array center, A Is the angular great circle distance 

from the source to the array center, and IL Is the earth's radius. The 
2 

quantities a and b are neasured In sec/km . They can be calculated by 

means of ray-tradng. The error In (5-5)  associated with neglecting the 

higher order terms Is less than 0.015 seconds within LASA (I.e.,  for the 

point (x. ,y. ,z.) on the earth's surface within 100 km from the LASA 

center),  and the error within NOBSAR Is less than 0.004 seconds. Table 

7-1   lists some typical values for u, a, and b as functions A. 

Table 7-1. Typical Values for u, a, and b 

AC) 
•(-) •P) ■« 

20.75 0.08006 -0.244 x 10'5 2.11 x 10"5 

40.11 0.07535 -0.586 x 10"5 1.40 x 10'5 

93.41 0.04160 -0.565 x 10'5 -0.045 x 10"5 

D 
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Note that a and b are of opposite signs when the range A Is less than 90° , 

Indicating a saddle-shaped apparent wave front received by the array. For 

A larger than 90°, the apparent wavefront Is convergent. 

The anomalies 6t^  are largest for A about 30s . Assuming a max.'mum distance 

of 100 km from the array center, It Is seen that 6t. typically will not 

be In excess of about 0.2 sec when A - 30.75°. These large values are 

primarily due to spherical spreading of the disturbance. For ranges on 

the order of 90* , 6tk is much smaller and normally will not exceed about 

0.05 sec. The spherical spreading is nearly zero at these ranges. 

Although the values of 6tk for angular distances A of about 90° are small 

enough to be ignored, thu values of dt. of about 0.2 sec for A about 30* 

must be compensated when computing array beam delays. 

The above considerations assumed a perfectly spherically stratified earth 

and did not allow for geological differences between subarray sites. Yat, 

with distances of up to 200 km between subarrays, such geological variations 

from one subarray site to another may effect substantially the steering 

delay anomalies 6tk. The effects of variable instrument depth and vari- 

able propagation velocity are examined next. 

The mathematical model to be used is depicted in Figure 7-1. It assumes 

that the earth is homogeneous below a flat horizontal boundary H, and 

that the teleselsnlc wavefronts in this region are indeed planar. This 

horizontal boundary is assumed to be located at a mean depth L below the 

array site. 

The model does not require all subarrays to be at the same horizontal 

level. Thus, if L. denotes the depth of the boundary plane H below the 

k  subarray, these depths L^; k - 1,...,K need not be the same, but are 

allowed to vary from one subarray to another. L is defined to be the 

arithmetic average of all L.'a. 
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A teieaeismlc disturbance, after crossing the boundary plane H on Its 

way to the k subarray, Is assumed to travel at an average speed vk, 

which Is Independent of the direction of travel. However, In order to 

account for geological differences between subarray sites, v^ Is per- 

mitted to vary from one subarray site to another. 

In spite of It» simplicity, the assumption that the average propagation 

speed, v. , from the boundary H to the k  subarray Is Independent of the 

direction of travel appears to be quite accurate, owing to the 

large horizontal teleselsmlc phase speeds (>12.5 km/sec) compared with 

the low average crustal speed (about 6 km/sec) below the array site. The 

validity of the assumption for various horizontally stratified, crustal 

velocity profiles can be readily checked. 

The depth L at which the boundary H In the model is placed below the 

array should be so chosen that the major portion of the geological 

variations across the actual array site Indeed takes place within this 

depth region. Hence, it is reasonable to choose L to be the average 

crust thickness at the array site (about A5 km for LASA). Little is 

known about the variations of the mean propagation speed, v^ under the 

arrays. Inspection of various crustal models with their possible velocity 

ranges indicates that a maximum variation of 2 km/sec among the v^^s 

appears to be excessive. Thus, It is assumed that L - 45 km and that the 

v 's (k-1, 2,...,K) are uniformly distributed over an interval with a 

width of t km/sec. The midpoint of this Interval will be denoted by v. 

In order to present a formula for the time anomalies 6t^,  a reference 

planar wavefront Is needed for comparison. Let it be defined as the 

(fictitious) planar wavefront which would have arrived at the array if 

(a) the region above the boundary H would also have been homogeneous with 

the propagation velocity v (defined above as an average of the ^'s), 

and (b) all subarrays would have been in the same horizontal plane such 

that the boundary H would have been at the depth L below the array 
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(L being the average of the l^'s). The situation is depicted in 

Figure 7-1, where AF is the actual path of the teleseismic disturbance 

from H to the k  subarray, while E£D is the path of the fictitious 

disturbance to the fictitious location D of the k  subarray. According 

to the definition given in equation (4), fit (u) is the time difference 

between the paths EBD and AF. Thus, the following relationship is 

established: 

1 1 

6tk(u) -L(A, - u^.^/Jy. U
2Y (7.6) M'^-7 

To estimate the magnitude of ',t. (u) , note that u lies between 0.04 sec/km 

and 0.08 sec/km for teleseismic P-wavet, and that the crustal mean 

speeds v and v. are on the order of 6 km/sec. It is already assumed that 

|v - vk|< 0.5 km/sec. Taking L - 1^ - 45 km, one finds that l^t |< 0.8 sec. 

Also, for v - vk - 6 km/sec, |6t. |< 0.16 |L.-L| sec. 

The model in Figure 7-2 shows the effect of a local variation in the depth 

of the crust under a subarray relative to the average or nominal crust 

depth under the entire array. In this case, the anomaly is the difference 

in travel time between path CB and path AB. This difference is given by 

1 1 

6tk(u) ^•üT^ft-ü2)2 

For w - 8 km/sec and vk - 6 km/sec, equation (7-7) yields 

|«tj< 0.05 IhjJ   sec. 

The model In Figure 7-3 shows the effect of a local variation in the 

slope of the crust-mantle boundary under a subarray. Ignoring the effects 

of the associated changes in crust depth, which are given by equation (7-7), 
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Homogeneous Region (Speed ■ vr) 

Figure 7-2. Earth Model Showing Variation in Depth of Crust 
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Homogeneous Region (Speed ■ w) 

Figure 7-3. Earth Model Showing Local Variation in Slope at 
Crust-Mantle Boundary 
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the time anomaly due to the slope only Is given by the travel time 

difference between path CBD and path AD in Figure 7-3. This difference 

is negligible in the sense that it is of second order with respect to 

the angle $. 

The diagram in Figure 7-3 may also be used as a model for the effects 

of an average tilt in the crust-mantle boundary underneath the entire 

array. Assume that the average boundary plane is tilted at an angle ^ 

and consider an incoming plane wave with propagation vector which is 

coplanar with normal vectors to the boundary plane, and Che horizontal 

speeds in the mantle and the crust are given by w and v, respectively. If 

6 denotes the angle of inclination of the propagation "ector in the 

mantle relative to the vertical, then u - (sin e)/w is the magnitude of 

the projection of the associated inverse velocity vector onto the hori- 

zontal array plane. If the tilt angle ^ is zero, then u remains unchanged 

as the wavefront crosses the boundary, according to Snell's Law. There- 

fore, assuming constant average velocity in the crust, u is the magr.itude 

of the observed slowness vector at the array. 

If the tilt angle $ is non-zero, then the projection of the inverse veloc- 

ity vector in the mantle region onto the boundary plane has magnitude u 

given by 

> 

• & ■ ■') 
u   - u cos $ -    f-r - u   1     sin ^ (7-8) 

In this case, Snell's Law states that u remains unchanged across the 

boundary plane. If the resulting inverne velocity vector in the crust 

is projected onto the horizontal array plane, the magnitude u" of the 

projection is given by 

1 

cos ♦ +   f-^ - (u )"1 2 sin ♦ (7-9) ♦+ (V «>2) 

I 

i 
2 
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Therefore, according to this simplified model, the wavefront observed at 

the array is a plane wavefront (i.e., it has no relative time anomalies), 

and the observable componenc of the associated inverse velocity vector 

has magnitude u". This result is distinguished from the previously con- 

sidered effects in that they yielded only relative time anomalies. 

It should be noted that a similar refraction phenomenon may occur near 

the source of the energy, and also that the equations become somewhat 

more complex when the vectors discussed above are not all coplanar. How- 

ever, the essential aspect of refraction effects due to non-horizontal 

boundary planes is that the presence of these effects cannot be deter- 

mined from array observations aione. The difference between the u-vector 

that is actually observed and th« u-vector which would correspond to the 

relative travel times from the energy source to the various array sensors 

according to a simple spherically stratified earth model must be deter- 

mined on the basis of an external reference for the energy source 

location. 

^n the ISRSPS systems, the corrections which are applied to observed 

u-vectors in order to force them into correspondence with a spherically 

stratified earth model are called U-space location calibration vectors. 

Furthermore, a distinction must be made in all references to U-space, 

either explicitly or implicitly, between calibrated and observed U-space. 

For array processing system design purposes, the above discussion and 

extension of it to related models may be summarized as follows: 

a.  The relative time anomaly factors associated with spherical 

earth effects (equation (7-5)), as well as those associated 

with the variable depths of sensors (equation (7-6)), are 

generally predictable on the basis of relatively simple models 

having known or easily measured parameters. However, the 

7-15 



relative time anomaly factors associated with variable propa- 

gation speeds (equation (7-6))  and with variable crust depth 

(equation (7-7))   can only be predicted on the basis of a 

detailed model of the earth's structure under the entire array. 

Furthermore, It must be assumed that the actual refractions 

which occur underneath the array are considerably more complex 

than those described In the simplified models above. 

b. The relative time anomaly contributions which can be predicted 

from simple models are of approximately the same magnitude as 

the contributions which are produced by complex mechanisms. 

c. The physical causes of relative time anomalies may be regarded 

as separate from those of u-vector observation errors. 

d. The relative time anomalies are observable from the array out- 

put data whenever Individual signal arrival times can be 

me as v red. 

c.      The »relative time anomalies apparently depend almost entirely 

on the earth's structure beneath the array, and therefore should 

be repeatable for arrivals having the same observed u-vector. 

f. The errors in the u-vector are unobservable using only array 

output data; an external reference location of the energy 

source must also be used in conjunction with a spherical earth 
model. 

g. The U-space calibration vectors should be repeatable as a 

function of the observed u-vector and the seismic phase. 

Knowledge of the seismic phase is important because of the 

reflections and refractions which occur at boundaries not local 

to the array. 

h.      The physical models shown in Figures  7-1 and 7-2 may be used 

to demonstrate that relative time anomalies between sensors 

within a subarray may generally be regarded as negligible, 

unless the sensor depths vary considerably within the subarray. 
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1.      The model shown In Figure 7-3 serves to demonstrate the fact 

that  two or more distinct propagation paths may exist for some 

subarrays  for a given wavefront.  For example, if the shape of 

the actual boundary in Figure 7-3 were somewhat modified, then 

the two paths AD and CBD might exist simultaneously.  If the 

travel times along simultaneous paths are approximately equal, 

then signal reinforcement results;  this is undoubtedly one of 

the causes for the subarray relative amplitude anomalies dis- 

cussed in Sectic . 3.4. However, it  these travel times are 

significantly different,  then distinct multiple arrivals will 

be present in the signal waveform as discussed in  [7-13]. 

These multiple, arrivals have been considered in the develop- 

ment of the correlation beamsteering process (see Section 6). 

7.2      SYSTEM APPUCATIONS AND ESTIMAIICN TECHNIQUES 

The significant property of relative time anomalies for array signal 

processing purposes is their repeatability as a function of U-space 

location only. This repeatability makes it possible to e&clmatf! the 

relative time anomalies from signal waveforms having large slgnal-to-noise 

ratios and distinct signal characteristics,  and to utilize these relative 

time anomalies in the ISRSPS DP and EP systems  for processing future 

signals having (approximately)  the same U-space locations.  Furthermore, 

if the variation of the relative time anomaly values as a function of 

U-space is reasonably smooth,  the interpolation over U-space among 

previously estimated values becomes feasible. 

Clearly, the techniques which are used to estimate relative time anomaly 

values must be compatible with the intended uses of these values in the 

DP and EP systems.  For example, if any residual u-vector component 

remains in a set of estimated relative time anomaly data, then any set 
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of planewave delays to which this time anomaly data Is applied will be 

resteered by the amount of this reslcual u-vector. Furthermore, If 

multiple arrivals exist In a signal waveform which Is being used for the 

estimation of relative time anomalies, then It must be determined 

whether the Initial arrival time is the appropriate one tc use for all 

system applications. There are also compatibility considerations which 

must be resolved relative to the estimation and application of U-space 

location calibration data. 

The array signal orocesslng applications of time anomaly data are dis- 

cussed in Section 7.2.1, and the possible estimation techniques to be 

used in generating a time anomaly data base are compared in Section 7.2.2. 

7.2.1  Applications of Time Anomaly and Calibration Data 

The primary application of time anomaly data In the ISRSPS is for com- 

puting accurate delays for detection beams so as ti maximize the system 

detection capability. Since delays for the detection beams must be known 

before the event occurs for online detection processing, the time anomaly 

data for these beam delays must be derived from previous events. The 

method of computing DP beamforming delays using time anomalies interpo- 

lated from a prestored data base is given in Section 3.2.2.3. 

It was noted in Section 5.3.2.2 that the relative beamforming loss 
2 

associated with a set of residual delay errors having variance o* i 

given by equation (5-9), repeated here for convenience. 

Beamforming Loss - (10 iog10e) (2Trfo_) dB 

If planewave delays alone are used for beamforming, with no application 

of time anomaly data, then the loss given by the above formula for LASA 

i 

] 

i 

:i 

.i 

:i 

i 
n 
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is typically from 2 to 4 dB. The corresponding losses for NORSAR are 

sometimes greater than 5 dB, because of the higher signal frequencies 

observed at NORSAR for many event locations (see Section 3.A). Therefore, 

the application of relative time anomaly corrections potentially Increases 

the detection capability by 0.1 to 0.2 magnitude units at LASA, and the 

potential improvement is somewhat greater at NORSAR. 

The initial set: of beamforraing delays in the ISRSPS EP system are computed 

using relative time anomaly correction factors interpolated from the pre- 

storeu data base (Section 8.3.1.2). When the EP correlation process falls, 

or is bypassed (Section 8.3.1.3), then the final EP beam which is used 

for waveform parameter estimation purposes (Section 8.3.2) will also be 

formed using prestored estimates of relative time anomaly correction 

factors. Furthermore, although the correlation process eventually con- 

verges to a set of internally derived beamforming delays which are inde- 

pendent of the time anomaly data base, this convergence will be enhanceo 

by the improved Initial beam, which is used as a signal waveform reference 

by the correlation process. 

The correlation process produces as output, among other things, a set of 

relative signal arrival times for the subarray^. These relative arrival 

time» «re then modified by the prestored time anomaly correction factors 

to produce a set c£ approximate planewave arrival times {T. |k - 1,2,,.,,K}. 

As shown in Sect-on 6.5, these time estimates are then used to obtain 

an estimate of the u-vector for the planewave according to the formula 

•* 
u ■ 

\< z\\\ 

-1 
l\\\ 

■Wk tVÜ EVkTk 

where (X^»^) *re the coordinate locations of the subarray centers 

relative to the weighted center of gravity of the array coordinate 

system, and the w s are subarray weighting factors. 
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Suppose that the weighting factors wk are all equal, and that the array 

has circular symmetry in the sense described in Section 6.6. Then, if 

the time estimate Tj contains an error 6T , the corresponding error in 

the u-vertor estimate is 

2RJ 
|6"|-—"j (7-10) 

1 

where ^ " [\ + \J • For an outer subarray at LASA with a time error 

of ÖTj seconds, the u-vector error Is approximately 3.3 fT ms/km, and the 

error for an outer NORSAR subarray is approximately 2.7 6T ms/km. 

This error estimate Indicates the Importance of minimizing the errors 

in both the subarray arrival time estimates and the relative time 

anomaly values. However, It also shows the Importance of using the time 

anomaly data to correct the subarray arrival time estimates and effec- 

tively flatten the wavefront prior to computing the u-vector estimate. 

For example, if one of the data values is missing, due to the fact that 

the corresponding subarray has been masked out (w - 0), then the data 

error 61^ may be quite large when no time anomaly corrections have been 

used. 

Furthermore, as described in Section 8.3.1.3, the residual planewave 

deviations In the above u-vector estimation are used to form a chl-square 

sum in the EP system; this chl-square statistic then provides a sensitive 

test to determine whether or not the automatic correlation process has 

converged successfully. If the time anomaly biases were not removed 

prior to u-vector estimation, the sensitivity of this test would be 

greatly reduced. 

Finally, It Is apparent that the stored relative time anomaly data must 

be completely compatible with the correlation process estimation proce- 

dures, so that the above EP applications of this data will be meaningful. 

.: 

I 

] 
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The U-space location calibration vectors are applied In ISRSPS whenever 

It la necesaary to convert from an observed U-space location to the 

corresponding geographic space location, or vice versa. The computations 

and table lookup operations associated with this mapping procedure are 

described In Section 8.3.3. The DP system applications Include the mapping 

of detection beam aiming points from U-space Into geographic spsce and the 

Inverse mapping of aeismiclty information into observed U-space, both 

of which are offline DP support processes. Itie primary EP application of 

location calibration data la the mapping of the observed U-space location 

into the corresponding geographic space location, for event reporting 

purposes. The inverse mapping operation is also required when an EP rerun 

is initiated with a geographic location. 

7.2.2  Estimation of Relative Time Anomalies and Calibration Vectors 

Whfi a new array la Installed, time-anomaly correctlona are not initially 

available for the beamforming process. Some form of data processing 

capability must exist before the time anomalies may be determined. One 

straightforward approach is to produce a tine plot of the data from each 

channel. This permits the manual determination of the delaya for large 

events. In this manual approach the simplest procedure may be to reference 

the delaya to the center-most seismometer or subarray. This convention, 

of course, aasumes that the center-moat seismometer or subarray la in 

operation. Given a set of delays, the wavefront direction may be deter- 

mltied by solving for u and u by a i lat-squares fit to the measured 

delaya. Beat steering will result if the array la aynmetrlc, since in 

this case symmetric effects such as wavefront curvature will be minimized. 

The time anomalies A. are the deviations of the measured arrival times T, 

from the planewave arrival times given by the equation 
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The manual work required in the above process Is disadvantageous;  on the 

other hand, the process la Independent of any outside data or reference 

and requires very little data processing capability. This technique was 

used to produce the Initial set of LASA tine-anomaly data  [7-11]. 

The array data processing system may include a capability to measure 

relative arrival times automatically by means of thresholding, correla- 

tion,  or deconvolutlon filtering [7-10]. This ability allows the data 

processing system to do dynamic beamsteering (Section 6)  and to automa- 

tically and routinely generate a time-anomaly data base. Beamsteering is 

the procets of estimating a set of beamforming parameters, such as rela- 

tive time delays. 

The relative time anomalies  for LASA and NORSAR were measured by the 

following pr-jcess: 

1. A data b«se was formed of events that had strong correlation 

between the array beam waveform and the individual sub&rray 

waveforms. The events were selected so as to sample as much 

of U-space as possible.  Fortunately a sufficient number of 

such events with all subarrays operational was available. 

2. An Initial array beam was formed using planewave delays. 

3. The revised >ubarray delays »ere determined from the time of 

maximum coirelation between the subarray and the array beam. 

4. The array beam was improved by the subarray delays generated 

in step 3. The process of alternately forming improved array 

beams and determineag subarray delays was repeated until a 

stable condition was reached. 

5. A reference plane wave  (u  , u ) was determined by a least 
x  y 

squares fit to the final set of measured delays. 

6. The relative time anomalies for this data base event were the 

set of deviations of the measured subarray delays from the 

reference plane wave» 
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The automatic correlation process outlined in steps 2-6 has been described 

in detail In Section 6. Time anomaly corrections were then available for 

any point in U-space by interpolating between the data base values, as 

described in Section 7.3. 

Time anomaly values generated by steps 1-6 have the following 

characteristics: 

a. They are independent of external references. 

b. The procedure is automated, thus minimizing manual measurement 

and transcription errors. 

c. The procedure aligns Initial arrivals; thus the time anomaly 

correctlent are appropriate for both detection beamformlng and 

dynamic beamsteerlng. 

d. The same delay-measuring technique is used for online processing 

and time anomaly determination. This t :hnlque results in a 

processed wavefront direction (u , u ) that is largely indepeu- 
* y 

dent of the set of subarrays used In the estimation. 

e.  The relative tin; anomaly corrections do not affect beamsteer- 

lng; that is, their addition to a set of plane-wave delays does 

not cause a change in the wavefront direction. 

An imporfant variation to the above approach (Steps 1-6) should be men- 

tioned here. In Step 5, the reference plane-wave (u , u ) nay be generated 
x  y 

in the following way. An accurate determination of the event location is 

obtained from an external source, such as ERL. The correct arrival azimuth 

and range are computed using the known locations of the event and the 

array. The magnitude of the u-vector (|u|) Is determined by differentiating 

the travel-time tables at the given range. The polar coordinates (|u| and 

"        azimuth) are then converted to Cartesian coordinates (u and u ). Some of 

U        the properties of this alternate approach are the following: 
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The approach which Is used iu the ISRSPS systems is to reference the 

relative time anomaly data to the least squares wavefront, as in the 

former method, and to compute and maintain separately the difference 

between the u-vector derived  from ERL data and the  least squares plane- 

wave u-vector.  This approach requires only a slight increase in the data 

storage requirements    ./hich may be offset by the following advantages: 

a. In Section 7.1.2 it was indicated that the physical causes 

of relative time anomalies and location calibration vectors 

may be regarded as separate. The separation should facilitate 

the use of time anomaly data for modeling the earth's structure 

under the array and possibly near the source. 

b. The estimation errors associated with the calibration vectors 

are independent of those associated with the relative time 

anomalies,  and are of a different nature entirely. This is 

desirable for purposes of statistical error analysis of the 

time anomaly data base. 
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a. The method is dependent upon an outside reference  for event 

location;  however,  only three data values are  required: 

event  latitude,   longitude,  and depth. 

b. The reference planewave is independent of the measured data. 

This Independence eliminates some of the concern about  the 

introduction of array asynmetry due to missing data channels. 

It also reduces slightly the need for events with  large 

signal-to-noise ratios. 

c. The time anomalies are dependent on the travel-time tables; 

thus th« same version of the travel-time  tables should be used 

for event  location and for time-anomaly determination. 

d. These time-anomaly corrections affect beamsteering,  but  this 

is beamsteering correction with a purpose. The application of 

these time anomaly corrections  results in a u-vector pointed 

at the event  location,  thus eliminating the processes of 

calibration and decalibration. 

. 

A 

' 



I - 

! 

- 

.. 

c.  There Is no guarantee that calibrated U-space Is either Rlngle- 

valued or simple. Tils may cause discontinuities and ambiguities 

which would prevent the correlation process from converging. 

Il <*•  The ISRSPS system applications of relative time anomaly data 

are generally separate from the applications of the location 

calibration data. Hence It Is unnecessary to Incur the errors 

and ambiguities of the location calibration data In a signal 

processing component o£ the system In which this data Is not 

required, and vice versa. The errors Incurred In determining 

time anomaly data by table lookup and interpolation for an 

arbitrary U-space location may result from three l..Je>endent 

sources: 

1. Lack of repeatability 

2. Data base errors 

3. Data interpolation errors. 

Hence, there is a natural basis for the separation from both a physical 
and a statistical viewpoint. 

If for any reason the time anomaly values are a function of any parameter 

other than the U-space location,  then time anomalies for events from the 

same location may not repeat from one event to another. Errors in gene- 

rating the time anomaly data can result from errors in measuring the 

relative signal arrival times,  and errors in estimating thn U-space loca- 

tion (u^Uy)  associated with the reference event. Interpolation of time 

anomaly values from data base U-space locations result whenever the 

desired U-space location does not coincide with the location of a data 
base event. 

Data from large events having nearly the same location (Table 7-2)  indi- 

cate that time anomalies are highly repeatable and are accurately esti- 

mated when generated by the correlation beamsteering procedure used in 

■■ 
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the ISRSPS EP svsfera.   The size of the Interpolation error depends on the 

fluctuation of the time  anomaly values  over U-space in combination with 

tl;e spacing of the data base events.  This  condition  leads  to small known 

interpolation errors in U-space areas  of high selsmicity and unknown but 

possibly  large interpolation errors in low seismicity area:. 

Table  7-2 demonstrates the accuracy to which the LASA ISRSPS correlation 

process  can determine the relative time anomalies.  The time anomalies  for 

iwo earthquakes  from Hokkaido are compared,  using first a quadratic wave- 

frafit model as a reference and second,  a plane wave front model. The 

differences between the wavefront deviations of these two events  for 

individual, subarrays  are an indication of the accuracy with which the  time 

anomalies  can be determined. The overall accuracy in the planewave  case 

(standard deviation of 0.007 seconds)  is about  an order of magnitude 

better  than that  required for beamforming delays. The unexpectedly high 

repeatability of the time  anomalies was  found to occur with explosions, 

as well as with earthquakes.  Consideration of Table  7-2 suggests the 

possibility that  the need for time-anomaly data might be eliminated if a 

quadratic wavefront model were employed.  The quadratic model was  found 

not to be effective  for detection beams at LASA. The problem with this 

model was that estimates of the quadratic coefficients were statistically 

unstable over the two-dimensional U-space,  so that  the coefficients  could 

not be accurately predicted. 

7. 3      STORAGE AND RETRIEVAL OF TIME ANOMAL'   DATA 

Since a considerable amount o.: relative time anomaly and location cali- 

bration G."a nay be ren'^red for adequate definition of the variation of 

these parameters over all of U-space,  the data storage and retrieval 

algorithms must be designed for efficient operation and storage utilization. 
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The relative advantages  and disadvantages of sorae  of the possible methods 

for storing and retrieving this data are discussed in Section  7.3.1,  and 

the development and initial performance of the technique which was selected 

for implementation in ISRSPS is described in Section 7.3.2. 

7.3.1  Alternative Techniques 

For each processed event which is included in the time anomaly data base, 

it will be assumed that  the data of interest consists of the event  loca- 

tion in observed U-space (u  ,  u ),   i set of relative subarray time 

anomalies  {fit^ |k-1,2,...K}, and the U-space location calibration values 

(Au , Au ). If the conventions are adopted that the relative time x y 
anomalies are referenced to the planewave arrival time at a particular 

point In the array,  «»d that they contain no residual u-vector component 

which would steer the reference planewave away from the (u , u )  aiming 
x     y 

point, then the above data set is redundant by three values. However, 

this is a practical choice for computational convenience in the applica- 

tions of this data. 

Cleanly,   the system performance might be somewhat enhanced by the avail- 

ability of relative time anomalies for every sensor in the array, but 

the potential performance improvements are far too small to Justify the 

Increased computer storage and processing load requirements. On the other 

hand, some reduction in t.ie data requirements might be realized by demor- 

strating that the relative time anomalies for certain subarrays «re 

sufficiently small over all of U-space that they can be Ignored without 

I incurring significant processing losses.  For example,  the nine subarrays 

near the center of LASA and the eight near the center of NORSAR may pos- 

Isibly be in this category. However, it is doubtful that the potential 

s.vings in computer resources are sufficient to justify the special hand- 

ling and analysis of the data,   as well as the resulting performance 

| losseu. 
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The relative time anomaly values  for each subarray,  as well as each component 

of the location calibration vector,  can be thought of as defining a surface 

over observed U-space, which is  a single-valued  Junction of the coordinates 

u    and u .  The relative  time anomaly and calibration data for a single processed x y 
event represent point estimates of each of  these functions,  or surfaces,  at 

a single U-space coordinate  location.  A data base of processed events must 

therefore be compiled having sufficient accuracy and resolution to adequately 

define each of these surfaces over U-space.  Furthermore,  a computational algorithm 

is  required which utilizes  the relative time anomaly and calibration data associated 

with the data base events  to produce an estimate of each  function,  or surface, 

at an arbitrary U-space location. 

One possible approximation to each of the surfaces is a polynomial in the two 

variables u    and u .  Polynomials provide a very efficient method of storing data, x y 
and the data retrieval process is straightforward. The polynomial coefficients are 

generated offline using existing polynomial fitting programs.  However, there are 

certain characteristics of polynomial fits that are not well suited to this 

application.  For example, polynomials tend to take on unreasonable values in 

areas where they are not constrained due to the lack of data.  Furthermore, 

although a continuous surface can theoretically be approximated arbitrarily 

closely by a polynomial, a relatively high order polynomial is required in 

practice to fit a surface having abrupt slope changes.  Another characteristic 

of polynomial fits is that each input data value affects the entire surface. 

A bad data point may have a detrimental effect on the surface for a large 

area of U-space. 

The results in [7-12] indicate that the subarray relative time anomalies describe 

a continuous but sometimes rapidly changing surface over U-space, with occasional 

abrupt changes of slope.  Furthermore, available seismic data is very sparse 

over large region» of U-space which are associated with aseismic regions of 

the earth.  For these reasons,  i  polynomial fit is probably not appropriate 

for this application. 

The interim version of the LASA data processing system employed polynomials 

to store calibration data [7-5, p.  119] and [7-6, pp.   116-119).  It was necessary 
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to add several artificial data points to the data base in order to maintain 

the polynomial surface within reasonable bounds,  and  the resulting  fit was 

still unsatisfactory  for significant portions  of U-space. 

A different procedure  for storing and retrieving relative time anomaly data 

was implemented in earlier versions of the LASA processing systems   [7-3,  p. 

126].  At that  time  35 high seismicity regions  of U-space were select«d.  One 

set of constant  relative  time anomaly data vas estimated  for each region,  and 

these time anomalies were applied to all beams having their aiming points within 

that  region.  These sets  of data were appropriately  called region corrections. 

Within certain sectors of U-space containing at  least  two of the smaller regions, 

values outside the regions were computed by  linear interpolation. The time 

anomalies were taken as zero for all other parts of U-space. 

A study of selected events within these regions showed an average beam-forming 

loss due to time delay errors of only 0.4 dB. However, sharp reductions in 

b«am power were observed to occur at the boundaries where time anomaly values 

changed suddenly to zero. This effect frequently caused the selection of an 

Incorrect detection beam In DP, and occasionally resulted in a side-lobe detection 

even though  a beam was deployed in the U-space vicinity of the event.  It was 

also noted on some occasions that the correlation beamsteerlng process would 

fall because of Lhis region correction process. The successive iteration^ of 

the correlation process result .d in a sequence of estimated u-vectors that 

would not converge because of the discontinuities at the boundaries and occasional 

poor data values in some regions. 

It was then decided to cover ell of U-space with • triangular grid, and to 

assign a complete set of relative time anomaly and calibration data to each 

node of the grid. This grid can be subdivided as finely as desired in any given 

region of U-space simply by adding Interior nodes and defining connections 

I between these end existing nodes. The relative time anomaly and calibration 

data values at an arbitrary U-space location are defined by linear interpolation 

among the corresponding values at the nodes of the unique enclosing triangle. 

j Thus, the surface defined over U-space to approximate the data values  for each 

subarray time anoaaly and each calibration vector coordinate la continuous 

I end consists of connected erlangelet plan« sections. 
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Initially there was no efficient solution to the problem of finding the _ 

nodes of the unique enclosing triangle for an arbitrary U-space location | 

except for the case in which the node points are constrained to coincide 

with a subset of points from a uniform grid. For the uniform triangular 

grid there are various indexing schemes that can be used to identify the 

nodes of the unique enclosing triangle, even though some regions of the 

space are subdivided much more finely than others. 

- 

: 

; 

: 

Therefore, an experimental version of a uniform triangular grid technique 

was developed for the storage and retrieval of time anomaly and calibra- 

tion data [7-7, Appendix III]. Data values at the node points are computed 

on the basis of a global least squares fit of the segmented-triangular 

surface to the data base values. Slope constraints are used to prevent 

the surface from varying erratically, particularly over regions for which 

there are few or no data base events. Additional subdivisi^-' are defined 

where necessary Co enhance the fit. 

The uniform triangular grid approach generally works well in areas of 

high seismicity. However, unreasonably large values sometimes occur in 

low seismicity regions, vnlese considerable care is taken to constraii 

the surfaces. This method also suffers from the usual problems associated 

with any global fitting technique; namely, the Influence of a bad data 

value may extend over a large area of U-space, and it is not generally 

possible to modify the surface locally or to account for the data base 

without reestlmating the entire surface. Furthermore, the requirement to 

constrain the node points to a uniform grid results in a loss of flexi- 

bility in the fit, and It is sometimes necessary to subdivide rathet 

finely in order to obtain an adequate fit in the vicinity of a sharp 

ridge or valley in the data surface. 

Least squares fits (Including polynomial fits) are frequently used to 

■month out data errors in addition to approximating the actual data values. 
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Large amounts of data are generally desirable in order to obtain maximum 

benefit from the smoothing effect. It was initially felt that the effects 

of data smoothing were desirable, if not necessary, for the time anomaly 

and calibration data. However, a considerable amount of evidence of the 

type shown in Table 7-2 has served to demonstrate that data smoothing in 

unnecessary, and large amounts of data need not be used, as long as the 

data which is included in the data base is carefully estimated and edited. 

On the basis of thn  above considerations, it was concluded that a tri- 

angular grid in which the node points correspond to U-space locations of 

actual data base events would represent a satisfactory solution to the 

problem of fitting the data surfaces. Since actual data values for a 

selected event are used at each node, the replacement of a node which is 

found to have erroneous data values is quite straightforward. Additional 

events can be added to the data base to Improve the fits for some of the 

data surfaces simply by attaching the new node to the vertices of the 

enclosing triangle, thereby subdividing that triangle into three smaller 

ones. Other advantages of this nonunlform triangular grid technique are 

as follows: 

a. 

b. 

c. 

d. 

The flexibility of the nonunlform triangular grid allows a 

variety of Irregular surfaces, which may be quite smooth and 

slowly varying in some  regions and rapidly changing and uneven 

in others,  to be approximated as accurately as desired with 

effective utilization of the data. 

The resulting surface will be continuous and single-valued 
over all of U-space. 

The Interpolated titae  anomaly and calibration values are 

never larger than the maximum of the corresponding values at 

the three nodes. 

The actual data base values are used when the input U-space 

location corresponds to a node. 
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e.  The donain of Influence of the  data associated with a node Is 

limited to the set of triangles In U-space having that node as 

a vertex. 

The prlmaiy problem that had to be solved In order to Implement the non- 

uniform triangular grid technique was to develop an efficient algorithm 

which would, in all situations, find the three nodes of the unique mini- 

mum triangle enclosing an arbitrary point in U-space, without Imposing 

restrictive constraints on the triangular grid. The significant aspects 

of the implemented data retrieval process, including the node search 

algorithm, are described in the following section. 

Q 

D 
7.3.2  Grid Search and Interpolation Algorithms 

The U-space data retrieval scheme that was implemented in ISRSFS consists 

of three parts, which perform the following functions: 

1. Find a node of the triangular grid which is in the general 

vicinity of the specified U-space location. 

2. Find the three nodes of the unique minimum triangle enclosing 

the specified location. 

3. Compute the data values at the specified location by planar 

interpolation of the data values at the nodes. 

In preparation for the first of these operations, once a triangular grid 

had been developed, U-space was divided into sectors, and each of these 

sectors was subdivided into annular segments in such a way that each ., 

segment contained a small but nonzero number of nodes of the grid. After 

converting a specified U-space location to polar coordinates, an orderly 

search is employed to find first the sector which contains the magnitude 

of the specified point. An arbitrary node within the annular segment may 

be selected to satisfy the requirements of the first function. 

] 
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The algorithm which performs the second function may be described by 

means of an example. Figure 7-4 shows a portion of a hypothetical tri- 

angular grid. Let the specified location be represented by point "p", 

and assume that the node "a" has been selected In the first part of the 

process. Suppose that there is a list associated with node "a", and in 

fact with each node of the grid, which contains the U-space locations of 

eeah node that is directly connected to the subject node by a line (or 

branch), in counterclockwise order. For example, suppose that the list 

associated with node ••a" contains the locations of nodes ••b", ••c", 

•«d", ••e,, and •*£»», in that order. Let y  . denote the vector from 
-»■ ab 

••a" to ••b", Y  the vector from ••a" to "p", and so forth. The 

algorithm makes use of the fact that a vector cross-product y, x y. Is 

directed positively if the angle from y.  to y, in the counterclockwise 

direction is less than 180° , and negatively otherwise. (A vector cross- 

product, in this context, is defined to be positive/negative if sin 6 is 

positive/negative, where 6 is the counterclockwise directed angle from 

Y, to Y2.) 

The vector cross-product Yab x y  is computed and found to be positive, 

which indicates that "p" is counterclockwise of "b" relative to the 

center "a". Similarly, y  x y  > 0 indicates that ,,p,, is counter- 
^ ac ^ ap 

clockwise of "c", but y . x y  < 0 shows that "p»* is clockwise of ad        ap 
"d". Therefore  •V  is contained in the sector described by angle 

Taking  "d"   (the first node for which the associated vector cross-product 

produced a sign change)  as the new central node, the list for node  <<d" 

is searched to determine the node which is counterclockwise of the pre- 

vious central node  "a", in this case node  ••c,,. The test v.    x y      > 0 
dc       'dp 

shows that   "p" Is counterclockwise of  «'c"  relative to the center 

"d". Since Yda x Yj    1« known to be positive from a previous test, this 

means that   •'p'* is not contained in the triangle d-a-c. The process 
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thtrefore continue, «nd it is found that Ydg * Y^ > 0. but y^  « Ydp < 0, 

•o that ••?•• is also cortalned in the sector described by angle J-d-g. 

Taking ••j" as the new central node, it is tnen found that YJg x YJp * 0. 

so thnt ••p" is also contained in the sector described by angle d-J-g. 

Hence. • V is contained in the triangle d-J-g, which is the desired 

result. 

Note that, once the process begins in a counterclockwise sense, a positive 

cross-product always implies that the next node in counterclockwise 

order relative to the current central node is tested next. A negative 

cross-product generally Inpliei. that the central node is to be replaced. 

However, if the central node has Just been replaced on the previous step, 

then a negative cross-product is the criterlor for stopping. 

If the first vector croas-product happens to be negative, then the 

corresponding process description may be obtained by replacing the word 

••counterclockwise" in the preceding paragraph with the word ••clockwise", 

and interchanging the words ••positive" and ••negative". The information 

on node locations and on the order of nodes about each central node is 

stored in the ISRSPS system in the form of tables which have been organiaed 

to facilitate the execution of this algorithm. Each of these so-called 

region tables is associated uniquely with one of the annular segments, or 

regions, discussed above. The formats and contents of the various grid 

description and data tables are presented in (7-8. Appendix 11], and 

flowchart descriptions of the node search and interpolation routines are 

also given in that report. 
-. 

3        Let the U-space coordinates of the three nodes of the enduing triangle 

be designated as (ux1, uy1). (ux2. uy2) and (u^. u^). and let (u^. uyp) 

designate the U-space location of the specified point. Then a set of 

I       interpolation coefficients C1. C2 and C3. associated with the three node. 

and the specified point, are computed as follow.: 

I 
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where 

D    - 

u  ,       u .      u . xl x2        x3 

u  ,       u .      u . yl y2        y3 

1 1 1 

xl xp        x3 

u  .       u u yl yp        y3 

N1- 

K. 

xp        x2        x3 

uyp     uy2     uy3 

1       1       1 

u ,      u _      u xl        x2        xp 

u  ,       u .      u yl y2        yp 

The relative time anonwly At,     for each subarray k is found as 

"kp " C1   '  Ätk1 + C2 *  6tk2 + C3      6tk3 

where 6c. . it, . and it, , are Che time anodialiea for subarray k at nodes 
k        k2 k3 

1,  2 and 3 respectively. The interpolated calibradon vector coordinates 

are obtained similarly. 

7.3.3      LASA Data Base Selection 

11 
.1 

.1 

'.I 

! 

A data base of sow 700 events was carefully «elected and specially 

processes to provide quality reference events for tine anomaly and call* 

bratIon values for LASA. Only a portion of these were used for the tri- 

angular grid nodes. Plancwave deviation contours for the conplete data 
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base were ploCCeH as a function of the corresponding events, and these 

were examined to determine the general behavior of LASA time anomalies. 

I 
1 
1 

• Based on those plots,   51 well-placed events were selected as a starting 

network for the U-space triangular grid.  A network analysis program was 

developed which used an existing triangular grid network to estimate 

time anomaly and calibration values  for data base events not included in 

the grid.  Whenever these estimated data values did not compare well with 

the actual data values  for a teat event,  then this event was itself 

added to the network. This procedure of adding nodes only where  required 

to Improve the fit keeps the number of nodes  relatively small while 

maintaining the deaired accuracy. 

For reasons of data atorage efficiency,  the data base events are generally 

required to have a complete set of subarray relative time anomaly and 

location calibration data. Hjwever, in certain cases,  it may be desiraole 

to insert artificial calibration values in order to preserve a node in an 

area of low aeismlcity. In a situation where a reference event is needed 

to provide a node in the interpolation network,  but where a subarray had 

been inoperative dur ng the event, the missing tinr-anomaly value may 

be estimated by interpolation of near-by events. 

On« of the objectives in developing the non-uniform node network was to 

avoid extrapolation. The highest possible U-value for a phase arrival is 

0.12 sec/km but the seismic!ty at this value Is very low. Eight artificial 

nodes were placed around thia outer edge of U-space to ensure complete 

coverage and to guarantee that extrapolation would not be employed.  The 

time anomaly and calibration values at each • i these eight outer nodes 

were act equal to the vslues at the neareat node. 

T 
* The nodes on the interpolation grid were selected to satisfy the require- 

ments of both time anomaly and calibration purposes. The problems in 
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select In, nodes are:  (1) assuring Che quality of the node data, 

(2) cr-jimining the density of the nodes in U-space, and (1) selecting 

the way In which the nodes are linked together. 

what« c is the correlation coefficient for Che i  subarray bea« rale« 

tive Co Che array beam. 
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To assure Che data qualiCy of each node, Che event parameters from -he 

automatic LASA Data Processing System were examined. The signal trace 

for each subarray \;as examined EM the proper delay and signal content. 

If Che automatic processing nad not included a useable subarray, the 

analyst reinstated the subarray and the U-space location and planewave 

deviations were recomputed. Sometimes the analyst changed the delay of 

Che unused (masked) subarray before it was reinstated. Manual delays 

were multiples of 0.1 second. A special version of the correlation beam- 

steering process was devel^oed to apply the correlation process to 

manual delays. This program had a I.S-r.econd correlation Interval and was 

limited in delay movement so that eye'e nkipping was not posrible. The 

short correlation interval was practical because of the good initial 

alignment of Che subarrays. A quality factor (Q) which represents the 

weight or quality of Che beam was compuCed and displayed for each node 

candidate. The quality value (Q) was computed for each node by the 

formula 

.: 

: 

a 
I ,!„ I _i_ , 25) 1 
1    \ "ci    / 

Errors in event location and depth directly affect Che size and direction 

of the calibration vector. To aid in identifying calibration error.« due 

Co depth errors, Che component of calibration parallel Co Che U-vector 

was conto- t-plotted. Where possible, events with positive depth determi- 

nstion war« selected to obtain maximum depth accuracy (i.e., Che nominal 

depth of 33 km was avoided). T 

i 
i 

I 
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A contour plot of each subarray tim  anomaly was  useful In selecting the 

nodes. These contour plots utilised all of the events  fro» the data base. 

This procedure provided the most detal)ed description of the tiuie anomaly 

and calibration surfaces available. Areas having nearly stralKht and 

parallel contour lines are areas where  few nodes were required.   For LASA. 

calibration values vary more  than time  anoiraiies.   and thus set the 

requirements  for node spacing. Two parameters constitute the calibration 

vector;  thus two surfaces (Aux over u^ and uy, and Au    over u    and u ) 

are described by the interpolation grids  for calibration.        * y 

A nonunifonn triangular grid for LASA.  consistent of  105 nodes,  is shown 

in Figure  7-5. This LASA data base has been evaluated, and preliminary 

results are presented l.i the following section. 

7.3.4      Data Base Evaluatl on 

To test a particular triangular grid network,  the locations of previously 

processed events were  .nput to the Interpolation process. The time anomaly 

values «id callbraticns had been previously established for these test 

events. The results of the U-space Interpolations were compared to the 

known values. With the network of  105 nodes (shown in Figure 7-5)  In the 

U-space interpolation grid, time anomaly and calibration values were 

Interpolated for 182 test everts. A standard deviation was computed  for 

each event based on the disagreement between the computed and known time 

anomaly values. The average standard deviation of these disagreements 

was 0.051 seconds with s maximum of 0.24 seconds. This accuracy in com- 

puting time anomaly corrections results in s very  low power loss in the 

beamformlng process:  a standard deviation of 0.06 seconds equates to 1 dB 

power loss. The performance of the triangular grid used st LASA is sum- 

marised in Figures 7-6 and 7-7.  Figure 7-6 shows a percentage curve simi- 

lar to • cumulative probability curve. This curve shows the percentage of 
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Figure 7-5.    LA5A U-spact Triangular Grid 
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the 182 t««t «vents with «candard deviation«! laat than the corresponding -t 

abscltaa valuea. The curve In Figure 7-7 la alellar to that of Figure 7*6 

with the exceptions that the abaclssa shows the calibration error and 

that the nuaber of test events was reduced to 171 events. Th« dlsagree- 

lent In the calibration has an average rae value oa 0.446 ■llllaeconds 

per klloaceer. At a range of 7C degreea» 0.77S ■llllaeconds per klloaeter 

error In u results In a one-degr«e error In range. 
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7.4  ANNOTATCL BIBLIOCRAFHT 

Th« rcferme«« Usttd here ar« divided Into three |roupa. SubMctlon 7,4,1 

contlet« of quarterly and final raporta prepared by  IBM under a aarlaa 

of centracta relating to aaiaalc algnal procaaalng. Subaactlon 7,4,2 

contalna an IBM apaclal technical report prepared under the aaaa aarlat 

of contract*. Hlacollanaoua other reference* constitute aubaactlon 7,4,3, 

7,4,1   IBM Quarterly and Final Report« 

7-1,   "Largo Aperture Selsnlc Array Signal Proceeelng Study," IBM 

Final Report, Contract SD-296, 15 July 1965,. 

Section 4,2 la a theoretical atudy, In which the aaxlaua poaalbla time- 

delay residual (tlaa aiumaly) la eetlaated for the tvo poaalbla cauaaa 

of wavafront curvature and geological Inhoaogeneltfee. 

7-2.  ««LASA Signal Procaaalng, Slaulatlont and Covunlcatlona Study,** 

IBM Final Report, "ontract AF 19(628)-5948t ESD-TR-66-63S, 

March 1967, 

(1 
Section 3.4 dlacuaaaa tha organltatlon of the data collection, aatlaatlon, 

atoraga, and retrieval techn |uaa, aaaoclatad with tha aecuaulatlon and 

uaa of a data baaa for LASA baaafonlag delay*. 

7-3.  "LASA Exparlaantal Signal Frocaat ing Svataa." IBM Third 

Quarterly Technical Report, Contract F19628-67-C-0196, 

ESD-TK-68-149, Auguat 1967. 

In Appendix III a region correction procedure for atorlng and retrieving 

tiae anomaly data la deacrlbed. Salaalc areea are divided Into 35 reglone 

for which tlaa eaoaallaa ere considered conataat. 
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7a4.  "LASA Ixperlmental Signal Processing System," IBM Fourth 

Quarterly Technical Report, Contract F19628-67-C-0198, 

ESD-TR-f.H-309, November 1967. 

The experimental study discussed In Appendix IV compares the relative 

•lies of time anomalies ««hen referenced to a plane-wave fit and a 

quadratic fit to the measured delays. 

7-5.  "LASA Experimental Signal Processing System," IBM Final 

Technical Report, Contract F19628-67-C-0?98, ESO-TR-69-60, 

Volume I, March 1969. 

Appendix V presents the Phase Zero Event Processor parameters; subsection 

V.5 describes the location calibration polynomials used In the mapping 

from Inverae velocity spec» to geographic space. 

7m7»      ''Integrated Seismic Research Signal Processing System," IBM 

Fourth Quarterly Technical Report, Contract F19628-68-C-0400, 

ESD-TR-70-263, August 1969. 

for an arbitrary U'space location are determined by interpolating between 

the noda values. 
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Appendix VIII c'iacusses a location calibration procedure that was 

developea Lor  the Phase Zero Event Processor. 

7«6.  "Integrated Seismic Research Signal Processing System," 

IBM Third Quarterly Technical Report, Contract F19628-68-C-0400, 

ESD-TR-70-25, May 1969. 
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Appendix III is a description of a prscedure for storing and retrieving 

time anomaly data. This procedure utilises a uniform triangular grid 

covering all of U-space. Time anomalies for the node points are obtained 

from a least-squares fit to a time anomaly data baae. Time anomaly values 

] 

I 



i 

♦ 

I 

7-8.  "Integrated Seismic Research Signal Processing System," IBM 

Eighth Quarterly Technical Report, Contract F19628-68-C-0400, 

ESD-TR-71-393, August 1970. 

Appendix II includes a description of a procedure of storing and retrieving 

time anomaly data from a nonuniform triangular grid in which the nodes are 

past events. Time anomaly values for arbitrary U-space locations are 

obtained by interpolation between the node values. 

• - 
7-9.   "Integrated Seismic Research Signal Processing System," IBM 

Ninth Quarterly Technical Report, Contract F19628-68-C-0A00, 

ESD-TR-72-122, November 1970. 

.. 

Appendix III Includes a description of the nonuniform triangular grid node 

set used in the LASA short-period data processing system. Also included 

is an evaluation of the above node set and a procedure for changing It. 

7.4.2  IBM Special Technical Report 

7-10.  "Evaluation of LASA Beam Precision Test Results," Contract 

P19628-67-C-0198, ESD-TR-79-187, June 1968. 

This report describes an experiment which was conducted to evaluate the 

LASA epicenter location capability. The results illustrate the repeata- 

bility of the wavefronts from event to event, for a given epicenter, and 

indicate the importance of implementing and utilizing a carefully edited 

location calibration data base. 
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This paper discusses the multlpath structure of seismic signals at LASA* 

The fact that the multiple arrivals appear and disappear In distances of 

the same order as a subarray diameter suggests that these multiples are 

produced by the structure of the deep crust underneath LASA. The complexity 

of the structural model which Is required to explain the observed multi- 

path phenomena Is consistent with that which Is required to explain the 

relative subarray time anomalies of the Initial arrivals. 
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7-11.  E.P. Chiburis, LASA Travel-Time Anomalies for Various Epicentral 

Regions, ARPA Order No. 624, ST>L Report No. 159, September 1966. 

The LASA travr'-time anomalies tabulated in this report were used in the 

development of the time anomaly data base for the initial system. 

7-12.  E.R. Engdahl and C.P. Felix, "Nature of Travel-Time Anomalies 

at LASA," Journal of Geophysical Rasearch, Vol. 76, No. 11, 

April 1971. 

Thli study of LASA travel-time anomalies for various seismic phases sup- 

ports the hypothesis thai: the relative time anomalies from subarray to 

subarray are phase-independent and therefore may be considered as functions 

of the observed inverse-velocity coordinates only, 

7-13.  H. Mack, "Nature of Short-Period P-Wave Signal Variations at 

LASA," Journal of Geophysical Research, Vol. 74, pp. 3161-3170, 

June 1969. 
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Section 8 

EVENT PROCESSING 

This section describes the Event Processor (EP) as It was actually Imple- 

mented for use at SAAC and at NDPC for short period data from a single 

array. Additional recommended signal processing functions such as ?ong- 

perlod and multiple-array processing were not Included, but the program 

architecture was designed to accommodate them. 

Following a statement of the EP system objectives Immediately below, 

Section 8.1 describes the EP structure and Identifies the basic process!ig 

components. Ensuing sections then describe each component In greater 

detail. All the actual values used at SAAC for the various system param- 

eters ire listed In Section 8.7 and those used at NDPC In Section 8.8. 

EP determines the parameters of seismic events from the detections reported 

by the Detection Processor (DP). System requirements for EP were formulated 

as follows* 

The process should satisfy dual system objectives: 

a. The publication of a dally seismic bulletin 

b. The support of seismic research through provision of a tool 

for process experimentation and data manipulation, and through 

the formation of a data base of seismic Information stored 

on digital magnetic tape. 

EP contains the signal processing and seismic parameter extraction algo- 

-        rlthms required to perform the following functions: 

a.  Seismic signal phase Identification of all significant 

detections reported by DP, and grouping of detections 

from the same event 

8-1 



b. Selection of specific detections for further processing, 

based on the computer time available, and detection 

location 

c. Formation of a "best" array beam and estimation of a 

corresponding U-space location for each selected event 

d. Extraction of short period seismic signal parameters 

from the "best" beam of each selected event 

e. Estimation of seismic epicenter parameters from the 

seismic phase, U-space location and signal parameter 

estimates of the event In process, and from data files 

generated offline 

f. Rapid * porting of the appropriate arrival time, ampli- 

tude and location of large events detected In the Large 

Event Processor of DP  (SAAC only). 

In addition, EP provides the following: 

a. The data necessary to demonstrate the surveillance 

and measurement capabilities of large arrays. 

b. The ability to monitor and Improve the process as 

event processing experience Is accumulated 

c. Expansion capability for future additions such as a 

Long Period Signal Processor and a Multiple Array 

Event Processor. 

8.1   SYSTEM STRUCTURE 

8-2 
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The overall EP configuration Is shown In Figure 8-1. EP 1 icludes an Event 

Process Controller, which can utilize other signal processor components: 

a Short Period Signal Processor and a Large Event Processor are the only 

ones included In the SAAC system; at NDPC, the Short Period Signal Pro- 

cessor is the only signal processor component Implemented In EP. The quick        f 

reaction capability for large events at NDPC Is Implemented entirely within 

DP, as described In Section 5. I 
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EP consists of the following components: 

a. Event Process Controller (EPCON) 

b. Short Period Signal Processor (SPSP) 

c. Large Event Processor (SAAC only) 

d. Output Processor 

e. Editing Processor 

EPCON processes detections from DP and organizes them into event families 

in a Detection File. The Short Period Signal Processor obtains more inlor- 

mation about each event from the short period data recorded on the Data 

(high rate) Tape. It creates an EP Data File containing waveforms and 

intermediate results. The Output Processor uses the Detection File and EP 

Data File to produce a daily Seismic Bulletin, Event Tapes, Plot Tapes, 

a Summary Report, a Parameter Report, a Detection report, and a Detec- 

tion/Bulletin report. The Editing Processor uses the Experimental 

Operations Console (EOC) and a 2260 Display Unit to allow the operator to 

edit the results in this file and to request extended processing. All con- 

stants, parameters, and tables required by EP are stored in the EP Perma- 

nent File. 

The Event Processor uses the following inputs: 

8-4 

EP program structure provides maximum overlapping of I/O and CPU operations. 

EP components are programmed to exploit the efficiencies of the microcoded 

signal processing algorithms previously described in Section 5.1. In addi- 

tion, EP allows suppjrt programs to run simultaneously in the same computer. 
: 

1 
a.  Arrival detection data from DP which appears in the Signal J 

Detection Arrival Queue File, ard a common disk storage 

area shared by DP and EP-This includes the U-space location 

of the DP beam declared as a detection, the maximum short 

term average (STA) of that beam when in the detection state, I 

I 
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I 
I the detection tine of thet beem, stop time of the detec- 

* tion group end the long tern everege (LTA) of thet been 

Iet the beginning of the detection group, 

b.  Short period seismometer dete end stetus infornetlon 

recorded on ISRSPS SAAC Dete or ISRSPS NDPC Dete (i.e., 

high rete) Tapes. 

c. Large Event Detection dete received iron DP using 

channel-Co*channel communlcatlon-This includes the 

detection tine and naxinun STA of the seisnoneters 

selected for laige event detection (SAAC only). 

d. Requests for extended processing as determined by en 

analyst during execution of the Editing Processor. 

.. 

Event Processor outputs ere described in Section 8.5. 

8.2  EVENT PROCESS CONTROLLER (EPCON) 

8.2.1  EPCON Functions 

EPCON is the nein logic and control portion of EP. Its objective is to 

create the Detection File fron the Signal Detection Arrival Queue File 

using the Short Period conponent to extract specific short period data. 

AT SAAC, EPCON also receives input messages fron the Large Event Pro- 

cessor. EPCON perform.-! the following functions: 

a.  Merging of DP detection groups from both the general end 

the selected surveillance been sets into e single strean 

of detection groups in arrival tine order-This includes the 

identification of pairs of detections, one fron each bean 

set, which are considered to correspond to s single detec- 

tion, and the selection of one of these detection groups 

to represent the pair. 
I 
r 
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b. Assignment of a seismic phase IdsntlfIcstlon to tach 

detection group. Including the Identification of the 

various members of each event family. 

c. Variation of EP thresholds in order to maintain the 

estimated EP workload at a reasonable level between 

specified time limits. 

d. Determination for each detection group whether It will 

be processed by SPSP-Thls depends upon the signal phase, 

the signal amplitude, detection slgnal-to-nolse-ratlo 

(as estimated by the ratio: STA/LTA), the detection 

location In U-space, and the amount of time available 

In the process. EPCON initializes SPSP for signal 

detections which have been so indicated. 

e. Updating the Detection File for each detection group. 

8.2.2  Process Description 

8-6 

I 
EPCON is perhaps best described by examining the flow of the signal 

arrival« rac-.lved from DP through the EP system. EPCON reads signal 

arrivals from the Signal Detection Arrival Queue on the shared disk pack. 

These arrivals originate from two distinct beam sets (partitions). 

Arrivals from the selected surveillance beam set (partition 1) are 

referred to as s-arrlvals, and arrivals from the general surveillance 

beam set (partition 2) are referred to as g-arrivals. A series of tests 

1» applied to each arrival to determine If It should be processed. The 

following describes these tests as applied to an arrival designated as p. 

EPCON first performs thresholding on p. If the slgnal-to-nolse-ratlo ! I 

(SNR) does not exceed a system parameter (set to 6.3), that arrival is 

flagged as not to be processed and is not allowed to Initiate a matching 

or chaining operation. Hence, this parameter establishes s minlraura EP SNR 
threshold. 

i 
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At thli point In th« NDPC EP system only, a grouping technique has been 

•* Implemented to reject tide lobe detections of an event whenever a main 

lob« detection can be found in the same beam partition. The etart time of 

each detection group is checked to determine if it is within DELTA (cur- 

rently 9.0) seconds of the end time of the preceding detection group in 

that same beam partition. If so. the detection group is added to a list 

which is accumulated until the DELTA test Is no longer satisfied. The list 

is then searched for the detection group having the largest STA value, and 

the U-space location of that group is taken aa a reference location esti- 

mate for the event. All detection groups currently on the list for that 

beam partition having U-space location beyond a specified distance from 

the reference location (set to 0.006 sees/km for partition 1, and 0.015 

sacs/km for partition 2) are flagged as not to be processed, and are 

excluded from the tests which follow. A new list is then formed for that 

beam partition beginning with the first detection group which failed to 

satisfy the DELTA test for the previous list. 

. • 

• - 

;: 

i 
i 
i 

EPCON then finds any arrivals which ••match" arrival p. An s-arrival and 

a f.'arrival match if their time intervals have a non-empty Intersection 

and satisfy 

-T1 <    ST(s)  - ST(g) < T2 

where ST(s) is the start time of the s-arrival, ST(g) is the start time of 

the g-arrlval, and T1 and T2 are system parameters which define the 

— "matching window," set to 150 deciseconds and 10 deciseconds, respectively. 

If *n arrival has one or more matches, then for each pair of matching arriv- 

^ als, the «quared magnitude of the difference of the U-space locations of the 

| two arrivals is compared to a system parameter (set to O.OOOA sec2/km2). If 
♦      ♦   2 
(u(s) - u(g)]  is less, matching arrivals are "confirming." 
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If arrival p it an a-arrlval and haa ona or more matching arrival», but 

none of them la confirming, p Is assumed to be a aide lobe and la not 

proceaaed any further. If arrival p la a g-arrival and haa at least one 

matching arrival that Is alao confirming, p la not processed any further, 

thereby giving preference to the metchlng s-arrlval (this la overridden 

for large eventa). In all other caaes. Including no matches, p remains 

eligible for the next teat. 

a 
: 

: 

j 

The next test, "chaining," checks for related later phaaea and for addi- 

tional detection groups generated by the coda of the Initial phaae. If 

arrival p haa already been Identified aa a related phaae of a previous 

arrival It will not be processed fui .her. Otherwise each arrival which 

occurs later than arrival p la checked to aee If Its start time la within 

a specified time after p (set to 900 declaeconds) and Its U-space location 

la within a specified distance from p (aet to 0.006 sees/km for partition 1, 

and 0.015 aecs/km for partition 2). If ao It la conaldered to be related 

to p. 

.: 

: 

i 

i 
I. < I < t., priority - 2 [ 

1 

8.2.3  Priority Assignments 

If the arrival p passes the teats, a priority la assigned and it la added 

to the process list. Certain specially flagged beams are always assigned 

priority 1. Otherwise, the ratio R of the arrival SNR to the beam SNR 

threshold (from the Beam/Location Table) determines the priority as 

followa: 

S1 < R,       priority - 1 
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S. < R < S2,  priority - 3 

S, < R < S ,  priority • 4 

R < S t  priority - 10 (not selected) 

where the four pi r«neters S are currently «et to 1024, 2, 1 and 1, 

respectively. Each time an arrival is added to the process list, the 

total procaaslng time (assuming a fixed time per event-set to 8 minutes) 

for each of the priorities Is computed. The process level Is set to the 

priority which results In a total workload closest to a predefined optl- 

mom level (aat to 480 minutes), but not exceeding the maximum tolerable 

workload (aet to 960 minutes). Should the load of priority 1 Jobs exceed 

the maximum tolerable workload, the number of axcaaa jobs Is determined. 

Then this number of Jobs, regardless of priority level. Is deleted from 

the most active Interval of time. The operator la warned before this 

situation occurs, and he Is given the option §%  that time of modifying 

the workload control parameters. 

8.2.4  Event Family Grouping (NDPC Only) 

The Event Process Controller function of assigning a seismic phaae Identi- 

fication to each detected g.oup haa been expanded at NDPC to make that 

assignment baaed not only on the detection location and prior knowledge 

of the earth's seismiclty, but also on the other detection groups currently 

present in the Detection File. 

Up to three phaae Identifications may be hypothesised for each detection 

location. The assignment is made for each detection group to be processed, 

depending on the occurrence of other detection groups that correspond to 

the pradicatble related phaae arrivals from the sane seismic event. The 
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hypothMl« for which the detection fll« contains the large-it number of 

confirming related phases Is accepted. In case of this, or If no confirm- 

ing phases ara found for a given detection group, the choice shall be 

based on ".ha relative likelihood of occurrence, depending on the detec- 

tion location and the seisulcity history. 

Relative time, U-spsce and relative amplitude limits, derived from 

observed eelsulc dsta, are specified for each related phase that can be 

predicted for each hypothesis for esch location. These limits define a 

Activity Number« and Confirmation Counts ara included In the EP Detection 

Report output. 

, 

time window to he searched for potential entries: if more than one la 

found, those closer to the window center are examined first. The first 

antry that satisfies the relative amplitude test described below and also 

falls within the (two-dimensional) U-space window is accepted as being 

the related phase. 

.; 

.! 
If the seismic data dictates the setting of limits so broad that the 

chance of a false related phaaa identification is significant, such a 

phaaa identification is discounted SO percent in counting con limatlons 

of the pertinent hypothesis. Once ssslgned, a phaaa Identification is not 

ra-avaluated unless this latter circumstance applies. >' 

If the amplitude of the original rinitlal arrival) detection group is 

laaa than a parameterized value, the fol.owing test is imposed on each 

of its potential related phases. To be accepted es t relate! phaaa, the 

ratio of each detection group amplitude to the initiel arrival amplitude 

must not exceed e specified ratio for that related phaaa. 
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8.3  SHORT- ^H101) SIGNAL PROCESSOR 

The Shorc-Pc lod Signal Processor (SPSP) contains algorithms for gener- 

ating a "bas:" unfilterad array beam waveform and extracting detailed 

waveform and event parametavs. In addition to data of direct uaefulness 

for offline analysis and bulletin publication, the SPSP is capable of 

determining improved subarray delays for detection beamforming; these 

delays are included aa a part of the normal output. Raqueat for execution 

of SPSP may be generated automatically by EPCON, or manually by an off- 

line rerun request or from the Editing Processor (see Section 8.6). In 

manually requested executions the process control parameters supplied by 

EPCON may be changed. The other form of input data for SPSP is the raw 

instrument data and status obtained from the Data Tape (see Figure 8-1). 

All output from SPSP is put on disk in the EP Data File. 

:. 

i 

i 

^a shown in Figure 8-2, SPSP consists of three major aectiona: 

a. Array Beams teerin^ 

b. Waveform Parameter Extraction 

c. Event Characterization 

Each of these sections is outlined in the following paragraphs. The values 

of the parameters named in this section may be found in Sections R.7 and 

8.8. There the parameter names have suffixed numbers 1 to 5 for identifi- 

cation with the five major computational programs; these suffixaa have 

been eliminated in the following text. 

8.3.1  Array Beamatcering 

The objectives of the Array Beamateering portion of SPSP are to: 

a   Form aubarray beams for all unmasked subarrays (except when 

using padded aeismometera). 
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b. Form an array beam having minimum signal distortion and 

maximum signal-to-nolse ratio. 

c. Generate Improved subarray delays and plane wave devia- 

tions for the time anomalies data base (see Section 7). 

d. Refine the U-space location provided by the Detection 

Processor (for determination of the epicenter in Event 

Characterization). 

e. Refine the arrival time estimate provided by the Detec- 

tion Processor. 

Array Beamsteering is carried out in "PSP by one of the following methods; 

a. Correlation and Sequential Estimation 

b. Beanpacklng 

c. Default to Detection Processor Parameters 

Any one of these three methods of Array Beamsteering may be selected as 

the standard processing option. The Correlation and Sequential Estimation 

process is preferred because it is the only process that meets all of the 

above objectives; specifically, it is the only process which generates 

improved plane wave deviations. Furthermore, the Correlation and Sequen- 

tial Estimation process usually generates the best signal waveform and it 

provides the nost accurate U-space location. The output of Array Beam- 

steering depends on the process employed although SPSP is always initial- 

ized with the same data. Figure 8-3 indicates in greater detail the input 

and output data and the internal control structure of the Array Beam- 

steering process. 

As shown in Figure 8-3, subarray beams are initially steered to the detec- 

tion U-space location anless (at SAAC only) padded seismometers are used 

In place of subarray beams. The initial arrav beam is formed by obtaining 

the anomalies (Section 7) for the detection location and adding them to the 

plane wave delays to form a starting set of array beam delays. Unless the 

8-13 



Hi 

»put 

fa) QttKtion beam location (uxD>(iYO' 
MSTA. and LTA 

lul High rate instrument data i nd itatut 
cl Control parameters rrom ( ?CON 
rt) Time anomaly data from t'/ie EP 

permanent data tile 

Generate subarray 
beams aimr ' at 

"XD.UVD 

Interpolate time 
anr-ialies for 

Add array beam i lane 
wave delays to Umc 
anomalies 

Yes 

•5 

YM 

Figure 8-3.    Array Bcamsceering  (Sheet 1 of 2) 
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Figure 8-3.    Array Beamsteerlng  (Sheet 2 of 2) 
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detection location option has been selected, the array beam is steered to 

a refined U-space location using the correlation or the beampacking process. 

If correlation is selected and successfully executed, then all of the pre- 

viously described objectives are achieved and a complete output is obtained. 

If the correlation process fails, then (depending on the control parameters) 

the beampacking process may be used as a backup procedure. 

Figure 8-3 does not show that new subarray beams are formed and Array 

Beamsteerlng is repeated whenever the correlation or beampacking process 

results in a refined U-space location that deviates from the previous sub- 

array beam aiming point by an amount greater than DELTA. Also not shown is 

the fact that the detection U-space location is used if beampacking should 

fail. 

8.3.1.1  Subarray Beamforming 

Subarray beams are used for array beamsteerlng by either the correlation 

or the beampacking method; they are also plotted and preserved on event 

tapes for offline analysi«. Subarray beams are formed for a specified 

U-space location for all unmasked subarrays by appl/ing Instrument delays 

computed from a plane wave model. The initial subarray beam aiming point 

is the U-space location of the detection beam. If the refined U-space 

location determined by array beamsteerlng differs significantly from the 

subarray beam aiming point, subarray beams are re-aimed to the refined 

location. In order to extend the dynamic range for large events at SAAC, 

subarray beams are replaced by the outputs of the padded (attenuated) LASA 

seismometers, which have 30 dB attenuation compared to the unpadded short 

period Instruments. There are 20 padded instruments in the LASA array, 

distributed one per subarray with the exception of E3. 

.: 

i 

i 
i 
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8.3.1.2  SaDarray Delays for Array Beamforming 

| Array beamstearlng Is essentially the process of modifying a set of ini- 

tial aubarray delays in order to improve the array beam. The set of 

initial aubarray delaya is obtained by computing plane wave delays and 

adding interpolated time anomalies for a specified U-space location. The 

plane wave delays are computed from the specified U-space location and 

the aubarray locations within the array. The time anomaly values are 

interpolated from a stored data base of selected past events, as 

described in Section 7. 

8.3.1.3  Correlation and Sequential Estimation Process 

Figure 8-4 outlines the correlation process for Array Beamsteering. The 

procedure is one of relative alignment of subarray beams corresponding to 

peak values of correlation functions computed from the subarray beams and 

appropriate reference array beams. This is an iterative technique for 

steering the array beam by adjusting one subarray at a time, until ns 

further improvements are possible within the limits of the specified 

correlation interval. The procedure uses the relative time location and 

amplitude of up to three correlation function peaks for each subarray 

beam. Subarray delaya derived from the correlation peak times are first 

employed for a simultaneous weighted least squares estimate of the 

invrse velocity vector, where the estimation weights are derived from 

the correlation amplitudes. Using this inverse velocity vector estimate a* 

a new starting point, the correlation process is repeated and a sequential 

minimum variance estimate of the inverse velocity vector is then computed. 

Here, the correct correlation peak is selected for each subarr^ delay by 

application of Baye^ decision logic. Those subarray delays having large 

residual deviations from the plane wavefront are then adjusted to the 

correlation peak nearest the wavefront, and the correlation and sequential 

estimation cycle is executed once more to produce the final estimate. The 
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validity of the estimate Is tested by comparing a Chl-square value com- 

puted from the plane wave deviations against a predetermined confidence 

level. On the basis of this validity test, the correlation results are 

either accepted or rejected. 

The placement of the correlation interval Is achieved as follows;  first 

the Instantaneous array beam power envelope Is computed over N samples. 

The sample position of the array beam envelope associated with the maxi- 

mum derivative over the Interval Immediately preceding the peak of the 

array beam power envelope Is located. The start time of the correlation 

Interval Is given by the sample time of this maximum value less M samples. 

T  > correlation Interval extends over NA samples. The maximum value of 

he a'ray beam power envelope In nanometers must exceed the parameter 

PRTST; otherwise the correlation process Is terminal id 

Before the correlation function is computed, both the reference array 

beam and the subarray beam are bias compensated by subtracting out their 

average valuer. The reference array beam for the k  subarray Is simply 

a bias-compensated array beam which contains no contribution from the 

k  subarray. Each of the subarray beams Is cross-correlated against its 

reference array beam with a maximum lead and lag of LD samples. The 

cross-correlation values are obtained from the correlation formula as in 

8-4. The peaks of the correl~ ion function are located and the corre- 

sponding peak times are estimated by fitting a quadratic function to the 

sample correlation values surrounding each correlation peak. If the 

largest correlation peak of a given subarray does not exceed the param- 

eter RLOWC the corresponding subarray beam is excluded from the array 

beam because of low correlation. A maximum of NPNAX correlation peaks for 

a single subarray are candidates for the determination of the corre- 

sponding subarray delay. The signal-to-nolse ratio of all candidate cor- 

relation peaks must exceed 75 percent of the signal-to-noise ratio of the 

largest correlation peak. 

8-19 



Subarray weights used in estimating the U-space location are proportional 

to a variable called the subarray pn.ciaion. The subarray precision is 

computed for each subarray as the product of the subarray signal-to-noise 

ratio, the correlation interval time-bandvidth product and the lui-an-squared 

r.ngular frequency of the array beam waveform during the correlation inter- 

val, as described in Section 6. The subarray signal-to-noise ratio is 

estimated directly from the maximum correlation peak of thn»- subarray. The 

selection of the correct subarray delay from multiple correlation peaks is 

achieved in the sequential estimation process, as described below. This 

process utilizes an initial probability value which is assigned to eich 

of the correlation peaks. These observation probability values are com- 

puted as functions of the subarray signal-to-uoise ratio and the relative 

value of the candidate correlation peak to the maximum subarray correla- 

tion peak (see Section 6). 

The simultaneous procedure for the U-space estimation is described in 

Section 6. The subarray delays and subarray locations are used to compute 

a weighted least squares estimate of a plane wavefront inverse velocity 

vector. The subarray delay for subarrays with a single significant cor- 

relatioa peak is the time of that correlation peak; for subarrays with 

«lUiple correlation peaks, the subarray delay is computed as the weighted 

average of the times of the candidate peaks using the correlation peak 

probabilities as weighting factors. 

A linear, sequential estimation of the inverse velocity vector la used on 

the second and third passes of the correlation ptOCtai and provides the 

final value of the U-space location. The objectiv lere is to obtain the 

best poaslble estimate of the U-spaca location by eeleccing the correct 

correlation peak for each subarray delay. Tils estimation procedure uses 

the subarray delays one at a time for the purpose of improving the exist- 

ing value of the Inverse-velocity vector. At each application of a sub- 

array delay, an Improved value of the Inverse-velocity vector Is conputed. 

At each stage, the correlation petk -Imrs and probabilities, and the cur- 

rent U-epace location mean and variance are used to choost (by means of 
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• Bayes* decision technique) the correct correlation peak for a selected 

■ubarray (see Section 6). The covarla.ice matrix of the Inverse-velocity 

vector and the variance of the subarray delay are couputed and used In 

the estimation process. The a priori Information Is based on the current 

Inverse velocity vector estimate and the associated error covarlance 

matrix. Only the observed mean and variance of the chosen peak are used 

for updating (In the minimum variance sense) the estimate and covarlance 

matrix of the Inverse velocity vector. 

8.3.1.4  Beampacking Process 

The beampacking procedure is outlined in Figure 8-5. Each time the beam- 

packing procedure is executed, a set of 19 hexagonally packed array beams 

is formed. As shown in Figure 8-6, these array beams are arranged in two 

rings around a specified center bean. Time anomalies are obtained for the 

center beam only, and used for computing the delays of all 19 beams. The 

array beam having the maximum short term average (MSTA) over RPRIM samples 

is found. If the selected array beam is on the outer ring of beums, it is 

selected as a new center beam and the beampacking process is repeated 

until an interior array beam is selected. A set of time anomalies are 

then computed for the U-space location of the selected beam. The time of 

occurrence of the MSTA for the selected beam is recorded. Significant 

outputs of Cha beampacking process include the U-space location, MSTA and 

MSTA time frr the selected beam, and a set of time delays for this beam 

with the appropriate time anomaly corrections. 

8.3.1.5  Final Array Beamforming 

An array beam is formed from the unfiltered subarray beam waveforms using 

all unmasked subarrays and the array beamforming delays generated by the 

array beamsteerlng process. If the correlation method was used for array 
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beamsteering, then • weighted array beam Is also formed using the same 

array beamformlng delays. The subarray weights are chosen to maximize 

the array beam signal-to-nolse ratio, using estimates of the coherent 

signal amplitude and the noise power as described In 18-17, Appendix IV]. 

For each array beam, an estimate of the slgnal-to-nolse ratio is computed 

and compared with a threshold value. The outcome determines the choice 

of filter to be used In Waveform Parameter Extraction. 

8.3.2  Waveform Parameter Extraction 

The Waveform Parameter Extraction portion of SPSP la outlined In Figure 8-7. 

The objectives of Waveform Parameter Extraction are to: 

a. Filter the unflltered array beam waveform that was generated 

In Array Beamsteerlng 

b. Process this filtered waveform to extract parameters such as 

arrival time, dominant period, waveform magnitude and ampli- 

tude, and array beam signal and nolae power estimates. 

In addition, multiple signal arrival modes are identified from the envelope 

waveform, and waveform parameters are extracted for each mode. The first 

mode is processed to determine the event arrival time and to classify the 

event aa impulsive ot emergent. If certain teat conditions are satisfied 

(aea Section 8.3.2.5), the first motion direction la computed. Multiple 

envelope modea indicate the possibility of depth phases being present. 

If more than one mod« Is detected for a P phase, then an associated func- 

tion called th- specspec function ia computed for both the filtered and 

unflltered array beams. This specspec function is used to compute event 

depth in the Event Characterisation portion of SPSP. 
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Waveform magnitude and dominant period are determined directly from the 

waveform, and the amplitude of the seismic event is computed from these 

two values, as described in Section 8.3.2.6. 

8.3.2.1  Instrument Frequency Compensation and Array Beam 

Filtering 

Instrument frequency compensation filtering is done so that the velocity 

transfer function of the analog channel including the seismometer is made 

flat from 0.7 to 2.0 Hz. This ensures that the array beam waveform is of 

sufficient fidelity and has the best possible values for the magnitude and 

dominant period computations. Frequency compensation of the unfiltered 

array beam waveform is provided by a fourth order convolution filter as 

described in 18-11) and whose coefficients are given in Table 8-1. Band- 

pass frequency filtering is applied to the complete processing Interval of 

NA samples of the frequency-compensated array beam waveform to reduce the 

noise outside the frequency band of the event. At SMC either a 0.9-1.4 Hz 

or a 0.6-2.0 Hz filter is employed depending on the signal-to-noise ratio 

computed in Array Beamsteering; at NDPC, either a 0.8-2.5 Hz or a 0.75 

-4.0 Hz filter is used. These are sixth order recuirsive filters of the 

Butterworth type as described in 18-4, Section 3.7] and whose coefficients 

are shown in Table 8-1. 

8.3.2.2  Array Beam Signal and Noise Power Envelopes 

— The array beam signal power envelope Is used to determine th*> waveform 

magnitude, to select event modes, and to classify the event as impulsive 

_        or emergent. The power envelope is computed by averaging the instantaneous 

i        waveform power over an Interval of NS samples. The computation starts NC 

samples before detection (or correlation) time and continues to the end 

I of the available array beam data. 

! 

t 
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Table 8-1.    Filter Coefflclents-NDPC and SAAC 1SRSPS EP Systems 

0.9 - 1.4 Hx Buttexworth 0.6 - 2.0 Hz Butterworlh 

Input Feedback Input Feedback 

0.00290 1.00000 0.04188 1.00000 

0.00000 -4.08142 0.00000 -3.23828 

-0.00870 7.95592 -0.12563 4.90670 

0.00000 -9.09282 0.00000 -4.50232 

0.00870 6.44500 0.12563 2.66955 

0.00000 -2.67754 0.00000 -0.94902 

■0.00290 0.53208 -0.04188 0.15977 

0.8 - 2.S Hz Buttexworth 0.75 - 4.0 Hz Buttexworth 

Input Feedback Input Feedback 

0.06696 1.00000 0.31184 1.00000 

0.00000 -2.32226 0.0000^ -0.32011 

-0.20087 2.82102 -0.93552 -0.82768 

0.00000 -2.29733 0.00000 0.09831 

0.20087 1.38567 0.93552 0.53270 

0.00000 -0.51074 0.00000 -0,03876 

-0.06696 0.10031 -0.31184 -0.09209 

Channel Compensation Filter 

Input Feedback 

17166 1.0 

2352 0.0 

3393 0.0 

3290 0.0 

1812 0.0 

I 
I 
I 
I 
fl 
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Tike average noise power over an Interval of NL samples Is computed start- 

ing NB samples before detection time and ending NF samples before detec- 

tion time. The average noise power is subtracted from the signal power 

envelope to obtain a better estimate of the signal waveform magnitude. 

The noise power estimate is also used with the peak value of the signal 

power envelope to estimate Che signal-to-noise power ratio. This S/N 

value determines the method of computing arrival time as described in 

Section 8.3.2.5. 

8.3.2.3  Mode Selection and Waveform Classification 

The start of an event mode is declared when the power envelope first 

exceeds the threshold ENTH for ND consecutive samples. The event mode is 

ended whenever the envelope falls below the threshold ENTH as shown l-.i 

Figure 8-8. ENTH is computed as the minimum of FR times the signal power 

envelope peak and ALPHA times the noise power estimate. Tue times of the 

first and the largest power envelope peak are determined for each mode. 

The waveform parameters are extracted from the first four modes as 

described in Sections 8.3.2.4 and 8.3.2.6. 

Multiple envelope modes are an indication that depth phases (such as p? 

and sP) may be present. The times between the largest peaks of multiple 

modes may be useful to avi analyst for determining depth. 

The waveform is classified as impulsive if the number of envelope samples 

between the start and the first peak of the first mode is less than NG 

samples; otherwise, thd waveform is classified as emergent. The parameter 

NG was based on the envelope rise times of typical Impulsive events. 
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8.3.2.4  Waveform Magnitude 

The waveform magnitude is computed from the peak value of the signal power 

envelope. The signal power (RMAG) 1, estimated by subtracting the average 

noise power from the peak envelope value; the average noise power is limited 

to an upper value of 25 percent of the peak envelope value for this purpose. 

The equation for magnitude uses the average waveform energy and was 

derived in [8-71 based on the amplitude-dominant period equation by Gutenberg 

•nd Richter [8-28]. The waveform magnitude (AMAG) is computed by: 

AMAG - 0.5 log10 RMAG + B1 + log  QU + F(I) 

where 

B1 - iactor Including the conversion from amplitude 

|| 'nd Period to «verage energy of a sine wave, plus 

a factor 10 In Gutenberg's original equation. 

QU - factor for conversion from quantum units to meters 

F(I) - Recursive filter bias factor; I - 1 or 2 depending 

on the choice of filter, 

i ■ 

The coefficients of the frequency compensation filter are scaled so as not 

to modify the waveform energy. 

The waveform magnitude as computed above has not been corrected for distance, 

phaae. or depth; these additional corrections are described In Section 8.3.J.V 

A magnitude function made up of values of AMAG over different time points Is 

generated for purposes of determining mode arrival time by model fit as 

A dascribad   In  Sarrlnn  fl   1  9   c 

I 
described in Section 8.3.2.5. 
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8.3.2.5  Arrival Time and First Motion Detection 

The model fit method determines arrival time by selecting the minimum 

point of the mean-squared deviation between the computed magnitude func- 

tion (AMAG) and the magnitude function of a reference event. The squared 
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The event arrival time la determined from the first event mode by one of 

two methods. The choice Is made by comparing the ratio of maximum-signal- 

plus-noise to average-noise against the parameter THSN. If the ratio 

exceeds THSN, then the wavefor-n Is sufficiently noise-free to use the 

threshold method; otherwise the arrival time Is estimated by the model 

fit method. The arrival times of all later event modes are determined 

by model fit. 

In the threshold method, the Instantaneous signal power waveform is 

searched over an Interval of NAL samples ending with the first peak time 

to find the first time that a threshold TH Is the average noise power 

scaled by the square of the parameter S. The arrival time Is then defined 

to be the first of the Nl samples which exceed the threshold. 

.1 
:; 

A refinement of this threshold arrival time Is attempted by correlating 

the unflltered array beam waveform with a first motion model function R. 

The R function consists of two half-cycles of a sine wave with the domi- 

nant period of the array beam. The first half-cycle Is positive and has 

amplitude one; the second half-cycle Is negative and has amplitude FA. 

If the maximum absolute value of the correlation function (computed over 

tha interval from NAA samples before to NAB samples after the threshold 

arrival time) exceeds the parameter FB, this peak correlation time is 

substituted for the threuhold arrival time. Also the first motion of the 

event is determined to be positive or negative according to the sign of 

the correlation functions at the (new) arrival time. If the correlation 

function fails to exceed the value FA, then the threshold arrival time 

Is accepted and no first motion direction is declared. "" 

i 
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deviations are summed over an NJ sample Interval. JSTOP mean-squared 

deviations are cocnuted, beginning NO samples before the first event 

mode start time. The event arrival time if declared to be two samples 

before the beginning of the NJ sample interval corresponding to the mini- 

mum mean-squared deviation. The reference magnitude function is chosen 

from one of two stored functions depending on the selection of array beam 

filter. The mean values of both the computed and the referenced magnitude 

functions over each NJ sample interval are removed before the correspond- 

ing mean squared deviations are computed. 

8.3.2.6  Wavefoni Dominant Period and Amplitude 

The waveform dominant period (T) is determined for each mode by finding 

the largest Fourier coefficient of the filtered array beam waveform as 

computed by the Cooley-Tukey fast Fourier transform algorithm 18-11]. 

These coefficients are computed for a time interval of NH samples centered 

about a point NTB samples after the correlation reference time (from Array 

Beamateering). On later modes the time interval is centered NTB after the 

mode peak time. 

The waveform amplitude (A) is computed from the values of the waveform 

dominant period and magnitude (AMAG) as follows: 

A - T x 10AHAOf3 

The derivation of this equation Is presented in [8-7]. 
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8.3.2.7  Multiple Event Modes and the Specspec Function -« 

The relative arrival time between the first event mode and each of the 

later event modes Is determined. Also, the relative power between the first 

event mode and the later ones Is found by taking the ratio of the respec- 

tive magnitudes. This Information serves to aid the analyst In determining 

event depth manually. 

1 
When depth Is computed In Event Characterization, the specspec functions '' 

are required. The specspec function Is a modified double spectrum function 

as described In 18-14]. The specspec functions are computed only when: 

a. The depth has not been predetermined 

b. More than one mode has been found in the filtered 

array beam waveform 

c. The event phase Is P or Is unknown. 

A specspec function Is extracted from both the filtered and unflltered array 

beam waveform. Computations are made over an Interval of NY samples starting 

NYZ sanples before the arrival time. 

8.3.3  Event Characterization 

Figure 8-9 outlines the tasks performed by Event Characterization. The 

objectives here are tot 

a. Determine the epicenter (and focus) of the event 

b. Estimate the event origin time 

c. Estimate the event magnitude. 

To achieve these objectives, the U-space location is adjusted (calibrated) 

for the station bias so that it may be used as an input to the travel-time 
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tables which relate Inverse velocity, travel time and geocentric range 

according to a spherical earth model. Under certain conditions described 

below, the event depth Is determined from one of the two specspec func- 

tions that were generated in Waveform Parameter Extraction. The travel- 

time tables for the designated seismic phase are entered with the cali- 

brated Inverse velocity and depth to obtain geocentric range and travel 

time. The travel time Is then subtracted from the arrival time (computed 

In Waveform Parameter Extraction) to obtain the event origin time. The 

latitude and longlt.ide of the event are computed from the observed azi- 

muth and geocentric range, and from the known geographic location of the 

seismic array. The waveform magnitude determined In Waveform Parameter 

Extraction Is corrected for distance attenuation (by means of a table- 

look-up procedure for the appropriate seismic phase) as a function of the 

event depth and geocentric range. 

8.3.3.1  Inverse Velocity Calibration 

The inverse velocity (U-sp-.ce location) may be converted to geocentric 

range by the use of travel-time tables. These travel-time tables are 

based on average world-wide observations and therefore do not apply spe- 

cifically to LASA or NORSAR observations. In order to compute the accu- 

rate geographic location of an event, the inverse velocity vector observed 

at either LASA or NORSAR must be modified by a local bias vector before 

applying average travel-time tables to obtain geocentric range. This pro- 

cess of modifying the Inverse velocity Is called calibration, and Is 

Implemented In ISRSPS by the access and Interpolation process described 

In Section 7. The depth estimation process also requires calibrated 

inverse velocity values. 
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8.3.3.2  Depth Estimation 

ITh« •stimatijn of an event depth is attempted if the ipecspec functions 

are available (see Section 8.3.2.7). The procedure (as explained in 

18-U) is to determine the relative delay between the P phase and pP 

phase by a complex series of tests on the peaks of the specspec func- 

tions. This relative delay is then converted to depth by evaluation of 

a polynomial. As part of the process of identifying the particular peak 

of the specspec function associated with the pP phese, the relative 

arrival times of the sP and PcP phases may also be determined whenever 

the peaks of the specspec functions indicate their presence. If the depth 

process fails to identify a pP phase or if the event phaae is later 

changed to a non-P phase, the event depth is set to the parameter F9. The 

depth estimation procedure, as implemented, is limited by the extent of 
■ 

the relative travel time-depth polynomial to the determination of depths 

between 12 and 250 kilometers. 

8.3.3.3  Event Location and Origin Time 

The geocentric range of the event is computed by interpolation within the 

travel-time tables. The travel-time tables are a precomputed set of 

relative values of calibrated inverse velocity magnitude, geocentric 

range, and travel time, which have been compiled and stored for various 

seismic phases and event depths. These tables are entered with known values 
mm 

of phase, depth, and calibrated inverse velocity magnitude; range and 

travel time are obtained by a four point, divided difference interpolation 

formula with respect to inverse velocity magnitude, and a linear interpo- 
a*        lation of depth. If the event phase has not been specified, the phase is 

T        assigned as P, PKPD, or intermediate velocity depending on the inverse 

i velocity magnitude. If the phase Is assigned as intermediate velocity. 

Event Characterization Is terminated with no determination of the epl- 

I center parameters. 
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It may happen that the value of the calibrated Inverse velocity magni- 

tude la outside the range of the Inverse velocity listed In the table. 

If It Is within the tolerance factor DELTA of the end of the table, the 

calibrated Inverse velocity Is changed to coincide with the end of the 

table for purposes of determining range and travel time. Otherwise, the 

process attempts to Identify the phase as If It was unspecified. 

The event origin time Is determined by subtracting the estimated travel 

time from the arrival time previously computed In Waveform Parameter 

Extraction. 

8.3.3.4  Magnitude Correction 

8.4  LARGE EVENT PROCESSOR (SAAC ONLY) 

The EP Large Event Processor at SAAC "apidly extracts and reports data in 

response to large event detections passed from DP by channel-to-channel 

communication. It produces, on the computer operator's typewriter, a 

8-38 
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* 

The arrival azimuth is computed directly from the calibrated U-space 

vector. The latitude and longitude of the event are then computed as 

described in 18-11] from the range, the known geographic location of the 

seismic array, and the arrival azimuth. 

] 

The magnitude found in Waveform Parameter Extraction is adjusted by a .1 

correction factor that is a function of event phase, depth, and distance. 

The correction factors are discussed in 18-20], and are stored on disk 

in a format similar to the travel-time tables; the same interpolation 

routine is used in the lookup procedure. Th« event magnitude (MAG) is 

estimated by adding the interpolated correction factor (Q) to the waveform 

magnitude (AMAG) computed by Waveform Parameter Extraction. 

"1 



T 
I 

Urg« Event Rapc^rt which consists of two messages. The first message con- 

tains the following: 

a. The approximate event arrival time, which is the detection 

tine of the seismometer closest to the center of the 

«rray 

b. The approximate event amplitude, which is the average of 

the maximum STAs of the seismometers (in nanometers) 

Each LASA subarray except E3 includes a short-period channel with 30 dB 

attenuation, usually using the seismometer at the subarray center. AT NOR- 

SAR no attenuated channels are available: large event processing in the 

NDPC DP uses an undipped, unfiltered channel from the center seismometer 

of each subarray. 

If a beam detection in the arrival queue can be found which corresponds to 

the large event, the second message contains the location in latitude 

and longitude of the most likely seismic phase for that beam. If no beam 

detection corresponding to the large event can be found, then the second 

message indicates this condition. The EP Large Event Processor at SAAC 

also connunicates to EPCON that a large event has been associated with a 

specific detection group, and that detection group is flagged to be 

processed in SPSP with high priority using attenuated seismometer data 

rather than subarray beam data. 

«. 

i 
i 

s 

8.5  OUTPUT PROCESSOR 

The Output Processor formats and creates permanent EP outputs from data 

in the Detection File and EP Data Files. The permanent outputs are created 

either when all EP Data files become full, or when the analyst (via the 

Editing Processor) requests the Output Processor to do so. The Output Pro- 

cessor also produces the Detection/Bulletin File for use by the Editing 

Processor, and a (hard copy) Detection/Bulletin Report for the analyst. 
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b. 

8.5.1  Output Description 

EP produces six permanent outputs. 

a.  Parameter Report-This report contains a listing of all 

current EP parameters and is produced at least once a 

day. (See Section 8.7.) 

Summary Report-This report is produced for each execu- 

tion of the Short-Period Signal Processor and contains 

selected intermediate results from that processor. 

(See Figure 8-10. The brackets indicate output which 

»ay either appear or be omitted depending on the course 

taken by SPSP i« processing a particular event.) 

Event Tape-This tape contains the contents of the EP •' 

Data File for each execution of the Short Period Signal ^ 

Processor and the contents of the Detection File. (See .1 

Figure 8-11. All beam traces are 120 seconds in length, 

beginning 30 seconds before the detection tine.) 

Detection Report-This report lists the contents of the 

Detection File. (See Figure 8-12.) 

Plot Tape-This tape contains the data necessary to 

create subarray and array beam plots for each SPSP execu- T 

tion. (See Section 8.5.3.) J 

f.  Seismic Bulletin-This report is output daily. (See -• 

Figure 8-13.) 

The Detection/Bulletin File and Report consist of Seismic Bulletin line ] 

entries. For every arrival determined by EPCON there is a Detection Line 

entry, and there is a separate line entry for every signal processed by [ 

the Short Period Signal Processor (See Figure 8-14). 

I 
I 

d. 

e. 
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IBM SAAC 

MIT  LINCOLN GROUP 64/ATTN. DR.  RICHARD T.  LACOSS 

COAST AND GEODETIC SURVEY/ATTN. MR. JAMES LANDER 

AFTAC/VSC/ATTN. MR. HARTENBERGER 

U.S. GEOLOGICAL SURVEY/ATTN. DR. IYER i 

AEGEAN SEA 

22.6 85.7       35.3 

22.6 85.7       35.3 

6 RAT  ISLANDS,   ALEUTIANS 

14.4 48.3       304.2 

14.4 48.3       304.2 

14.4 48.3       304.2 

LASA SEISMO BULLETIN FOR 06 APR  1970 (DAY 09 6/70) FORMAT 5 

1 06 APR  1970 

2 3  49     34   38.2N 26.9E     16   C 6.1 365 

3 4     2      11.7  LAO P 198.7      1.0 

4 4     2      17.2  LAO E 238.1      1.1 

2 4 3 39   50.6N 177.9E 15   C 4.6 

3 4 12 18.6 LAO P              11.8     1.3 

4 4 12 24.3 LAO E               7.8     1.1 

4 4 12 47.7  LAO E                6.0      1.2 

REPORTING INTERVALS FOR 06 APR 197' 

START STOP 

0355 0413 

RECORDING INTERVALS FOR 06 APR 1970 

START STOP RETENTION 

0355 0420 1  YEAR 

(ALL TIMES ARE GMT) 

DATA TAPES ARE AVAILABLE FOR THE DESIGNATED 
RETENTION PERIOD. 

10 DEC 1970 

SEISMIC ARRAY ANALYSIS CENTER 
4301 CONNECTICUT AVE. N.W. 
WASHINGTON, D.C. 20008 
TWX 710 822-1963 IBM SAAC 

Figure 8-13.    Seismic Bulletin 
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8.5.2  Processor Execution 

The Output Processor Is executed either: 

a. Upon operator request 

b. Automatically after the Editing Processor has requested 

publication of the seismic bulletin 

c. Automatically when the EP Data Files have become full 

d. Automatically when the Detection/Bulletin File has become 

full. 

Output processing (see Figure 8-15) follows one of two sequences, depend- 

ing on conditions at the time the processor is called. If there is a 

Detection/Bulletin File (DBF) partition which is to be published, the 

Output Processor first prints the Parameter Report and also checks some 

of the parameters against ressonable constraints. If a constraint is 

violated a warning message is printed. The Output Processor then copies 

the DBF onto the Event Tape and produces TWX Bulletin output. Publication 

is either requested by the analyst via the Editing Processor or is auto- 

matic if. in trying to generate or update the DBF, the DBF is found to be 

full. (Once the bulletin has ^n published, that DBF par' • tion Is freed.) 

8.5.3  Plot Output 

The request for a plot can be made in the following four ways: 
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When there is no bulletin publication pending, the Output Processor 

generates a Summary Report for each processed event (if this has not 

already been done). writes the appropriate files on the Event tape for these 

events, generates or updates the Detection/Bulletin File (reruns are not 

included). produces a current Detection/Bulletin File Report and Detection 

Report, and creates a Plot Tape entry fcr each event if a plot request 

exists. 
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Figure 8-15. Output Processor General Flow 
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The default plot parameters (used for all automatically requested plots) 

are typically set to provide a bandpass Butterworth sixth order filter 

(0.6 - 2.0 Hz at SAAC; 0.75 - 4.0 Hz at NDPC), three plot panels, and 

center segment (A0 seconds) plots only. Alternate options are array 

beams panels only (40 seconds) or full 120 seconds of plotted traces on 

all panels. 

8.6  EDITING PROCESSOR 

The Editing Processor provides the analyst with a flexible and efficient 

means for EP system performance evaluation and system output editing. The 

Editing Processor allows the analyst to: 
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a. The analyst may specifically request a given plot via 

the Editing Processor. He may specify the filter and 

other plot parameters. 

b. When automatic publication occurs, plots are automatically 

requested for all events in the DBF not already plotted or 

released. 

c. When the analyst requests Bulletin publication via the 

Editing Processor, plots are automatically requested for 

all events in the DBF as above. 

d. If the EP Data Files become full, plots are automatically 

requested for the earliest five events for which files are 

available. 

:: 

a 
ö 
D 

Figure 8-16 shows examples of 40 second panels. The plot shows the unfil- 

tered array beam normalized relative to the amplitude of the noise pre- 

ceding the event (ABN), the unfiltered array beam normalized to the sig- 

nal amplitude (AB), the filtered array beam (FAB), the filtered array 

beam with relative subarray weighting (WAB), and four partial array 

beams (PAB1-4) formed from subsets of subarrays as indicated. Filtered 

subarray beam waveforms are plotted on sheets 2 and 3. i 
l 
I 
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I 
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a. Review and edit the Detection/Bulletin File in preparation 

for publishing a bulletin 

b. Review event waveforms on the EOC 

c. Initiate extended processing, i.e., re-executing the 

Short-Period Signal Processor with limited parameter 

specification ability 

d. Request that the editing bulletin be published, i.e., trans- 

mitted to teletype for TWX hard copy and paper tape output. 

8.6.1  Detection/Bulletin File Review 
m I 

Prior to the analyst's request for execution of the Editing Processor, 

the Output Processor has produced a summary report and an event tape entry 

for each processed event, has incorporated any new entries into the '1 

Detection/Bulletin File (DBF), and has produced a current Detection/Bulle- 

tin Report listing all detection entries and bulletin entries in the DBF. -* 

Thus the analyst has a list of the events available on the DBF, and a 

summary report for each event with a bulletin entry. A plot has also been 

generated for any event for which the files have been released, unless the 

plot was suppressed by the analyst. Using these aids, the analyst can 

select those events he wishes to review. In addition to the events cur- 

rently in the system, the analyst may review any event by reading its 

files from an event tape. This brings it back into the system. He may also 

read an entire DBF from an event tape, edit it, and re-publlsh the bulle- 

tin from it. 

The Editing Processor is designed to use the following equipment: 

a. 2260 Display Station (consists of the 2260 Display Unit, 

the Alphameric Keyboard, and the 1053 Printer) 

b. Waveform element of the Experimente]. Operations Console 

(EOC) 
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c.  Strip Chart Recorder (from the EOC Waveform 

Data Buffer). 

All processing Is under the control of the analyst. Each processing unit 

is executed only when the analyst specifically requests that function. 

Functions may be requested via either the 2260 or the EOC; the 2260 is the 

primary control element, and the EOC is used only after the analyst 

requests it via the 2260. Reference [8-20] describes in detail all of the 

functions available to the analyst. 

The Editing Processor can display or edit a single event at a tiie. The 

analyst selects the desired event by EP execution number, entered via the 

» 2260. He may display the bulletin entry corresponding to the selected 

event and edit it. If the disk files for the event are still available, 

or can be retrieved from an event tape, the EOC may be used to review the 

event. Several sixth order recursive filters are available for filtering 

the data which goes into the EOC display buffer. 
II 

Event data is available to the analyst for review in several display 

forms: 

a. Array beams and subarray beams as waveform traces displayed 

on the waveform element-Data can be displayed in either 

filtered or unfiltered form. 

b. A stripchart plot of waveform data from the EOC display 

buffer. 

c. Event variables (e.g., seismic bulletin) as an alphameric 

display on the 2260. 

d. A 1053 printout of the contents of the 2260 display. 

e. 1053 printouts of the DBF and edited DBF. 

L 
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8.6.2  EOC Waveform Display Usage 

a. Unflltered and/or filtered subarray beams 

b. Unflltered and/or filtered array beams 

c. A spikes trace locating the correlation window and 

the period 

d. Null (zero) traces. 

See [8-20] for a more detailed description of the waveform display 

capabilities. 

The event variables display (see [8-20]) Is automatically generated on the 

2260 screen when the EOC function Is requested. The operator, while 

reviewing the event data, can change certain variable event parameters by 

measuring the new values. The event parameters which can be changed via 

the console are: 

a. Subarray delays 

b. Subarray masks 

c. Event arrival time 

d. Event period length (two time measurements ate 

required) 
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When the EOC function Is requested, If all conditions are valid, the 

EP/EOC program builds the data base necessary for using the EOC. After 

the data base has been completed, the event variables are automatically 

displayed on the 2260 and a selected set of filtered beams are automati- 

cally displayed on the waveform element of the EOC. Function codes are 

entered via EOC thumbwheels and switches at SAAC, and by means of a 

function keyboard at NDPC. The waveform unit can display up to eight 

traces of data selected by the operator. These «races may be selected 

as a predefined beam set or may be manually selected as any combination 

of the tollowing: 

.1 

.1 
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.1 
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1 
1 e. Event amplitude (In nanometers-two amplitude measure- 

ments are required) 

f. Correlation window start time 

g. Length of correlation window (two time meausrements 

are required) 

h.  Estimated depth of event (In kilometers). 

All parawter changes are entered from the EOC. If a parameter measure- 

ment uses the array beam trace, the time or value of the sample at the 

cursor Intersection point Is used. Any changes the analyst makes In event 

variables via the EOC are automatically shown on the 2260 event variables 

display. The analyst may continue to change event variables as long as 

he Is using the EOC to review the event. 

8.6.3  Extended Processing 

As a result of his event review, decisions may be made on the accuracy, 

completeness, and quality of the automatic event processing. If he 

desires, the analyst may Initiate extended processing of the event, using 

the new values for some or all of the event variables which he has mcdl- 

fled via the EOC. Extended processing Is the reexecutlon of Correlation, 

Beail,Packin8 «nd Array Beamformlng, Event Parameter Extracting, and Event 

Characterization. New values can be used for delays, masks, correlation 

window start time, correlation window length, depth phase, method cf 

determining location, and lead/lag selection. The results of this pro- 

cessing become available for review using the Editing Processor in the 

manner described above. 

: 

: 

r 

I 
? 

If the analyst does not choose to do extended processi.ig, he may edit 

the bulletin entry for an event using the 2260. He may also chocje to 

request a plot, or to release the data files for an event. If he is sat- 

isfied with all the bulletin entries in a DBF partition, the analyst may 
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choose to publish Che bulletin. This automatically produces plots for all 

events not previously plotted or released. 

8.7  SAAC PARAMETER VALUES 

The EP Parameter Report, produced by the Output Processor (see Section 8.5) 

lists the SPSP parameter values In current use. Figure 8".7 Is one of 

these reports for SAAC. The values shown In this Illustration are those In 

use at. the end of December 1970. 

8.8  NDPC PARAMETER VALUES 

.: 

Figure 8-18 Is the SPSP Parameter Report for NDPC, showing the parameter 

values In use In August 1971. 

a 

... 
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8.9  ANNOTATED BIBLIOGRAPHY 

The references listed in this section are classified in three categories. 

Subsection 8.9.1 consists of relevant IBM quarterly and final reports, 

subsection 8.9.2 lists pertinent IBM special technical reports, and 

subsection 8.9.3 contains an external reference on magnitude determination. 

8.9.1  IBM Quarterly and Final Reports 

8-1.  "Large Aperture Seismic Array Signal Processing Study," 

IBM Final Report, Contract SD-296, 15 July 1965. 

This report documents LASA beamforming, digital beam prefiltering and out 

put filtering, array geometry, and experimental steering delay determina- 

tion. Appendix A discusses computer programs used to design and evaluate 

—        beam patterns. Appendix C describes methods for calculating best-fitting 

i«        wa\«front8 by least-squares techniques. Appendix D discusses the devla- 

tion of quadratic steering delay corrections, and Appendix F documents 

digital filtering techniques. 

8-2.  "LASA Signal Processing, Simulation, and Comnunicatlons 

Study," IBM First Quarterly Technical Report. Contract 

AF 19(628)-5948, 1 May 1966. 

mm 

*9P*ndi*  A discusses surveillance coverage (requirements for conventional 

b««»*orning) • Appendix C dicuss'js scaling specifications, seismometer 

__        sensitivity tolerances, and sampling rate. Appendix D describes a time 

delay determination technique. 

8-3. "LASA Signal Processing, Simulation, and Connunl cat ions 

Study," IBM Second Quarterly Technical Report, Contract 

AF 19(629)-5948, September 1966. 
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In Appendix A, developments in beam analysis are reported. Including 

U-space mapping and surveillance beam requirement estimating. Appendix B 

discusses scaling requirements for the LASA beamformer. Appendix C 

extends the description of the functional system and certain operating 

parameters contained In reference [8"2]. Appendix E discusses data analy- 

sis programs, including a number that are Important In event processing, 

Appendix F contains comments and recommendations concerning utilization 

of the LASA system. 

8-4.  "LASA Signal Processing, Simulation, and Conmunlcatlons 

Study," IBM Final Report, Contract AF 19(628)-5948, 

ESD-TR-66-635, March 1967. 

Section 1 discusses array geometry and event location capability, signal 

processing, and data analysis programs. Section 2 is devoted exclusively 

to the subject of signal processing, including event processing and event 

monitoring. Section 3 discusses beam requirements, event location capa- 

bility, steering delays, time delay probability distributions, digital 

filtering, data analysis, and event beam selection. Section 4 continues 

the documentation of data analysis programs, a number of which are 

directly Involved in event processing. 

8-5.  "LASA Experimental Signal Processing System," IBM First 

Quarterly Technical Report, Contract AF 19(628)-C-67-0198, 

ESD-TR-458, February 1967. 

Appendix A is a preliminary discussion of the Experimental System data flow 

and associated hardware configuration; Event Processor peripheral devices 

(displays and printers) are discussed. Appendix C Includes dome discussion 

of software requirements. Appendix D provides a preliminary report on 

microcode development. 

8-6.  "LASA Experimental Signal Processing System," IBM Second 

Quarterly Technical Report, Contract F 19(628)-67-C-0198, 

ESD-TR-67-602, May 1967. 
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This report primarily addresses the development of the composite detec- 

tion system, but there is some discussion of the experimental Event Pro- 

cessor monitor. Appendix A describes the initial Event Processor machine 

configuration. Array monitoring and seismic data compression are dis- 

cussed in Appendices B and C, respectively. The experimental waveform 

display and its function in event processing are discussed in Appendix E. 

Appendix F is a generalized summary of seismic array data collection and 

processing requirements. 

8-7. "LASA Experimental Signal Processing System," IBM Third 

Quarterly Technical Report, Contract F 19(628)-67-C-0198, 

ESD-TR-68-U9, August 1967. 

Appendix I documents the then current and planned equipment configurations 

for the Detection and Event Processors. Appendix II discusses the tech- 

nique of automatic time delay generation and t'.ie estimated event location 

accuracy of large arrays. Appendix III discusses tlu library organization 

of phase delays, a key requirement for event processing, and procedures 

developed for calculating improved steering delays. Appendix IV documents 

two studies which support event processing:  an energy "density" method 

of calculating event magnitude, and the least-squares orthogonal polynomial 

fitting of travel-time data. 

8-8.   "LASA Experimental Sig  • 'recessing System," IBM Fourth 

Quarterly Technical Report, Contract F 19(62a)-67-C-0198, 

ESD-TR-68-309, November 1967. 

Appendix I discusses detailed changes in the SAAC computer configuration, 

including some Ev it Processor modifications. Appendix II presents results 

of the Initial and the interim systems studies, in which the I vent Processor 

was specifically addressed. 

8-9.   "LASA Experimental Signal Processing System," IBM Contract 

F 19(628)-67-C-0J98, ESD-TR-68-A50, February 1968. 

Appendix III discusses a synthetic test signal library, used in testing and 

evaluating the experimental system. Appendix IV describes the Interim 
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Integrated Signal Processing System Operations Console, which was equipped 

to permit seismic data process supervision, as well as operator participa- 

tion In array calibration and event process editing. Appendix V comments 

on planned configuration changes which will provide Identical Detection and 

Event Processor configurations. Additional microcoding developments are 

discussed in Appendix VI. Appendix IX reports some special processing 

studies among which is one on earthquake frequency-magnitude relation- 

ships, and another on event classification. Appendix X presents the func- 

tional characteristics of support programming requirements in the areas 

of two-dimensional polynomial fitting, matiix Inversion, and an event 

sort and print capability. 

8-10. "LASA Experimental Signal Processing System," IBM Sixth 

Quarterly Technical Report, Contract F 19(628)-67-C-0198, 

ESD-TR-68-451, May 1968. 

In Section II, work on the identification of the utructure of an initial 

eve/it processing capability (phase zero) is briefly described. 

S-11.   "LASA Experimental Signal Processing System," IBM Final 

Technical Report, Contract F 19(628)-67-C-0198, 

ESD-TR-69-60, Volume I, March 1969. 

The initial integrated detection and event processing (Phase Zero) system 

capability, is outlined and reviewed in Appendix VI. The constituent parts 

of this processor are detailed in Appendix VII, while Appendix VIII reviews 

the location calibration procedure, which Is one of the principal components 

of the implemented event processing structure. The use of fidelity optimum 

processing to separate an event of interest from an interfering event is 

reviewed in Appendix X. 

8-12.  "Integrated Seismic Research Signal Processing System," IBM 

First Quarterly Technical Report, Contract F 19(628)-69-C- 

OAOO, ESD-TR-69-299, November 1968. 

Appendix I describes the Long Period Signal Processing Subsystem which 

was implemented for the Event Processor; this sytem, however, was imple- 

mented in the later revisions of the system. Appendix II describes methods 
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of detecting post-P arrivals (correlation and spectrum) to obtain depth 

estimates. Appendix V describes the ISRSPS equipment configuration. 

8-13.  "Integrated Seismic Research Signal Processing System." 

IBM Second Quarterly Technical Report, Contract F 19(628)- 

68-00400. ESD-TR-69-357. February 1969. 

Appendix IV describes the processing of a group of seven events, using 

Oyer Astrodata short period data. Appendix VIII discusses the feasibility 

of extending the linear range of the LASA system through Instrument 
rescallng. 

8-14.  "Integrated Seismic Research Signal Processing System." 

IBM Third Quarterly Technical Report. Contract F 19(628)- 

68-C-0400. ESD-TR-70-25, May 1969. 

Appendix describes in de.ail the capabilities and system structure of the 

ISRSPS Event Processor. Appendix II includes a discussion of sy.tem pro- 

cessing results in April ^69. Appendix III describes work on depth esti- 

mation done since the work reported in [8-12. Appendix II]. Appendix IV 

discusses a LASA modification study, including the effect of such modifica- 

tion on location estimation potential. Appendix V summarizes the process- 

ing parameters used in the SAAC Phase Zero Event Processor. Appendix VI 

includes a discussion of Multiple-Array event location. 

8-15.  "Integrated Seismic Research Signal Processing System," 

IBM Fourth Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-70-265, August 1969. 

Appendix I describes the Extended Phase Zero Event Processing. Appendix II 

describes processing results for May through July 1969. Appendix III 

describes the implementation of improved region correction techniques. 
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Appendix V, dealing with Experimental Operations Console applications, 

includes a discussion of event process supervision and post edit functions. 

8-16.   ''Integrated Seismic Research Signal Processing System," 

IBM Fifth quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-70-3Ü6, November 1969. 

Appendix II summarizes the results of the Long Period Event Processor 

(LPEP) operations during the current work period. Appendix III discusses 

processing results for August through October 1969. Appendix V describes 

the channel-recursive Bayes processing technique for post-detection esti- 

mation of source location. Appendix VII discusses the 1SRSPS event pro- 

cessing programming monitor structure. Appendix VIII describes the 

objectives for a seismic research console, which is characterized ns a 

logical extension of the SAAC event processing capability, among other 

functions. Further microcode development is reported in Appendix X. 

Appendix XI describes comprehensively the time intervals used by each 

Event Processor function that analyzes waveform data. 

8-17.   "Integrated Seismic Research Signal Processing System," 

IBM Sixth Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-71-388, February 1970. 

Appendix I describes processing results for November 1969 through January 

1970, and also for the seven month period of July through December 1969. 

Appendix II describes the distribution of «-irthquakes over certain seismic 

areas. Appendix IV presents a technique for weighted beamforming to maxi- 

mize the signal-to-noise ratio. Appendix V describes a heuristic nonlinear 

method of discriminating between seismic events of explosive origin and 

natural earthquakes. 
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8-18.   "Integrated Seismic Research Sign. . Processing System," 

IBM Seventh Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-72-128, May 1970. 

Appendix I discusses processing results for February through April 1970. 

Appendix III describes advanced event processing logic for initially 

associating multiple arrivals with a single event. Appendix V describes 

the use of arrivals from multiple arrays and multiple phases at a given 

array to improve event location estimation accuracy. 

8-19.   "Integrated Seismic Research Signal Processing System," 

IBM Eighth Quarterly Technical Report. Contract F 19(628)- 

68-C-0400, ESD-TR-71-393, August 1970. 

Appendix I describes processing result-i for May through July 1970. 

Appendix II describes the technique developed for ISRSPS for representa- 

tion of travel time anomalies. Appendix III presents the preliminary 

results of an analysis of signals received by the Interim NORSAR system; 

applications are primarily to detection processing, but the final sub- 

section discusses aspects pertaining to event processing. Appendix V 

describes the experience gained from editing events on the SAAC Experi- 

mental Operations Console. 

8-20.  "Integrated Seismic Research Signal Processing System," 

IBM Ninth Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-72-122, November 1970. 

Appendix I describes processing results for August through October 1970. 

Included are a discussion of magnitude depth-distance factors (Q factors) 

for later phases, and a quantitative seismicity study of the earth. 

Appendix II describes the ISRSPS Event Processor Experimental Operations 

Con8ole/2260 event analysis and bulletin editing capability. Appendix III 

presents the development and analysis of a LASA subarray time-anomaly and 
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location calibration data file based on the nonunlform triangular grid 

data storage and access method. Appendix IV summarizes the entire opera- 

Hon of the Interim NORSAR system. Appendix V documents the Interim 

NORSAR signal and noise analysis, including discussion of event selec- 

. <n and analysis procedure. 

8-21.   ''Integrated Seismic Research Signal Processing System," 

IBM Tenth Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-72-123, February 1971. 

Appendix II summarizes LASA processing results for November and Decem- 

ber 1?70; this appendix also presents a compendium of travel-time, slow- 

ness, period, and magnitude depth-distance factors for about 14 months 

of LASA da'.a processing. Appendix III describes the final SAAC ISRSPS 

Configuration, and Appendix IV summarizes the SAAC ISRSPS system and 

acceptance tests. 

8-22.   "Integrated Selsmir Research Signal Processing System," 

IBM Eleventh Quarterly Technical Report, Contract F 19(628)- 

68-C-0400, ESD-TR-72-133, May 1971. 

Appendix VI describes the Event Processor as it was actually implemented 

for use at SAAC and at NDPC. Appendix VII describes the ISRSPS applica- 

tion to scaled events. In order to evaluate the performance of ISRSPS 

signal processing algorithms and techniques as a function of event size, 

the offline versions of the ISRSPS processors at SAAC were applied to an 

extensive data set of various amplitude seismic signals having known epi- 

central and waveform parameters. 

8-23.   "Integrated Seismic Research Signal Processing System," 

IBM Final Technical Report, Contract F 19(628)-68-C-0400, 

ESD-TR-72-139, August 1971. 
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Appendix I describe« an .valuation of the implemented NORSAR short period 

signal processing system. Appendix II describes an NDPC equipment utiliza- 

tion study. Appendix IV gives a summary analysis of data gathered during 

routine operation of the SAAC system through 1970. Sections are included 

on system performance in locating events and on regional estimation of 

magnitude biases. 

8.9.2  IBM Special Technical Reports 

8-:^.   "LASA Experimental Sign«! Processing System Programning 

Manual: Volume I, Program Descriptions; Volume II. Pro- 

gramming Subsystem Testing," Contract F 19(628)-67-C- 

0198, July 1968. 

These documents describe the experimental system, which did not specifi- 

cally Include an Event Processor, but which old provide data that per- 

mitted testing of EP functions on an experimental basis. 

8-25.   "Evalutlon of LASA Beam Ireclsion Test Results," Contract 

F 19(628)-67-C-0198, ESD-TR-69-187, June 1968. 

This document reviews an experiment designed to evaluate the LASA beam 

precision as portrayed by the observed scatter in epicenter surface image 

estimates. The report describes the tests performed, the results obtained, 

and the conclusions reached. 

8-26.  "Parametric Studv of Seismic Array Gain Test Results," 

Contract F 19(628)-67-C-0198. ESD-TR-68-425. June 1968. 

This document reviews an experiment designed to estimate the Improvement 

in the seismic signal-to-nolse power ratio achieved by LASA, a. co-pared 

with that observed in the case of a .ingle instrument. The report describes 

the t..t. performed, the result. obt.ln.d, .nd th. conclu.ions re.ched. 
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8-27.   "Kinetic Energy Estimates of Seismic Magnitude Test 

Results," Contract F 19(628)-67-C-0198, ESD-TR-68-424. 

June 1968. 

This document reviews an experiment to evaluate the consistency of auto- 

matic magnitude estimates based on the calculation of kinetic energy in 

the seismic "P" wave as derived from LASA short-period data. The report 

describes the tests performed, the results obtained, and the conclusion 

reached. 

8.9.3  Miscellaneous Reference 

C-28.  B. Gutenberg and C.F. Richter, Magnitude and Energy of 

Earthquakes, Annali di Geofisica, Volume IX, No. 1, 

pp. 1-1A, 1956. 

This paper documents the classical method of magnitude determination 

which was implemented in the Event Processor magnitude calculation 

algorithm. 
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Section 9 

IBM REPORT BIBLIOGRAPHY 

All IBM technical reports of the Large Aperture Seismic Array Signal 

Processing Study, Experimental Signal Processing System, Integrated 

Seismic Research Signal Processing System, and NORSAR Systems Evaluation 

are listed In Section 9.1. Subsection 9.2 lists all special technical 

reports, and subsection 9.3 lists reference documentation for the Inte- 

grated Seismic Research Signal Processing System. 

9.1   IBM QUARTERLY AND FINAL REPORTS 

9-1.  "Large Aperture Seismic Array Signal Processing Study," 

IBM Final Report, Cor.cract SD-296, 15 July 1965. 

9-2.   "LASA Signal Processing, Simulation, and Communications 

Study," IBM First Quarterly Technical Report, Contract 

AF 19 (623)-5948, 1 May 1966. 

9-3.   "LASA Signal Processing, Simulation, and Communications 

Study," IBM Second Quarterly Technical Report, Contract 

AF (629)-5948, September 1966. 

9-4.   "LASA Signal Processing, Simulation, and Communications 

Study," IBM Final Report, Contract AF 19 (628)-59A8, 

ESD-TR-66-635, March 1967. 

9-5.   "LASA Experimental Signal Processing System," IBM First 

Quarterly Technical Report, Contract /19628-67-C-0198, 

ESD-TR-67-458, February 1967. 
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9-6.   "LASA Experimental Sipnal Processlnp System," IBM Second 

Quarterly Technical Report, Contract F19628-67-C-0198, 

ESD-TR-67-602, May 1%7. 

9-7.   '«LASA Experimental Signal Processing System," IBM Third 

Quarterly Technical Report, Conti-aci: F19628-67-C-0198, 

ESD-TR-68-U9, August 1967. 

9-8.   '«LASA Experimental Signal Processing System," IBM Fourth 

Quarterly Technical Report, Contract F19628-67-C-0198, 

ESD-TR-68-309, November 1967. 

9-9.   "LASA Experimental Signal Processing System," IBM Fifth 

Quarterly Technical Report, Contract F19628-67-C-0198, 

ESD-TR-68-450, February 1968. 

9-10.  "LASA Experimental Signal Processing System," IBM Sixth 

Quarterly Technical Report, Contract F19628-67-C-0198, 

ESD-TR-68-451, May 1968. 

9-11.  "LASA Experimental Signal Processing System," IBM Final 

Technical Report, Contract F19628-57-C0198, ESD-TR-69- 

60, Volume I, March 1969. Volume II is a classified 

section. 

9-12.  "Integrated Seismic Research Signal Processing System," 

IBM First Quarterly Technical Report, Contract F19628- 

68-C-0400, ESD-TR-69-299, November 1968. 

9-13. "Integrated Seismic Research Signal Processing System," 

IBM Second Quarterly Techni-al Report, Contract F19628- 

68-C-0A00, ESn-TR-69-357, February 1969. 
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9-14.  "Integrated Seismic Research Signal Processing System," 

IBM Third Quarterly Technical Report, Contract F19628- 

68-C-0400, ESD-TR-70-25, May 1969. 

9-15. "Integrated Seismic Research Signal Processing System," 

IBM Fourth Quarterly Technical Report, Contract F19628- 

68-C-0400, ESD-TR-''0-265, August 1969. 

9-16.  "Integrated Seismic Research Signal Processing System," 

IBM Fifth Quarterly Technical Report, Contract F19628- 

68-C-0400, ESD-TR-70-306, November 1969. 

9-17.  "Integrated Seismic Research Signal Processing System," 

IBM Sixth Quarterly Technical Report, Contract F19628- 

68-C-0400, ESD-TR-71-388, February 1970. 

9-18.  "Integrated Seismic Research Signal Processing System," 

IBM Seventh Quarterly Technical Report, Contract 

F19628-68 -0400, ESD-TR-72-128, May 1970. 

9-19. "Integrated Seismic Research Signal Processing System," 

IBM Eighth Quarterly Technical Report, Contract F19628- 

68-C-0400, ESD-TR-71-393, August 1970. 

9-20.  "Integrated Seismic Research Signal Processing Systens," 

IBM Ninth Quarterly Technical Report, Contract F19628- 

68-C-0400, ESD-TR-72-122, November 1970. 

9-21.  "Integrated Seismic Research Signal Processing .ystera," 

IBM Tenth Quarterly Technical Report, Contract F19628- 

68-C-0400, ESD-TR-72-123, FeV,-ary 1971. 
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9-22.     "Integrated Seismic Research Signal Processing System," 

IBM Kleventh Quarterly Technical Report, Contract 

F19628-68-C-0400, ESD-TR-72-133, May 1971. 

9-23.  "Integrated Seismic Research Signal Processing System," 

IBM Final Technical Report, Contract El9628-68-C-0400, 

ESD-TR-72-139, August 1971. 

9-24.  "NORSAR Systems Evaluation," IBM Interim Technical 

Report, Contract F19628-68-C-0400, ESD-TR-72-U5 

January 1972. 

9-25. "NORSAR Systems Evaluation," IBM Final Technical 

Report, Contract F19628-68-C-0400, July 1972. To 

he published. 

9.2  IBM SPECIAL TECHNICAL REPORTS 

9-26.  "Beam Patterns," Contract SD-296, November 1965. 

9-27. "Experimental Signal Processing System Interface 

Equipment Specifications," Contract F19628-67- 

0198, July 1967. 

i 

I 
9-28.  "Experimental Signal Processing System Array Monitor | 

and Control Specification," Contract F19628-67-C- 

0198, July 1967. I 

9-29.  "Experimental Signal Processing System - Montana Facility 

Requirements." Contract F19628-67-C-0198, July 1967. | 

I 
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9-30.  «'LASA Experimental Signal Processing System General 

Specification," Contract F19628-67-C-0198, July 1967. 

9-31.  "LASA Experimental Signal Processing System Acceptance 

Test Plan," Contract F19628-67-C-0198, July 1967. 

9-32.  "Experimental Signal Processing System Evaluation Plan," 

Contract F19628-67-r-C^8, ESD-TR-68-427, February 1968. 

9-33.  "LASA Algorithm Hardware Documentation," Contract 

F19628-67''C-0198, March 1968. 

9-34.  "LASA Experimental Signal Processing System Programming 

Specification," Contract F19628-67-C-0198, May 1968. 

9-35.  "Evaluation of LASA Beam Precision Test Plan," Contract 

F19628-67-C-0198, ESD-TR-218, May 1968. 

9-36.  "Parametric Study of Seismic Array Gain Tent Plan," 

Contract F19628-67-C-0198, ESD-TR-219, May 1968. 

9-37.  "Kinetic Energy Estimates of Seismic Magnitude Test Plan," 

Contract F19628-67-C-0198, ESD-TR-68-220, May 1968. 

9-38.  "ESPS Operating Manual," Contract F19628-67-C-0198, 

June 1968. 

9-39.  "Evaluation of LASA Beam Precision Test Results," 

Contract F19628-67-C-0198, ESD-TR-69-187, June 1968. 

9-40.  "Parametric Study of Seismic Array Gain Test Results," 

Contract F1967.8-67-C-0198, ESD-TR-68-425, June 1968. 
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9-41.  "Kinetic Energy Estimates of Seismic Manitude Test Results,* 

Contract F19628-67-C-0198, ESD-TR-68-424, June 1968. 

9-A2. •♦Interim Integrated Signal Processing System (IISPS) Norway 

Data Center Facility Requirements," Contract F19628-67-C- 

0198, June 1968. 

9-A3.  "LASA Experimental Signal Processing System Programming 

Manual - Volume I, Program Descriptions," Contract 

F19628-67-C-0198, July 1968. 

9-A4.  "LASA Experimental Signal Processing System Programming 

Manual - Volume II, Programming Subsystem Testing," 

Contract F19628-67-C-0198, July 1968. 

9-45.  "Signal Processing Studies for Large Array Research," 

Contract F19628-b7-C-0198, March 1970. 

9-46.  "Computer Network Feasibility Considerations for SAAC," 

Contract F19628-68-C-0400, June 1970. 

9-47.  "Evaluation of the Transatlantic Data Link of the Integrated 

Seismic Research Signal Processing System," Contract 

F19628-68-C-0400, September 1970. 

9-49.  "SAAC Final Bulletin," Volume I, April 1969 - December 

1969; Volume II, January 1970, - December 1970, Contract 

F19628-68-C-0400, June 1971. 

I 

I 
9-48.  "NORSAR Long-Period Processing," Contract F19628-68-C- j 

0400, April 1971. 
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9-50.  '«Seismic Data Base Study," Contract F19628-6R-C-0<!t00, 

1 October 1971. 

9-51.  "ISRSPS/ARPA Network Study," Contract F19628-68-C-0400, 

1 November 1971. 

9.3  ISRSPS REFERENCE (REF) DOCUMENTATION, ANNOTATED 

Technical documentation of the Integrated Seismic Research Signal 

Processing System (ISRSPS) Is contained In the set of documents that Is 

listed and annotated below. Each document is assigned a REF number that 

is used to identify it in all cross-referencing within this set of 

documents. Separate documents, distinguished by an alphabetic suffix, 

were created when substantial differences existed between subsystems 

for the LASA Data Center (LDC), the Norwegian Data Processing Center 

(NDPC), and the Seismic Array Analysis Center (SAAC). When a single 

document is used to describe subsystems for several locations, specified 

chapters may apply to only one subsystem. 

Each REF has a separate binder, except that REFs 110 and 111 are in a 

series of binders labeled Program Reference Manual. 

9-52.    REF 101, ISRSPS General System Specification. 

REF 101 establishes performance and design requirements for both equip- 

ment and programs in the ISRSPS. These requirements are expressed in 

functional terms. 

9-53.   REF 102, ISRSPS General Equipment Specification. 

REF 102 identifies all items of ISRSPS equipment and specifies equipment 

Interfaces with already existing or GFE items. Standard IBM commercial 
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equlpmpnt Items are Identified by model and feature numbers. Performance 

and design requirements are established for all other Items of ISRSPS 

equipment except the interface Equipment (SPS) (REF 103), the prototype 

Integrated Arrty Electronics (SLEM) (REF 18), and the Experimental Opera- 

tions Console (EOC) (REF 8 and REF 107N). Diagrams oi all equipment 

conflguraMons, Including test configurations, are included. 

9-54.   REF 103, ISRSPS Interface Equipment Design Specification. 

REF 103 establishes the detailed performance and design requirements for 

the design, development, test and qualification of the Interface Equip- 

ment (SPS), excluding microccded functions. 

9-55.   REF 10AN, ISRSPS Interface Equipment Processing Specification 

(NDPC). 

9-56.   REF 104S, ISRSPS Interface Equipment Proceaaing Specification 

(SAAC). 

REF 104 establishes the detailed performance and design requirement« for 

the SPS microprograms. The organization and design of the programs arc 

described. Implementation details are provided in a separately bound 

appendix. 

9-57.   REF 105. ISRSPS Cnterface Equipment Test Specification. 

REF 105 establishes detailed qualification requircacnts, criteria, 

methods and responsibilities for testing the SPS, excluding aicrocoded 

functions. 

9-58.   REF 106, ISRSPS Interface Equipoent Operations and Malnttaance 

Manua x. 
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REF 106 contains information for the us«, guidance and training of 

personnel operatine and maintaining tha SPS. The manual contalna a da* 

tailed f-echnical description of the equipment, with timing and logic 

diagrams. 

9-S9.   REF 107N, ISRSPS Experimental Operationa Conaole Specification 

(KDPC). 

REF 107N establishes detailed perfotMnce and design requiremenrs for 

the design, development, test, end qualification of the NORSAR Exferi- 

nt-ntal Operationa Conaole. 

9-60.   REF 108N, ISRSPS Experimental Operations Console Test 

Sped fleet ion (NDPC). 

REF 10814 estebliehes detailed qualification requirements, criteria, 

methodd, end reeponeiblllties for cesting the NORSAR Experimmtsl Opera- 

tiona Console. 

9-61.   REF i09N. ISRSPS Exptrimentel Operationa Console Operations 

snd Maintenance Manual OtDPC). 

REF 10911 contain« information for the uee, guidance, and traininit of 

personnel maintaining the NORSAR Experimentel Operations Console. 

9-62.   REF HOL, ISRSPS Program Specificetion (LOC). 

9-63.   REP IION, ISRSPS Program Specificetion (NtPC). 

9-A4.   RCP 1108. ISRSPS froKra- Sp^lf icetion (8AAC) . 

REP 110 estebliehee the perfonsa^ce end design requirements for the 

ISRSPS System/HO pretraas. Thie document tranelatee the functlonallp 
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•xprcaiid specifIcaClont of R£F 101 into discincc computer program 

CMks. Tht organltatioii of Cht prograos is described and also Che 

overall data flow In the system. All program Interfaces are fully 

detailed. 

9-6S.   REF MIL, ISRSPS Program Manual (LOG). 

9-66.   REP IHN, ISRSPS Program Manual (NOPC). I 

9-67.   REP 1118, ISRSPS Program Manual (IMC). 

REP 111 contains detailed technlc*! deecriptions of the ISRSPS Sy8tW360 

programs, includinR program functiona, stmccures. operating environment, 

data orgenltetion and iaplea^ntation. Plowehert« and narrative descrip- 

tions are included. 

I 

I 

i 
9-68.   REP 112, ISRSPS Svstem Test Spe*Ifleet ion. 

REP 112 establithee the teats to be perfonsed for ISRSPS to verify that 

equipMnt and pregraas function together to fulfill the requirements of 

REP 101. 

9-69.   REP 113«. ISRSPS Syetea Opereting Menual (HOPC). 

9-70.   REP HIS. ISRSPS System Opereting Manual (SAAC). 

REP 113 containe tnformetion for the use end guidance of the pereonnel 

opereting ISRSPS. It ccntaine a auMarited functional analysis, 

comprehersive operator instructions, and a phyalcsl deecrlption of the 

equlpaent sad its Intsrconnertione. 
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9-71.   REF 1UN, ISRSPS NORSAR Integration Plan. 

REF 114N ••tabllsh«« tht plan for Integration of the aeveral elements of 

the Norwegian Selralc Array Into an operational ayatem. The plan Includes 

a aet of teat procedures which demonstrates the performance of the SLEM. 

The following volumes also describe a portion of ISRSPS. The documents 

ware generated as part of the Interim Integrated Signal Proceaslng 

Syatem (IISPS). 

9-72.   REF 4, IISPS System Operating Manual - LASAPS. 

REF 4 waa updated to rcflact certain changes to the LASA Data Center 

operating procedurea needed for ISRSPS operation. 

9-71.   REF 8, IISFS Experimental Console Specification. 

9-74.   REF 9, IISPS Experimental Conaole Teat Specification. 

9-75.   RIF 10, IISPS Experimental Console Maintenance Manual. 

REF'e 8, 9 aod 10 pettaln only to the Experimental Operations Console 

for SAAC. 

9-76.   REF 18. ISRSPS Integreted Array Electronl:s Specification. 

f-77.   tIF 19, ISRSPS Integrated Arrey Blectronlce Teat Specification. 

9-78.   REF 20, ISRSPS Integrated Array Electronlca Maintenance Manual. 
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REFs Ifl, 19 and 20 pertain to the four prototype SLEMs; reference ghould 

be made to Phllco-Ford Company documentation for specification of SLEMs 

Installed In NORSAR. 

i 

I 
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