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Section 1
INTRODUCTION

Under efforts for the Electronic Systems Division of the U. S. Air Foirce,
sponsored by the Advanced Research Projects Agency, IBM has designed and
developed large aperture seismic array processing systems, and analyzed
other aspects of array technology, such as array geometry design. The
progress of the studies and development work has been reported previously
through periodic technical summaries and special publications, and the
processing systems have been described in published manuals; a compre-
hensive 1list of these reports is given in Section 9 of this document.
This Seismic Array Design Handbook supplements those publications by pro-
viding a consolidated discussion of key topics involved in deeigning and
implementing seismi: arrays and their processing systems. The topics are
addressed from the viewpoint of the system designer or analyst, rather
than the implementer. In several cuses, various alternative approaches
which were considered during development are mentioned and the basis for
selection of the methods utilized are given. Also, some suggestions of
techniques deserving of further analysis for potential improvement of

the processing design are identified.

This handbook is based on the system concept as depicted in Figure 1-1;
multiple array considerations are not included. This general system
design is not restricted to any particular array, commurications approach,
or processing equipment or software, but provides the =zssential functions
of array instrument calibration, field equipment condition monitoring,
data acquisition, event detection and bulletin computation, interactive
process interface with operators and seismic analysts (including arr.y
bulletin editing), storage of raw and processed dats, and offline system

parameter irpprovement based on previous data.

1=1
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Seismic signals and background noise are nensed by an array of seismo-
meters which have been positioned in a configuration designed to achieve
various signal processing objectives. The output of each sensor data
channel is preconditioned and digitized at the array site, and the
resulting digital data is formatted with additional array status and
environmental data and transmitted via dedicated links to a data center.
This data is simultaneously recorded and input in real time to a
Detection Proceasor., Various array monitoring and control functions,
including data channel calibration and synchronization of the data

sampling, are automatically controlled from the data center.

The Detection Processor generates seismic event signal detections which
are presented in real time 2o the operator and stored in temporary
files. The Event Processor selects events from the signal detections in
the temporary files or extended processing, and extracts the appropriate
segments of gensor data from the previously recorded data. For each such
event, an improved array beam is formed using an array beamsteering
technique, and the resulting beam and associated parameters are further
analyzed to produce detailed characterizations of the seismic event and
the associated signal waveforms. Significant Event Processor results are
presented to the analyst, and the complete set of processed event data
is stored on a permanent file. The analyst may modify the results and

request reprocessini; until a satisfactory array bulletin is obtained.

A subset of the procesved events is selected by the analyst with the
assistance of various offline support programs, and the relative sub-
array arrival times for thes: events are edited and combined with
externally provided event location information to produce improved beam-
forming delays for the Detection Processor and both relative subarray

time anomaly and location calibration data tables for the Event Processor.
By this means, the processed data from past events is used to enhance

the performance of the processing system on future events.

1-3




For practicel reasons, the handbook does not treatr the total array
design problem exhaustively, but an attempt has been made to cover the
principal issues and provide a guide to the key considerations in each.
Seven general technical areas are covered, a- delineated briefly below.

Each section is intended to be self-contained with its own annotated
bibliograph:, though some references between sections occur, Bibliography
references are in the form [A-B] where A is the section and B is the item
number. In certain instances, the Integrated Seismic Research Signal Pro-
cessing System (ISR3PS) developed for the LASA and NORSAR arrays is specifi-

cally described, but the techniques mey be extended to tie general case,

Section 2, Array Design, deals with the concepts of array geometry and

instrument spacing, including the constraints of communications costs.

Section 3 outlines and summarizes seismic signal and noise characteristics
at th= LASA and NORSAR arrays, including a preliminery analysis of the
full NORSAR array data.

In Section 4, the significant aspects of the basic requirements, the
design philosophy and the implementation of the data acquisition portions
of a large seismic array processing system are presented. The data
acquisition subsystem consists of the sensor instrumentation, the data
acquisition control and recording equipment, the data communication
network, and the field instrumentation monitoring and remote control
facilities,

The LASA and NORSAR Detection Processors provide continuous online
surveillance in real time of selected regions of the earth for possible
natural or man-made seismic disturbances, in accozdance with the Large
Array Program objectives. The significant design decisions and tradeoff
considerations involved in the Detection Processor svstem development
are discussed in Section 5, and the resulting detection system configura-

tions for LASA and NORSAR are presented and compared.

B P W
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Array beamsteering may be defined as any process for estimating some or
all of the pertinent array beamforming parameters from a set nf array
data that is assumed to include a signal of interest, in such a way that
the beam which is formed from the data using the estimated parameters
provides an improved representation of the signal. Section 6 presents a
theoretical basis for the correlation process and an extension of this
process which incorporates an adaptation of the recursive Bayes estima-
tion technique to increase the cycle selection reliability. The presenta-
tion includes a detailed error analysis of the estimation techniques,

and a demonstration that these techniques are near-optimum under certain

reasonable assumptions.

Time anomalies a~e defined as the differences between the delays pre-
dicted by an appropriately chosen plane wavefront model and the perfect

beamtorming delays. Section 7 discusses elementary physical causes of

time anomalies, methods of time anomaly estimation and use, and techniques

for achieving practical computer storage and look-up procedures for the

time anomaly data.

Section 8 describes the Event Processor (EP) as it was actually implemented

for use at SAAC and NDPC., EP characterizes selsmic evunts from the

detections repcrted by the Detection Processor. System requirements for

EP were formulated so that the process should satisfy dual system objectives:

(1) the publication of a daily seismic bulletin, and (2) support of
sei:mic research through provision of a tool for process experimentation
and through the formation of a data base of seismic information stored on

digital magnetic tape.
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The potential capabilities and advantages of a large seismic array, upon

Section 2
ARRAY GEOMETRY

The design of a large seismic array should he based on careful considera-
tion of the signal processing and data acquisition requirements imposed
by the array system objectives, and on an evaluation of those economic
I factors which are variable functions of the array geometry, A combined
] long-period and short-period array presents unique design problems be-
cause nf the interactions and tradeoffs which exist among the various
design factors. Attempts to maximize the cost savings ascociated with
combining the data acq'isitior. systems of a long-period and a short-
period array are not necessarily compatible with attempts to optimize
the array beam pattern of each array separately. 1a this section, large
seismic array geometries are discussed in terms of the significant
| design parameters and related considerations, and the design philosophy
which guided the choice of the NORSAR array geometry is presented.

which the array system objectives are hased, include the following:

Signal-to-Noise-Ratio Enhancement-Array beamforming suppresses

the energy of incohei. 1t seismic background noise relative to

that of properly aligned coherent seismic signals.

Interfering Signal Suppression-Array beam patterns in wave-

number space indicate the relative suppression of improperly

aligned coherent signals.

Spatial Resolution-Array beamsteering techniques may be used

to locate a source of signal energy in wavenumbar spaca with

accuracy and resolution proportional to the diameter of

array beam pattern main lobe.

the
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d. Reduction of Waveform Distortion-The beamforming process reduces

the effects of waveform distortions produced by reflection and
refraction and by more complex geophysical phenomena if the
array area is suificiently large that the distortions are in-
coherent among sensors.

e, Improved Signal Energy Estimation-Local geological variations
within the earth's crust may produce focusing and/or defocus-

ing of signal energy which results in significant variations
in signal amplitude among the individual seismometer outputs,
These amplitude variations are averaged in the beamforming
process, and as a result more accurate estimates of signal

energy and amplitude may be obtained.

The design of NORSAR which is described in Section 2.2 represents an
attempt to opcimize those aspects of array system performance which are
most significant relative to Large Array Program objectives, with
reasonable emphasis on engineering economics, and with some attention
focused on all array performance factors. Prelir.uary considerations,

including discussions of array design tools and techniques, are presented
in Section 2.1,

2.'  ARRAY DESIGN FUNDAMENTALS

The ubserved signal and noise response characteristics of a typical

array beam are generally a function ' f the seismic signal and noise
characteristics at the array site, the number and configuration of the
sensors (i.e., the array geometry), the frequency response characteristics
of the data channels including the seismometers, the analog signal
conditioning equipment and the digital filters, and the frequency and
wavenumber response characteristics of the array beamforming operation.

If different filters are to be applied to various data channels prior to

» 3 .
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beamforming (referred to as filter-and-sum beamforming), or if there

are significant differences in the signal and/or noise frequeicy spectra
from sensor to sensor, then there is no clear-cut separation of frequency
domain and wavenumber space characteristics to simplify the analysis of

array beam response.

It will be assumed henceforth that the array geometry is to be
specifically optimized for applications of simple delay-and-sum or
veighted~delay-and~sum beamforming, and tkat signal and noise spectral
characteristics among the various sensors are sufficlently similar that
the differences can be ignored. The current experience with large seismic
arrays generally supports this latter assumption. Under these assumptions,
the total array beam response of the system may be regarded as a cascade

of the following signal processing operations:

a. Frequency domain filtering by the various data channel
components, including the seismometers, amplifiers,
analog filter~ and digital filters, with the same filter
response characteristics being applicable to both seismic
signal and seismic noise data. These response characteristics
are discussed extensively in Section 4.4,

b. Wavenumber space filtering by the array beamforming
operation, as described in Section 2.1.1. Since wavenumber
is the product of frequency and inverse velocity, this
implies that an array beam has a different frequency
response characteristic for each of two coherent signals
having different inverse velocities. However, the frequency
response characteristic for incoherent noise is flat,
regardless of inverse velocity. Beamforming generally also
causes a frequency domain filtering for coherent energy alone
due to random errors in the delays, which results in greater

attenuation at higher frequencies.
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Furthermore, the overall system response at the array bean level is the

same regardless of the assumed order of these operations.

The following subsections describe the significan: array design
paraueters &nd iu2ir relationships with various array applications, the
computation of array beam wavenumber space and inverse velocity space
response characteristics, the considerations of array signal and noise
characteristics that are reiated to array geometry design and array site
selectio., and a computational algorithm for the constrained optimization
of array sensor locations to imprcve the wavenumber space response

function.

2.1.1  Array Beam Patterns

A plane wave solution of the three-dimensional wave equation for simple
harmonic motion of frequency f, may be expressed at the spatial

location -z?- (x, vy, z) as
Q(F, t) = A exp (L 2r (Fe-keD)) (2-1)

where E'- (kx’ k , kz) is the wavenumber vector. e

y

If this harmonic function is simultaneously sensed at a number of N
locations ;;. ne1,2, ..., N, and the sensor outputs are averaged,

the resulting function will be

N e
y(t) = A exp [1wt] 21 (1/N) exp [-12!k°r;] |
n= i

4

%
QoY

The expression in braces will have magnitude less than unity unless all
of the values -l::x?n are equal or differ only by integer constants. However,

Gl -
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1f the output of the nth sensor is delayed by ¢ - (1/f) k'r; seconds be-
fore averaging, where c is a constant selected to make all delays

positive, then the resulting function will be

y(t) = A exp [1w (t=c)],
and no reduction in signal amplitude occurs.

-
For an array of sensors located at the positions rn, the process of de-
laying and averaging the sensor outputs as described above 1s known as
-
steering the array for frequency f and wavenumber k and simple beamform-
ing.

> -
It is convenient ton expresa': in the form f u, where u 1is a vector which
points in the direction of the wavefront propagation and has magnitude
equal to the reciprocal of the propagation velocity. In three dimensions,

-
the u-vector may be written as

cos & sin ¢
usyV sin @ sin ¢ (2=2)

cos ¢

where ¢ is the angle of the propagation vector relative to the vertical,
6 1s the projected angle of the propagation vector relative to the x-
axis, and V is the speed of propagation at the array. However, if the
artay of sensors lies entirely in the x-y plane, then the z-compcnent
may be dropped and the two-dimensional :;vector, hereafter referred to

as the inverse velocity vector, expressed as

=< siné |cos @ .
u v sin 6 (2-3)




may be used for all computations. The apparent velocity of propagation
ja the x-y plane is V/sin ¢ from (2-3).

-
Therefore, a planar array of sensors at locations r" (xn, yn),
n=1, 2, ..., N, may be steered for the inverse velocity vector': by
-+ -
delaying the nth sensor output by c-u'r, seconds. If the array is steered

-
for the inverse velocity vector Uy then the plane wave
92(-;.:) = B exp [iw (t-:z'?)],

with inverse velocity vector :é, will appear on the beamformed output as

N - - -
y(t) = B exp [1w (t=c)]{ £ (1/N) exp [iw (u1-u2) . rn]
n=1
The function
-+ N - = (2-~4)
G(Au,w) = Z (1/N) exp [iw Au rn]

n=1

is referred to as the beam pattern in inverse velocity space for simple
delay-and=sum beamforming. The beam pattern represents the relative
amplitude suppression of a signal having an inverse velocity vector

which differs by Au from the inverse velocity location for which the
array beam is steered. A single beam pattern is sufficient for all
inverse velocity steering points, since it depends only on the difference

[
vector Au.

Weighted delay-and-sum beamforming is a somewhat generalized version of

the above beamforming process in which a set of relative positive sensor
N

weights Wn, normalized so that I Wn = 1, are employed in the averaging
n=1

operation in place of the simple (1/N) weighting factors, For weighted

delay-and-sum beamforming, the pattern function becomes




N
| G(AU,w) = | = W exp [1h’53 ‘.;;] (2-5)

[ n=1

F . It i8 usual practice to express the beam pattern values in decibels, as
20 10310 G(A;,w). By algebraic manipulation and application of common
trigonometric identities, the beam pattern (2-5) i1 dB may also be

expressed in the form

B

-
20 log10 G(bv,w) =

g g C;’ - -
| 10 log,, WW cos [wbu . (r -rmﬂ (2-6)
1 n=1 m=1

The preceding equations have been developed for the case of simple
1 harmonic motion. ilowever, by application of the superposition theorem to
the linear beamforming operation, the beam pattern power function for a

- signal having the one-sided power spectrum S(w) may be evaluated as

follows
|
. N N - - -
2, »* oo
G.(Au) = I T WW [ S(u) cos [wlu * (r_-r )] dw (2-7)
| S n=1 me1 nm e n m

For the simple case in which S(w) = 1/(2B) over the frequency interval

[fc -B, fc +B), the beam power response function for center frequency

| Ti fc and bandwidtii 2B becomes

F )

. = 20 log,, G,p(8u,f) =

1

4 - N N [(27BT _(A%)] cos [2nf T (Aw)][ (2-8)

10 log10 x z wnwm e nm c nn
; -a n=1 m=1 -
] IZWBTanAu)]
- - - -
- where Tnm(Au) - (rn -rm) * Au. Both narrowband beam patterns of the type
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(2-6) and broadband patterns of the type (2-8) have proved useful for

seismic array beauforming analysis and synthesis.

If the array consists of identical or nearly identical clusters of
sensors, called subarrays, then the location of the pth sensor of the

-
kth subarray may be expressed as rP + ;L, where :L is the position
k

vector of the center of the kth subarray relative to the origin of the

-
array coordinate system, and rp is the location vector of the pth sensor
k

of subarray k relative to the center of subarray k.

If we assume that the relative weighting factors are applied only to the

subarray sums, then the beam pattern function (2-5) may be written as

P
K k
1 -
G(AU,w) = | E W) I = oexp [fw bu'r, ]| exp [w du-r, ]|, (2-9)
k=1 Pl Py Pk k

where Pk is the number of sensors in the kth subarray and K is the number
of subarrays. If all subarrays have P sensors and are configured iden-
tically, then the expression in braces is actually independent of k and
may be factored out of the srummation over k to yield

P K -

- 1 - -+
G(Au,w) = | T - exp [{wAu * ¢ ] Z W exp [iwdlu rk]

. (2-10)
pe1 P P'[[kmt K

If an array consists of nearly identical subarrays, then the expression

(2-10) serves as a convenient approximation for many applications.

Figure 2-1 shows a contour diagram of the beam pattern for LASA. The value
at the origin in this figure is zero decibels, and the peak which occurs
at the origin is the main lobe of the beam pattern. Other smaller peaks
in the beam pattern correspond to side lobes. One of the goals of array

i
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design is to minimize the relative amplitude of the larger side lobes
over some region of interest around the main lobe. It is common to refer
to the area enclosed by the 3 dB contour surrounding the origin as the
main lobe, and the average diameter of this area as the main lobe dia-

meter.

If the array is steered for an inverse velocity vector :} given by

> stne |08
> aind

1" v sin 01
and if the relative beam response is evaluated for the inverse velocities

;2(8). where

_G @ = sind cos (01 + 8)
2 v sin (01 + 8)

as f varies from -x to v, then the resulting response function, con-

sidered as a function of f, is the azimuthal beam pattern for steering
vector :} and frequency w, In Ag;space, these function values lie on a
circle through the origin, with center at a distance | (sin ¢)/vl from

the origin alcng *he ray at an angle 0‘ relative to the ux-axis.
For the azimuthal beam pattern, the ang'e subtended by the 3 dB contour

of the main lobe is referred to as the beamwidth (BW) for frequency f,
steering angle 01 and inverse velocity | (sin ¢)/vl.

2.1.2 Array Design Parameters

In the moat general sense, the array design parameters consist of the
number and the specific geographic locations of each type of serizor used

in the array. However, there are certain parameters which may be speci-

Poed

- T




fied initially in order to control various overall aspects of array
system performance. Within these constraints, the specific locations of
the sensors may then be selected to optimize the array beam patterns,
as described in Section 2.1.5. The effects of some significant array

design parameters are described in the following paragraphs.

2.1.2.1 Effective Aperture

Lacoss has shown in [2-3, pp. 24-25) that a directional derivative of
the beam pattern function (2-4) with respect to a displacement ;; of the

-
positinrn vector T, is bounded above by

alg thasd!| < wlbg!

=
a N
n

For the weighted delay-and=sum besm pattern (2-5), this bound becomes

alg thaw || < unulAzl. (2-12)
i

These bounds represent the maximum sensitivity of a point on the beam
pattern function due to the displacement of a single sensor; that is,

{f the nth sensor is displaced by a small amoun® L then the amplitude
of the beam pattern for angular frequency w and relative inverse velocity

- -
Au will not change by more than wnaJAu| €.

-y
The sensitivity bounds indicate in particular that the region of Ou-
space in the vicinity of the main lobe is relatively insensitive to the

detailed location of the sensors. Also, the beam pattern functions (2-4)

- =
and (2-5) depend on the terms Au'rn; hence, 1if the entire array is re-

- -
scaled with scaling factor S, so that r - S €4 for all sensors, then




the corresponding beam pattcrn in A:;npccc will simpiy be rescaled by a
fector (1/S). In perticular the size of the main lobe is inversely pro-
portional to the erray diameter, for 4 given errey geometry. i

Therefore, in the iniziel eteges of errey design, the zpproximate dis-
tribution of elements may be selected in the form of a spatiel density
function, end the diameter, or eparture, of the array may be adjusted

to obtein e main lobe of the desired size. l

The epproximate reletions between beamwidth (BW) and the ratio of wave-
length (A = V/f) to array diemeter (D) ere given below for a number of
simple errey configuretions, where the propagetion is in the plene of

the errey

e. Line errey of length L steered et en angle Oo reletive to broad-

side: 2
BW & 0.89-E'llc 00.

b, Circuler errey of diameter D with unifsirm element density within
the circle:
A
AW & A
W& 1,02 B

¢. Circuler ring of diameter D:

A
BW o 0.72?.

d. Uniforam squere errey with sides of length L, steered perpendicular
to ¢ peir of sides:
A
BW & 0.89-17

e. Square arrey with density (L-Ix|) (L-|y|)/L2 for Ixl< L, lyl< i,
steered perpendiculer ro e peir of sidec:
BW & 1.27-%?
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It 1is also frequently convenicnt to express the main lobe beamwidth in
terms of the effective array aperture, which is the radius of gyration
Rg of the array (that is, the second geometris moment about the array
center of gravity). If this is done, then the resulting expressions for
beamwidth are less dependent on the element distributions than in the

above examples,

2.1.2.2 Number of Sensors

When simple delay-and-sum beamforming is employed, the signal-to-noise

ratio gain of an array of N sensors is given by

1+(N-I)Ps

Gain = 10U log
1+(N-1)pn

10 , (2-13)

where ps and P, are the average signal and noise correlations,
respectively, between pairs of sensors. Equation (2-13) is based on the
assumption that the same signal and noise power levels are received on

all sensor data channels.

Figure 2-2 shows the array gain versus the number of sensors for various
values of Pas with PS = 1. If the signals are approximately coherent
across the entire array (ps = 1), then the array gain relative to in-
coherent noise will be given by 10 log1oN. Results from the LASA array
indicate a noticeable reduction in signal coherence between sensor: at
opposite extremes cf the array, that is, spaced at approximately 200
kilometers. This observation imposes a practical limit cn the size of
arrays to be used for coherent array processing; the limitation may vary

significantly with location.
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It has also been shown by Lo [2-4) that the achievable sidelobe
reduction for a well-designed array depends directly on the number of

sensors in the array, for a given A/D.

2.,1.2.3 Minimum Spacing Between Sensors

As shown in Figure 2-2, the achievable array gain for a fixed number of
sensors depends on the average noise correlation between pairs of sensors.
This dependence has been examined in some detail by Capon, et al. in
[2-5]. Figure 2-3 shows the correlation coefficients between pairs for
typical LASA noise data. This diagram, as well as various diagrams in
[2-5]), suggests that the pairwise noise correlation coefficients will

not be excessive 1f the minimum sensor spacing is set at approximately

3 kilometers. However, it must be recognized that an increase in

the minimum sensor spacing also increases the costs of the data acquisi-
tion system. This aspect of array design is examined further in

Section 2.2.3.

2.1.2.4 Depth of Sensors

The signal-to-noise ratio on an individual seismometer at a particular
geographic location will vary somewhat as a function of the depth at
which the seismometer 1s placed within the earth, and will generally
improve with increasing depth. However, the costs of drilling and en-
casing deep boreholes for the seismometers must also be considered.
Therefore, a tradeoff study is advisable to weigh the relative improve-
ment in array performance against the increased array costs. An analysis
of this type was attempted for NORSAR by implanting both deep and shallow

seismometers in the pilot arrays and comparing the resulting signal-to-
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noise ratios. The differences observed in the modest amount of data

collected did not justify the significant expense of deep placement at
that site,

1n 2.1.2.5 Array Configuration

It was indicated in Section 2.1.2.1 that the general distribution of
sensors within che array, together with the array aperture, approximately
determines the shave of the array beam pattern near the vicinity of the
main lobe in As;space. However, the relative size of side-lohes at

greater distances from the origin in A;Lspace depends to a correspondingly
R greater extent on the detailed locations of individual sensors. Thera-

.- fore, it 1is typical in the design of arrays having a large number of
elements to start with an aperture and distribution which yield the
desired characteristics of main lobe and close-in side-lobes, and a

number of elements which yield the desired array gain and the potential
for the required side-lobe suppression, and to proceed from those

initial parameters with a combination of cut-and-try techniques and
computerized optimization programs. Both of these techniques are generally

constrained to preserve the initially selected parameter values, and

il also to restrict the array design as required by various practical con-
- siderations, such as requiring that the instruments ilot be placed in
ar water, roads, or in populated areas.

For an array of nearly identical subarrays, an approximate separation of

l ; the form given by equation (2-10) may be ured to partition and simplify

! the detailed design problem. That is, the subarray and array beam patterns
may first be designed separately, and the results combined by the use of

! (2-10); then the total array geometry may be modified somewhat to yield
beam pattern improvements and to satisfy practical constraints. Section
2.1.4 describes an array optimization technique which is useful for fine

tuning the array geometry design subject to various constraints.




2,1,2,6 Arrsv Location

It should be ncted that the signal-to-noise ratio at the individual
sensors may vary considerably as a function of the general geographical
location of the array. Therefore, if several array sites are available,
an important consideration in the selection process should be the
typical signal-to-noise ratios at the various sites, as determined by a
series of pilot studies.

2.1.3 Array Signal and Noise Considerations

The characteristics and origins of seismic signals and of microseiemic
and general background noise are discussed in some detail in Section 3.
Included in that section are discussions of signal and noise coherence
versus sensor spacing, and of frequency bands of interest for seismic
array procassing. The purpose of this subsection is to develop array

beam pattern requirements based on signal and noise considerations.

The propagation velocity (V) of a pressure wave (P-wave) in the crustal
structure beneath an array is typically in the range 5.5 - 6.0 km/sec.
If a value of 6.0 km/sac is used for planning purposes, then the
maximum inversa valocity for P-waves is 167 ns/km, and occurs for a
vave vhich propagates horizontally across the array. However, the signals
for inverse velocities greater than about 80-100 me/km have fairly long
path lengths within tha inhomogeneous crustal structure, and thase
signals are generally too distorted to ba used for coherent array
processing over aven modarate apartures. Inversa velocities below 80
me/kn corraspond approximately to P-uaves from avants at greater than
30 gaocantric dagrees from the array. P-waves having paths which just
graze the core region in propagating from the source to the array have
inverse velocities of approximataly 40 ms/km, and correspond to events

ke e Pl



at approximately 95 geocentric degrees. Inversc velocities of less than
40 ms/km correspond to waves which propagate through the core or reflect
frow the mantle-core interface. Generally the inverse velocity range 40-
80 ms/km ia regarded as the primary region of interest for P-waves, and
{3 referred to as the teleseismic P-wave region. However, the so-called

core phases (less than 40 ms/km) are also of considerable interest for

geophysical research.

For shear waves (S-waves), and for the Rayleigh and Love waves which
propagate through the crust, the velocity of propagation at the array
{s approximately 3.5 km/sec. Hence, the maximum inverse velocity is about

286 ms/km. Aiso, the teleseismic region for S-waves is approximately

69-137 ms/km,

The frequency range of interest for P-waves is generally less than J Hz,
so that a wavenum -z of 0.50 kn.‘ may be regarded as an upper bound in

k space. Also, if the shortest periods of interest for Rayleigh and Lova

waves are assumed to be 17 secondq. then the upper houndary in k-space

1s approxrimately 0.017 km . These boundaries are illustrated in

Figure 2-4.

Using a spherically-strntified earth model based primarily on the data

of Jeffreys and Bullen {2-8), a one-to-one mapping may be established

-lp
between points in the u-space teleseismic P-wave region and the geographic

source locations of the corresponding events. Hence, an inverse velocity

map of the earth’s releseismic region relative to a particular array

may be produced. Figure 2-5 ghows such a map relative to the NORSAR

(] array location, and also {ndicates the approximate size of the 3 dB and

9 dB NORSAR beam contours in Gcspace.

ribed in Secticn 5.2, the array surveillance problem consists

As desc

. essentially of forming a set of beams having aiming poinis which are
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=
situated in u-space to provide adequate coverage of the regions of

interest, aud performing detection processing and other types of signal

analysis on the resulting beam signals.

2.1.4 Array Beam Pattern Optimization

For a given array design there may be certain side lobes which enhance
undesirable signals when the array is steered in a particular direction.
By a slight adjustment of the seismometer locations, it should be
possible to reduce these side lobes to acceptable levels. Mathematically
the problem 1sq?tated as follows. We are given initial loca-ions for N

seismometers; rj (xj and yj) specify the position of the jta seismometer.

The positions of M points, which are responsible for high side lobes,

->
u and up ) related to the seismometer

=
are given in u-space by up (uP
X y

positions by

. = 1 g 1“’».-» |2
P ﬁjﬂ"“’( up®Ty)
-p
The objective 1s to calculate new values for rj gso that the gain terms
are reduced. The importance of the gain terns is relative, some being
more important than others. A weighting term WP is assigned to each GP’

expressing the relative importance. The greater W,, the more GP must be

reduced.

The effectiveness of any minimization proress must be judged by some

performance inde
with each array placement. One of the most frequently used criterions

is the weighted sum of the squares of the terms to be minimized. This

approach also ylelds readily to mathematical techniques. Therefore, we

define our performance criterion as:

2-22
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o 0
j j Yy
- So, in general, the jth instrument is moved a distance:
| at@cpx)? + @cpy’'’?
| D =
1 3 max [(aC/axj>2 + (ac/ayj)zl"2
i

M
. 2 _ ¢ 2
C N‘G‘ + .0+ wMGM Pf‘ wPGP

-
The performance criterion C is a function of the parameters rj

’ J-" \
Ik
2,...4,N, These parameters are adjusted to make C small, This is accomplished ﬁ

by the gradient method; 1i.e., xj and yj are moved in the direction which

decreases C. This direction is defined by the negative zradient of C: F
4mmk-'§§ -'ﬁi, j:,..” ?i ?
1 2 N a
-3 -3 -9 -0 i
~GRAD_ = ¢ = ¢ ’ < ...,‘—il—

’ .
y 3y 3y,’ 9y, dyy i

The movement of the jth instrument in one iteration is proportional to
the gradient
aC

ij = -L_a.;‘__.

The coefficient L is chosen so that in one iteration the movement of the

instruments is less than some maximum allowable step. The instrument

9 9 2,1/2
which is the most sensitive, which has [ (55— & + (55_) ] / the largest,
3
b is moved the maximum distance, A. The coefficient of motion is thus

defined as:

L= Mmax | G074 G972

Ay o et s s Bt Lo et i



A mathematical expression for the gradient of the
given as follows.

-GEIADx -C/3x
aGHAD] iz ~GRAD_ " | ac/ay

For an individual instrument the gradient is:

entire array is

[~ hn [~ M =

-aC/a x:l —ZPE1 wpcpa GP/8 xj

M
-AC/ay -2 Z WG 3G /oy
j pey PP P jv

— — .

M acp/ax

- 2% WG 3
f e
Pui 26,0y,

The relationship of GP to yj and xj is given by:

-+ -

Cp = Rp-Rp
where

N

1
- X
L3

-> +>
exp (iwul, . rj)

Then




Tte partial derivatives of RP are:
a” {w Lp
- x - -
PR exp ({w up.T )
[ 3
{wu
[} e d P
3 - -
RP - Y exp (fw “p"j)
dy N
3
Substituting for RP and {ts partials, we obtain:
1
26, L, [¥ _] _]
- — ¥ e - =
A x Z e 28 “GP Y lijlen [k “ol‘ Yo where: ¢ = w ‘4 .r ) i
- | . . .
[ 1 1] 3w Py Py J
T B ’
i T exp (16 ) rx ( i
Aty = - exp . exp (16 ) |u
I P 3 l_ ) _I Py
The pgradient finallv hecomes for the ith instrument:
I i -4w }1 N -
-CRADJ " =} wPGP L exp (mp ). 1lexp (“P ) up
N2 Pm=i J=1 3 3
i The jth seismometer i{s moved in the direction given by -CRADJ. As
- previously stated,
i -AGRAD
LY D - ——J—
] max | GRAD I
. ]
3
- where now D‘1 is the displacement vector for the jth seismometer.
e Repeated application of this algorithm will shifct the location of the
o= elements to reduce the array signal gain at the designated points in
.e :-apace. The increment of motion need not be proportional to the magnitude
— of the gradient but may be specified so that all elements sre moved an




equal distance. The distance rnould be reduced to zero as the gradient
becomes very small to avoid hunting. Constraints may also be included in
the program to prevent locating elements with less than a specified

ninimum spacing or at forbidden coordinates in geographic space.

When a point in the :;npacc beam pattern contour is depressed, it is
probable that other areas of the contour will rise; hence, it is desir-
able to furnish a grid of weighted points on the contour that are to be
aaintained below s specified level. When this is implemented, local
sinimums may exi{st and it is possible that no improvement is obtained.

This technique does not in general provide a inique solution to the
elene lacement in a plana~ array; however. it does provide a method

of {mproving an existing design,

2,2 NORSAR DESIGN*

The basic NORSAR design objective was to construct a combined long-period
and short-period seismic array north of Oslo, Norway, for the purpose

of gathering date for automatic detection and anelysis of seismic events
vith reasonable resolution and accuracy. Based on considerations of the
NORSAR inverse velocity map (Pigure 2-5), end of the size and location

of the significant regions of seismic activity, it was determined that

a main bean radius of approximately 0.002 seconds/kilometer in inverse
velocity space (which corresponds to e radius of 0.003 kn.‘ at 1.5 Hz.

in vavenumber spece) would provide adequate resolution. This choice led
eventually to the selection of the 100 km NORSAR array diameter.

-

*The NORSAR design described in this section was developed jointly by
J. H. Than end T. Johansen of A/S Tele-Plan, Lysaksr, Norvay, end by
IBM personnel.
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Additional NORSAR design objectives, assumptions and .onstraints

included the following:

The desired short period detection threshold should be con-
sistent with LASA at 40° to 80° range distances. This objective
may be tempered by economic considerations should the existiug
noise field require the use of an excessive number of sensors.
The array should be adapred to fit the site and operate online
to provide continuous surveillance.

The horizontal wave number range of interest is equal to or less
than 0.50 cycles/km for the short-period (SP) instruments and
equal to or less than 0.017 cycles/km for the long period (LP)
instruments.

Frequency dispersior across the array is negligible.
Meteorological disturbances in the North Atlantic Ocean produce
strong, coherent signals with an energy peak corresponding to

a wave number of about 0.017 cycles/km. This energy is primarily
Rayleigh waves with a 17-second period propagating at a velocity
of approximately 3.5 km/s. The long-period (LP) array should
provide reasonable surpression of this noise for beam aiming
points of considerable interest.

Both the LP and SP arrays must be omnidirectional.

The propagation velocity of signals is uniform over the array
aperture and independent of azimuth.

The array should utilize the existing subarray installed at

Oyer,

Preliminary designs for the NORSAR long-period array developed by Lincoln
Laboratories [2-7] and by AFTAC [2-6} were initially considered, and

the best of these were selected as a starting point, as described in
Section 2.2.1. The evolution of the final NORSAR design from these
initial configurations is summarized in Section 2.2.4, and is described

in detail in [2-%. Appendix I].
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Section 2.2.2 presents a detailedl analysis of the regular hexagonal array
configuration, and serves to illustrate significant relationships between
array geometry and beam pattern side-lobe structure. A brief example of

a data acquisition cost versus array performance tradeoff comparison
beatween two array configurations is given in Section 2.2.3. Finally,
Section 2.2.5 presents some empirical evidence that short-period array

beam pattern design objectives were met.

2.2.1 Initial Array Design Comparisons

One candidate LP array was a filled, regular hexagon with 19 instruments.
The corresponding SP array was formed by locating the SP instruments in
19 hexagonal subarrays. The center element of each subarray was collocated
with an LP instrument. This array geometry was modified to the proposed
Norway site by making small deviations from the regulcr hexagonal
geometry as shown in Figure 2-6. In this {1lustration each x represents
a SP instrument. Another candidate geometry was a filled heptagon of 22
elements as the LP configuration with a filled pentagon of six instru-
ments for the SP subarray as shown in Figure 2-7. The power response
patterns for the modified hexagon and the heptagon-pentagon are shown
respectively in Figures 2=8 and 29, The two dimensional contour plots
shown in Figures 2-8 and 2-9 were collapsed to plots of a single vari-
able in Figures 2-10 and n-11. The abscissa of these plots represents
the distance in wavenumber *rom the center of the main lobe, and the
value of the curve is the maximum power response value found at that
distance from the origin on the corresponding two-dimensional plots.
Figures 2-12 and 2-13 show similar curves for the SP arrays. Theae
figures show that a better SP response patterm, within the horizontal
wavenumber region up to 240 x 10.3/km, results from the heptagon-pentagon
geometry, whereas Figures 2-10 and 2-11 indicate that the LP array
performance for this geometry is also superior to that of the filled

hexagon.
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2.2.2 Analysis of Regular Hexaygon Configuration

In order to provide some insight into the side-lobe structure of a
complex array beam pattern, this sulbsection presents an analysis of the
beam pattern for a regular hexagonal array configuration. For the values
of wave number being considered, of the various configurations investi-
gated, the filled regular hexagon has a better LP side-lobe pattern than
the other regular geometric figures having 20 or less instruments. For
the regular hexagon the interelement spacing must be determined from the
known range of wave number and the acceptable side-lobe level. Principal
maxima will occur on the k-space loss contours of this configuration in
a regular pattern; i.e., at discrete azimuths principal maxima will occur

for

k = E3)1/2R].1 Eaz + (2b-a)2]1/2

where a and b are integers and R is the interelement spacing. The
smallest non-zero value of k at the locus of a principal maximum is

readily seen to be

1.155

1f array beams are steered at k < 0.577/R, a side-lobe having zero dB
loss will not occur within this deployment area. For a maximum frequency
of 0.06 Hz and a minimum horizontal phase velocity of 3.5 km/s, the
maximum value of k would be about 0.017 cycles/km, and therefore R

< 33.8 km,

It is desirable to maintain the side-lobe lavel well below zero dB and a
level of =13 dB, (=10 Log1oN), i8 deemed acceptable. The beam loss

contours for the regular hexagon are below =13 dB everywhere except in




the vicinity of the principal maxima. The smallest value of k at the

locus of a -13 dB contour (other than the -13 dB contour about the origin) '
can be expressed as:

k = 1';—55 -k cycles/km

where k' corresponds to the locus of the =13 d. contour about the origin.
For values of kR less than 0.30, the loss contour is essentially
independent of azimuth. The value of k' can be found by obtaining the
smallest positive real root of the equation:

R ———

“134B = 20 log, = I5 + BcosvIrk' R + 6cos2 Ik’ gl .
10719

The smallest positive real root is k' = 0i21

. Hence, the worst case side-
lobe will not exceed =13 dB ‘f the array is steered for k< (1.155-0.21)/

2R. Assuming the maximum value of k for which the array is to be steered ;
is 0.017 cycles/km, the interelement spacing, R, must be equal to or less 8

than 27.6 km for the worst case side-lobe pattern to be down at least
13 dB.

The SP instruments are to be disperzed throughout the array by construct- |
ing a subarray associated with each LP instrument. If the subarrays are

identical, and each is situated with its geometric center at the locus

of the corresponding LP instrument, the array pattern can be obtained by

the technique of pattern multiplication. For a 7 element regular hexagon :
(subarray configuration), the power reduction achieved is

=20 10810-;— I3 + 4cos Virkr | (dB)

where r is the interelement spacing in km, and k is the horizontal wave
number. For small values of kr the subarray loss contour is essentially
independent of azimuth (kr < 0.30). When k = J!gi (the smallest non-zero

|
- g

LRSS

—
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value of k which 1s the locus of a principal maxinum of the regular
hexagon LP array) the array performance is equal to the SP array power

rejection only:

SP Array Power Rejection = 20 log'u l|3 + acog-lgig(dg)
7
From this it is evident that the regular hexagon subarray will require a
relatively large aperture if this side-lobe is to be maintained at an
acceptable level; i.e., for -10 dB side-lobe.%%- 0.281,

2.2.3 Relative Costs of Array Configurations

Although the fixed costs per instrument in the LP and St arrays are
significant, they can be omitted from array cost comparison since they
are independent of the array configuration. The principal variation in
array cost with array configuration is due to subarray electrical cable
and trenching costs. These costs are compared graphicaily in Figure 2-14,
which shows the relative array cost of the hexagon array configuration
and the heptagon array as a function of interelement spacing. The major
side~lobe level of each array 1s also plotted as a function of inter-
element spacing. Although the cable and trenching costs for the regular
heptagon are slight.y higher than the hexagon, for a given element
spacing, the same asray performance can be achieved by the heptagon array
with much smaller element spacing. For a major side-lobe l.vel of -9 dB,
the 4 km heptagon element spacing must increase to 8 km spacing in the
hexagon. The corresponding relative costs are 121 for the heptagon versus

150 for the hexagon.

2-39




MAJOR SP
SIDE-LOBE
LEVEL (d8)

NORMALIZED
ARRAY COST

=== HEXAGON ARRAY
e HEPTAGON ARRAY

Y 4 A 3
v L L 1

2 4 6 8
SUBARRAY ELEMENT SPACING (km)

Pigure 2-14. Cost Performance Tradeoff

2-40




2.2.4 NORSAR Disign Evolution

When the heptagon-pentagon array was fitted to the Norwegian site, some
initial deviations from the idealized positions were necessary. The
resulting intermediate geometry also included the long-period instru-

ment previously installed near Oyer.

As site survey data became available, additional subarray movement be-
came necessary, modifying the geometry to accommodate the site geography
and to improve the side-lobe pattern of both the LP and SP arrays.
Certain instruments were maintained at the location previously specified
to avoid relocating them in unsuitable areas. The initial step was to
optimize the LP side-lobe pattern by reducing the array gain at a number
of azimuths for valuee of horizontal wave number. The SP array was then
optimized by reducing the SP array gain at a number of azimuths for
values of horizontal wave number in the range of 30 to 55 mcyles/km.
Each subarvay consisted of five SP instruments, equally spaced on the
circumference of a circle with a 4 km radius, and one SP instrument In
the center. The subarray centers were allowed to shift either zearo or

4 km so that one LP instrument associated with the subarray could be
collocated with one of the SP instruments. The SP instrument locations
for subarrays 01A, the B ring, 10C, and 14C were in areas of the site
which afforded very little freedom to alter their locations due to
local geographic restrictions. The :sutarray at 01C had been installed
and was therefore not free to move. The LP instrument location within
these subarrays, except for 01C, was collocated with the SP instrument
which resulted in the lowest LP side-lobe level, as determined by the
optimization program. The remaining 11 instruments were shifted in 0.2
km increments from their idealized locations in accordance with the
direction of the sensitivity vectors computed by the computer program.
The sensitivity vectors were computed for the set, S, of 112 points on

the loss contour given by

2-4




} ] 3 7 .2
S {(kx,ky) t 0 <k, 4l(k-2), 41k -2), 12 <-\|kx +l < 36}

where kx and ky are the east and north components of the horizontal wave
number in mcycles per km. After 50 program iterations, the 11 instru-
ments were shifted an average of less than 2km each, providing an LP
worst case side-lobe level down more than 15 dB everywhere in the region
of k-space from 12 to 36 mcycles/km.

The eleven associated SP arrays were optimized using the same procedure.
Two additicaal subarray locations, 3C and 8C, were fixed, to avoid
neighboring water. The known subarray center locations of the 13 fixed
subarrays were entered into the program along with the LP location of
the remaining nine subarrays. The nine movable subarray ceniers were
shifted from the location of the LP instrument in uniform steps of 0.2
km in the direction of the sensitivity vectors computed by the program.
The sensitivity vectors were computed for the set, §' , of 150 points on

the loss contour given by

§ = [(k0) :30<Kk<55 5k 0 <8 <180°, 10 18] U {(k,0):
k = &7.50r k= 52,5, 5 <0 <175, 10 16-5}

where k is the horizontal wave number in mcycles per km and 01is the

azimuth measured from North. After 22 program iterations the mean distance
that the subarray centers were moved was approximately 4 km. This distance

measured along the line joining the new location with the location of

the corresponding LP instrument was rounded off to zero or 4 km. The new

location was the center of the subarray. One SP instrument was located
at this center point and five instruments equally spaced on the circum-
ference of a circle with a 4 km radius. An LP instrument was collocated
with the appropriate SP instrument either at the center or on the
circumference of the subarray. The resuiting SP worst case side-lobe
pattern was down 8.5 dB everywhere in the k-space range of 30 to 55

s i T




mcycles/km. The actual NORSAR LP-SP array geometry after modifying the

optimized geometry to avoid impossible locations is shown in Figure 2-15, i
and the corresponding beam response pattern in Ak-space is presented in 5
Figure 2-16. The LP and SP worst-case beam patterns for the optimized

array are given in Figures 2-17 and 2-18, respectively, i

Figure 2-17 indicates a relative suppression of an interfering signal of
at least 15 dB within a 0.009-0.036 kn | annulus concentric with the
array beam aiming point. The worst side-lobe indicated by Figure 2-18

over the entire region of interest does not exceed approximately -8 dB.

When the LP array is steered to an azimuth of 34 degrees east of North,
with an assumed propagation velocity of 3.5 km/sec, then the azimuthal
beam patterns in Figure 2-19 are obtained at the frequencies indicated.
These patterns indicate a low value of relative beam response for
rcherent energy propacating from the west, in the direction of the

Atlantic Ocean and the Norwegian Sea.

Figure 2-20 indicates the relative insensitivity of the beam pattern to
random displacements (instrument location errors) with a standard

deviation of one km from the optimized array geometry.

2.2.5 NORSAR SP Beam Response Patterns

In order to analyze the actual beam response pattern of the NORSAR SP
array, a computer program was developed to compute and plot the relative
signal power on each detection beam during an event [2-2, Appendix I].
This program actually computes the maximum value of the waveform
envelope for each beam over a specified time interval. These values are
then plotted as a function of the :Lspace distance from a specified
point, which is generally either the aiming point of the beam having the
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Figure 2-15. NORSAR System Array Geometry
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overall maximum signal envelope value during the time interval (MSTA) or

-
some other assumed u-space event location. The maximum envelope values

for each beam are presented in dB relative to the known or interpolated

-
MSTA value at the u-cpace aiming point.

Figure 2-21 shows an example of this type of empirical beam response
pattern for NOXSAR. There is a striking resemblance between the envelope
of the data in this figure and the theoretical SP worst-case beam pattern
in Figure 2-18. This resemblance may be somewhat anomalous. The empirical

response pattern should not be the same as the theoretical pattern for

various reasons, including the following:

a. The complex nature of the actual signal envelope may differ con-
siderably from the single steady state frequency usually assumed

in the theoretical approach.
b. The exact peak of the main lobe is not usually sampled by the

detection beams.
c. The effect of the background noise is not included in the

theoretical pattern.
d. The array beam power loss due to imperfect time anomaly data
(see Section 7) cannot be included easily in the theoretical

pattern.
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2.3 ANNOTATED BIBLIOGRAPHY

The references listed in this section are grouped in two categories. Sub-

section 2.3,1 consists of relevant IBM periodic reports. Subsection 2.3.2
contains other references.

2.3.1 IBM Quarterly and Final Reports

‘‘LASA Experimental Signal Processing System,** IBM Sixth Quarterly
Technical Report, Contract F19628-67-C-0198, ESD-TR-68-457, May 1968

Appendix I describes NORSAR design efforts and studies in greater
detail than this section.

2-2, ‘‘Integrated Seismic Research Signal Processing System, *® IBM Tenth

Quarterly Technical Repczi, Contract F19628-68-C-0400, ESD-TR-
72-123, February 1972,

Appendix I contains discussion and analysis concerning various
empirical array beam response programs.

2.3.2 Miscellaneous References

2-3, Lacoss, R.T., ‘‘Geomet:. and Patterns of Large Aperture Seismic
Arrays,’’ Lincoln Laboratory Technical Note 1965-64, 31 December
1965.

This report describes a study of possible large aperture seismic

array configurations, and contains significant comments concerning
;-apnce beam pattern contours.
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2-5,

2-6.

2-7.

2-8.

Lo, Y. T., ‘‘A Mathematical Theory of Antenna Arrays with Randomly
Spaced Elements,’’ IEEE Transactions on Antennas and Propagation,
May 1964.

A mathematical anslysis of various statistical properties of

large arrays is presented.

Capon, J., R. J. Greenfield and R. T. Lacoss, *‘‘Design of Seismic
Arrays for Efficient On-line Beamforming'®' Liwcoln Laboratory
Technical Note 1967-26, 27 June 1967.

The signal-to-noise ratio improvement obtained with simple delay-
and-sum processing is discussed for short period seiumic data.

It 1s shown that at least 35 km spacing should be maintained
between seismometers at LASA or another site with similar

noise environment, and thst noise coherence messurements are of

use in determining min{mum sensor spacing at an array location.

‘‘Relative Performan:e of Several Long Period Seismic Arrays,'’
AFTAC/VELA Seismcliogical Center, Technical Note VSC-=24A,
24 October 1967, with Addendum, ‘‘An Alternate Long Period
Seismic Array Configuration for Installation in Norway.'®

Various NORSAR LP array designs are developed and compared.

Lacoss, R. T., J. Capon and R. J. Greenfield, ‘‘Preliminary
Design of a Long-Period Seismic Array for Norway,'’ Lincoln
Laboratory Technical Notc 1968-4, 24 January 1968.

A set of array design parameters and constraints are assumed,
and a number of array designs which satisfy these design

requirements are analysed and evaluated.

Jeffreys, H. and K. E. Bullen, Seismological Tables, Brit. Ass.,
Gray-Milne Trust, 1940, 1958,
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Section 3
SEISMIC SIGNAL AND NOISE CHARACTERISTICS

Knowledge of signal and nofee characteristics is important for many
facets of array system design. Measurements of the coherence of signals
and noise as a function of distance help determine basic array configu-
rations. Knowledge of noise sources and transmission mechanisms 1is
essential to proper placement of seismometers. The design of amplifiers
and filters deperds on a knowledge of the frequency characteristics of
both signals and noise to yield optimum signal enhancement with minimum
distortion. This section is intended to outline and summarize what is
known about seismic signal and noise characteristics at the LASA and
NORSAR arrays, including a preliminary analysis of the full NORSAR
array data.

Section 3.1 briefly describes the origins of seismic waves and Section

3.2 outlines the mathematical and computational techniques used to
analyze the signals received by seismometers. Sections 3.3 and 3.4
summarize significant observations about signal and noise characteristics.
The goals of the results from digital filtering of seismic signals are
covered in Section 3.5. Finally, Section 3.6 is an annotated bibliography

of pertinent publications, including all references used in this section.

3.1 SEISMIC WAVE ORIGINS

The vibrations recorded by any seismometer are a mixture of natural and
man-made disturbances, both transient and continuous in nature. The
transient disturbances (earthquakes and large underground explosions)
are the signals sought by a seismic array system; the more-or-less con-

tinuous low-level disturbances (traffic, machinery, wind, water, etc.)




represent noise in the system which interferes with the detection of

signals. Richter [3-29, page 151] outlines major types of earth disturh-
ances and discusses each. In this section, the types of disturbances of

most interest in large array design are described briefly.

3.1.1  Signal Source Mechanisms

Earthquakes usually result from relative slipping of large rock masses
along a weak ‘‘fault’’ plane. Energy stored in the rocks as they deform
slowly is released quickly when they slip. Some of the released energy
1s converted to heat at the point where slipping occurs, but much of it
1s radiated away as seismic waves. These waves vary in amplitude, of
course, with the amount of energy released; they also vary in character
as a function of fault size (a small fault can release all its energy
almost impulsively; a large fault ger’ vally has a more complex pattern)
and fault orientation (initial wave motion can be compressive, expansive
or lateral in different directions).

Large underground explosions can produce seismic waves similar to those
produced by earthquakes. Differences arise because the explosion is
definitely impulsive and always initially produces a compressive wave
with no directional properties. In addition, there is a small practical
limit to the depth of an explosion, whereas earthquakes commonly origi-
nate tens of kilometers below the surface of the earth, and occasionally
have depthé of hundreds of kilometers.

3.1.2 Noise Source Mechanisms

In addition to the signal waveforms from earti\quakes and explosions, a
sensitive seismometer will show a continuous background of oscillations

from various natural and artificial noise sources. Blasting, sonic booms,

. e e




heavy traffic, construction, machinery and other evidences of civiliza-
tion add to a natural background of lake and ocean waves, surf, water-
falls, wind, thunder, volcanic tremor and other nnises. Noises from
identifiable locaiized sources can be minimized by locating seismometers
as f‘av as possible from such sources. The unavoidable background noise
can be reduced to some extent by appropriate filtering, as discussed in

Section 3.5,

3.1.3 Microseisms

Microseisms are discussed separately from general background noises
because this term is reserved for a prevalent noise with a fundamental
period around six seconds. The interference of microseisms divides
seilsmic waves into two classes: long-period and short-period. Long-period
waves have periods bounded below at approximately 10 seconds by micro-
selsmic interference and above anywhere from 40 seconds to 200 seconds.
The periods of short=period waves range from about 2 seconds (above
which microseismic interference is extreme) to about 0.1 second (below

which there is very little energy to be detected).

Typically, microseisms appear to originate in large storm systems, and
as such may be somewhat coherent across an array. This coherence can
result in increased interference when an array beam is aimed in the
direction of the microseism source. Microseisms are not a continuous

source of noilse, but may continue as long as the parent storm endures.

For a more thorough discussion of microseisms, see Richter [3-29, page
375 and following].




3.1.4 Wave Transmission Mechanisms

The long-teriod waves, potentially very important in discriminating
between earthquakes and explosions, become dispersed in frequency as
they propagate (higher frequencies travel more slowly than lower fre-
quencies) . The short-period waves, of primary interest in seismic event
detection, can be severely distorted by inhomogenieties in t'ie earth’s
crust. For this reason, reliable event detection is obtained only for
events more than about 25 degrees from the detecting array, for which
the crustal portion of the wave transmission path is nearly vertical and
therefore comparatively short. Even for such distant events some crustal
distortion may occur. If it occurs near the source, it will affect the
signal seen by an entire array; i1f it occurs in the crust under the
array, it will affect different seismometers in different ways and be
only weakly dependent on source location. The latter case reduces signal
coherence between subarrays and makes beamforming less effective, so
arrays should be located, if possible; where the substructure is rela-

tively uniform,

3.2 WAVEFORM ANALYSIS TECHNIQUES

The number of ways in which seismic waveforms can be manipulated for
analysis is limited only by the imagination. In the time domain, it is
possible t6 add appropriately delayed channels to form beams, smooth the
waveforms in various ways, filter the waveform to change the relative
emphasis of different frequencies, or manipulate the data in many other
ways. The data also can be transformed into the frequency domain before
similar manipulations are performed. Analysis techniques of these types

are explored in some detail in this section.
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A number of additional analysis techniques have been used by Lincoln

Labs to present seismic waveform data in various useful weys. These

techniques are simply mentioned here; all are discussed in [3-22]. The

‘‘vespagram’’ is a plot of contours of power on a graph of slowness

versus time. This indicates details of power arrival in one way. The

‘‘sonogram’’ is an alternative indicator of power arrival; it shows

power contours on a graph of frequency versus time. The *‘‘frequency-

wavenumber’' plots are yet a third way to display the details of power

arrival. They indicate the two-dimensional pattern of power arrival for

a single frequency, thus revealing the locations of sources of coherent

noise.

3.2.1 Time-Domain Analysis

Seismometer output is simply a waveform in the time domain. Depending

upon seismometer design, this waveform may more nearly represent either
displacement of the earth’s surface, or the velocity of that displacement.
Modern seismometers convert the waveform to an electrical signal which
may be sampled, digitized and stored in digftal form. The digital record
then can be plotted out for visual analysis or it can be used for compu-

ter processing.

3.2.1.1 Visual Analysis

An experienced seismologist can examine traces of time-domain waveforms
and identify accurately the beginning of & seismic event signal of
reasonable amplitude. He can also recognize the arrival of waves which
have traveled different, longer paths, and calculate from the time
differences between these arrivals the geocentric distance between source
and seismometer (and sometimes the depth of the event). From estimates

of the puriod and amplitude of the waves and the distance to the source,

the analyst can calculate the magnitude of the event.




e —————

When wvaveforms from a number of seismometers distributed on a planar
erray ars aveilsble, an analyst can determine the relative time displace-
msent necessary to align the signals, and thereby define a two-dimensionel

vector for the arrival direction of the seismic veve.

In terms of signel and noise characteristics, the snalyst can estimate
amplitude quite well and fundamental frequency reasonably well, but
spectral density herdly at all. He can give a qualitative statement on
the ease of identifying a signal in tha beckground noise, but hes diffi-

culty assigning events to wore than & few broad cetegories on e scale

of *‘‘detectability’’. He can rete pairs of wvaveforms on a crude scale
of correlation with each other, but cannot visually add channels together

to enhance a signal which is very wveak, but coherent across chennels.

3.2.1,2 Computer Anelysis

Any well-defined seasurement procedure which an analyst uses to charac-
tsrizs seismic wvaveforms can be programmed for a computer. Furthermore,
some qualitative snalysis functions (e.g., certain types of visual
pattern recognition) can be mads quantitative by appropriate programming,
and man— functions which are impractical or impossible for an analyst to
do manu-.ly can be psrformed readily by a computer.

Important cowputsr analysis functiome performed on the basic time-domain
vaveforms includs filtering, the formation of beams and envelopes, and
the calculation of event ‘detsctability’. The former processes are steps
in detecting the occurrence of events; the latter is a means of quantify-
ing the c2es of detecting events 8o that diffsrent detection techniques
can be compared. The formation of beams, or bsanforming, is simply ths
eddition of many channels of deta sasple-by-sample after shifting each
channel into ths time alignment appropriats for a vave arriving from &
particular beam directiom.

il




Envelope formation is s *‘smoothing’’ process which replaces a rapidly
oscillating vaveform (positive and negstive excursions) by a more slowly

.,nging non-negative function indicating in some way the average ampli-
tude or power of the original waveform. Two commonly used envelope func-

tions are the rectify-and-sum envelope

t+a
X (t) = I |x (v) | (3-1)
T = t-a

and the squsre-snd-sum envelope

t+a 2
x'(t) = 3 x“(1). (3-2)
T = t-a

The former definition is used in both the LASA and NORSAR systems
becsuse of its computational simplicity.

Whether the channels of an array are subjected to beamforming and envelope
formation in that order or in the reverse crder, the result is s non-
negative function which oscillates constantly, but is generally higher
vhen signal is present than when it is absent. An event is detected vhen
the cslculated wsveform exceeds a threshold set at some level above the
normal value existing when no signal is present. The lower the threshold,
the more sensitive the detection algorithm, but also the more likely it
is to be trigyered by an instant of unusually high noise. Given an accept-

able frecuency of false alarms, the smaller the noise variance, the closer

the detection level can be set to the mean noise level, and the more

sensitive the test becomes. Therefore it is meaningful to define




‘*detectabilicy’’ for any given waveform and to corpare the detectabilicy
obtained with different processing techniques for the same event.
Detectability is defined as:

Do —— (3-3)

vhere M’ s the maxisum value in the signal region of the processed

envelope waveform, N 13 the average value in the noise region, and o, is

N
the standard deviation in the noise region. Figure 3-1 {llustrates the
meaning of this detectability measure. It is essentially a signal-to-

noise ratio for the processed vaveform.

3.2.2 Filtered Waveform Analysis

One wvay to learn more about signal and noise characteristics is to
examine waveforms which have been passed through filters of various

types. Any of the anslysis procedures mentioned in Section 3.2.1 can be
applied to the filtered version of the wavefors, and differences from the
results obtained with the unfiltered version will indicate certain proper-
ties of the waveforms. Unless there ia prior knowledge of the spectrum

of the signal and/or the noise, the most useful studies of this type are
performed with a series of narrow bandpass filters. Then one can see
roughly how noise cad signai power vary with frequency, and can estimate
the type of filtering Jikely to yield desired results. An example of this
type of study is the NORSAR signal and noise analysis [3-20, Appendix III).

3-8
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3.2.3 Frequency-Domain Analysis

Frequency domain information can be extremely valuable to seismic data
analysts in identifying the characteristics of signals and noise. The
energy outputs of narrow-band filters may provide a crude indication of
frequency content; however, discrete harmonic analysis -echniques may
yield spectral density estimates with a frequency resolution of (NAT)-1,
where AT is the sampling interval and N is the number of data samples

analyzed.

3.2.3.1 Fast Fourier Trensformation

The best computational algo:ithm for transforming between the time domain
and the frequency domain is the '‘fas Fourier transferm.’'® For each
sequence of time samples used as input, a set of values of the power
spectral density function is generated. The discrete Fourier transform

of a(t) (t=0,1,...,N=1) 1s defined as

N-1
F(n) -»% I a(t) exp (-2nint/N) (3-4)
¢=0

vhere 1 = <1 . When a(t) is a set of real time sanples, F(n) har only
(N/241) independent complex values, corresponding to the (N/2+1) equally-
spaced frequencies including zero and half the sampling frequency. For
example, ‘f the time-domain data is sampled at 10 Hz, Fourier analysis
of a sequence of 32 time samples will yield frequency-domain values at
0.0, 0.3125, 0.625,...,4.6875, and 5.0 Hz. (The 2nd points, P(0) and
F(16) , are special cases because they have identically zerr imaginary

parts.)

3-10




From the above discussion it is apparant that higher resolution in the
frequency domain is obtained by analyzing a longer string of time-domain
samples. Unfortunately, this does not decrease the variability of the
spectral estimates. For stationary Gaussian noise, with no window func-
tions being applied, the standard deviation of each spectral power
density estimate is identically equal to the mean value of the estimate.
This means that a good estimate must be obtained by some form of
smoothing, trading resolution for reduced variability. The smoothing can
be a straightforward polynomial smoothing of the high resolution spec-
trum, but there are advantages in the altermative approach of simply

averaging the spectra obtained from a number of shorter samples.

In the case of stationary background nocise any desired resolution may be
obtained through choice of sample length, and varii.ility may be reduced
as low as desired by the averaging of a large numher of sample blocks.
Analysis of & transient signal is an entirely differ:nt matter; in that
case, extra time samples may merely introduce extraneous information

which partially masks the signal of interest. Selection of a sample

length for signal analysis consequently involves a tradeoff between an
interval short enough to exclude extraneous data and one long enough to
produce a reliable representation of the signal. Resolution, per se, can
be increased artificially by adding zeroes to extend the chosen interval
of data. The analyses performed on NORSAR data generally took 20 samples
(2 seconds) of signal and extended it to 32 or 64 samples by adding
zeroes. The fast Fourier transform algorithm generally uses a power=of-two
number of samples. To obtain the advantages of a highly reliable estimate
of the noise while maintaining compatibility with the resolution level

of the signal, many different segments of noise (noise blocks) can be
analyzed independently at the same resolution used for the signal, then
the separate results can be averaged to yield much more reliable estimates

of noise characteristics than could be obtained from any individual

segment.




When B noise blocks from each of C chamnnels or subarrays are subjected
to Fourier analysis, the complex elements of the output may be presented
as F(n,b,c), vhere 0:n:ﬂ/2 indicates the frequency, 1<b<B indicates the
noise block, and 1<c<C indicates the channel number. Assuming that the
discrete Fourier transform is defined as in equation (3-4) and that the
samples a(t) represent () nanometers per quantum unit at a sampling rate
of R Hz, the Fourier transform output represents Q nanometers per quan-

1/2

tusn unit x (N samples/R Hz) '~. Then the following operaticus on elements

are of {aterest.
a. Power spectral density:
P(n,b,c) = |F(n,B,c)|? (3-5)
b. Cross-pover spectral density:
xas(n.b) - P(n.b.ca) . P (n.b.ce) (3-6)
where (*) designates the cowplex conjugate.

¢. Array-averaged power spectral density for one noise block:

c
P(n,b) = é I P (n,b,c). (3-7)
ce

This is useful for observing changes in the noise amplitude

or spectrum from one time to another.

d. Time-averaged power spectral density for one channels
| |

P(n,c) = é L P(n,b,e). (3-8)
be1

This can reveal differences in noise amplitude or spectrum

from one channel (subarray) to another.
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e. Time-averaged cross-povsr spectral density:

B
1
Xg$™ = 3 bE‘ X a(nb) (3-9)

This is an intermediate product in determining coherency.

£, Coherency spectrum:

Xoa(n)

C (n) =

a8 (3=-10)
]//P (n.co).P(n.cB)

This indicates the degree of alignment or coherence between

two channels as a2 function of frequency.

3.2.3.2 Leakage Effects and Their Removal

One problem with spectral estimatss obtained using finits harmonic
analysis, particularly at the coarss resolutions oftsn necessary witch
ssismic signala, 1is that snsrgy tends to ‘‘lsak’’ frca higher ensrgy parts
of ths spectrum to lower energy parts. In practical tsrms, this means

that analysis of a waveforn wvhich actually rolls off as stssply as 18 dB/
octave may yisld a spectrum which apparsntly has a rolloff of only 12 or
14 dB/octave. Figurs 3-2 shows this effect operating in a sst of noise
spectra gsnsrated using diffsrent sample lsngths from ths same noise
ssgment. Figure 3-3 1illustratss ths extrems distortion possible when a
vaveform is first filtsred (ses (3-0, page 90} for ths parameters of the
SSDD filter), then subjectsd to harmecnic (Fourier) analysis, and finally
corrsctsd for the original effscts of ths filtering. In this caas the
filter ussd was ons with zsro rssponss at D.C. and at ths Nyquist frequency
(half the sampling frsquency; 5 Hz in this cass). Becauss of the sxtreme
attenuation of high and low frequencies, the asount of snergy leaked into

thsss regions by the harmonic analysis simply overwvhelms the amount

P
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actually there. Then removal of the effects ot filtering applies
extremsly large reecaling factore et the ende of the epectrum, reeulting

in exceseive emphasis of the leakage.

Although filtering can cause extreme leakage distortion, it also can

help eliminate the effects of leakage. The predominate effect of leakage
ie to make eome epectral density valuee eseem higher than they actually
are. Thus, if epectra are generated using twvo different filtere, the
pover epectral esetimate obtained using the filter with larger relative
gain at any one frequercy chould be emaller and more nearly correct. If
eeveral filtere are ueed eimultaneously, and thoee filtere are selected
to emphaeize different regions of the epectrum, then the minimum envelope
of the set of epectra can define & epectrum eeeentially free from leskage

dietortion. Figure 3-4 flluetratee this proceee using just three filtere.

3.3 BACKXGROUND NOISE CHARACTERISTICS

The natural background noiee epectrum tende to peak around 6 eeconde
period (vhere microeeiems are moet intense) and to decresee motn or leees
steadily with incresein, or decressing frequency from that region. Ocher
types of noiee include ground noisea aseociated with civilization, signal-
generated noiee (that poartion of the signal energy vhich appears noise-
like for the eignal proceeeing scheme being used), and the artificial
noises of the data acquieition eystes iteelf, primarily quantization noiee.
In this section, the characterietice of the background noise in the ehort
period region will be diecuseed in terms of smplitude, epectras and varia-
tione as a function of direction, eeason, location, etc.

Only a few general characterietice of long-period noise are mentioned

here (see [3-36] for more details). The long-period nofee spectrum peaks
in the 0.06 - 0.08 Hz and 0.12 - 0.2 Hz regions, with a relative null

3=16
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aear 0.09 - 0.1 Hz. The: noise seems to be related to storms (particularly

oceanic etorms) and shows conaiderable stability over periods of a few

hours but great variability over periods of several days or longer.

3.3.1 Noise Amplitude

Noise amplitude without qualffication implies the amplitude of microseisms,
by far the strongest natural seismic noise. The amplitude of such vaves

may range from about 30 to about 30,000 nanometers, averaging about 600
(330, page 20]. In practice, however, seismic wvave detection and analysis
ia performed in some part of the short-period frequency band which does
not include the microseisas. Therefore, it is appropriate to speak of the
noise amplitude as seen by the detection systea, and to quantify it {n
relation to the amplitude produced by an arbitrary reference {typically

8 1-Hertz sins vave with a 1-nanometer zero-to-peak amplitude).

Assuming a system which responds only to noise with a frequency near ! Hz,
it is poseible to mske some simple but mesningful statements shout noise
amplitude. At the extremely quiet locstion of Tamanrasset (Africa) there
are periode vhen the background noiee amplitude is less than 0.2 m but
typical noiee levels are 1-10 nm (3-30, page 17).

A more meaningfu) representation of noiee in an sctual detection eystes
ie the measure of noise powver passing through the eystem filter. This
viev accommodatas the neceesity to use more than Juet a single frequency
component for seismic vave detection. Noiee data is available on this
basis for both LASA (3-35) and NORSAR (3=12, Aprendix 1V). LASA {s a
comparatively quiet site. The output of the 0.9 to 1.4 Hz surveillance
fiiter has a noise level of only 0.56 na. By contrast the NORSAR site
has & noiee amplitude of sbout 2.2 nm at the output of a 0.8 - 1.6 Hz

filter. Noise analyees performed for the study in (3-20) indicate that
the noise amplitude cut of the 0.5 - 3.5 Hz filter at NORSAR varies vwith
time in the range 0.9 - 1.6 nm.




The preceding discussion of noise amplitude has beer concermed with

natural background noise. Minimization of this noise component is
accomplished by careful site selection, and by locating seismometers on
bedrock awvay from trees, buildings, seacoasts and other noise sources.
Cultural noise, such as that from traffic, heavy machirery, mining
operations and the like also should be avoided. Cultural noises other

than explosions usually cause negligible interference at distances greater
than 5 or 6 kilometers. Cn the other hand, storms at sea can disturb a

seismic array at least a few hundred kilometers inland [3-30, pages 86-87).

Other noises are generated in the system itself. Sensor design and

installation must be planned to avoid noise from convection currents,
barometric pressure changes, ground tilt and other extraneous disturb-
ances. Amplifiers and transmission lines must be designed to avoid noise
from internal instability or electromagnetic interference. The instru-
mentation should be stable over the expected range of temperature and
humidity in the operational environment. Finally, assuming that the data
is to be digitized, the quantization method should be designed so that
quantization noise is not significant to the systenms.

In the LASA and NORSAR systems, quantization is defined to be 0.0427 nm/
quantua unit, but in order to obtain a wide dynamic range with a limited
nusber of bits the least significant bit does not alvays represent a
single quantum unit. There are two ways to look at quantization noise in
this situation. For a quantization unit q, the error {ntroduced by quanti-
zation is equivalent to a noise with rms asplitude q/V12. (q = 0.0427 nm
implies rms noise = 0.0123 nm; this is only about 2% of the average fil-
tered LASA noise amplitude). When the quantum units are scaled for
increased dynamic range, then quantization ncise is best expressed as a
signal-to-noise ratio. If b is the number of bits used to represent the
amplitude values during transmission (bits indicating scaling and sign
not included) then the signal-to-noise ratio is (10.8 + 6b) dB. In the



LASA and NORSAR systeas b=7 go the signsl-to-noise ratio is epproximetely
53 dB. At the maximum signal amplitude (7 12 quantum units) this implies
a noise amplitude near 0.4 nm. Such e noise level approximates the natu-
rel beckground noise, but thst is unimportant when the signal is lerge
enough to warrant such sceling. Further discussion of quantization noise

appears in (3-8, Appendix I and 3-12, Appendix VIII]).

3.3.2 Noise Spectrum

It has been noted previously that the amplitude of background noise is
msaningless without a frequency reference, /nd thet in the short-period
region (most often used tor event detection) taere is a reletively stesdy
drop in noise level with increasing frequency. This is {llustrated by
Pligure 3-5 (from [3-30, pege 17), in which the short-period noise spectre
from 16 locations ere plotted). Amplitudes differ, but the shapes of
these spectre sre in generel egreement and ere virtually identical in the
vicinity of | He. Neer | Hz elmost ell of the 16 spectre evidence e slope
of epproximately 36 dB/octeve (amplitude drops by e fector of 64 when
trsquency doubles). At slightly higher frsquencies the slope becomes more
erratic end less steep, but still avereges 10 to 15 dB/octsve.

The noise spsctra ocbserved et LASA end NORSAR (with no compensation for
instrument and channel response) ere not nearly as extrsae as those in
Pigure 3-5, but still quits steep. Compensation for seismometer cheracter-
istics could produce e closer match. Figure 3-6 indicetes both ‘‘typical’’
noise spectra and the limiting extru.¢s observed in reletively few samples.
Ths connected circles represent a typical LASA noise spectrum and the
region betwveen the two dot-shadsd arsas represents cbserved extremes. The
connected crosses represen. two distinct types ~f common NORSAR noise

spectre and the region between the two line-sheded areas represents

cbssrved extremes.




Figure 3-5.
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NORSAR data was notable for belonging largely to two classes with
distinctly different slopes, as is suggested by the data in Figure 3-6.
Signal processing techniques which were optimal when one type of noise
was present could be appreciably less than optimal in the presence of
the other type. LASA background noise is far more consistent, and has
the additional advantage of a local minimum in the noise spectrum near

or slightly ab-ve 1 Hz.

3.3.3 Noise Variations

Both the overall amplitude and the spectrum of seismic background noise
have been observed to vary with such factors as array location, beam
direction and time. Variations with time generally appear to be associ-

ated with meteorological changes, but tidal effects may alsv be a factor.

Figures 3-5 and 3-6 indicate the differences in background noise observed
at different locations and different times. Figure 3-7 (extracted from
[3=19]) 1llustrates that significant differences occur between sensors

in the same array. For the 25 noise samples considered, the range of
noise levels among the subarrays was never less than 2 dB, and once was
nearly 10 dB. This figure also reveals a change of 8 dB in average noise

level in less than one day (the time from event ¢‘P’'’ to event *‘W’'?’),

An attempt to study the effect of sensor depth on background noise was
reported in [3-12, page 71]. Some slight differences were observed, but
it was not conclusive that these differences were in fact caused by the

difference in sersor depth.
Directional intensity of background noise is revealed by frequency -

wavenumbar spectra. (See [3-32] and [3-33].) Studies utilizing this

technique have shown not only that background noise often has directional
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Noise Power dB Reterenced to One Nanometer 2

Figure 3-7.
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components, but also that the directional noise can be associated with
low-pressure weather disturbances at sea 13-26, page 29). The distince
difference in noise spectrum illustrated by the two NORSAR curves in
figure 3-6 seems to be associated with the weathar in the North Sea and
Northem Atlantic, although the cause-and-effect mechanism responsible
for changing high and low frequencies in opposite directions is not
clear. Figure 3-8 shows the near doubling of long-term-average ncise

amplitude in 48 hours.

There are many factors which cause nsise characteristics to differ or
change, but two seismometers sufficiently close together will exhibit
correlation between their noise waveforms. The maximum distance at which
such correlation exists is indicated by Figure 3-9 (‘rom [3-6]). The
erratic line of average correlation coefficients indicates a critical

distance anywhere from 2.5 to 8 Km.

3.4 SIGNAL CHARACTERISTICS

Elementary approaches to seismic array and signal analysis are based on
simplifying assumptions that the waveform detected at each seismometer

is the sum of a signal component (identical, except for a relative time
delay, at each instrument) and a random noise component (totally uncor-
related, but having the same constant noise statistics at each instrument).
Unfortunately, the real situation departs significantly from these assump-
tions. As noted previously, background noise is essentially uncorrelated

if seismometers are separated sufficiently, but noise amplitude and
spectrum may vary appreciably from subarray to subarray and with time

and beam direction. In this sectior, signal characteristics are discussed,

with emphasis on deviations of actual signals from the simple model.
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3.4.1 Signal Amplitude

3.4.1.1 Envelope Shape

The idealized impulsive short-period signal is a sinusoid with an
envelope which builds to peak amplitude within a cycle or two and then
decays exponentially (reaching half-peak within one or two cycles). This
ideal may be approached in seismic waves recorded near the source of a
small, simple earthquake or explosion in a homogeneous medium. Larger
events often connist of multiple shocks from points along a fault line
which may extend more than 10U kilometers (although usually the first
shock 18 much larger than any of the immediately succeeding ores). To
complicate the picture further, variously reflected and refracted copies
of the signal reach a distr..t seismometer at different times, and local
crustal inhomogenieties (near the source or near the array) produce
repeatable distortions in the signal. The overall result is a protracted
period of activity with an energy maximum near the beginning and local
maxima at later times. Figure 3-10 provides a typical example of a signal
strong enough to evidence little interference from background noise.

The possible range of signal envelope shapezs is indicated by the three
waveforms in Figure 3-11., The first approximates the ideal signal, with
all activity constrained to a few cycles. The second waveform, generated
very near the source of the first, shows protracted oscillation after the
initial impulse, and suggests a second phase arriving about 13 seconds
after the initial one. The last of the three traces depicts an event
which begins weakly and takes more than ten seconds to grow to full
strength. A small event with this characteristic is extremely difficult
to detect.
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2,4,1,2 Amplitude Anomalies

The simple model of a seismic array has identical signal components
received at each subarray. In actuality, the signals vary considerably

in amplitude and somewhat in form from subarray to subarray, and this
variation itself varies with the source of the signal. Figure 3-12 demon-
strates the variation of signal waveform from subarray to subarray in
LASA. NORSAR exhibits even greater differences because of the variability
in the geologic structure. An impulsive disturbance can appear essentially
as one positive and one negative peak on one subarray, but as twoc positive

and three negative peaks on another.

The variations in signal strength from subarray to subarray are called
amplitude anomalies. A set of 48 events (8 or 10 frcm each .l 5 widely
separated small regions, plus a few from miscellaneous locations), was
analyzed for NORSAR signal amplitude anomalies. For each event, the signal
envelope peak amplitude was computed for each subarray and expressed in
dB relative to the median subarray amplitude for the event. The anomalies
for the entiie set, and for each of the five regions, are plotted in
Figures 3-13 through 3-18. The plots reveal that some subarrays have a
consistent bias (e.g., subarray 7 consistently exhibits a negative mean
relative amplitude). The existence of such large biases within the array
emphasizes the importance of applying bias corrections in the estimation
of earthquake magnitude. At present, no compensation is made for the
change in bias as a function of direction. For example, the mean relative
amplitude recorded by subarray 17 changes by 14.5 dB from one region to
another, and several other subarrays change by 9.5 dB. Since amplitude
anomalies averaged over the six instruments in a subarray and over 8 or
10 events from a region have biases approximating half a magnitude, the
application of a regionally-dependent bias correction should be provided.
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3.4.2 Signal Spectrum

It has been observed [3-19, Section V.3.3] that individual signal spectra
vary considerably, particularly for NORSAR data. More specifically, the
signal spectra tend to peak somewhere between the regions designated
long-pericd and short-period, and to drop off in each direction (see
Figure 3-19). When signal-to-noise ratio is considered, however, the
difference between signal and noise becomes apparent. Figure 3-20 11lu-
strates the peak gignal-to-noise ratio in the 1-3 Hz region for some
NORSAR data. LASA data exhibits a similar peak, but it is more nerrowly
restricted to the region around ! Hz. The differences in signal spectrum
as a function of array location, beamforming level, and event type and

location are discussed in the following sections.

3.4.2.1 Variations with Array Location

In a somewhat simplified model of seismic wave propagationm, the signal
wvaveforns from a single event would look very similar at any teleseismic
array location. Under more realistic assumptions (considering the
directional character of wave propagation from a fault) a large group of
signals would nevertheless be expected to result in similar statistics
at all array locations. Results from Montana and Norway strongly deny
even this more general situation. As is illustrated in Figure 3-21,
signals received at LASA show a strong tendency toward a dominant period
in the 0.8-1.0 second range while signals recorded in Norway exhiibited

a much wider spread. Events with dominant periods of 0.5, 1.0 and 1.4
seconds were nearly equal in number. The tendency toward higher signal
frequencies at NORSAR, coupled with a noise spectrum steeper than the
one at LASA, makes the signal-to-noise ratio peak at frequencies up to,
and occasionally beyond 3 Hz, whereas the LASA peak nearly always is near
1 Hz.

3-36



~ e

*w

4 T T T T
100}~ -
-2
~1
10 'k 0457 -
[a) -2 FURSEE
102}
2
o ——
o LRI
wn
|
3
B
; 1o-3k ER TR i
s
10-4 =t -
107} _
MS mb
1 1 1 1 1
1072 107! 100 10!

Figure 3-19.

FREQUENCY (Hz)

Scaled Rayleigh and P-Wave Spectra from the NTS Event
Purse and Three Earthquakes
(from [3=-28, page 11])

3-37




T.\;“ n+ w ..u i s v § i [Ep—— - = = - c——

. ’ . + . ] - s i ' 1 1 . H - ¥ » [ ] b 2 wj I I l

ueTpa pue B130adg TeU3YS Tauuey) pauIITYM ATTE2P] PA® PIZITEWION °(0Z-€ 21n813

(8P) ONINILIHM 4314V 3NTVA TVNDIS Q3ZITVWHON

=
=]

o5 G- s onE- oS- ooE- o'ge" 0o oSF- 0os-

- T ERS W —— e o e FN-m

=mww oo —

69°v

Ly

S9t

14 9%

3-38

2
N
AON3NDAH4

¥

||||||||||||||||1p|.|-|i-!!III-I-I

23

I||llll|IIlIIIIIIIlrII|ll1lllflrl'|'ll||'|1111"||ill'

oo8g
- ¥
- WL
- 1250
173 | -
S i * e i .es 00-




-m

Figure 3-21.

o

_l||||||||I|lI,
(a)

PYER DOMINANT PERICD (sec)

| |

|
| \
l_‘ogJ ]I | | | B B
.

{

NUMBER OF EVENTS

-

LASA DOMINANT PERIOD (sec)

Spectral Differences in P-Phase at Norway and Montana in
the Form of a Histogram of Dominant Periods

(from | 522, page 22])

3-39



3.4.2.2 Variations with Beamforming Level

In order to discuss a signal spectrum precisely, it is necessary to
specify both the unavoidable and the deliberate signal processing which
was applied to that signal. The instrument frequency response characteris-
tic must either be compensated for or presented as additional information.
Further distortion is introduced by analog amplirier and filter charac-
teristics before seismometer data is digitized and recorded. The overall
transfer function is very important in relating results to actual ground
movement or in comparison with results obtained by different types of
instruments. Transfer functions for NORSAR analog data channels are pre-
sented in Section 4.4. This section discusses only tle effects of beam-

forming on signul spectra.

The process of delay-and-sum beamforming is simply the addition of appro-
priately delayed time samples from different instrumerts or subarray
beams. Even if the signal were truly identical in al' waveforms to be
summed, the beamforming result would be distorte2 somewhat by digital
quactization error in both amplitude and delay time. Amplitude quantiza-
tion introduces white noise with rms amplitude q/v 12 (where q is the
quantization unit). This type of noise appears regardless of any beam-
forming. The error from quantization of delay time is strictly associated
with beamforming, is frequency dependent, and is not really noise. The
effect 18 a randomization of signal, reducing the signal components at
the higher frequencies because the same time shift produces more phase
shift in a shorter-period wave. Assume that sampling with period t pro-
duces in each waveform %o be beamformed a random time shift (uniformly
distributed in the range *t/2) from perfect alignment. Then the component
with period T will be expected to have 1ts beam amplitude reduced by a
factor of (T/wt) sin (7t/T) from that which would have resulted with
perfect alignment. It can be seen that for waves with periods long com-

pared to the sampling rate (T>t), this factor is essentially unity, but
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that it drops toward zero for waves with frequencies approaching the
sampling frequency. At half the sampling frequancy this amplitude reduc-
tion factor is 2/, or about 0.064.

Augmenting the effect of unavoidable time delay quantization is the
occurr:nca of alignment errors which cause displecements beyond the
range +t/2, and thus can result in more severe attenuation of high

frequencies.

The above analysis indicates the minimum departure from idealized beam-
forming. In practice, the signals being summed are not identical, so

real beamforming differs frcan ideal beamforming. Since signal coherency

is to some extent a function of distance between instruments, array
beamforming departs from the ideal much more than does subarray beam-
forming. Figure 3-22 indicates how subarray beamforming has little effect
on the spectrum (signals are relatively coherent over subarray distances)
but array beamforming causes a significant relativa drop in the high
frequency energy. This figure actually shows signal-to-noise ratio rather
than signal alone, but the spectrum of the incoherent noise is essentially

independen* of beamforming level.

3.4,2.3 Variations vith Event Type and Location

Signal lpecfra raaching a single array tend to vary charactaristically as

a function of typa (earthquaka or explosion, larga or small, etc.) and
location. The variation with type is used commonly in discrimination analy-
sis. Figure 3-23 illustrates tha distinct tendency for explosions to have
highar fraquency signals than do earthquakes, and the slight tendency for
larger events to hava ralatively mora enargy at lowar frequencies. Both
trends can ba partially explainad in terms of the extant of tha disturbance.
When a signal is ganarated by an extended sourca it ia leas likaly that
high fraquency anargy would ba in phasa as it reachad the datacting array.
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Variations with location can be explained in several ways, all relating
to crustal structure. Different fault vegions may differ in natural
resonant frequency, thereby creating different seismic wave spectra
right at the source. Even if two regions generate identical spectra,
however, the differences in transmission path could produce different
relative distortions. Fault orientation also can affect the spectrum. A
fault perpendicular to the array beam can generate a relatively coherent
signal along its entire length; one aligned with the beam is seen as an
extended-duration, incoherent event because of the difference in travel

time from one end of the fault to the other.

One indication of spectral variation with location may be seen in the
differences between the fundamental dominant frequenc.cs of events from
different regions. For example, eleven events from the Kuvil Islands
area exhibited an average dominant frequency of 1.06 F: (ranging from
0.82 to 1.37 Hz) while eight events from Central America had dominant
frequencies which averaged only 0.88 Hz (ranging from 0.74 to 1,02 Hz).
These events were among those selected for the study of NORSAR signal

and noise characteristics reported in [3-20].

3.5 WAVEFORM FILTERING

3.5.1 Purpose and Theoretical Background

The analysis of seismic waves always involves filtering, even if that
filtering is nu more than the characteristic response of the seismometer
itself. In practice, especially with seismic array systems, analog and
digital filtering augment the natural filtering of the instrument., The
purpose of filtering generally is to aid in detecting and analyzing

seismic events by increasing the signal-to-noise ratio. This can be
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accomplished simply by cutting off frequencies in which noise is rela-
tively strong and signal relatively weak, or by much more sophisticated

techniques.

If signal and noise had exactly the same spectral distribution of

energy, or 1f both had completely unpredictable spectra, filtering

would be fruitless. Because the two spectra are reasonably predictable

and differ from each other, spectral filtering can be used to emphasize
those parts of the spectrum in which signal-to-noise ratio (SNR) is
relatively high, and attenuate those parts of the spectrum in which the
ratio is low. It is well known (see [3-34, page 244] and [3-31, page 287])
that one particular filter maximizes SNR when the signal and noise spectra
are known. That filter may be described as a noise-prewhitening filter

i cascade with a signal-matching filter. The noise-prewhitening filter
has a response which is the inverse of the noise spectrum; therefore,
application of the prewhitening filter alone would make the background
noise spectrum flat. The signal-matching part of this two-part filter

thon has a response identical to the ¢‘whitened’’ signal spectrum,

Unfortunately, the background noise spectrum is not really constant and
the signal spectra may vary considerably from one event to another, as
explained in Sections 3.3.3 and 3.4.2. Nevertheless, several types of
filters approximating the matched filter tu a greater or lesser degree
can improve the SNR significantly. For example, the noise-prewhitening
filter aloue will perform within 1 dB of the optimum matched filter,
provided its bandwidth is large enough to include all frequeucies for
which the output SNR is within 2.5 dB of its maximum value, but suffi-
clently narrow to exclude all frequencies for which the SNR is more than
12 dB below this maximum (see [3-1, page 2-16]).
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3.5.2 Types of Digital Filters

The concepts of digital filtering are addressed in devail in [3-4] The
type of digital filters currently used in both the LASA and NORSAK DP
systems is a recursive Butterworth bandpass filter. These filters have
an essentially flat response over a particular range of frequencies, then
cut off sharply (18 dB/octave) beyond that range. The bandpass region is
selected to pass as much of the typical signal energy as possible while
blocking frequencies in which seismic signals are weak compared to back-
ground noise. Figure 3-24 contains response characteristics of a number
of bandpass filters (the designation 09-35 means the 3 dB points are 0.9
and 3.5 Hz) which have been used in various analysis programs. Theege
filters sharply reduce the effect of strong low-frequency noise while

preserving the essential part cf short-period signals.

When the background noise has a known, relatively stable spectrum, a
wmore refined type of filter is possible-the prewhitening filter. Making
the background noise white assures that all parts of the signal spectrum
with a good local SNR will contribute to the overall SNR. (With bandpass
filtering, by contrast, a portivn of the spectrum with high SNR but low
amplitude would be dominated by another portion of the spectrum with
comparatively low SNR but high amplitude.) Under cercain circumstances,
such as SNR essentially independent of frequency or signal spectrum
completely unknown or unpredictable, this type of filtering is the best
that can be done. No filter response characteristic is illustrated here;

it is simply the inverse of the assumed noime spectrum.

With further knowledge of the signal spectrum, more sophisticated and

more effective shaped filters (as opposed to flat bandpass filters) are

possible. As indicated in Section 3.5.1, the matched filter is ideal

when both signal and noise spectra are precisely known. It is unproductive H

to attempt to generate a matched filter for spectra which are variable or

i
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impreciszly known, so the approach taken in NORSAR analysis was to test i
and compare a number of simple shaped filters approximating the range of -
matched filters optimal for different events. Some of the shaped filters

considered are shown in Figure 3-25. The coefficients of these digital !
filters are given in [3-20]. All are nonrecursive filters, and none

requires more than six coefficients.

The results of these analyses suggest that noise prewhitening filters

may yield significant improvements compared to bandpass filters. However,
because of the variability of the NORSAR signal spectra, matched filters
are probably impractical.

3.5.3 Results of Filtering

A number of studies have been performed on the results of digital filter-
ing applied to seismic wave analysis. Pertinent references include [3-10,
3-12, 3-18, 3-19, and 3-20].

There are a number of different possible goals of filtering which may be

applied at different times or even at different stages in the analysis

of the same event. It is generally desirable to maximize the SNR, but

sometimes this goal must be subordinated to other considerations.

Determination of precise signal arrival time and relative time anomalies

Tequires that the apparent start tire of an event signal should not be

skifted by the filtering process. Parameter extraction (determirnation of

period, velocity, lster phases, etc.) is best performed with an undis-

torted vaveform, so only bandpass filtering is permitted before this

stage. For initial detection of events, however, any distortion of the

vavefors is psrmissible so long as it does riot cause serious errors in 1
ths initial determination of event location. !

[ 4 L
L 3

foc d
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Some of the results of digital filtering studies are summerized in the

following sections.

3.5.3.1 Increasing the Signal-to-Noise Ratio

One possible objective of digital filtering is the maximization of
filter gain, defined as the ratio of SNR after filtering to SNR before
filtering (expressed iu dB).

An early study of filtering gain is contained in [3-35]. LASA data for
two different events is examinad under a variety of array configurations,
processing sequences and filters. Over all combinations, filtering gain
ranged from 4.60 dB to 20.55 dB. The three filters used were all band-
pass, and formed a nesting set. The widest filter (0.425-2,.825 Hz) con-
sistently gave the poorest performances, while the narrowest filter
(0.9-1.4 Hz) always was best. It is interesting to note that the gain
attributable to filtering after subarray beamforming is as much as 7 dB
higher (20.55 dB vs 13.40 dB) than the gain of filtering performed before
subarray beamforming, although overall gain is invariant to the order of
these operations. The processing configuration must be well defined before

a quantitative filtering gain is meaningful.

Appendix III of [3-18] contains the results of an analysis of 25 NORSAR
events. In this study, effectively 33 different filters were applied to
beams formed from 18 seismometers (the Interim NORSAR system). No one
filter in this set proved best for more than four of the 25 events. Over
the 25 events, maximum filtering gain ranged from 2.11 dB to 27.90 dB.
These variable results indicated that no single filter was likely to be
universally good (at least at NORSAR), but that shaped (as opposed to

flat bandpass) filters were serious contenders for the rating of ‘generally

best’.
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3.5.3.2 Prewhitening the Background Noise

As vas mentioned in Sections 3.5.1 and 3.5.2, a prewhitening filter
offers a near-optimal approach :¢ maximizing SNR when the noise spr.trum
is known and stable, but the signzl spectrum is completely unknown or
widely variable. Unfortunately, there is no simple analytical procedure
for generating the prewhitening filter corresponding to a given noise
spectrum. In the NORSAR study cited in the previous section, it was

shown that one or more stages of differentiation provided a crude pre-
whitening effect, but it was felt that a somewhat better approximation
could be found. The four shaped filters in Figure 3-25 are the result of
both trial-and-error and semisystematic attempts to produce a filter
response characteristic matching the inverse of the NORSAR noise spectrum.
(A diffcrent prewhitening filter probably would be required for any other
site; LASA noise definitely differs from NORSAR noise.)

Plotted in Figure 3-26 are the results of applying each of the four
candidate prewhitening filters to an average NORSAR noise spectium. (The
unfiltered noise spectrum and the output of the current NORSAR prccessing
filter are shown, as well.) An ideal prewhitening filter would yield a
horizontal line in this figure; none of these achieves that goal. Nevzr-
theless, the filters designoted MATCH and SIMPLE produce nearly white
noise over most of the spectrum and the SSDD curve is relatively flat in
the middle. These results indicate how closely a noise spectrum can be

matched with relatively simple filters.

3.5.3.3 Maximizing Detectability
Maximizing the probability of detecting events is not necessarily

accomplished by prewhitening the background noise, and is not the same

as maximizing the SNR or filtering gain. Most event detection schemes,
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in spite of their complex filtering, summing and other numerical manipu-
lation, ultimately reduce to the observation of a single function of
time, which 1s somehow related to seismic wave energy. When that function
crosses a preset threshold it is assumed to indicate the arrival of an
event. (See [3-19] for a more detailed explanation of this model.) The
lower that detection threshold is set, the more likely it is that a

small event will be detected; however, a low threshold also increases the
probability of false alarms. The margin of safety between normal excur=
sions of that detection function and the excursion created by an event is
a measure of how good the detection processing (including filtering) is
at enhancing detections. Th.s measure is the detectability defined in
equation (3-3) of Section 3.2.1. Calculation of this detectability value
for large numbers of events processed in different ways has helped indi-
cate the optimal processing techniques and filters for NORSAR events.
Figure 3-27 (part of the complete results in [3-20]) is a plot showing
how different filters compare in detectability. (A filter invariably
better than the others would haw> all event points plotted at the right
margin; the amount of dispersion to the left indicates the degree of
departure from the ideal case. The filter which proves best in this type
of analysis (here, apparently, either the 1.2-3.2 Hz bandpass or the DDD

filter) is a good candidate for us> in detection processing.
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3.6 ANNOTATED BIBLIOGRAPHY

The following references pertaining to seismic signal and noise charac-
teristics are divided into three groups. The first group (Section 3.6.1)
consists of quarterly and final reports prepared by IBM under a series
of contracts relating to seismic signal processing. The second group
(3.6.2) consists of semiannual technical summaries of seismic discrimi-
nation studies performed at MIT Lincoln Laboratory. The third group

(3.6,3) conuists of pertinent miscellaneous references.

3.6.1 IBM Quarterly and Final Technical Reports

3-1, ‘‘Large Aperture Seismic Array Signal Processing Study,’’ IBM
Final Report, Contract SD-296, 15 July 1965.

This early report contains general information on digital filtering and
beamforming, including a brief discussion of various signal processing
losses. Sections 1 and 2, and Appendices E and F are of particular
interest in understanding the interactions batween signal processing

techniques and signal and noise characteristics.

3-2, ¢‘LASA Signal Processing, Simulation, and Communications Study,’’
IBM First Quarterly Technical Report, Contract AF 19(628)-5948,
1 May 1966.

Early concepts of system data flow and filtering requirements are con<
tained in Section 3 and Appendix E.

3-3, ¢¢LASA Signal Processing, Simulation, and C >mmunications Study,’’

IBM Second Quarterly Technical Report, Contract AF 19(628)5948,
September 1966.

3-55



Appendix B coatains the results of an early study of signal and noise
characteristics which revealed that performance of the LASA would be
improved by eliminating some of the more tightly clustered seismometers.
(At small separations noise was not independent, so beamforming gain
enhanced noise as well as signals.) Appendi: E describes a number of
data analysis programs for generating recursive digital filter coeffi-
cients and calculating their frequency response, performing recursive
digital filtering, calculating signal and noise power, calculating cross

covariance factors, and calculating power spectra.

3=4, ‘‘LASA Signal Processing, Simulation, and Communication Study, '’
IBM Final Report, Contract AF19(628)-5948, ESD=TR=66-635,
March 1967.

The basic LASA signal processing algorithms are defined in Figure 2-6.
Digital filtering 1s addressed in detail in Section 3.7. Some spectral
analysis was performed on sipgnal-to-noise ratios and beamforming gain,
and some effects of filtering were studied. These are reported in
Section 3.8. Useful programs, including one for spectral analysis, are
described in Section 4.

3-5, ‘‘LASA Experimental Signal Processing System,’® IBM First
Quarterly Technical Report, Contract F19628-67-C-0198,
ESD-TR-67-458, February 1967.

This report describes the data processing system cenfiguration. It has
only marginal interest relative to signal and noise characteristics, but

is included for completeness.
3-6. ‘‘LASA Experimental Signal Processing System,’®® IBM Second

Quarterly Technical Report, Contract F19628-67-C-0198,
ESD-TR-67-602, May 1967.
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Noise correlatinn coefficient as a function of distance beiween subarrays
is pletted in Figure F-7, Two examples of signal-to-noise spectra are
presented in Figures F-8 and F-9, Appendix D contains the various equa-
tions employed in detection processing, with emphasis on the types of
scaling which occur.

3-7. ¢¢LASA Experimental Signal Processing System,’’ IBM Third
Quarterly Technical Report, Contract F19628-67-C-0198,
ESD-TR=-68-149, August 1967,

This report contains an extensive discussion of the fast Fourier trans-
form and some results of & study of noise correlation across the LASA

array.

3-8. ‘‘LASA Experimental Signal Processing System,’’ IBM Fifth
Quarterly Technical Report, Contract F19528-67-C-0198,
ESD-TR-68-450, February 1968.

Figure 1 shows a typical LASA seismometer noise spectrum. Appendix VIII
deals with long-period ~ignal processing, and includes plots of signal-
to-noise spectra and filter characteristics. The use of spectral charac-
teristics to distinguish bctween earthquakes and explosions is discussed
briefly in Appendix IX.

3-6. ¢¢“LASA Experimental Signal Processing System,’’ IBM Sixth
\Juarterly Technical Report, Contract F19628-67-C-0198,
ESD-TR-68-451, May 1968.

This report is concerned almost exclusively with the design of the NORSAR
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