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FOREWORD 

The research project outlined in this report was completed in the period from 
May  1971 to September 1972 under the sponsorship of the Air Force Flight 
Dynamics Laboratory, Air Force Systems Command, Wright-Patterson Air Force 
Base,  Ohio.     The report was prepared by Aerophysics  Research Corporation, 
Bellevue, Washington,  under Project  1431  and United States  Air Force Contract 
F33615-71-C-1480.     Mr.  David T.   Johnson,  AFFDL/FXG,  was  the  cognizant  Air 
•orce  representative  for the  study. 

This report was authored by D.   S.  Hague and C.   R.  Glatt.    J.   F.  MacRae 
organized the manuscript.     Programming support was supplied by D.A. Watson 
and R. T.  dopes. The study has  lead to a major advance  in development 
of computer aided design techniques.    This report  and the study benefit 
directly from a number of previous Government-sponsored research studies 
including: 

USAF contract  AF33(616)-6848, for trajectory equation  and 
program development 

USAF contract  AF33(657J-8829, for development  of the vari- 
ational  optimization procedure 
and program 

USAF contract  F33615-70-C-1036, for development  of a digital 
combat optimization and 
analysis program 

NASA contract NAS  1-10692, for additional  development of 
the optimal design  integration 
procedure 

NASA contracts  NAS  2-3691,   NAS for extension of the  optimi- 
2-4880,  NAS  1-9936,  NAS  3-13331 zation procedure 
and NAS 2-6147 

In addition  to the development   of improved computer aided design techniques, 
this  project  has  resulted   in  considerable extension of the previously  available 
AFFDL generalized  steepest  descent  and segmented mission  analysis computer 
programs. 

This  report  was  submitted by  the  authors  in November  1972.     The technical 
report  has been  reviewed  and   is   approved. 

:V^&^2o 
PHILIP P.   ANT0NAT05 
Chief,   Flight Mechanics Plvislon 
Air Force Flight Dynamics  Laboratory 
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ABSTRACT 

ODIN/MFV is a digital computing system for the synthesis  and optimization 
of military flight vehicle preliminary designs.    The system consists of a 
library of technology modules  in the form of independent computer programs 
and an executive program,  DIALOG, which operates on the technology modules. 

The technology module library  contains programs   for estimating all  major 
military flight vehicle system characteristics,  for example,  geometry, 
aerodynamics, propulsion,  inertia and volumetric properties,   trajectory 
and missions, economics,  steady-state aeroelasticity and  flutter,   and 
stability and control.     In addition,  a generalized system optimization 
module,  a computer graphics module,   and a program precompiler are  avail- 
able as user aids  in the ODIN/MFV program technology module  library. 

The DIALOG executive program controls the design synthesis  and optimization 
by operating on the technology module library under control   of a user- 
specified data input stream.     Synthesis procedures  in any design simulation 
are established by the input data.     Hence, any set of vehicle component 
matching and sizing loops can be defined.    There is no effective  limit on 
the design sequence "topology" which may be employed in an ODIN/MFV simu- 
lation since the sequence is  controlled by input data. 

The technology module program library has been established by an extensive 
survey of existing computer programs  available to the  general  aerospace 
industry.    Governmental,  industrial,  and academic sources   for technology 
module programs were used in construction of the  final program library. 
Individual credit  for the program sources is acknowledged where possible 
in either the technical discussion or the  list  of references.     In  certai.i 
cases extensive modification  of source irograms were made.     However, many 
source programs  are employed in essentially unmodified  form. 

It  should be noted that  the  ODIN/MFV program provides  the  designer with a 
"building block" approach to vehicle design.    The design simulation paral- 
lels  that now employed in industry;  however, the ODIN/MFV permits  all 
interdisciplinary data interchange to be performed within the computer rather 
than by hand outside the computer.     This  feature allows the  designer to 
perform more iterations  in the vehicle design. 

Program operation  effectively  requires the use of a conventional  design 
team approach.    The design team defines all desired information  transfers, 
matching loops and sizing required to achieve a satisfactory vehicle design. 

The ODIN/MFV program provides  the designer with  a tool   for automation of 
the vehicle design process which has the ability to retain the  full tech- 
nical  depth associated with  current  preliminary design analyses. 

in 
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SECTION  1 

INTRODUCTION 

Efficient preliminary design of a modern military flight vehicle  involves 
the simultaneous satisfaction of all  vehicle operational  constraints  and 
optimization of the vehicle's performance.    Operational  constraints  and 
performance criteria include 

a. Landing and take-off performance 
b. Pay load capability 
c. Maximum acceleration and  lift coefficient maneuver limits 
d. Mach-altitude  flight envelope  limits 
e. Thermodynamic constraints 
f. Economics 

For aircraft which will  operate near civilian populition centers  in times 
of peace,  there exists an increasing requirement for satisfying environmental 
constraints,  such as noise and engine  exhaust pollution.    Optimal design 
of a military flight vehicle to these performance and constraint charac- 
teristics  involves a complex system of nonlinear interdisciplinary trade- 
offs.     Technology areas to be considered include 

a. Geometry 
b. Aerodynamics 
c. Propulsion 
d. Material stress 
e. Weights 
f. Aeroelasticity 

g- Stability and control 
h. Cost 

Military flight vehicle design teams must  carefully integrate the require- 
ments of these multiple disciplines  in order co obtain the best vehicle 
configuration for a specified mission spectrum. 

The aerospace industry has continually encountered increases  in vehicle 
and mission complexity.       In recent years increasing complexity has 
tended to force the practicing aerospace engineer into a relatively small 
area of specialization.    Thus,  the problem of integrating all significant 
disciplines entering military flight vehicle design has become a major 
obstacle to rapid and efficient vehicle design.    Efforts to overcome the 
design integration problem have  resulted in increases  in vehicle prelim- 
inary design staffs of from 20 to 30 working for several months on the 
earliest  supersonic aircraft  to many hundred working for several years on 
more recent  supersonic projects. 

The  increased effort required to integrate modern vehicles has been discussed 
in Reference  1.    For example.   Reference 1   indicates  that wind tunnel test 
time required  for advanced vehicles  is rising exponentially with time, 
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Figure   1-1.      This exponential  growth of effort is matched by other areas 
such as man hours and computational  effort required.    Examples are readily 
forthcoming.     In strength analysis engineers'  approximate theories  are 
being replaced by finite element modeling.     In aerodynamics  and aeroelas- 
ticity,  strip theory is  replaced by the use of finite surface theories.   In 
performance analysis the variational calculus  formulation is used in place 
of conventional flight handbook calculations.     In practice experimental 
effort,  manpower,  and computational  effort to achieve a vehicle design are 
all  rising simultaneously. 

The use of more extensive experimental  and theoretical  analyses can be 
justified.    Thus, when designing an interceptor the use of variational 
calculus  techniques.  Reference 2,  will  usually produce a performance esti- 
mate which  improves on flight  handbook performance estimates by  IS  to 20 
per cent.   Reference 3.     It  is pointed out  in Reference 4 that  the  greatly 
increased computational  effort  required to define this performance gain and 
to capitalize upon it  in the vehicle design is worthwhile when a significant 
vehicle production order is anticipated.    Similarly, the increased sophis- 
tication of analysis in other areas can be justified in terms of ultimate 
system effectiveness. 

However,   a major obstacle to the use of more sophisticated analysis  emerges 
in practice.    These analyses require  increased specialization among the 
design team members   and are generally more costly in terms of dollars and 
elapsed time.     Finally,  since each discipline becomes more compartmentalized 
as a result of increased specializatioi.,   the design integration proaess 
itself becomes more aomplex. 

The increase in design  integration complexity is  readily visualized in terms 
of the trajectory analysis.     If the vehicle trajectory is  fixed, other 
disciplines  can examine the design independent of the trajectory analyst. 
If each time a vehicle configuration parameter is changed a significant 
change to the vehicle's optimal  flight path results, then the  integration 
problem becomes far more complex.     In actuality efficient modem vehicle 
design requires the coupling of all major technologies. 

The present study was addressed to the t  „hnology integration problem, and 
an optimal design integration procedure  (ODIN) has been devised.    This 
procedure is based on computer-aided design concepts.    The approximate 
growth in computational  capacities of several representative computers  in 
solution of typical aerospace vehicle analyses is presented in Figure 2. 
Reference  1 has similarly outlined the total  growth of United States compu- 
tational power.    The ODIN procedure for military  flight vehicles developed 
during the present  study and the related study of Reference 5 is based on 
the premise that the increased computational capacity which has made today's 
sophisticated analysis procedures  feasible is also capable of greatly 
improving vehicle design integration procedures.     Achievement of this 
improvement  in design integration procedures has required 

a.     Creation of a technology computer program library; 
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b. Construction of an executive program which allows the 
programs within the technology library to communicate 
with each other without  the necessity for manual  inter- 
vention in the design analysis; 

c. A generalized method for specification of analysis 
sequence including matching and sizing loops; and 

d. A method for systematically perturbing design vari- 
ables  to satisfy operating constraints while opti- 
mizing system capability. 

The ODIN system developed under the present study and the study of Reference 
5  contains all  the above features.    The system and its operation is 
described in Section 2.    Description of the  technology program library 
initially installed at Wright-Patterson Air Force Base follow in Section 3. 

This system has  also been installed on the CDC CYBERNET system of inter- 
locking computers through the San Francisco and Seattle Data Centers  as 
shown in Figure 1-3. 

The ODIN system described in this report has been applied to a variety of 
military flight vehicle analysis and design integration problems during the 
study including 

a. Bl bomber performance studies 

b. Air-to-air surface missile performance studies 

c. Advanced manned interceptor design studies 

The most  comprehensive problem investigated was the synthesis  of an advanced 
manned interceptor; Figure 1-4 presents three-views of this vehicle as 
produced by the ODIN system.    Figure  1-5 illustrates the complex system of 
technology modules executed to accomplish the synthesis. 
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SnCTION  2 

STRUCTURE AND OPERATION OF THE OPTIMAL DLSIGN 
INTEGRATION  PROCEDURE  FOR MILITARY  FLIGHT 

VEHICLES,  ODIN/MFV 

This section describes the Optimal  Design  Integration Procedure for Military 
Flight Vehicles   (ODIN/MFV)   computational  system,   its structure, and its 
application.     The ODIN/MFV computational system contains  a library of many 
programs which are used as needed for a given problem.    The resultant 
program run time and core requirements to solve a given problem is, there- 
fore,  variable depending upon the programs used.     Many of the programs 
contained in the ODIN/MFV  library were developed independently of the 
present study,  several under previous Government   funded studies.    The 
ODIN/MFV executive  control program which allows  the  independent programs 
of the ODIN/MFV library to communicate with  each other was developed entirely 
within the context  of the present study,  and the relatet' NASA supported 
study of Reference  1. 

In developing the ODIN/MFV a survey was conducted of existing technology 
programs and methodologies which are generally available to the aerospace 
industry.     Programs  surveyed are listed in References 2 through 130.    The 
ODIN/MFV initial program library was  limited to only a few of these programs 
due to the limited scope of the present study effort.     Other programs may 
readily be introduced into the ODIN/MFV by a minoi   program modification 
as described  later  in this  section. 
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2.1    STRUCTURE OF THE ODIN/MFV SYSTEM 

The components ot the ODIN/MFV system are illustrated in Figure 2.1-1;  each 
system component exists in the form of one or more independent computer 
programs.    The preliminary design service elements in Figure 2.1-1 consist 
of 

a. Design optimization 
b. Plotter program 
c. Macro Fortran 
d. Report generator 

These modules are described in detail in 1 
Briefly, the design optimization element i 
design variables in optimization studies, 
provides the designer with a plot capabili 
module is a Fortran based pre-corapiler of 
lation of ODIN/MFV program elements and is 
aid device. The report module enables the 
any manner he wishes under input data cont 

ater sections of the report. 
s used to perturb the vehicle 
The plotter program element 

ty for output.    The macro Fortran 
general utility in the manipu- 
available mainly as a programming 
user to format his output in 

rol without program modification. 

Since the ODIN/MFV system comprises more than a quarter of a million Fortran 
source cards,  some precautions must be taken to provide a usable system 
capable of interpretation by designer, engineer, and programmer.    The 
major such precaution has been the creation of a system which is truly 
modular in the sense that it consists of many independent computer programs. 
Any one of these programs can be revised, extended, or replaced without 
affecting the other program elements of the ODIN/MFV in any way.    In conse- 
quence, the specialist in a given technology area is able to phrase his 
analysis of the design without regard for the other technologies involved 
other than for the interfaces from and to his discipline and other disci- 
plines entering the design. 

The final element of the ODIN/MFV is the data base. Figure 2.1-1.    This 
data base contains all information to be communicated between program 
elements.    When combined with the nominal  input data, it  is sufficient to 
completely define the problem under study. 
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2.2    THE BASIC ODIN/MFV PROGRAM ELEMENTS 

The independent program elements which form a basis for the ODIN/MFV 
system are written in  Fortran.    Each program in the system has been 
assigned a four to six Ißtter mnemonic for reference purposes and for 
operation in the ODIN/MFV system.    Table 2.2-1 presents a list of the 
basic ODIN/MFV program library and the mnemonics assigned.    When con- 
structing the sequence of analyses which lead to the synthesis and 
optimization of a military flight vehicle, each program must be referred 
to by its mnemonic code in the ODIN/MFV system.    Mnemonic control of the 
elements in the ODIN/MFV program library is discussed in more detail in 
later sections. 

\ 
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TABLE 2.2-1.     MNEMONICS FOR THE BASIC SET OF 
ODIN/MFV  INDEPENDENT PROGRAM LIBRARY 

PROGRAM MNEMONIC 

Executive Control Program DIALOG 

Geometric Paneling Program PANEL 

Hypersonic Arbitrary Body 
Aerodynamic Computer Program       HABACP 

Techniques to Evaluate 
Design Trade-Offs in  Lifting 
Re-entry Vehicles TREND 

Skin Friction Drag LRCSF 

Zero-Li ft Wave Drag LRCWDZ 

Zero-Li ft Wave Drag ARPII 

Wave Drag at Lift LRCWDL 

Wetted Areas LRCWA 

Configuration  Plots LRCACP 

Vehicle Synthesis for 
Advanced Concepts VSAC 

Atmospheric Trajectory 
Optimization Program 
CVersion  III) ATOP III 

Mission Segment Analysis 
Program (Version  II) NSEG II 

Development  § Production 
Costs of Aircraft DAPCA 

Program for Improved Cost 
Optimization PRICE 

Swept Strip Aeroelastic 
Model SSAM 

Design § Off-Design Perfor- 
mance for Two-  and Three- 
Spool Turbofans with as 
Many as Three Nozzles GENENG II 

Automated Engineering § 
Analysis AESOP 

Macro-Fort ran Language for 
Development of Precompilers MAC 

Independent  Plot  Program PLOTTER 

Quadrilateral   Panel  Display IMAGE 

TECHNOLOGY AREA 

Executive 

Geometry 

Aerodynamics 

Aerodynamics 

Aerodynamics 

Aerodynamics 

Aerodynamics 

Aerodynamics 

Aerodynamics 

Aerodynamics 

Weights 

Trajectory 

Mission Analysis 

Economics 

Economics 

Structures 

Propulsion 

Optimization 

Miscellaneous 

Miscellaneous 

Miscellaneous 
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2.3     INSTALLATION OF THE ODIN/MFV 

The ODIN/MFV can be installed on any CDC 6600 computer which has an oper- 
ating system containing the    Appendix 1-b system utility routine CCLINK. 
These two versions of CCLINK are available in the basic ODIN/MFV library. 
Since the ODIN/MFV consists of a library of independent programs, the basic 
program library must be installed on the computer before simulations can 
begin. 

To install the ODIN/MFV program library the sequence of operations depicted 
in Figure 2.3-1 must be completed. First, all Fortran source program card 
decks must be compiled. Each independently compiled program is then stored 
on a tape or disc unit. More than one program may be stored on a given 
disc or tape, but each such program must be stored as a separate file. When 
all programs including the executive program are stored in this manner, 
simulations can begin. 

Simulations will involve sequential execution of technology elements in the 
ODIN/MFV program library.    Basic data for each program element must be set 
up in the usual manner for that program operating independently of the 
ODIN/MFV.     The analyst  or team of analysts  then defines  the sequence of 
programs to be executed together with the effect of all design variables on 
the ^nput  for each program. 

The simulation then commences using nominal design variable values.    A 
common method of running the simulation is to use the optimization 
module as the final program element executed in the sequence (other than 
the executive program).    This program receives the relevent system charac- 
teristics which have been evaluated and stored in the interprogram data 
base.    On the basis of multivariable search algorithms contained within 
the optimizer, a perturbed set of control variables are defined replacing 
those residing in the data base, and the complete simulation sequence is 
repeated.    This second simulation defines perturbed system characteristics 
to predict another set of design variable perturbations for yet another 
simulation.    This process is then repeated, Figure 2.3-2, until the 
optimum vehicle satisfying all operational constrai its is evolved or 
until further gains  in system performance are negligible in magnitude. 

During the simulation  all information required to fully define the problem 
at the  level of analysis  requested is stored in the data base.    On 
problem completion the data base can be interrogated using a stylized report 
generator program to compose a final user-oriented description of the final 
design.     It should be noted that the data base contains all interprogram 
data and that the flow of all data to or from the data base and the program 
elements  is completely controlled by the executive program. 

When a program clement   is being executed,  there  is no way that program is 
"aware" of flic  fact  that   it  is performing one analysis  function in an 
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overall vehicle simulation.    This is a key element in the modular structure 
of the ODIN/MFV.    It insures that the analysis function of each program 
element in the library can be examined independently of the other analysis 
programs.    Without this feature examination of the complex interconnections 
between analysis modules would become extremely complex and,  in view of 
the ODIN/MFVs system size, of doubtful validity. 

The manner in which the sequence of program elements to be executed is 
defined is outlined in Section  2.2.       The manner in which interprogram 
information is passed between program elements and the data base via the 
ODIN/MFV executive program is outlined in Section  2.4. 
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NOMINAL DESIGN VARIABU! VALUES AND DESIPXD 
SEQUENCE OF PROnRAM ELEMENTS 

OPTIMIZATION LOOP 

PERTURBED^ 
[DESIGN VARI- 
VABLE VALUES 

ODIN/MFV 

DESIGN SIMULATION 

PROGRAM 1 

PROGRAM 2 

T 
i 
I 
i 

i 
PROGRAM I 

PROGRAM  1*1 

EXECim 
PROGRAM \M WWC S 

SYSTEM PERFORMANCE AND 
0PERAT1N(, CONSTRAINTS 

OPTIMIZATION 
PROGRAM 

REPORT 
GENERATOR 

DATA BASE 

FINAL OPTIMUM DESIGN 

FIGURIi  2.3-2       SCIiLMAlIC:  OF  A VlilUCl.i:  DliSIGN OPTIMIZATION   SIMULATION 
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2.4 SEQUENTIAL INDEPENDENT PROGRAM EXECUTION 

Usually the submission of a computation to a digital computer involves the 
execution of a single program with possible repetitive evaluation of succes- 
sive data cases. In the ODIN/MFV system, submission of a computation 
may involve the sequential execution of nany programs  to obtain a complete 
vehicle design synthesis. The sequential execution of many loops through 
these programs may be required to obtain an optimal design 

2.4.1 Sequential Execution of More Than One Program 

On any digital computer the execution of a single program is governed by a 
set of control cards which provide instructions to the computer system for 
compiling and/or loading the specified program. These control cards, the 
Job Control Language or JCL cards, are peculiar to each computer system and 
installation. The JCL cards for any computer or installation rarely employ 
a user-oriented format.  For example. Table 2.4-1 presents typical JCL cards 
for an elementary Fortran compilation and execution of the same program on 
the CDC 6000 series computer, the IBM 360 series computer, and the UNIVAC 
1108.     To the user, the JCL, unlike the higher level Fortran language, 
tends to be incomprehensible.  In the remainder of this section details of 
the JCL cards will be omitted. Collectively, any group of JCL cards neces- 
sary to execute a given program (program X) will be referred to as "the JCL 
to execute program X," and "the JCL cards to compile program X" (JCL^ and 
JCLC).   A 

In actuality to compile and execute the application program X several inde- 
pendent programs must be executed in addition.    These other independent 
programs are all part of the computer operating system.    System programs 
of this type bear a similar relationship to the computer operating system 
as do the independent technology program elements to the ODIN/MFV executive 
program. Figure 2.4-1.    This analog}- forms the basis of the ODIN/MFV: 

"The operating system employs independent system utility programs 
to compile and execute a given applir. tion program.    The ODIN/ 
MFV program system employs independent application programs to 
synthesize a vehicle design." 

In this  sense,  the ODIN/MFV is a newly developed higher order operating 
system which carries out the analysis function rather than carrying out the 
program compile and execution  function. 

Now consider the problem of sequential execution of two applications programs 
This can readily be achieved on almost any digital computer.    Symbolically, 

JCL(A+B)   = JCLA + JCLB 
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where the operator + indicates that the JCL for program B is simply placed 
behind that of program A and that the operating system operates on the 
combined JCL cards, JCLE. „. . 

In general using this notation 

•JCL1;. D       Kn = JCL^ + JCL!; + . . . + JCLJ: (A+B+...+N) AB N 

That is,  an arbitrary number of applications programs can be sequentially 
executed on practically any major digital computer. 

This  factor forms the basis of the ÖDIN/MFV; however,  in the ODIN/MFV 
three additional  capabilities  are required: 

a. The sequential JCL, cards sets must be controlled by 
readily understood higher order commands in view of 
the close requirement  for designer interaction.  This 
is achieved by creating an ODIN/MFV Job Control 
Language which employs  comments such as 

JCL1?  =  EXFXUTE A 
A 

A readily understood command to the computer, there- 
fore replaces commands  such as those in Table 2.4-1. 

b. The selected sequence of program JCL cards must be 
automatically capable of repetition and revision of 
the sequence as the problem progresses.    Symbolically, 
the following equation must be performed: 

i = l,M 
(JCL(A+B-...Wi    =JCLA + JCLEB+   •••+JCLN 

+ JCL": + JCL!: + ...+JCL^ 
AD N 

JCL!? 
+ JCLJ; + ...*jcil AB N 

where M rows of JCL are to be represented on the left 
hand side.    This capability has been achieved by creating 
the ability to loop through the ODIN/MFV JCL cards using 
additional user criented control commands as  illustrated 
for a five program sequence repeated twenty times  in 
Table 2.4-2.      The additional  commands are 

DESIGN POINT  I 

LOOP TO POINT  I 
IF .LT. 
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which defines Fortran-like instructions for control of 
the design simulation. 

The ability to select alternative program execution 
sequences based on design dependent logic. For example, 
the symbolic operation 

JCLJJ; M < M 

JCL„; M < M 

This type of operation can readily be carried out with 
commands of Table 2.4-2 as follows 

LOOP TO POINT MA 
IF M.GT.MBAR 
EXECUTE B 
LOOP TO D0INT MB 
DESIGN POINT MA 
EXECUTE A 
DESIGN POINT MB 

In general, both M and MBAR may be defined in the JCL 
as in Table 2.4-2 or alternately either may be a vari- 
able computed by any of the application programs. In 
the latter case such variables must be defined in the 
data base as described in Section 2.S. 
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2.4.2    Topology of the General  Design Synthesis Calculation 

In general   the synthesis of military  flight vehicles  involves  a complicated 
system of analysis   loops  for satisfying a variety of aerodynamic and propul- 
sive sizing and matching constraints.     It   is not possible or necessarily 
desirable to rigidly define the topology of the system of computational 
loops  in  the ODIN/MFV.     Instead,   the  analysis  sequence to be performed  is 
defined by  the ODIN/MFV job control   language.     This technique allows  the 
vehicle designer complete freedom in specifying the computational  sequence; 
no limit   is placed on the complexity of the analysis. 

Any number  of  loops  can be created using the  LOOP and conditional   IF  control 
cards   and  the  associated DESIGN  control   card.     Using the symbolic notation 

IF^ ■* A 

to  indicate     if the  statement  S  is  true  go to A,   it  is apparent  that   series 
loops,   nested  iterative  loops,   and combined  scries  and nested  loops  can be 
constructed.     For example: 

Lif"?.. 
EC;-. 

SINGLE  LOOP b.  TWO SERIES LOOPS 

1 ► I 

> 

*  A 

•   B 

c.  TWO NESTED LOOPS d.  TWO SERIES LOOPS AND 
TWO NESTED LOOPS 

Any number of DESIGN POINTS and IF statement ODIN/MFV control cards 
may be introduced into the computational sequence. Computational 
time will rise in proportion to the complexity o" the computational 
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sequence topology, however. The IF tests employed encompass the standard 
set of six tests in Fortran; although the form of the ODIN/MFV job control 
language test differs in form to that of Fortran. The six tests are 

IF V1.LT.V2 

IF V1.GT.V2 

IF V1.LE.V2 

IF V1.GE.V2 

IF V1.EQ.V2 

IF V1.NE.V2 

IF(V1 < V2) 

IF(V1 > V2) 

IF(V1 < V2) 

IF(V1 >.  V2) 

IF(V1 = V2) 

IF(V1 i  V2) 

As  noted previously VI  and V2  are two variables constructed in the ODIN/MFV 
job  control   language or constructed within any independent program in the 
synthesis  and passed to the data base. 
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2.4.3    Communication with the Data Base 

The data base  is  an organized system of variable names and the corresponding 
variable values which are maintained by the ODIN/MFV executive program. 
Nominally up to 5000 variable names  and values may be stored in the data 
base.    This number of variables may be modified by redefining the data base 
size and recompiling the executive program. 

The data base file of information is dynamically constructed by the executive 
program as the ODIN/MFV simulation proceeds.    The file is resident on disc 
or ^ape at the user'? option.    Construction of the data base involves the 
following tasks: 

a. Search to see if each variable name encountered has been 
allocated a place in the data base 

b. If not define the optimal   location  in the data base for 
the variable name and  its value 

c. Update the variable value 

d. Retrieve the variable by name and the associated value. 

For example,   suppose the vehicle's  exposed wing aspect  ratio is  stored under 
the name WEXPAR.     Let  WEXPAR be computed  by program A and subsequently used 
by program B.     Schematically,  this  is  illustrated in Figure    2.4-2. 

Any number of subsequent programs may access WEXPAR or alternately update 
this variable.     In  any given simulation the  location of WEXPAR will not change 
within the data base.     In actuality,  the programs A,  B, C,  and "> in Figure 
2.4-2 do not    access the data base directly.     All  access to and from the data 
base is controlled by the ODIN/MFV executive program,  as in Figvre 2.4-". 

2.4-6 



2.4.4    Data Base  Information Transfer System 

Data base  information transfer is based on a rapid by-name search.     Search 
speed  is obtained by the use of "hash" and"collision" methods,  Appendix  I-A. 
This approach  is more efficient than the more usual  linear sequential  search 
which starts with the first name in the table and proceeds sequentially until 
the desired name  is  located and the correspondin,' value is retrieved. 

The hash and collision data transfer system operates in the following 
idea1ized manner: 

1. Take the variable name,  say WINGAR,   and treat the binary 
representation of this word as  an  integer; 

2. Find the remainder when the word integer representation 
is divided by the number of elements  in the data base. 
This  is  equivalent to the Fortran MOD  function which is 
a very  rapid machine operation; 

3. Use  the  remainder as  the nominal   location of the variable 
within the data base; 

4. Check  to  see  if the  location  is  used since more than one 
variable name may reduce to this  location.     If this 
location has already been used for another variable name 
store the new variable in the next  vacant  location and 
note  this   location in the data base row originally 
searched.     Figure 2.4-3,  line A,  illustrates this process 
with one collision.    Line B illustrates  a double collision 
for a name which reduces   (hashes)   to the same location as 
B. 

F.    The retrieval process operates  in the same manner.    The 
name  is hashed to a given nominal  retrieval  location. 
If that  location contains the wrong name,  the specified 
alternate  location is searched for the desired name,  etc. 
until   the desired name  is  found and the  variable value 
is retrieved. 

In numerical  experiments with a 2000 word data base filled approximately 75 
per cent,   it was  found that the average name can be retrieved in less  than 
two attempts   (fetches).     This would  compare with   1000  fetches  using  a 
linear search  for  information retrieval.     In practice using the ODIN/MFV 
approximately 9000 values per second are being retrieved on the CDC 6600. 

It should be noted that the above description  is   idealized.     Efficient 
use of core  space within the  computer  requires  a more sophisticated packing 
of information  in  the data base than  the  three  column diagram of Figure 
2.4-4.    This  is particularly true for arrays which, by definition, have one 
name but  many  values.     Details of the  actual  data base  structure  are 
provided in Reference 

2.4-7 



2.4.5 Modifying Program Input to 
Communicate with the Data 

Base 

Development of the ODIN/MFV program system is based on the principle that 
independent technology programs without significant modification can be 
made to communicate with each other through a data base.    By following this 
principle a method of communicating data base information into each program 
has been devised.    No modification to the program input data aode is 
required by this   lethod.    The input data prepared by the design team howevrr 
is modified to indicate data base inputs.    The modified data input does 
not affect the technology program for the ODIN/MFV executive program but 
inspects the data input prior to execution of the technology program and 
combines the required data base information with the basic program inputs. 
The executive program then prepares automatically a file containing the 
modified input  format  for the technology program and executes that program 
in the nominal  manner.     This is illustrated schematically in Figure 2.4-5. 

It should be noted that the technology program may still be executed in the 
normal manner as a stand-alone program independent of the ODIN/MFV system. 

2.4.5.1    Data Base Communication through Input 

Data base information is entered into the technology program input by means 
of the special delimiters   " ".   Any data base variable name ma^   be 
entered between the delimiters.    The executive program will replace the 
variable name by its value and rewrite a normal  card image to replace the 
modified input cards.     The value is placed within the closed region which 
includes the delimiters.    Therefore, namelist-like  inputs, rigid format 
input,  and special  input procedures can be accomodated by the general  inp'it 
modification. 
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Examples: 

A.     NAMELIST 

A =   "WINGAR", 

B(l)   =   "Bl* 

B.     RIGID FORMAT 

A "IBAR'H 18.31 "WINGAR" 6.03 

15 16 15      G12.4 G12.4 

C.     SPECIAL   INPUT   (USED  IN ATOP   II  AND NSEGII, SECTIONS  7.2 and  7.3) 

AMASS = "SUNWAS " 

ATABOl(l)   = "AEROTB" 
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2.4.5.2 Algebraic Operations in Data Base Input 

The ODIN/MFV system permits the algebraic manipulation of data base infor- 
mation on the modified input cards. Complete details are presented in 
Appendix I.  Some illustrative examples follow. 

Examples: 

A. CHANGE OF UNITS 

AREA =  "AREAFT *   144.0" 

VKNOTS = "VFPS  * 0.593" 

This  is useful when independent programs  employ differing unit systems, 

B. VARIABLE COMBINATION 

AREA =  "BREDTH * WIDTH/2.0" 

AMASS = "VOLUME  *  RHO" 

A general  ability to perform arithmetic operations  involving up to ten 
operations  is  available. 

The Fortran arithmetic operation precedence  convention  is not followed. 
Details are contained in   Appendix I,  Section 3. 

Calculations  can be chained by operations such as 

A = "B/C + D - E" 

F = "A +  F  .   .   .,  etc. " 

Thus,  an unlimited arithmetic manipulation capability is present in the 
ODIN/MFV input procedure. 
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2.4.5.3 Compiling at the Input Level 

When extensive computations ar3 required at the input level or computations 
involving higher order functions are required, they may be placed in a new 
program element and compiled at input time. A special ODIN/MFV control card 
provides this capability. The control card is 

EXECUTE COMPILER 

This card is followed by the new program which is any normal Fortran program. 
If desired, the program may include its own subroutine trees. The Fortran 
source decks present in the input stream are followed by the second ODIN/MFV 
control card 

EXECUTE MYPROGRAM 

MYPROGRAM is the file name of the compiled program. The methods of Section 
2.3.1 can be used to create a design point structure which insures that the 
new program is only compiled once and that the compiled program is executed 
oa successive passes through the input stream; for example 

J = 0 

LOOP TO POINT COMPIL 
IF J.NE.O 
EXECUTE COMPILER 

Fortran Source Deck 

J = 1 
DESIGN POINT COMPIL 
EXECUTE MYPROGRAM 

eta. 
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2.4.6    Communicating Program Output to the Data Base 

To communicate selected output of any program to the data base, one modifi- 
cation is required  in the technology program.    This occurs  at the program 
exit point or points.    The modification consists  of writing out a Namelist 
file containing the  information to be transferred to the data base.    Output 
file unit  is nominally unit  7.     For example,  to transfer the variables 
ANAME,  BNAME, CNAME,   II,   12, JNAME and these variable values to the data 
base the following modification  is required at the exit point. 

NAMELIST/DBOUT/ANAME, BNAME,CNAME, II, 12,JNAME 

WRITE(77,DBOUT) 

The ODIN/MFV executive program interrogates unit 77  after the execution of 
each technology program to ^ind variable names and values to be entered into 
the data base.    These names and values  are entered into the data base as 
described  in Section 2.4.5.     A schematic of the output of information to 
the data base is presented in Figure 2.4-6. 
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i = 1,20 
(JCLA+B+C+IUF.)

) 

COUNT = 0 

DESIGN POINT 1 

COUNT = COUNT ♦ 1 

EXECUTE A 

EXECUTE B 

EXECUTE C 

EXECUTE D 

EXECUTE E 

LOOP TO POINT 1 

IF COUNT .LT. 20 

END 

TABU":  2.4-2. USE OF TWh ODIN/MFV JOB CONTROL  LANGUAGF 
TO LOOP THROUGH TWENTY SUCCESSIVE  EXECUTIONS 
OF  FIVE SEQUENTIAL PROGRAMS 
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SYSTEM PROGRAM A BCD 

fal     COMPUTER OPEPVTING SYSTEM 

TECHNOLOGY PROCRAM A 

OD1N/MFV 
KXIiCmiVE 

PROGRAM 

BCD 

(b)     ODIN/MHV PROGRAM SYSTEM 

FIGURIi  2.4  -1.       ANALOGY  BETWEHN OPHRATING SYSTIiM AND ODIN/MFV SYSTHM 
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etc. 

NAME VALUE 

WEXPAR 1.451 

DATA BASE 

FIGURE 2.4-2. PROGRAM ACCESS TO DATA BASE 

<^=^> 
EXECUTIVE 

PROGRAM J<^=^> 
DATA IASE 

PROGRAM 
MODULE 

FIGURE 2.4-3, EXECUTIVE PROGRAM CONTROLS ACCESS 
TO DATA BASE 
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FIGIIRF.  2.4-4 IDEALIZED DATA BASE   INFORMATION RETRIEVAL 
SYSTEM 
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2.5    SUMMARY OF THE ODIN/MFV SYSTEM 

The ODIN/MFV system provides a design team with the following capabilities: 

1. A basic program library of technology programs for analysis 
of military flight vehicle characteristics 

2. The ability to rapidly include additional technology programs 
in the  library 

3. A means  for automatically transferring and updating infor- 
mation between any technology programs  in the  library 

4. The ability to define an arbitrary sequence of calculations 
for the analysis of military flight vehicle characteristics 
using the program library including computational loops 

5. An automated military flight vehicle optimization capability 

It follows that the ODIN/MFV has the ability to simulate entirely within the 
computer the military flight vehicle preliminary design procedures now employed 
in industry.    This ability will require the ODIN/MFV design team to have 
command of all disciplines entering into military flight vehicle design. 

Description of the ODIN/MFV program elements presented by technology area 
follows. 
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SECTION 3 

GEOMETRY 

The ODIN/MFV geometry program modules provide three-view, orthographic, and 
perspective projection graphical descriptions of the vehicle for off-line 
or cathode ray tube plotting devices. The geometry modules also interface 
directly with several of the detailed aerodynamic programs of Section 4. 
Three programs provide the ODIN/MFV geometry capability: 

1. PANEL - provides a simplified input for specifying a 
system of quadrilateral elements which cover 
the vehicle's surface. 

2. IMAGE - displays the panelled vehicle surface computed 
by PANEL on plotting devices. 

3. LRCACP- is an alternate aircraft configuration surface 
description and plot package 

The first two geometry program modules are closely based on the hypersonic 
aerodynamics program of the References 1 and 2 geometry package. The third 
program is a Langley Research Center developed plotting package which inter- 
faces with the aerodynamics programs of References 

Construction of separate programs for the geometry definition and graphical 
displays provides a generalized vehicle geometric definition and graphical 
display available to all technologies. 
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3.1     PROGRAM PANEL:    A COMPUTER CODE FOR GENERATING 

A PANELED AEROSPACE VEHICLE SURFACE DEFINITION 

Program PANEL is a general purpose external geometry definition program 
developed for use in large scale preliminary design simulations.    The 
PANEL program consists essentially of the geometry subroutines from the 
Reference 1 hypersonic aerodynamics program converted to the form of an 
independent program.    Complete analytic details are available in Ref- 
erence 1. 

The independent PANEL program produces a vehicle surface definition in the 
form of a sequence of quadrilateral panels defined by their four comer 
points.    The resulting comer point data is acceptable as input to the 
original  arbitrary hypersonic aerodynamic program of Reference 1.  Figure 
3.1-1 illustrates the type of surface paneling which is employed in the 
program.    The data may be readily converted to the form required by other 
technology programs in the ODIN/MFV system.    This will require the con- 
struction of appropriate interface routines.    Alternately, parallel scaling 
of the PANEL geometry and other program geometric inputs may be employed 
through the data base. 

The program accepts a variety of input data varying from detailed def;nition 
of individual panel comer points to a selection of generalized two- and 
three-dimensional shapes.    The two-dimensional section data includes cir- 
cular, elliptical,  and arbitrary cross section definition.    A bivariate 
cubic surface element is included which allows relatively large sections 
of the vehicle surface to be described by a small amount of input data. 
With the cubic surface element the input data for the vehicle section is 
mathematically fitted with boundary matched cubic functions.    The cubic 
function is then reduced to smaller distributed quadrilateral panels. 

The unit outward normal vector to each quadrilateral panel is also computed. 
Since the quadrilateral corner points do not necessarily lie in a plane, 
a "mean unit normal" is computed.    This mean normal  is defined by the 
condition that it is normal to both diagonals of the quadrilateral element 
and is positioned at the centroid of the mean panel  surface. 

Some typical aerospace vehicles which have been reduced to quadratic element 
surface representations are presented in Figure 3.1-2.    This figure is 
reproduced from Reference 1.    The PANEL program is outlined below.    A 
more detailed description of the program is contained in Reference  2. 
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3.1.1    Approach Employed in Program PANEL 

This  section discusses a collection of techniques suitable for the design 
of fairly arbitrary geometric solid shapes within the computer.    The geo- 
metric definition of a military flight vehicle fuselage, wings, and control 
surfaces requires the description of a series of surfaces of considerable 
subtlety and complexity.    The geometric definition of such a vehicle is 
traditionally carried out by manual protective geometry procedures.    These 
procedures are very laborious and entail a large number of graphical  iter- 
ations in order to assure that the surfaces are 

a. Completely described 
b. Smooth 
c. Satisfy the internal packaging constraints 

These graphical  iterations involve construction of consistant water lines, 
buttock lines, and sections by manual methods.    The mathematical basis for 
the surfaces in program PANEL have been devised to automate the surface 
design process itself.     From the designer's standpoint  the surface defi- 
nition process is natural  and fairly easy to use.    Yet,  these definitions 
provide a geometric description which can be interfaced with other ODIN/ 
MFV    technology programs   in a unified manner by consistant scaling through 
the data base. 

The surface defining mathematics of Reference 1 are straightforward but 
time consuming for hand calculation, iiowever, the required calculations 
are rapidly performed on a large scale digital computer. 
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3.1.2    The Surface Eleirent Geometry Method 

The basic geometry method used by the PANEL program is the surface element 
or quadrilateral method developed in Reference   1.    The coordinate system 
employed is a right handed Cartesian system as shown in Figure 3.1-3. 
The vehicle is usually positioned with its nose at the coordinate system 
origin and with the length of the body stretching in the negative X direc- 
tion.    The body surface is represented by a set of points on the body 
surface.    A set of four related points define a quadrilateral panel which 
locally approximates the vehicle surface.     If all such quadrilateral panels 
are drawn,  the vehicle surface shape is revealed as in Figures 3.1-1  and 3.1- 

It can be seen that different areas of a vehicle require a different organ- 
iaation and spacing of surface points for accurate representation.    Each 
such area or organization of elements is called a section, and each section 
is independent of all other sections.    The division of a vehicle into a 
given set of sections may also be influenced by another consideration;  for 
example, aerodynamic calculations may obtain the force contributions of each 
section separately, possibly using different calculation methods. 

The geometrical model employed in PANEL is outlined below; more complete 
details may be obtained from References    1 and 2. 

The i**1 panel comer point coordinates  in the reference coordinate system 
are given by 

pj =   (x. y. z)£  ; k =  1,  2,  3,  4 (3.1.1) 

The two diagonal vectors T. and T. components are given by 

Tix = x3-xi      \-yi-y\       Tiz = z3-zl      vA-v 

T2x =  X4  -   X2 T2y = ^4  '  ^2 T2Z  =  Z4  '  Z2 
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An "average" outward normal unit vector to the panel  can be obtained from 

n =   (f2 xfy/lNl     ;     |N|  =   |f2  x fj (3.!.j) 

The components of n are 

nx=   (T2yTl2  -TlyT2z)/|Nl 

ny- (TixT2z -T2x
Tiz)/lNl 

nz =   (T2X Tly - TixT2y)/|N| (3.1.4) 

Specifying a point in the panel completely defines the panel plane.    This 
point is taken as the point whose coordinates,  X, p»  2 are the averages of 
the coordinates of the four input points. 

1        i        i        i        i 
x = 4      Xl  + X2  + X3  + X4 

1        i        i i        i 
y =  4      yl  + ^2 + y3 + ^4 

1 i i i        i et  i   c-v z=4      Zj  + z2 + z3 + z4 (3.1.5) 

The original panel defining comer points are now projected parallel to n 
onto the panel plane.    The resulting quadrilateral completely defines the 
local  vehicle surface representation.    It can be shown that all original 
panel defining points are equidistant from the approximating panel. 

Defining the magnitude of the common projection distance by d, the coordi- 
nates of the panel corner points in the reference coordinate system are given 
by 

1     i 
xk = xk 

+ nx dk 

yk = yk 
+ ny dk 

zk = zk 
+ nz dk 

k = 1,   2,  3, 4 

(3.1.6) 

A local panel element coordinate system is now constructed by defining three 
mutually perpendicular unit vectors. The unit outward normal vector is 
taken as one of the unit vectors.  One remaining vector is taken as a unit 
vector ?i parallel to the original diagonal vector Tj. The third unit vector 
which must, by definition, be normal to n and t  is defined by t2 = it x ti. 
The vector t^ defines a loxal x or C axis; t2  defines the y or n axis, and 
n defines the z or c axis of this coordinate system. 
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To transform the coordinates of points and the components of vectors between 
the reference coordinate system and the element coordinate system, a trans- 
formation matrix is required.    The elements of this matrix are the components 
of the three b-.sic unit vectors, tj, ^2, and n.    Define 

lll =    ti '12 =     M, k13 =    ^z 

a2l     =     t23 '22 =     ^ 23 =    ^2, 

a3]    =    nx 332 

The transformation matrix is 

a33    =    "z (3.1.7) 

[A] 

lll 

'2] 

l3] 

^2 
l22 

l32 

*13 
l23 

l33 (3.1.8) 

To transform the  coordinates of points from one system to the other, the 
coordinates of the origin of the element coordinate system in the reference 
coordinate system are required.    Let these be noted x0, y0, z0.    Then,  if 
a point has coordinates x', y1,  z'   in the reference coordinate system and 
coordinates x, y,  z in the element coordinate system. 

r   ■ "H 

X 

y 
z 

=     [A] 
x'-x0 

y'-yo and 
x' 

y' 
z' 

[A] 
x 

y 
z 

+ yo 
Zr. (3.1.9) 

The comer points  can be transformed into the element coordinate system in 
the above manner.    These points have coordinates xj^, y^, z^ in the reference 
coordinate system.    Their coordinates in the element coordinate system are 
denoted by Cfc,  nfc, 0.    They have a zero,  z, or C coordinate in the element 
coordinate system because they lie in the plane of the element.    This is 
illustrated in the diagram below.    The origin of the element coordinate system 
is now transferred to the centroid of the area of the quadrilateral. 

!'.,. n.l 

«,, ^V     i 
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To summarize, each set of four points is converted into a plane-quadrilateral 
element. The normal to the quadrilateral is taken as the cross product of 
two diagonal vectors formed between opposite element points. The order of 
the input points and the manner of defining the diagonal vectors is used to 
insure that the cross product gives an outward normal to the body surface. 
The next step is to define the plane of the element by determining the aver- 
ages of the coordinates of the original four comer points. These points 
are then projected parallel to the normal vector into the plane of the ele- 
ment to give the corners of the plane quadrilateral. The comer points of 
the quadrilateral are equidistant from the four points used to form the 
element. Additional parameters which may be required for subsequent aerody- 
namic force calculations, quadrilateral area and centroid, are then calculated. 

When using this method, the corner points of the panels are input individually 
for each panel or in groups of individual panels. This is illustrated in 
Figures. 1-4. The points on the body surface are input in rows and columns. 
The number of panels in the whole section is defined by the number of rows 
of panels times the number of panels per row. The orientation of the geo- 
metric section is optional but two rules must be followed regardless of the 
orientation: 

1. Points along a row are input sequentially upward 

2. Rows of points are input sequentially to the right 

These rules, illustrated in Figure 3.1-4  apply whether the points are input 
streamwise, chordwise, or "long cross section lines or any other arbitrary 
orientation. 
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3.1.3    Parametric Cubic 

A second technique for describing three-dimensional curved surfaces is pro- 
vided within the program.    This is a mathematical surface-fit technique 
identified as the parametric cubic method or cubic patch method.    The method 
is adopted from the formulation given by Coons of MIT, Reference   3.     In 
this method a vehicle shape is also divided into a number of sections or 
patches.    The size and location of each patch depends upon the shape of the 
surface.    Only the surface conditions at the patch corner points are required 
to completely describe the surface enclosed by the boundary curves of the 
patch.    The basic problem ij the determination of all the  information required 
at these comer points,  i.e.. the surface equation requires corner point 
surface derivatives with respect to the parametric variables rather than the 
X, Y,  Z coordinates.    This has been solved by the use of additional points 
along the boundary curves. 

The geometrical representation of a surface patch is illustrated below. 
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The basic surface-fit equations and their derivatives are presented in Ref- 
erence 3 and are outlined in the diagram above. 
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The cubic patch geometry input option is provided as an alternate method for 
description of arbitrary shapes.     It serves a similar purpose as the surface 
element input method.    In the panel comer point input method,  a vehicle's 
section is described by a large number of surface points organized in panel 
fashion.    In the cubic patch method only points along the boundaries of a 
patch are input to the program, and the distributed surface points required 
for the subsequent panel calculations are determined by the program. 

The basic features of the cubic patch method are that 

1. fewer input points are required to describe a surface 

2. the generated panel size is controlled by two input 
parameters which may be changed to meet the require- 
ments of the problem. 

The input consists of coordinate points along each of the four boundaries of 
a patch.    The program calculates the coefficients for a mathematical surface 
fit equation developed in Reference   1 to provide a description of the interior 
surface of the patch.    This surface is then converted into exactly the same 
form as the surface panel input data of Section 3.1.2.    The panel data gener- 
ated can be merged with other panel data generated before or after it by 
any available method. 

Figure  3.1-5     illustrates how a section is described by this method.    Each 
of the four boundaries is identified in this figure:    two in the w direction 
and two in the u direction.    The user orients the model of the vehicle so 
that the Number 1 boundary is to the left and the Number 2 boundary is to 
the right.    The order of the points is from the bottom to the top of the 
patch.    Note that a point must be included outside the patch at either end 
of the boundary to give proper slopes at the comer points.    Boundaries 3 
and 4 are loaded from left to right.    A different number of points may be 
used to describe each boundary up to a maximum of 20 for each. 

Each boundary curve must be extended by one point on each end to permit the 
computation of end point derivatives.    The second point and the next to the 
last point on each curve must be common to the adjacent curves,  as illustrated 
in Figure  3.1-5.        The program generates equally spaced panels based on 
arbitrary numbers of rows and columns of panels selected by the user. 

NPTS - number of points in each row 

NSETS - number of rows or sets of points 

XA - array of x points  (usually negative)  for the current row 

YA - array of y points  for the current row 

ZA - array of z points for current row 
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LAST - status flag for merging sections 
= 0, this section will be merged with the next to form 

a single section 

= 3, this section will not be merged with the next 

Note that namelist input parameters which are unchanged from previous values 
need not be input. Therefore, if the arrays of x points do not change from 
row to row, for example, they need not be input. 

3.1.4 Elliptic Cross Section Method 

This method allows the user to generate panel information for partially or 
completely elliptical cross sections. The surface of the section is described 
by an ellipse centered at some point off the reference axis and defined by the 
major and minor axis as shown in Figure 3.1-6. The portion of the reference 
ellipse used to define the body section is defined by the angular difference 
between 90 and 9^ measured from the negative z axis. A sequence of two or more 
sections describe a surface. The PANEL program generates the panel geometry 
for an arbitrary number of sections. Each Section can be equally divided into 
an arbitrary number of diversions. 

REFERENCES: 

1. Gentry, Arvel, Hypersonic Arbitrary Body Aerodynamic Computer Program, 
Douglas Report DAC 56080, June 1967. 

2. Glatt, C. R., PANEL: A Computer Code for Generating Panelled Aerospace 
Vehicle Surfaces, TN-117, Aerophysics Research Corporation, October 1971 

3. Coons, Steven A., Surfaces for Computer-Aided Design of Space Forms, 
MAC-TR-41, Massachusetts Institute of Technology, June 1967. 
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3.2    PROGRAM IMAGE:    A COMPUTER CODE FOR DISPLAY 

OF THREE-DIMENriONAL OBJECTS 

Program IMAGE employs the detailed panelled representation of a three-dimen- 
sional object to provide an on-line or off-line display of the object's  image. 
The detailed paneling of any three-dimensional object can be accomplished 
through the PANEL program of Section 3.1.     Programs PANEL and IMAGE are com- 
pletely compatible with each other.    On-line displays are presented on 
cathode ray tube devices; off-line displays may be obtained on CALCOMP, 
COMPLOT,  or SC4020 plotting devices.    The three-dimensional image of an 
object may be rotated to any orientation relative to the viewer.    By running 
a sequence of cases in which the viewing aspect changes the image may be 
rotated for inspection purposes.    By forming the head on, side view, and 
planform views of the vehicle, a three-view is obtained. 

The views displayed may include hidden lines which the viewer cannot see 
directly.    Alternately, on corner objects the hidden lines may be deleted. 
On non-convex objects only those lines which represent panels whose unit 
normal  faces away from the viewer may be omitted. 

It should be noted that program IMAGE is based on the graphics package of the 
Reference 1 program.    The program has been extended to incorporate display 
capability on CALCOMP,  COMPLOT, and certain cathode ray tube displays at 
installations which have the necessary software and hardware for these devices, 
The analytic program basis  is unaltered by the type of display device being 
employed. 

3.2.1    Method for Obtaining an  Image 

Each point on the surface  is described by its coordinates  in the body ref- 
erence coordinate system. 

lil 
The body reference coordinate system is assumed to be a conventional right 
handed Cartesian system as defined in Section 3.1; for example 
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To create the image each surface point on the body must be rotated to the 
desireJ viewing angle and then transformed into a coordinate system in the 
plane of the paper.    With zero rotation angles the body coordinate system 
is coincident with the  fixed system in the plane of the paper. 

O  ^   y.v.v 

<}> roll 

^e- -♦. Y 

0  pitcl) 

The rotations of the body and its coordinate system to give a desired viewing 
angle are specified by a yaw-pitch-roll sequence  (4/,  6, (j»).    This rotation 
is given by the following relationship: 

X rx i 
0 

Y =     [*] [e]  M Y 
0 

Z _ 
-Z   . 

(3.2.1) 

Where the rotation matrices are 

M 

[e] 

[<*>]   = 

COSl^ sini^ 0 

-sin^ cosi|; 0 

0 0 1 

cose 0    • 
Mi 

■sine 

0 1 0 

sine 0 cose 

1 0 0 

0 COS(J) sin<{) 

0    - sin(J) CO s* 

(3.2.2) 

(3.2.3) 

(3.2.4) 
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or 
X 

Y =   [E] 

where 
[E] = [*] [e] m 

(3.2.5) 

(3.2.6) 

Since each point on the surface is given by its coordinates in the X, Y, Z 
system, its position in the fixed coordinate system (X0, Y0,  Z ) may be found 
by inverting the above process. 

=   [E] 

(3.2.7) 

Carrying out this operation 

cosBcost); 

cos9sinij/ 

■sine 

■sinij; cos(j)+sinecos^ sin^ 

costy cos(ti+sinesini|) sin^ 

cosösinct» 

sini|) sinij)+sinOcost|) costy 

-costj; sin<t)+sinesin^ cos^ 

cosöcosit» 

(3.2.8) 
or 

X    = X(cosecos^)  + Y(-siniKos{|i+sinecosii/sin(())  + Z(sini)jsin(|>+sin6cost|)COS<t)) 
(•3.2.9) 

Y    = X(cosesini|0   + Y(cosiJjcos(|)+sinesin^sin(j))  + Z(-cos^sinij)+sin6sini}»cos())) 

(3.2.10) 
Z   = X(-sine)        + Y(cosesin(J)) + Z(cosecos())) 
0 (3.2.11) 

These last two equations  are used to transform a given point on the body (X, 
Y,Z) with a specified set of rotation angles  {ii, *,  0)  into the plane of the 
paper (the Y0)  Z0 system).      With the appropriate SC4020, CALCOMP, COMPLOT, 
or cathode ray tube library subroutines, these data can be plotted, and 
related points can be connected by straight  lines. 

In the HANEL program of Section 3.1 the actual surface of an object has been 
replaced by a set of surface approximating panels.      The panel characteristics 
include the area,  centroid,  and the direction cosines of the surface unit 
normal.    The surface unit normals may be transformed through the required 
rotation angles and the component of the unit normal  in the X0 direction 
(out of the plane of the paper)  may be found from the  following equation. 
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nx    = nx (cos öcos^)+ny(-sinij;cos(t)+sinecosij/sin(ji)+nz (sirups in4>+sinecosiJjcos({)) 
(3.2.12) 

where nx, ny,  nz are the  components of the surface unit normal in the vehicle 
reference system. 

If nx0 is positive,  then the surface element  is  facing the viewer.    If nx 
is negative,  the element  faces away from the plane of the paper.    This 
result is used in the program to provide the capability of deleting most 
of those elements on a vehicle that normally could not be seen by a viewer. 
The resulting picture is thus made more realistic,and confusing elements 
which are on the back side of the vehicle do not appear.    No criterion is 
provided, however,   for the deletion of these elements that face the viewer 
but are blocked by other body components.    This may be accomplished by a 
proper selection of viewing angle or by a physical deletion of the offending 
section from the input data.    Typical images obtained from the program have 
been presented previously in Figures 3.1-1 and 3.1-2. 

REFERENCES: 

1.    Gentry,  Arvel,  Hypersonic Arbitrary Body Aerodynamic Computer Program, 
Douglas Report DAC 56080, June 1967. 
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3.3    PROGRAM LRCACP:     A CODE FOR PRODUCING 

AIRCRAFT CONFIGURATION PLOTS 

Program LRCACP is the NASA Langley Research Center developed aircraft config- 
uration plot program of Reference 1.    The code has a wider range of image 
drawing options than the combination of programs PANEL and IMAGE.     !n particular 
it has the ability to produce views which incorporate true perspective, to 
produce stereoscopic pair views,  and to automatically produce a well laid 
out three-view. 

The LRCACP code interfaces directly to several well established subsonic and 
supersonic aerodynamic estimation programs.    Hence,  it complements the program 
PANEL which is  limited to a hypersonic aerodynamic estimation program. The 
program description presented below is based on that of Reference 1.    Since 
the geometrical methods are similar to the methods of Section 3.1, mathemat- 
ical detail is omitted. 

3.3.1    Method of Producing Vehicle  Images 

The LRCACP program contains  the following types of plotting capability: 

1. Three-views 
2. Orthographic, from an arbitrary viewing angle 
3. Perspective, from an arbitrary viewing angle 
4. Stereoscopic, from an arbitrary viewing angle 

The program interfaces through the CDC 6600 to the following types of equip- 
ment : 

1. On-line cathode ray tube 
2. CALCOMP plotter 
3. Houston COMPLOT plotter 
4. Gerber plotter 
5. Stereoscope 

The numerical model of the aircraft configuration may include any combination 
of components:    wing, body,  pods,  fins, and canards.    The wing is made up of 
airfoil sections; the body is defined by either circular or arbitrary sections. 
The pods are defined similar to the  fuselage,  and fins and canards are defined 
similar to the wings.    The vehicle geometric specification is converted into a 
set of quadrilateral panel  elements  in a manner similar to that described in 
Section 3.1 

The configuration is usually positioned with its nose at the coordinate system 
origin and with the length of the body stretching in the positive X direction. 
The coordinate system used for this program is a right handed Cartesian system 
as  illustrated below. 
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Related points in the plotted arrays are connected by straight lines; there- 
fore, sufficient points must be given to approximate a desired curve. 

Orthographic projections are created by rotating each point on the body 
surface to the desired viewing angle and then transforming the points into 
a coordinate system in the plane of the paper.    The rotations of the body 
and its coordinate system to give a desired viewing angle are specified by 
angles of roll, pitch,  and yaw ($,  6, i|)) using the convention below. 

O yaw 

Q V «« 0 pitch 

\/y «5        roll 
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The code computes the "average" unit normal vector to each panel.    The 
resulting set of vectors may be used to provide the capability of deleting 
most elements on the surface of the configuration which would not be seen 
by a viewer.    By this device a user may remove many confusing panel elements. 
No provision is made for deleting components hidden by other components or 
for deleting portions of an element at the present time. 

When three-views are requested, the plan, front, and side views are provided 
in a compact and pleasing to the eye arrangement.    An option is provided for 
the orthographic projections of these three-views to be spaced one above the 
other.    A typical three-view obtained in this manner has been presented in 
Figure 3.3-1. 

The perspective views represent the projection of a given three-dimensional 
array.    The two-dimensional view is  constructed relative to a viewing point 
and a focal point specified by coordinate points in the data coordinate 
system.    Data are scaled to the viewer page size automatically by the speci- 
fication of the viewing field diameter and the viewing field distance. The 
coordinates of the viewing point determine the position from which the data 
array will be viewed and the coordinate values of the focal point control 
the direction and focus.    The size of the projection on the viewing plane 
reflects the distance between the viewing point and the focal point.    Data 
which are within the cone of the viewing plane but not in the inmediate range 
of the focal point may be distorted.    Perspective may be eliminated by speci- 
fying a large viewing field distance.    A typical detailed orthographic 
projection of a modern fighter aircraft is presented in Figure 3.3-2. 

The above explanation of the perspective plots also applies to the stereo 
views.    The use of the stereo option causes the program to be executed twice 
in setting up two plots  for the left and right frames.    These frames are 
suitable for viewing in a stereoscope.    A representative stereoscopic pair 
frame is presented in Figure 3.3-3. 

REFERENCES: 

1.    Craidon, Charlotte B., Description of a Digital Computer Program (D2290) 
for Aircraft Configuration Plots,    NASA TM X-2074,  1972. 
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SECTION 4 

AERODYNAMICS 

The ODIN/MFV program library contains seven well proven independent aerody- 
namic estimation programs covering flight in subsonic, supersonic,  and 
hypersonic regimes.    Program sources  include past Air Force Flight Dynamics 
Laboratory studies, NASA developed programs,   and Aerophysics  Research 
Corporation.    Programs are provided for 

1. Hypersonic viscous and pressure forces 

2. Rapid supersonic zero-lift wave drag 

3. Detailed supersonic zero-lift wave drag 

In addition,  the related ODIN/RLV system installed at NASA's  Langley Research 
Center contains programs  for computing 

4. Wave drag at  lift 

5. Wetted areas 

6. Skin friction drag 

7. Rapid subsonic,  supersonic,  and hypersonic aerodynamic 
trend analyses. 

Each program now available in the ODIN/MFV system is outlined below;  for 
complete details,  reference should be made to the original source documents. 

4-1 



4.1     PROGRAM HABACP:     THE GENTRY HYPERSONIC ARBITRARY 

BODY AERODYNAMICS COMPUTATION PROGRAM 

Vehicle hypersonic aerodynamic characteristics may be computed by means of 
the arbitrary hypersonic body program of References  1 and 2.    A CDC 6600 
version of this program constructed at Aerophysics Research Corporation con- 
tains extensive graphics capability based on elements of the SEAL program, 
Reference 3.    The program of References  1 and 2 treats the vehicle surface 
as a collection of quadrilateral elements oriented tangentially to the 
local vehicle surface in the manner of Section 3.1.      Each individual panel 
may have its   local pressure coefficient specified by any of a variety of 
pressure calculation methods  including modified Newtonian, blunt-body 
Newtonian-Prandtl-Meyer, tangent-wedge, tangent-cone, boundary layer-induced 
pressures,  free molecular flow,  and a number of empirical relationships. 

Viscous forces are also calculated and include viscous-inviscid interaction 
effects.     Skin  friction options  include the Reference Temperature and 
Reference Enthalpy methods  for both  laminar and turbulent flow,  the Spalding- 
Chi method  (turbulent),  and a special blunt body skin friction method. 
Control surface deflection pressures,  including separation effects that may 
be caused by the deflected surface, are also calculated. 

In addition to the above aerodynamic capabilities,  the program also contains 
several other specialized options.     Using conventional methods,  the program 
may be used  to calculate the dynamic damping derivatives, Cm(i and Cmg  for 
wing-body-tail  configurations.    Also, since some vehicles may be strongly 
influenced by other applied force-vector effects   (such as those caused by 
air breathing propulsion systems),  capabilities are also provided for inclu- 
ding these factors along with the conventionally calculated aerodynamic forces. 
The program output contains the  following parameters as functions of angle of 
attack and sideslip angle:    CD, CL, CA, Cy,  CN,   L/D, Cm, C^    Cn, C/^,  Cia, 
cNa>  r,na'  ^q'  cAq' cNq> c\^> cng >  ci,g. cYr'  cnr» Cfcr* cni,5 ^£,5 f  Cy^. Cn^ . 
CNX.  Cm-,  CVA,  and hinge moments. 

o a        D 

The Gentry program was sponsored by the Air Force Flight Dynamics Laboratory. 
It has seen widespread acceptance throughout the aerospace  industry.     For the 
ODIN/MFV it  represents a reasonable compromise between preliminary design 
requirements  and the computational  complexity of methods such as the three- 
dimensional  method of characteristics program (3l)MOC) of References 4 and 5. 

4.1.1    Structure of the HABACP Program 

The computational  structure of the HABACP program is presented  in Figure   4.1-1. 
The prograin employs a well organized tree of subroutines which  follow functional 
lines.     Prime  interest   in the ODIN/MFV system  lies  in the analysis method 
available.     An outline of the subroutines which carry out the analysis  function 
is presented below. 
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4.1.1.1    Control  Surface Deflection Subprogram (CONTRL) 

This subprogram converts  input data for control-surface geometry in the 
undeflected position to any desired deflected position.    The hinge  line 
must be straight.    The geometric characteristics of the control surface in 
the deflected position are stored together with necessary hinge-moment length 
parameters for subsequent hinge-moment calculations.    The geometric charac- 
teristics of the control surface in the undeflected position are saved for 
subsequent calculations.  The geometry data for the area in front of the 
control surface is computed once and saved. 

4.1.1.2    Force Calculation Subprogram  (FORCE) 

FORCE calculates the pressure coefficient on each quadrilateral element, 
resolves the force in the required body axis system,  and sums the contributions 
of each element to give the vehicle's  six aerodynamic coefficients.    Some 
of the force calculation methods require the use of another level of sub- 
programs.    The special  subroutines provided include oblique-shock compression, 
Prandtl-Meyer expansion,  Newtonian plus Prandt1-Meyer,  and flow separation. 
Several of these subroutines serve a dual purpose since they are also used 
by the skin friction subprogram.    The  force subprogram is organized in such 
a way that  it  is very easy to modify to include additional force calculation 
methods. 

4.1.1.3 Shock Expansion Subprogram (SHKEXP) 

The shock expansion subprogram is capable of performing a shock expansion 
analysis along a streamwise strip of elements.    The  local surface pressure, 
local  flow Mach number,  and temperature are calculated for each element. 
The calculation of a shock expansion along a given streamwise strip of ele- 
ments starts with  the determination of the flow properties on the first 
element  in the strip  (the section leading edge element).    The local properties 
on this  leading edge element may be calculated either by oblique shock 
relationships, by tangent cone equations, by a delta wing empirical method 
or,   in the case in which the leading element  is  in shadow flow, by a Prandtl- 
Meyer expansion  from free stream conditions.    The calculation of the prop- 
erties on subsequent elements in a streamwise strip  is based on a compression 
or Prandtl-Meyer expansion from the previous  element   in that strip. 

4.1.1.4 Flow Separation  Subprogram (FLOShP) 

Subprogram FLOSEP has the  task of determining the effect of flow separation 
caused by the deflection of a control   surface.     The subprogram hai all the 
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necessary separation criteria built into it to provide the flow separation 
point on the surface,  the flow reattachment position,  and the change in 
vehicle surface pressures caused by the deflected flap and any resulting 
flow separation effects.    The flow separation subroutine also makes use of 
data obtained from the shock expansion routine and the compression and 
temperature routines. 

4.1.1.5    Skin Friction Subprogram (SKINFR) 

SKINFR calculates the viscous forces with the option of using the Reference 
Temperature,   Reference Enthalpy,  or Spalding-Chi methods.    The vehicle geom- 
etry is specified using the same methods as  for the pressure calculation 
geometry model except that a smaller number of elements are used.    The wall 
temperature may be input to the program or the radiation equilibrium value 
determined by the program.    The local properties may be calculated by the 
tangent wedge,  tangent cone, Prandtl-Meyer expansion, or the Newtonian plus 
Prandtl-Meyer method.    The viscous-inviscid interaction effects are calcu- 
lated by the method of White, Reference       The user may specify either laminar 
or turbulent skin  friction data to be added to the vehicle's  inviscid forces. 

4.1.1.6    Blunt  Body Skin Friction Subprogram  (BLUNT) 

This subprogram calculates the viscous  forces on a blunt faced body.    The 
routine is used by the FORCE subprogram in a mode similar to the inviscid 
pressure calculation options.    The vehicle  forces calculated, however, 
account  for only the blunt body skin friction shear forces and should be 
added to previously calculated  forces using the data summation option. 

4.1.1.7    Atmosphere Subprogram  (ATMOS) 

This subprogram calculates the atmospheric properties  for a given altitude 
by using U.  S.   1962 standard atmosphere.    This subprogram uses an inverse 
square gravitational   field and gets results that agree with the COESA docu- 
ment within one per cent at all  altitudes up to 700 kilometers.    The program 
is also capable of using input wind tunnel  conditions  (stagnation pressure 
and temperature) to determine the properties of the  free stream air about a 
wind tunnel model. 

4.1.1.8    Expansion  Subprogram  (EXPAND) 

EXPANI» calculates the pressure on a surface by using Prandtl-Meyer relation- 
ships.     The  routine may  be called by  the  FORCE  subprogram, by  the  skin 
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friction subprogram,  or by the Newtonian plus Prandtl-Meyer subprogram. 

4.1.1.9    Cone Subprogram (CONE) 

CONE calculates the surface conditions for a cone using empirical relation- 
ships.    This routine is used by the force,  flow separation, and skin friction 
routine« when the tangent cone option is called for. 

4.1.1.10    Compression Subprogram (COMPR) 

COMPR calculates the pressure on a surface by using conventional oblique 
shock relationships   (NACA TR 1135).    For conditions  in which no solution can 
be found for the oblique shock cubic relationship  (for shock detachment 
conditions)  the compression subroutine will then call  the Newtonian plus 
Prandtl-Meyer routine in order to obtain a solution. 

4.1.1.11    Blunt Body Newtonian plus Prandtl-Meyer 

Subprogram (NEWTPM) 

This routine calculates the pressure coefficients on a surface by the blunt 
body Newtonian plus  Prandtl-Meyer method.    It is used by both the FORCE 
and the skin friction subprograms.    Under oblique shock detachment conditions, 
it will also be used by the oblique shock compression routine. 

This pressure calculation method requires matching the pressure distributions 
calculated by the modified Newtonian and Prandtl-Meyer expansion methods at 
the point where their slopes are equal.     In the blunt part of the body before 
this matching point  is reached, the pressure is calculated by modified 
Newtonian theory.    When the surface slope has decreased beyond the n. itching 
point  slope, the pressure is determined by Prandtl-Meyer relationships. 

4.1.1.12    Temperature Subprogram  (TEMP) 

TEMP uses an iterative procedure to calculate the radiation-equilibrium 
temperature on a surface for use in the skin friction calculations.    Options 
also permit the use of an  input wall  temperature or the program determined 
adiabatic wall condition. 

4.1.1.13    Convcctivc Heating Function Subprogram (QC) 

This routine calculates the aerodynamic convective heating at a given wall 
temperature for laminar or turbulent flow and for cither an ideal gas or a 
real  gas.    At the user's option,  reference temperature or reference enthalpy 
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methods may be used for both laminar and turbulent flow and, in addition, 
the Spalding-Chi turbulent method may be selected using either temperature 
or enthalpy ratios. 

4.1.1.14    Fluid Properties Function Subprogram  (ROMU) 

This subprogram calculates the various  fluid properties of equilibrium air 
required for the real gas viscous calculations.    The program has three entries 
the first calculates the density-viscosity product at an input pressure and 
enthalpy;  the second calculates the enthalpy corresponding to an input tem- 
perature,  and the third calculates the density at an input enthalpy and 
pressure. 

4.1.1.15    Plunge Derivative Subprogram (PLUNGE) 

PLUNGE is used to calculate the dynamic stability derivatives due to vertical 
acceleration  (Cm^)  and horizontal acceleration  (Cyo).      This is a subprogram 
used to calculate these derivatives by conventional analysis techniques, and 
the subprogram includes the calculation of the conventional interference 
factors for the effect of a wing in the presence of a body and the inter- 
ference factor for the effect of a body in the presence of wing.    The compu- 
tations for Cmä involve the application of slender body theory results to 
the value of Cma.    This  is also true of computations for the parameter Cyo 
where the PLUNGE subprogram must make use of the parameter Cyg as calculited 
by the Arbitrary Body Program for the vehicle component involved.    Since a 
particular body may consist of several different  components, each of which 
may have been analyzed separately,  it is necessary to wait until the final 
values of these two parameters (Cm , CYO)  have been obtained. 

For this reason,  the plunge derivative subprogram should not be called until 
the user indicates that the necessary vehicle component computations have 
been completed. 

4.1.1.16    Thrust Vector Subprogram (VECTOR) 

VECTOR may be used to introduce propulsion system effects into the aerodynamic 
analysis.    This subroutine reads in input data that give the magnitude of each 
applied force vector,   its direction, and its point of application on the 
vehicle relative to the center of gravity.    The subprogram will  then convert 
this   information  into the required  force and moment  coefficients  for summation 
with  the basic vehicle characteristics.    To make the solution more general, 
any number of input  force vectors may be used to account  for such things as 
ran drag,  gross thrust,  spillage, and other similar forces or moments. 
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4.1.2    A Comparison of Search Hypersonic Force Estimation Methods 

Selection of reasonable force calculation methods in hypersonic flow requires 
a considerable degree of aerodynamic competence.    The available hypersonic 
aerodynamic methods disagree significantly even on relatively simple shapes. 
This point is discussed in some detail by Gentry in Reference 1.    Some 
typical examples taken from the Gentry discussion are presented below. 

4.1.2.1    Analysis Method for Pointed Slender Configurations 

Figure 4.1-2 presents some typical pressure coefficient variations with impact 
angle for analysis techniques generally us 3d on pointed slender components. 
Also presented for comparison purposes is '.he modified Newtonian theory with 
K = 2.4.    This is the limiting value for wtcge type flow as proposed by Lees 
in Reference 8.    Figure 4.1-3 presents the same data over a smaller impact 
angle range.    At M = 20 the modified Newtonian and the tangent wedge empirical 
methods compare favorably with the "exact" oblique shock calculations for 
impact angles from 0 to over 30 degrees. 

4.1.2.2    Analysis Method for Blunt Configurations  in Expansion Flow 

Figure 4.1-4 presents a comparison of various techniques  for both pointed and 
blunt configurations in expansion flow.    It should be noted that the VanDyke 
unified method for expansion flow has been modified such that if a pressure 
coefficient of less than -l/Vß    is calculated for a given expansion angle, 
the pressure coefficient is set equal to    -1/M2   .    This  limiting value of 
pressure coefficient has been derived from analysis of experimental data (see 
References 9 and 10). 

Blunt body pressure coefficient calculations are also compared in Figure 
4.1-5.    The pressure coefficient variation with impact angle is plotted in 
the form Cp/Cpgj^Q as suggested by Lees in Reference The calculations 
for Newtonian, Prandt1-Meyer, and DSU empirical techniques utilized stagnation 
conditions behind a normal  shock in an ideal  gas. 

4.1.2.3    Free Molecular Flow 

Comparison of free molecular flow calculations by the program and data pre- 
sented  in Reference   11  are shown in Figure 4.1-6 to 4.1-8.    Flat plate  lift 
and drag coefficients  arc compared in Figure 4.1-6,  assuming specular reflec- 
tion.     Figures 4.1-7 and 4.1-8 present  the   lift  and drag of a flat  plate for 
the more realistic diffuse-reflection assumption.    Finally, the drag coef- 
ficient   for a sphere with both specular and diffuse reflection assumptions is 
shown in Figure 4.1-9. 
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4.1.3    Discussion of Modified Newtonian Pressure Methods 

A brief review of the  important features of some of the modified Newtonian 
pressure calculation methods  in the program is presented in the following 
discussions.    This  is  the most commonly used method in the Gentry program. 
For a discussion of the other available methods,  refer to Reference 1. 

Modified Newtonian  is used    xtensivcly  in hypersonic flow analysis due to 
its ability to give reasonable answers  for a great number of shapes with a 
very simple calculation technique.    This capability depends on the use of the 
variable K as a function of angle of attack as shown in Figure 4.1-10. 
The modified Newtonian  form permits application of tangent wedge (or tangent 
cone), an empirically defined equation for a given shape,  or an effective K 
for a complete configuration at a given Mach number.    The effect of a real 
gas may be introduced by variation of K for very blunt bodies.    In general, 
the use of modified Newtonian theory may be divided into two groups  for 
discussion purposes:     (1)  aerodynamical ly blunt  configurations and (2)  aero- 
dynamical ly sharp configurations. 

4.1.3.1     Blunt   Bodies 

On aerodynamical ly blunt   configurations  the impact  angle of the nose  is 
greater than that  for shock detachment,  although the  leading edge may be 
sharp and pointed.     In true Newtonian flow  (M = «, Y = 1)  the variable K 
becomes 2.    The most  commonly used form of modified Newtonian is to input for 
K the Cp stagnation derived  from normal  shock relations into the equation 

Cp =  K siii26 

The effects of a real  gas may also be approximated in this manner.    A compar- 
ison of Newtonian and experimental data is presented in References  12 to 14 
for blunt body shapes.     In general, modified Newtonian  (Cpsx/u: = *)  agrees 
with data for spheres  if the Mach number is greater than 3.    The pressure 
distribution on cylinders  is not as good as on spheres.    However, for impact 
angles of 90 degrees to approximately 60 degrees,  the agreement is reasonable 
but deteriorates as zero impact angle is reached.    Nevertheless, for prelim- 
inary calculations the induced error in C«j and C\ may be acceptable. 

Examples of the comparison of modified Newtonian and experiment for spheres 
and cylinders are s.iown in Figure 4.1-11.    For curved,  shock detached bodies 
with sharp leading edges of either two- or three-dimensional  shape,  References 
15 and 16 show that  Cp >  K sin2'  should be modified to the  form 

Cp sin26 
rmax        sin^i max 

which is  sometimes called the generalized Newtonian theory.     Comparison with 
other bodies  is  shown   in  Reference 17. 
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4.1.3.2    Sharp Bodies 

Many approximations exist  for sharp pointed bodies.    Figures 4.1-6 and 4.1-9 
include one form for the sharp wedge developed by Lees  in Reference 8 for 
large Mach numberi,. 

K =   (Y +  1) 

Also shown in the limiting form of the cone 

_ 2(y •» 1)(Y + 7) 

(Y + 3) 

For large Mach numbers true Newtonian theory, therefore,  closely approximates 
the  limiting case for a cone rather than a wedge. 

The main disadvantage of Newtonian theory  is  its  inability to predict the  flow 
field,and,for some shapes,  this effect can  lead to predicted values which may 
be  in serious disagreement with theory.    Seiff in References  18 and 19 pre- 
sents examples of these shapes add a method for obtaining more realistic 
results from a Newtonian  flow concept. 
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FIGURE 4.1-5. COMPARISON OF BLUNT BODY PRESSURE ESTIMATION TECHNIQUES 
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4.2     PROGRAM ARPII:    RAPID SUPERSONIC AREA RULE 

AERODYNAMIC PROGRAM 

The ARPII program is a Fortran version of a supursonic area rule program 
originally constructed at Avro Aircraft,  Reference 1.    This program was 
subsequently updated at McDonnell-Douglas Corporation, St.   Louis,  Reference 
2.    Emphasis on the ARPII program lies in obtaining a rapid estimate of the 
zero lift wave drag component of a vehicle travelling at supersonic speeds. 
A user's manual for the ARPII program is available. Reference 3. 

When considering the design of a supersonic military flight vehicle, one 
of the more significant aerodynamic factors is the configuration drag at 
zero lift.    When the zero lift drag coefficient is plotted against the 
Mach number for a typical aircraft configuration, a curve similar to that 
illustrated in Figure 4.2-1  is obtained. 

At subsonic speeds any body at zero lift passing through an ideal fluid 
experiences no net drag force  (D'Alambert's Paradox)  unless other bodies are 
also passing through the fluid.    If more than one body is passing through the 
fluid, the net drag force on all the bodies is  zero.    The individual bodies 
in the group may have either a thrust or a drag acting on them, but when the 
thrust and drag are summed over all the bodios,  the resulting force will be 
zero.    The drag force which exists on an aircraft flying through a real  fluid 
in subsonic flight must,  therefore, have its origin entirely in viscous effects. 

At supersonic speeds,  the picture changes;  in this flight regime a body passing 
through an ideal  fluid creates a system of compression and expansion waves 
attached to the body.    The loss of energy to the wave system causes a drag 
force to act on a single boay even at zero lift.    This component force which 
is known as the wave drag at  zero lift is responsible for th^ supersonic drag 
rise illustrated in Figure 4.2-1.     In supersonic flight,  then, the zero lift 
drag has two components:    the viscous drag and the wave drag at zero lift. 
In order to design an efficient supersonic aircraft an adequate knowledge of 
both these components  is required.    The ARPII program presents a rapid method 
for obtaining the zero  lift wave drag component of a wing-body-tail combi- 
nation at supersonic speeds. 

4.2.1    Sonic Area Rule 

The method for calculating wave drag outlined  in this  report is based on 
the supersonic area rule theory; this theory relates  the wave drag of a config- 
uration at  zero  lift to the development of cross-sectional area of a set of 
bodies of revolution dorived from the basic configuration.    The earliest 
report  showing a connection of the above nature seems  to be that of Wallace 
I).  Hayes,   Reference 4,   1947.    This report notes that  if the  limiting form of 
the linearir.ed equation  for the wave drag of a configuration is taken as 
M =  1.0 from above,  then the expression 
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is obtained.    This result  is identical with that obtained by Von Karman, 
Reference 5,  for the wave drag of a slender body of revolution at M = 1.0. 
Hayes result was ignored at the time,  apparently because of the limitations 
of linearized theory in the transonic range. 

In 1952 Richard T.  Whitcomb's report,  Reference 6,  experimentally established 
the connection between the transonic drag rise of low aspect ratio thin wings 
mounted centrally on reasonably slender bodies and that of the body of revo- 
lution having the same distribution of cross-sectional area.    To illustrate 
this point, Whitcomb's results for the four basic configurations are shown 
in Figure 4.2 2.    Whitcomb's ideas appear to be based on the phenomenon of 
stream tube choking at transonic speeds.    The invariance of stream tube cross- 
sectional  area to small velocity changes about M =  1.0 means that the flux of 
fluid out of a radius greater than the wing semispan, described on a plane 
normal to the longitudinal axis, must be the same for both the wing-body 
combination or the body of revolution having the same distribution of cross- 
sectional area.    This  is illustrated in Figure 4.2-3;  for if the plane element 
has thickness öx,  then the  flux out of this disc in both cases will be 

6Q = ^    •     6x (4.2.2) 
^     dx 

Whitcomb argues that the flow field is such that any radial or circumferential 
deviations in the disturbances caused by the wing-body combination are rapidly 
reduced causing the field to tend towards the radially symmetric disturbance 
produced by a body of revolution.    Examination of the shock patterns about  a 
configuration and its equivalent body of revolution provide support  for this 
view of the similarity in the two disturbance fields  and, hence,  to the simi- 
larity in their drag rise characteristics.    Whitcomb further reasoned that  if 
the drag of a wing-body combination is similar to that of its equivalent body 
of revolution,  then by indenting the body to account for the cross-sectional 
area of the wing, the wave drag could be made to approach that of the body 
alone.    The reductions in drag that he obtained in this manner are reproduced 
from Reference 6 in Figure 4.2-4.     In all three cases these tests reveal  a 
considerable improvement in the drag rise characteristics; although,  in general, 
the equivalent body of revolution had a lower drag rise than the indented 
wing-body combination. 
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4.2.2 Supersonic Area Rule 

The success of Whitcomb's sonic area rule theory in providing a guide to 
estimating and a means of reducing the zero lift wave drag of a wing-body 
combination lead to a search for a similar method at supersonic speeds. A 
method for obtaining the supersonic zero lift wave drag of wings alone in 
terms of a set of area distributions derived from the basic wing distribution 
Vac/uref y Cn glV6n by Heaslet' Lon>ax, and Spreiter, Reference 7. In 
1953 both R. T. Jones, Reference 8, and Richard T. Whitcomb with T. L. 
Fischetti, Reference 9, produced reports showing that the supersonic zero 
litt wave drag of a wing-body combination could be estimated in a similar 
manner. These methods find the drag of the combinations aa the average 
drag of a rerres of equivalent bodies of revolution constructed in the fol-
lowing way. 

With the aircraft rolled through an angle 6 (to be definite, let the port 
wing be raised for positive 9), construct a set of planes which are normal 
? ,°r*20ntal Piane from which the roll angle is measured and inclined 

? angle y to the aircraft longitudinal axis. These Mach planes 
will intersect the wing-body combination and each one in so doing will define 
an inclined cross-sectional area. The projection of these areas on the yz 
plane (i.e., the frontal areas of the cross-sections) are used to define the 
cross-sectional area distribution of the equivalent body of revolution for 
the particular roll angle 9. This arrangement of planes together with the 
coordinate system is shown in Figure 4.2-5. The drag of each individual 
equivalent body of revolution may then be found from Von Karman•s formula 
and the mean taken to find the drag of the wing-body combination 

W i ( 

T s " Zn: - } 

it. i.\ 

19 » i < ^ " C u 7 0 , r - l ) 
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V 

(4.2.3) 
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4.2.3 Transfer Rule 

In Reference 10, G. N. WarJ approaches the problem of the wave drag of 
wing-body combinations by considering the drag of general distributions 
of sources in space. He then shows that thin wings and slender bodies, 
at zero lift, either alone or in combination with each other, can be 
represented by distributions of sources in the surface of the body with 
surface density proportional to the local slope of the surface in the x 
direction. The drag in this particular case reduces to 

TVfcVrVsW c^- ' i !" is as 
u.^1 L Z-c. ' i J 
t I ' 

i / 1 ( * •' '' 
* r r ; \ \ A A (>iS) loc^ i x , - x , | A)t J> t 

" L ' j . 

~ l l \ " L / l 
< lot, I x . - x J j K . a * , ( 4 t 2 t 4 ) 

where 

i . , ' f _J CR.) r ib, » f f»\ 
r \ (#v # ' • \ r ~ \ ••• ^ r . r ^ ••••• LLW. 

AS./ 
fib, |f r4V 

ASV"1 

(4.2.5) 

is the wing transferred area and dSj, dS2 = wing elements of area at the 
points (xlt yi, zi), x2, y2, z2). 
R!R2 = the vectors with components (xlt yj, zx), (x2, y2, z2) 

TfRj), T(R2) = wing thickness at the points Rj, R2 

*1» r2 = the vectors with components (0, y^, Zj), (0, y2, z2) 
AS

W = that portion of the wing in the zone of silence for the 
point (x, 0, 0), see Figure 4.2-6. 

The first term is the drag of the exposed wing panels alone; the second term 
is the drag of a body of revolution having an area distribution equal to the 
fuselage area combined with the wing transferred area. The last term is the 
drag of a body of revolution having an area distribution equal to the trans-
ferred area of the wing alone 

4.2-4 



j 

D w i r . r U x j y = Dwing " D l A \ 4 D } S F + A \ (4 .2 .6) 

This relationship will be of note in a later section where the problem of 
area ruling the fuselage is considered. 

The transfer rule is of interest when the optimum fuselage for a given wing 
is required. It can be shown, Reference 1, for example, that the transferred 
wing area is the mean wing area versus roll angle determined by the super-
sonic area rule Mach planes. Hence,the optimum fuselage for a given wing 
is obtained when the f ise1age and mean wing at the Mach number or series of 
Mach numbers of interest has a minimum drag. 

It should be noted that several other methods for computation of wing-body 
wave drag have been proposed, notably Baldwin and Dickey's moment of area 
rule. Reference 11, and Faget's method of hoops. The ARPII program, however, 
is limited to the supersonic area rule method. 

The theories of Sections 4.2.2 to 4.2.4 apply to slender bodies and thin wings 
or their combination provided that no lift is carried over any portion of the 
planform. There are many configurations which may reasonably be analyzed by 
linearized theory and yet do not fall into the above class, for example, a 
cambered thin wing mounted centrally on a slender body. In Reference 12, a 
generalized area rule correct to the limits of linearized theory for combi-
nations of wings and bodies is obtained; this is 

4.2.4 Other Methods 

4.2.5 Wave Drag in the General Case 
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where i(\,  6)   is the component of the force acting on the oblique section 
resolved in a plane normal to the free stream and resolved again in the 6 
direction,  Figure 4.2-7.       It may be noted that at M =  1.0,  Equation 4.2.7 
reduces to 4.2.1 and the sonic wave drag due to lift vanishes. 

In order to use Equation 4.2.7 the distribution of force over the config- 
uration is needed.     If this  is known the drag can, of course, be found by 
integration of the force and slopes over the configuration.    The ARPII 
program does not attempt to consider the effects of lift in any way. 

4.2.6    Evaluation of the Wave Drag Integral 

4.2.6.1    Fourier Series Method 

A problem common to the sonic area rule, supersonic area rule and transfer 
rule is the evaluation of the integral which expresses the wave drag of a 
body of revolution in terms of its area distribution.    This can be written 

i     i 

\-'~Z\   \ SYOSY^hlsr^lci$,a^ 
(4.2.8) 

Several methods for evaluation of this integral have been suggested; the 
earliest method appears to be that of Sears, Reference 13.  In Sears' 
method the transformation 

x » ^ 0 - coi-e) (4.2.9) 

is made. 

The slope of area dS/dx is now approximated by a Fourier sine series 

«O (4.2.10) 

so that 

An   * ?; !J 5 (>)s^ ^9 J ü» 
(4.2.11) 

With these assumptions the drag becomes 

(4.2.12) 
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corresponding to an area distribution of 

5M. s ( S > * % 9 + j l i i K . r«-" 1 9 

Evaluation of the drag by this method is a tedious process, mainly because 
of the difficulty of obtaining the slope of area curve from the actual area 
distribution. 

4.2.6.2 Eminton's Method 

A different approach is suggested by Eminton, Reference 14. Defining 

S(c), S(l) and S(q) i = 1, 2, . . ., N (4.2.14) 

Then, if the drag given Equation 4.2.12 is minimized for the area distribution 
of Equation 4.2.13 subject to the restraints of 4.2.14, Eminton shows by the 
method of Lagrangean multipliers the minimum drag is given by 

t> \ f A C •. "5 U Kl 

*-> in " J 
i * fnwn 

(4.2.15) 

or in matrix form 

b 
C[TT- * * l c j [ f ] { c } ] (4.2.16) 

where 

£<* SM)„ ; (4.2.17) 

u;« J t4.2.18) 
(4.2.19) 

and 

P.-*-* (I; - 5,f W.. 

(4 .2.20) 
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4.2.6.3    Other Methods 

Two other methods of evaluating the wave drag integral have been suggested: 
that of Cahn and Olstad, Reference  15, and that of Holdaway and Mersman, 
Reference The method of Cahn and Olstad uses a numerical technique for 
evaluating the integral and requires a knowledge of the second derivative 
of the area distribution. 

The remaining method,  that of Holdaway and Mersman,  also uses a numerical 
technique, thii  time in the form of Tchebichef polynomials.    By this 
device it is possible to evaluate the Fourier coefficients of Equation 
(4.2.1) by working with the area distribution rather than one of its deriv- 
atives, a feature common to Eminton's method and the Tchebichef polynomial 
method.    However, as noted in Section 4.2.6.2    The ARPII program uses the 
N station Eminton method with N =   19 being the recommended number of areas 
as in Eminton's original  report. 

4.2.7    Applying the Supersonic Area Rule on a Digital Computer 

4.2.7.1    Outline 

In order to use the supersonic area rule as a preliminary design tool, a 
rapid method of obtaining the area distributions required by the theory must 
be employed.     For the purpose of determining the wing contribution to such 
a distribution,  it is sufficient to note that to date most aircraft wing 
surfaces have been generated by a set or sets of straight generator lines. 
Once the equations of these  lines  and the equations of the Mach planes for 
a given Mach number and roll angle are known, it is a straightforward 
exercise in analytic geometry to find the points at which a particular Mach 
plane will  intersect the wing generator lines and, hence, by integration 
the wing area defined by that plane.    Repeating this for each plane will 
define the wing contribution to the area distribution for the particular 
value of Mach number and roll  angle.    To find the contribution of tanks or 
the fuselage,  sufficient accuracy should be obtained  if the point at which 
a Mach plane intersects their center of area locus  is  found and the normal 
cross-sectional area at that point  is taken.    Once an area distribution 
has been found,  the drag of its equivalent body of revolution must be calcu- 
lated.     In the ARPII program,  the method of Eminton is used. 

4.2.7.2    Mach Plane Equations 

The general equation of a plane is of the form 

Ax t- By + Cz +D = 0 (4.2.21) 
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It can be shown that the equation of a Mach plane is 

x - coty cose y - cotu sine  z - x'  = 0 (4.2.22) 

where 

p - Mach angle 
6 - roll angle 
x'- plane intercepts on the x axis 

4.2.7.3    Wing Generator Lines 

In designing an aircraft wing it  is  customary to specify the section to be 
used at various spanwise locations, on an aerodynamic basis.    When this wing 
is  layed out in the design office the wing surface between any two sections 
is described by straight  lines passing through corresponding percentage chord 
points on the section profiles.    Any wing surface formed in this manner is 
therefore described by one or more sets of straight generator lines.    The 
equations of these lines is of the form 

x.   = ai.y ♦ bi. (4.2.23) 

z.   = a2.y ♦ b2.    where i = I,  2,   ...N say     (4.2.24) 

To find the equatioh of a generator line passing between any two sections, 
one need only know the coordinates of its end points.    Let the  inboard such 
end point have coordinates xj, yj ,   zj and the outboard end point  coordinates 
x2'  y2.  z2«   then 

Y-l-v 1 

(4.2.25) 

bl  =  xl  -  aiXl (4.2.26) 

a? = —  (4.2.27) z    y2-yi 

b2 = Zi  - a2yi (4.2.28) 

When specifying the generator lines,  it may be necessary only to obtain the 
equation for one side of the wing if a plane of synunetry is present.  Similarly, 
if the wing under consideration has a symmetric section only the equations 
for the upper surface need be stored in the computer. 
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4.2.7.4    Wing Contribution to Area Distribution 

The first step in finding the wing area defined by a Mach plane is to find 
the points at which the ith Mach plane intercepts the starboard upper wing 
generator lines;  i.e., where the plane 

Ax +  By + Cz  +  Dj   = 0 (4.2.29) 

intersects  the generator lines 

xi = a^y + bi. (4.2.30) 

Zi  = ajiY * b2i (4.2.31) 

Substituting the generator equations into the Mach plane equations and solving 
for the value of the y intercept coordinate 

Abi.+Cb2i+Dj 

yij = Aa^B T Ca2i 
t4-2-32) 

The z  coordinate of the intercept is 

'zij  = a2i ^ij + b2i (4.2.33) 

The required area, that is the frontal area of the wing section defined by 
the Mach plane in passing through the wing is 

AS.   =   fi..   dy.. (4.2.34) 

where the  integration extends between specified limits. 

4.2.7.5    Fuselage and Tank Contribution to the Area Distribution 

To find the fuselage contribution to the area distribution, the apprrximation 
is made that the frontal area of the fuselage section intercepted by a Mach 
plane  is equal to the normal cross-sectional area at the point where the Mach 
plane intercepts the fuselage center of area locus. 

It can be seen from Figure 4.2.8 that  for reasonably slender bodies that the 
approximation should be reasonable,  the area being underestimated on one side 
of the axis and overestimated on the other.    On purely theoretical  grounds, 
it might be concluded that there are no grounds for using the true slant area 
through the  fuselage in any case.    However,  in Reference 17 the wave drag of 
bodies which were not so slender was calculated using both the normal area 
distribution and the frontal projection of the true slant area.     It was concluded 
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that  greater accuracy is obtained when the  slant area method is used.    The 
above approach is equally applicable to externuJ pods mounted on the air- 
craft.       In the case of a fuselage,  the x axis  is usually placed at or near 
the  locus of the fuselage center of area so that the Mach plane intercept 
x^  can be used directly to obtain the point   at which the Mach plane  inter- 
cepts the   fuselage distribution.     For a tank  or pod this  is no longer true 
and the point  at which the Mach plane intercepts the tank  locus of area 
(assumed to be represented with  sufficient  accuracy by a line parallel to 
the  x axis)  must be found.    Let the y and z  coordinates of the tank  locus 
of area be yj,  zy then substituting these values into the Mach plane 
equation  gives  the  required intercept,   i.e., 

xT =  x'   -   (ByT +  CZT) (4.2.35) 

and the normal   fuselage area at this point must be used  for the tank or 
pod area contribution. 

4.2.8    Configuration Definition by Supersonic Area Rule 

Configuration definition involves a balance between internal  and external 
configuration requirements.     For example, when  laying out a supersonic 
fighter the  forebody geometry involves a trade between aerodynamic drag and 
radar dish size.    Aft of this the  fuselage dimensions are determined by a 
trade between aerodynamic drag and crew mobility and vision constraints. 
Further aft again the front and rear face of the engines with clearance for 
other system components at these points tends to size the  fuselage cross- 
section. 

The  fighter wing t/c is determined by a trade between aerodynamic drag, 
structural  depth,  and fuel  requirements.    The wing planform is determined 
by a trade between aerodynamic and structural  efficiency.    Placement  of 
the wing on the body involves a trade between aerodynamic stability  and 
control  and supersonic area rule considerations.    Supersonic area rule con- 
siderations will  also tend to    govern  the   longitudinal  distribution of 
fuselage area between the radar dish,  crew station,  forward engine  face,  and 
aft  engine  face. 

A typical   configuration layout according to supersonic area rule principles 
is presented in  Figures 4.2-9(a)   and   (b).     These figures present non-area 
ruled aircraft  and a similar design area ruled for Mach  1.4.     Figures 4.2-10 
(a)   to  (e)  present successively the area distribution for the basic  aircraft 
and M=   1.0,   1.2,   1.4, and the Mach number  range 1.0 to 1.4.    To obtain 
these distributions three steps were  followed; 

First,  the minimum fuselage cross-section;il  areas at  five 
control points are determined on the basis of crew a.id 
suisystem clearances. 

Seaond, the selected wing mean area distribution, averaged 
for all roll angles at the selected area rule Mach number, 
is obtained  from the supersonic  area rule program.     In a 
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more sophisticated design study the mean wing area may bo 
averaged against both roll angle and Mach number to insure 
low zero lift wave drag over a specified Mach number range. 
Example designs of this type are presented in References  1 
through 17. 

Third,   the wing mean area is added to the fuselage cross- 
sectional area obtained from normal cuts to obtain the 
combined fuselage/mean wing distribution at selected 
control points.     By Ward's transfer of area rule, the sum 
of the fuselage and mean wing area distribution at the 
selected Mach number should be a minimum wave drag shape. 
Minimum wave drag shapes having any number of specified area 
constraints are given by Eminton in Reference  14.    These 
shapes  are available in the supersonic area rule program. 
The difference between the optimum shape and the mean wing 
gives  the required fuselage area distributions  in Figure 
4.2-9.    The resulting fuselage area distribution is then 
checked against  the minimum required area all  along the 
longitudinal body axis to verify internal clearances.    This 
process may reveal the necessity for additional constraints 
on the combined fuselage/mean wing distribution.     In this 
case,  the fuselage shaping process is repeated again with 
an additional constraint.     The second iteration is usually 
sufficient to develop a satisfactory fuselage. 

Some typical comparisons between area rule indented bodies,  wave drag,  and 
wave drag calculations are presented in Figure-  4.2-ll(a) and  (b).    The test 
results and the Tchebichef calculations are t .xen from Reference  19. 
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FIGURE 4.2-2(a) 

DRAG RISE VERSUS MACH NUMBER FOR CYLINDRICAL BODY,  UNSWEPT WING-BODY COMBI- 
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FIGURE 4.2-2(b) 

DRAG RISE VERSUS MACH NUMBER FOR CYLINDRICAL BODY,  DELTA WING AND BODY 

COMBINATIONS,   AND COMPARABLE  BODY OF REVOLUTION 
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FIGURE 4 2-2 (c) 

DRAG RISl: VERSUS MACH NUMBER FOR CURVED BODY, SWEPT WING AND CYLINDRICAL 

BODY tOMBINATION, AND COMPARABIE BODY OF REVOLUTION 
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FIGURE 4.2-2(d) 

DRAG RISE VERSUS MACH NUMBER  FOR CURVED BODY,  SWEPT WING AND CURVED BODY 

COMBINATION,  AND COMPARABLE  BODY OF REVOLUTION 
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FIGURE  4.2-3.     INCOMPRESSIBLE NATURE OF TRANSONIC FLOW FIELD 
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FIGURE 4.2-4(a) 

THE EFFECT ON TRANSONIC DRAG OBTAINED BY INDENTING THE BODIES OF WING-BODY 

4.2-21 COMBINATIONS  (UNSWEPT WING) 
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FIGURE 4.2-4(b) 

THE  EFFECTS ON TRANSONIC DRAG OBTAINED BY INDENTING THE BODIES OF WING-BODY 

COMBINATIONS  (DELTA WING) 
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FIGURE  4.2-4(c) 

THE  EFFECTS OF TRANSONIC DRAG OBTAINED BY  INDENTING THE  BODIES OF WING-BODY 

COMBINATIONS   (SWEPT WING) 
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ASw is shaded portion of wing point (x, 0,0) 

FIGURE 4.2-6. WING REGION FOR OBTAINING A(x) 
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FIGURE 4.2-7.  INCLUSION OF LIFT IN SUPERSONIC AREA RULE 
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FIGURE 4,2-8.     FUSELAGE AREA CONTRIBUTION 
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4.3    PROGRAM TREND:     A RAPID SUBSONIC/SUPERSONIC/HYPERSONIC 
AERODYNAMIC TRADE-OFF CODE 

Program TREND provides rapid aerodynamic lift, drag and moment estimates  in 
the subsonic, supersonic,  and hypersonic flight regimes.    The program is 
primarily designed to estimate high  lift-drag reentry vehicle aerodynamic 
characteristics.    The class  of vehicles which may be analyzed with the program 
is of greater range than the primary  "lass of reentry vehicle.    However, 
some program modification may be  required as the vehicle shapes divergn» 
from the prime class of vehicles.     Program modification may also become 
desirable where detailed wind tunnel  results are available for a specific 
configuration.    When the computed aerodynamic characteristics  are matched 
to the  experimental  characteristics  in this manner program TREND may be used 
to estimate aerodynamic trade-offs rapidly as the configuration geometry is 
perturbed. 

In the hypersonic flight regime, the program contains an optional aerodynamic 
heating computation capability. It should be noted that the program does 
not possess a transonic aerodynamic characteristic estimation capability. 
The original program TREND was prepared under a previous Air Force Flight 
Dynamics Laboratory contract. Original detailed program documentation is 
presented in References  1  and 2. 

4.3.1     Basic Configuration Types and  Limitations 

The baric configuration types which may be analyzed by program TREND are 
summarized in Table 4.3-1.     Typical  configurations are  illustrated in Fig- 
ures 4.3-1 and 4.3-2.     It should be noted that the Type  I  configuration may 
be extended to incorporate a horizontal  tail. 

Total vehicle lift and drag coefficients for all flight regimes are computed 
by a aonmon buildup that allows the user to select the prediction techniques 
most applicable to his configuration. In the subsonic and supersonic flight 
regimes  the lift of a composite configuration is computed as  the sum of 

a. body lift 
b. exposed wing lift 
c. exposed horizontal tail lift 
d. lift increment due to horizontal tail or elevon deflection 

The total drag is computed as the sum of the following components: 

a. minimum drags 
b. drag due to lift 
c. trim drag 

Lift and drag at hypersonic speeds are obtained from the normal and axial 
force coefficients computed by the methods presented below. 

4.3-1 



The limitations imposed in the aubaonio flight regime are that Mach critical 
is not  reached and that the angle of attack is less than 18 degrees for the 
wing-body configurations.    Methods are included to compute 

a. lift  above wing stall 

b. drag due to lift  above polar break up to these limitations 
for the winged configurations 

In the supevaonio regime the Mach number limits are 1.2 to 3.5,  and the angle 
of attack  is  limited to 12 degrees  for all  configurations.    This  angle of 
a.tack   limit   is well above the angle of attack for maximum lift to drag ratio, 

The prediction techniques applicable to the hypersonic regime are  limited to 
continuum flow. Mach number greater than 3.5,  and an angle of attack range 
between 5 and 50 degrees. 

4.3.2    Sensitivity Analysis Options 

Program TREND can be used to obtain vehicle aerodynamic sensitivities  to 
configuration and/or flight path perturbations. 

The sensitivity factor analysis provides the partial derivatives of specif!PH 
aerodynamic performance parameters with  respect to the input  vehicle geometric 
or flight path parameters.     Derivatives are calculated directly from the 
sensitivity  factor equations or by  finite difterences.    The latter method 
must be used where sensitivity factor equations are not available.    The sensi- 
tivity analysis calcilates  incremental  aerodynamic performance parameter 
values  for increment values of geometric and flight path parameters.     In 
general, 

AP       ÖP     AVl   .   _aP     AV2   . dP     AVn 
- "dVl aV2 öVn 

.   ap   AM    . _ap   Ah   .   ap   sot   .   ap A« 
an ah TJ« aa 

where  P = an aerodynamic performance parameter;  L,  D,  or L/D 
V = vehicle geometric parameter such  as wing sweep or leading 

edge radius 
M = Mach number 
h = altitude 
6e = elevon deflection 
a = angle of attack 

Partial de'ivatives may be computed at either constant angle of attack or 
constant  lift  coefficient  in Equation 4.3.1. 

(4.3.1) 
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It should be noted that certain aerothermodynamic sensitivities must be 
computed by an integration along the vehicle flight path,  for example, 
heat shield mass sensitivity with respect to vehicle geometric parameters 
and thermal protection system properties.    The option to compute such sensi- 
tivities along the equilibrium glide path of the nominal vehiale is 
available in TREND. 

4.3.3    Subsonic Flight Regime 

4.3.3.1 Subsonic Lift 

4.3.3.1(a)    Modified Body of Revolution. 

Subsonic  lift of a body or modified body of revolution is based on the 
DATCOM of Reference  3, Section  4.2.1.    The method combines slender-body 
potential  flow predictions with a viscous crossflow force proportional  to 
the square of the angle of attack and modifies the results  for noncircular 
body sections, Reference 4. 

C
LB 

= CLp + % (4.3.2) 

CLp =   (cNa)b   (k2  "  ki)   Fma'  J- (4.3.3) 

CLv = Cdc Fma2'  |E- (4.3.4) 

where 

(CNa)b  =  2.0 

^2"^!    = reduced mass factor obtained from Figure  (4.2.1.1-6a)  of DATCOM 

Fm = cross-sectional shape parameter.  Reference 1 

Cd,        =1+1.2  (Ma')3 

^b base area 

Sp = planform area 

S =  reference area 

aLOR      = ^o^y angle of attack  at  zero  lift 

The  term a'   is the effective angle of attack and is calculated from 
a'   =    a -  ULOR"     Lift  curve slope is a nonlinear function of angle of attack 
and  is determined from 

CLaR =   (CNa)b(k2  -   kp   Fm 1^ ♦  2Cdc Fma'  ^ (4.3.5) 
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4.3.3.1(b)  Planar Body 

This class of bodies is treated as a low aspect ratio wing possessing a 
linear lift curve slope. The method used to determine Cr is based on 
the expression for normal force curve slope at zero lift contained in the 
subsection 4.8.1 of DATCOM. 

~./S3 

CL      = .5-*(/W4) k^ ^ Vs] 4^ s 

C    =C c< 

a 

(4.3.6) 

(4.3.7) 

-  153 
The term   .54   (RI/3LE/^) approximates  the curve in Figure   (4.8.1.2-11) 
of DATCOM. 

4.3.3.1(c)     Wing 

The lift  contribution of exposed wing panels   is computed as wing-alone  lift 
modified for wing-body carryover.    The wing-alone lift-curve slope is  computed 
and the carryover factors Kß^,   and %/.{,-.   arc obtained by the method of Pitts, 
Nielsen,   and Kaattari,  Reference 5. 

we ^B(w)  *^*(B) 

WE 

 TTA/^CL-  

(3 = 2C05 -yL^w/ARw£ 

VE 

(4.3.8) 

(4.3.9) 

(4.3.10) 

(4.3.11) 

(4.3.12) 

where W is the average body width at the wing junction and the subscript WE 
pertains to the exposed wing. 

4.3.3.1(d) Horizontal Tail 

Lift contribution of the exposed part of the horizontal tail is determined 
by the above exposed wing method modified for downwash and dynamic pressure 
reduction at the tail. 
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C^H   =C^£ iK*M *K»J ( ' " ^H  ^ (4-3-13) 

Increment of lift resulting from a horizontal  tail deflection is obtained from 
the  tail  effectiveness parameter for lifting surface incidence and modified 
for dynamic pressure reduction at the tail,  Reference 5, 

ACLw
=   CL SH (4.3.14) 

M tit 

For a leading edge down deflection of the hori7ontal tail, 6 is negative. 

4.3.3.1 (e)  Eleven 

The elevon contribution to total vehicle lift at zero deflection is ignored. 
For large elevon deflections, the elevon lift contribution may become signi- 
ficant  and is  assmned to be given by 

AC     =CL       SeL Le L^e (4.3.16) 

where the elevon effectiveness term is  obtained by the methods  given  in Section 
IV of Reference  1. 

4.3.3.1(f)    Wing-Body Configurations 

The  lift of a composite configuration below wing stall  is calculated as the 
sum of the component  lift contributions.     For a wing-body-tail  configuration 

Q    =CL      «'-AC Lv/a L ^W 
(4.3.17) 

(4.3.18) 
wa «< 3 ,-0<w 

o<'  =   c<  -    o^ (4.3.19) 
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At angles of attack above wing stall where the body and tail continue to lift, 
lift is calculated as the sum of the wing lift at stall plus body and hori- 
zontal tail lift. Based on test data for the vehiclp class considered, the 
wing stall angle of attack is established at eight degrees. Lift above the 
stall coefficient is computed from 

Cw.= (C^C, K* CLJ./3743-~tJ +kCLii      (4.3.20, 

4.3.3.2    Subsonic Drag 

Subsonic total  drag coefficient of a configuration is the sum of minimum drag, 
drag due to lift,  and trim drag, 

^D   " ^0M/)J "^OL 
4'^Dr (4.3.21) 

4.3.3.2(a)    Minimum Drag 

Subsonic minimum drag of a configuration is computed as the sum of friction 
and pressure drag of each component plus body base drag, 

Cry -EAC0     u ■*■  CDL (4.3.22) 

4.3.2(b) Body Friction and Pressure Drag 

Body friction and forebody pressure drag contribution to subsonic minimum 
drag is computed by the method discussed in subsection 4.2.3 of DATCOM. 
Assuming the equivalent body fineness ratio is greater than four 

ACD     -/.ozCj.-^r D
*lM/ß       ' ^^f      5 (4.3.23) 

Compressible mean flat plate friction coefficient, C£,  is given by 

— 2.   f> ft 

Cf.   -  O.4-S5/\lo3t0  RN]   ' C4.3.25) 
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Reynolds number to calculate Cf- is either 

(a) Reynolds number based on body length 

(b) limiting Reynolds number based on admissible surface 
roughness 

Both Reynolds numbers are computed, and the lowest value is used to determine 
Cf^.  Reynolds number based on length is obtained from 

RN^{tAJld) 

where a =  speed of sound, a  function  of altitude 
v = kinematic  viscosity,  a function of altitude 
M =  free stream Mach number 

£„  = body  length 

The  limiting Reynolds  number is computed  from 

/.o+99 

^3- 

where Kj   is  a function of Mach number.  Reference 6. 

(4.3.26) 

(4.3.27) 

Mach No. Kl 

0 
1 
2 
3 

37.587 
49.320 
91.692 
189.640 

and k  is  the  average surface roughness height.     For the surface of a modern 
aircraft,  a k of  .0003 inches  is a realistic value.     For a body that has 
experienced the heat of reentry,  k  is much greater. 

4.3.3.2(c)     lixposed  Surface  Friction  and  Pressure Drag 

Friction  and pressure drag contribution of exposed surfaces  is computed by 
the  method  contained  in subsection  4.2 of the  DATCOM. 

AC0„,/-ZCf(/^)-| (4.3.28) 

where Cf is determined as above with  length being replaced by the mean  geo- 
metric  chord  in determining Reynolds number 

c--i /-\     _   W?e X cy 

C^Q- C^+Cr (4.3.29) 
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4.3.3.2(d)     Base  Drag 

The body base drag contribution to minimum drag  is computed by the method 
reported in subsection 4.8.2 of DATCOM 

^-0^ -      W 

C      =( ^/(©/aV^.) 
(4.3.30) 

(4.3.31) 

where S^ and the required base geometry arc obtained from the input. The 
term Cpg /( (ß) /2/iTSb) is obtained by table lookup of the information p 
sented in Figure   (4.8.2.1-7)  of DATCOM. 

re- 

4.3.3.3    Subsonic Drag Due to Lift 

4.3.3.3(a)    Subsonic Lifting Body Configurations 

The method presented in  subsection 4.2.3.2 of DATCOM is  used to calculate drag 
due to lift of modified bodies of revolution.     Body suction forces are neglected 
by this method and 

CoL-C^' (4.3.32) 

According to  test  data a delta planform lifting body aonfifjuration possesses 
a linear lift-curve slope and a parabolic variation of drag with lift.     The 
drag due to lift  is expressed as 

where K is the drag due  to lift factor calculated  from 

and AC[   is  the polar displacement. 

(4.3.33) 

(4.3.34) 

4.3.3.(b)     Subsonic Wing-Body Configurations 

The test  data  indicates  that the drag polar of wing-body  configurations  at a 
lower lift than that at which wing stall  occurs wil1  break.    This break  in the 
polar is quite pronounced and occurs near an angle of attack of five degrees 
for both body  types  considered by TREND.     The C[   whore  drag polar break  occurs 
is  calci lated by 

C'-.^C'.vloßyjy-^oJ (4.3.35) 
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Drag due to lift depends on whether the operating C,   is above or below the 
polar break, CL.    At CL'S below CLBR 

CD=K\CL-äCLJ (4.3.36) 

The polar displacement parameter,    CL^JJ,  is arrived at by engineering 
judgment of the effectiveness of body and wing camber.    The drag polar shape 
factor,  K,  is obtained from 

/< = (//VARTe) -f- 

e=ew[/.ö-(/./3-.6ö/cr/c«T)Y] 

e - -M ji , Cw-   A/?T[7r-.<3i'(7r-Ctn/ART) 

(4.3.37) 

(4.3.38) 

(4.3.39) 

The span effiaiency factor,  ew, is determined by the method reported in Ref- 
erence 6.     A leading edge suction factor of  .85 is used.    The aonfiguration 
effiaienay factor is obtained by modifying the wing alone factor for body- 
effects.  Reference    6.   The theoretical wing aspect ratio is obtained by exten- 
ding the wing to the centerline, 

ARr - -^ (4.3.40) 

where 

sr =-£Kr+cT) (4.3.41) 

Drag due to  lift at C^'s above CLnR is  computed from an empirical  expression 
derived from test data.    The expression used to compute drag due to  lift 
above polar break is 

KM*K+[Ui{-^f(CL-CJ] 

(4.3.42) 

(4.3.43) 
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w^ 

4.3.3.4    Subsonic Trim Drag 

Due to the many possible combinations of pitch control surfaces that could be 
used, a simple method is employed to account for trim drag.    This method 
relies on the user's knowledge of control surface effectiveness and static 
margin of the particular configuration being worked.    The approach is to 
modify the polar shape factor by an input trim drag factor, FJQ.    Suggested 
values of ¥JQ as a function of static margin and moment arm are contained 
in Figure 4.3-3. 

CDT-COL(FTb-i.o) 

4.3.3.S    Subsonic Maximum Lift to Drag Ratio 

4.3.3.5(a)    Subsonic Lifting-Body Configurations 

(L/D)mi,x of the modified body of revolution configuration is computed by an 
iterativ; procedure.    Total   lift and drag at increasing angles of attack are 
sequentially computed until  a maximum value is obtained. 

(L/D)max of the planar lifting body aonfiguration is computed using 

(L/DU = h Sjug^ l4■3■46, 

where K..  is the trimmed value.    The CL for polar break is much higher than 
CL for (L/D)max ^0T this t/P6 of configuration;  therefore, polar break is 
not considered in calculating (L/D)max. 

4.3.3.5(b)    Subsonic Wing-Body Configurations 

The method of determining  (L/D)max for the wing-body configurations combines 
the above two methods because CL for (L/D)max is near the CL for polar 
break.    CL for (L/Ü)max is computed and compared with the CL for the polar 
break.    If it  is  less than the CL for polar break, equation  (4.3.46) is used 
to calculate  (L/D)max.     If it is greater, then the iteration procedure is 
used above CL for polar break. 
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4.3.4    Supersonic Flight Regime 

4.3.4.1    Supersonic Lift 

4.3.4.1(a)     Supersonic  Bodies 

The lift generated by modified bodies of revolution is  computed by the 
methods presented in Section 4.3.3.1(a)   of the subsonic discussion.    The 
potential normal  force curve slope,  (CNQ)^,  is obtained by table lookup of 
the information  in Figure  (4.2.1.1-7a)  of DATCOM for basic ogive cylinder 
bodies of infinite  fineness  ratio and  (k2 - kj)   is equal  to unity because 
the supersonic values of  (C^ )■   are semiempirical. 

The lift generated by pianar lifting bodies  is  again assumed to vary  linearly 
with angle of attack below CL for (L/D)inax.    This  linear lift  curve slope 
is obtained from the wing  linear theory calculation results reportec   in 
Figure IIl.A.l-la of Reference  6 as a function to trailing edge cutou*, 
leading edge sweep,  taper ratio, and Mach number. 

4.3.4.1(b)     Supersonic Wing and Horizontal Tail 

The lift contributions of the wing and horizontal tail exposed panels are 
computed by the methods discussed in subsections 4.3.3.1(c) and (d). The 
basic lift-curve slopes that are modified for carryover, dynamic pressure 
reduction and downwash are obtained from the linear theory calculation 
results reported in Figure III.A.l-la of Reference 6 based on the surface 
area formed by joining the exposed panels. 

4.3.4.1(c)     Supersonic Wing-Body Configurations 

Tests on wing-body configurations of the type of program TREND do not  show 
a reduction of lift-curve slope up to angles of attack of 12 degrees.     This 
angle is considerably above the angle of attack for (L/D)inax.     For this 
reason,  lift above wing stall  is not computed as in the subsonic case.  At 
all angles  of attack  lift   is computed by the method discussed  in subsection 
4.3.3.1(f)   for the attached flow case. 

4.3.4.2    Supersonic Drag 

The supersonic drag of a configuration  is computed as the sum of minimum 
drag, drag due to  lift,  and trim drag, 

C      '  C ^Co    +Cn (4-3.21) 
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Drag due to  lift beyond polar break is not accounted for in the supersonic 
flight regime because the polar break C^ is much greater than C^ for 
a/D)max. 

4.3.4.2(a)    Supersonic Minimum Drag 

The minimum draj, of a supersonic  configuration is calculated as  the sum of 
the component  zero lift wave drag,  friction drag,  and base drag.    The 
friction and base drag of a component at supersonic Mach numbers are usually 
treated as  isolated parts, but the problem of estimating the zero lift wave 
drag of a composite configuration is one of properly accounting for the 
mutual  interferences that exist between its components.    The supersonic 
area rule program described in Section 4.2 uses that approach.     The approach 
of program TREND is to isolate the individual components and their inter- 
ferences.     Ir. general, the determination of individual  interferences has 
been unsuccessful.    However,  for the purpose of program TRI-ND in which the 
sensitivity of drag to configuration changes is desired,  simplicity is 
required,  and the isolated component buildup method neglects any interference 
used. 

4.3.4.2(b)    Supersonic Zero Lift Wave Drag 

Body wave drag is computed using the empirical data contained in Figure 
III.B.10-7 of Reference 6 for ogive bodies of revolution.    A table lookup 
procedure is used to determine the  forebody and afterbody contributions 

^0wB "l^P^^Pe-r' "S" (4.3.48) 

where 

C[)pN    * function of nose fineness ratio and ß 

Copu    =  function of afterbody fineness ratio,    ß, and the ratio of 
maximum diameter to base diameter 

The required parameters are determined from an ogive body of revolution that 
approximates the cross section area distribution of the body to be analyzed. 
The  input quantities needed are Mach number, maximum cross-sectional area, 
base area,  distance from nose to maximum cross section, and distance from 
maximum cross section to base. 

Zero  lift wave drag of a wing, horizontal  tail, or vertical  tail   is computed 
by  the methods reported in Reference 6   for round leading-edge airfoils 
provided that ß cot (A r^H5  less  than or equal  to 3.5. 

4.3-12 



2. 

§? C4.3.49) s 
3.50) 

The term f(a, X)  is obtained from Figure III.B.10-1 of Reference 6 and the 
average thickness ratio (t/c)  is obtained from the input.    The wave drag 
computed by this method contains wing-alone plus body interference drag because 
the correlation was achieved by subtracting body-alone wave drag from wing- 
body wave drag test data. 

In the case where tne parameter,  ßcotX er exceeds 3.5, an alternate method is 
included based upon the information contained in subsection 4.1.5.1-18 of 
DATCOM. 

C0w :{7.Ö5C0S A^c-^-ö^-Zlp-W/V-A^f f    (4.3,51) 

4.3.4.2(c)  Supersonic Base Drag 

Base drag of the bodies  is calculated from 

Si 
(4.3.52) 

^=-.475^-.^/^ (4.3.53, 

The expression for the base pressure coefficient was derived from recent base 
pressure test data. This value is significantly higher than values predicted 
by the methods reported in Reference   7. 

4.3.4.2(d)    Supersonic Friction Drag 

The total vehicle friction drag is computed as the sum of the friction drag 
of each component- 

Co.   -T.&C (4.3.54) h Up 

ACDf    Z ^-f  'S1'" (4.3.55) 

where Cf is computed by the methods discussed in subsection 4.3.3.2(b) of this 
report,  S^t for bodies is obtained from the input, and S^g^  for surfaces is 
computed by multiplying the exposed surface planform area by 2.03. 
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4.3.4.3    Supersonic Drag Due to Lift 

4.3.4.3(a)    Supersonic Lifting Body Configurations 

The drag due to lift of modified body of revolution types of configurations 
with control surfaces is calculated by the method presented in 4.3.3.3 of 
the subsonic section 

CDL = CL o/ 
(4.3.56) 

Drag due to lift of the planar lifting systems that possess linear lift curve 
slopes and parabolic drag polars is calculated from 

(4.3.57) 

(4.3.58) 

where ACL is the drag polar lift coefficient displacement obtained from the 
input, and C^ is calculated as discussed in subsection 4.3.4.1(c).    The drag 
due to lift factor corresponds to zero leading edge suction and is based on 
recent test data that showed that although some suction is obtained at  low 
supersonic Mach numbers it  is quickly lost as Mach number increases. 

4.3.4.3(b)    Supersonic Wing-Body Configurations 

Drag due to lift of bodies with variable sweep wings is computed using 
Equation 4.3.57.    The polar displacement,  ACL, is obtained from input,  and 
K for subsonic leading edge conditions is calculated from an expression 
derived  from the correlation of supersonic test data in the WINSTAN program 
of Reference   8.    At Mach numbers where the outer wing panels have super- 
sonic  leading edges,  the drag due to lift  factor is equal to the reciprocal 
of the lift curve slope, 

where 

AR '- bZ/SJL 

z^ 
(4.3.59) 

(4.3.60) 

(4.3.61) 

(4.3.62) 

4.3-14 



S.   is  the shaded area in the sketch below. k 

4.3.4.4    Supersonic Trim Drag 

Trim drag is accounted for by modifying the untrinuned polar shape  factor by 
a trim drag factor obtained from the input  as described in subsection  4.3.3.4 
of the subsonic discussion. 

4.3.4.5    Supersonic Maximum Lift to Drag Ratio 

(L/D)max for modified body of revolution configurations without wings  is cal- 
culated by an iteration procedure discussed in subsection 4.3.3.5 of the 
subsonic discussion.     iWü)max ^or a^ other configurations is computed using 
equations 4.3.46 and 4.3.47.     (L/D)max beyond polar break is not  considered 
because the CL for polar break  is   larger than the CL for  (L/D)max. 
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4.3.5    Hypersonic Flight  Regime 

The analytical expressions of Hankey and Alexander for normal and axial 
force are used.     This permits analytic sensitivity derivatives  (partial 
derivatives)  to be included in the computer procedure.    These techniques 
were selected because 

1. They are applicable  for a wide range of flight and 
geometric parameters 

2. They arc derived  from simple theories that are 
modified by empirical relations to improve accuracy 
and applicability. 

A vehicle to be analyzed is defined by the  following generalized configuration 
components: 

1. hemispherical nose cap 

2. lower flat surface 

3. ramp  lower flat  surface 

4. lower flat and ramp cylindrical   leading edges 

5. flat  fin surface with a straight  swept  leading edge 

6. fuselage composed of no more than two truncated cones 
(or a cone-cylinder combination 

7. elevon. 

4.3.5.1    Hypersonic  Lift  and Drag 

The equations used in program TREND are  listed below, 

C :C„C0Sc^ -CAS/n<X (4.3.63) 

C0--C„5/no<  +CAC0So< (4.3.64) 
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c«=c".+ c»: ct.+vc".+c"^ c< v cv  c4-3-65) 

CA - CN+ C^C.ii+ CAi; C.^C,^ Cv+ CAs/C,,^      (4.3,66) 

Q; £ ^S/no<[Cos K^ 4- c 05 ^f Coso<] 

(4.3.67) 

(4.3.68) 

(4.3.69) 

(4.3.70) 

C^r feK^tni^ + ^Cosä^CosU^l + CoS^Cosi**^    (4.3.71 

C*t = /^eVS S/nii(o<-f Ae) Cos Ae 

c^^-o./^r^A^ 

C,t~~O.I25 F*.-^ .Ni-   ^.^^ l6iL s 

(4.3.72) 

(4.3.73) 

(4.3.74) 

(4.3.75) 

C^Ji^Kju-Cos«) 

c  - -äu A^ ^.45 Cos cv+ 4.&S mnnn S/n^CoS o< /Q000 
^.24- 

CAte= Ä £ ^u  C0 5^.a[Cos(^.4^ COS Ar Co5 o<] 

(4.3.76) 

(4.3.77) 

(4.3.78) 

(4.3.79) 

4.3-17 



CALEf
= fe^5/n2(r-cx) Sin P 

CA   -0.n6FB  4*'Tm A, 

CA  *C.n6 Fe -^TdnA^ Aaa 
öf 5 

Rt ^fRLtJL£/js 

hee -" f ^V 4/3 S 

r    = 7], (l+0.84SAx-0.537*f-ZZ-f3/'*lt 

RAJ -   -K 

Cos^g r  [l+S'n^e  Cos c<J 

[4.3.80) 

[4.3.81) 

[4.3.82) 

[4.3.83) 

(4.3.84) 

[4.3.84) 

[4.3.86) 

[4.3.87) 

[4.3.88) 

[4.3.89) 

[4.3.90) 

[4.3.91) 

(4.3.92) 

[4.3.93) 

(4.3.94) 

[4.3.95) 

[4.3.96) 
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The following factors are obtained from the input and can be varied:    %, 
KLE» GZ>  Gt»  an^ ^c 

4.3.6    Stability and Control Sensitivity Analysis 

Program TREND provides an approximation to vehicle lift, drag,  and aerody- 
namic center,  and the sensitivity of lift, drag, and aerodynamic center to 
certain aerodynamic and geometric parameters.    These sensitivities are 
obtained in the general form 3F/9V where F is  lift, drag, or aerodynamic 
center or a component lift, drag, or aerodynamic center.    The variable V 
may be angle of attack or any of a variety of vehicle geometric character- 
istics. 

At subsonic and supersonic speeds, the sensitivities are obtained by numerical 
differentiation of the basic lift and drag equation presented in subsections 
4.3.4 and 4.3.5 and related aerodynamic center equations.    At hypersonic 
speeds the Hankey and Alexander formulation permits development of closed 
form sensitivities. 

The aerodynamic characteristics and geometric parameters selected for sensi- 
tivity factors are summarized in Tables 4.3-2, 4.3-3, and 4.3-4 for each 
speed regime.     It may be anticipated that certain of the geometric param- 
eters would have negligible influence on some of the stability and control 
derivatives for certain vehicle configurations.    To insure scope of program 
coverage, however, most major geometric parameters have been included as 
sensitivity factors.    The program can be used, therefore, to determine which 
geometric changes have the greater influence on the stability and control 
derivatives and those which have little influence. 

A complete discussion of the equations supporting the stability and control 
portion of program TREND are given in their entirety in Reference 1  for 
subsonic, supersonic, and hypersonic speed regimes.    As noted previously, 
the prediction techniques at subsonic and supersonic speeds are based pri- 
marily on the DATCOM while the technique at hypersonic speed is based on the 
Hankey and Alexander method.    In some instances, alterations of the DATCOM 
method or utilization of other reference material is necessary to adapt the 
prediction scheme to the intended class of configurations.    These deviations 
are listed below as follows: 

1.    The terms ej and en wore included in the body predictions 
of sideforce at subsonic and supersonic speeds  for 
configurations I  and II,  respectively, to provide latitude 
to correct for body cross-sectional shapes.    Representative 
values of these parameters  is discussed in subsection 
4.2.1.2  of DATCOM. 
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2. Effect of vertical tail endplating on the aerodynamic 
center of configuration II is included at subsonic 
speeds.    Necessary parameters for calculating this 
effect are obtained from the lift and drag section 
of the program. 

3. Configuration II aerodynamic center characteristics 
are more indicative of a cranked wing configuration 
than a wing-body combination at subsonic speeds. 
Therefore, the technology obtained from the F-lll 
airplane and from the WINSTAN studies.   Reference   8, 
is utilized for this prediction. 

4. To reduce procedure complexity and,  at the same time 
maintain an acceptable degree of accuracy, the center 
of pressure of the horizontal tail and of the eleven 
has been assumed to be locatec. at the centroid of 
the surface at supersonic speeds. 

5. Additional references required to support the DATCOM 
techniques for purposes of completeness and ease of 
handling include those of References 5, 6, and 9. 

6. Subsonic elevon effectiveness  for configuration  II  is 
based on the method of Reference 10. 

4.3.7    Aerothermodynamic Techniques  in Hypersonic Flight 

The trend program contains a variety of aerothermodynamic analysis modules. 
Correlations have been developed which describe the aerodynamic heating to 
the five major regions of the vehicle listed below: 

1. Nose cap stagnation point 
2. Nose cap lower surface interaction point 
3. Leading edge stagnation  line 
4. Leading edge lower surface interaction  line 
5. Lower surface centerline  (fuselage) 

The options  available arc described in detail   in section on thermodynamics. 
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TABLE 4.3-1.     CONFIGURATION TYPES 

i           TYPE FLIGHT REGIME       1 

1 I 
- Modified body of revolution 
with horizontal and vertical 
tails 

1 Subsonic, supersonic, 1 
and hypersonic        1 

1 IB - Type I with a wing Subsonic and super- 1 
sonic                1 

1 II - Planar lifting body with 
elevons and vertical tail 

Subsonic, supersonic, i 
and hypersonic        1 

1 IIB - Type II with a wing Subsonic and super- 1 
sonic               1 
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TABLi; 4.3-3.     AVAILABLE  SUPERSONIC SENSITIVITIES   IN PROGRAM TREND 
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TABU; 4.3-4.  AVAILABLE HYPERSONIC INPUT SENSITIVITIES IN PROGRAM TREND 
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CONFIGURATION TYPE I    " BOPY-ALONE 

Section A-A Section B-B 

Top View 

AHTRNATH BODY 
SUCTIONS AVAILABLH 

0 

A 
V 

CONFIGURATION TYPE  I " WING-BODY-TAIL 

FIGURE 4.3-1.    TYPICAL TYPE   I  CONFIGURATIONS 
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^ 

CONFIGURATION TYPE II   - BODY ALONE 

Top View 

Side View 

O0NFICÜRAT1ON TYPE II   - WING-BODY 

FIÜURE 4.3-2.     TYPICAL TYPE  II CONFIGURATIONS 
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SECTION 5 

PROPULSION 

The ODIN/MFV program library installed at Wright-Patterson Air Force Base 
contains an independent engine cycle analysis program for multi-spool 
turbojet and turbofan engine cycles with or without afterburners and 
including off-dejign point analysis capability.    TTiis program, GENENG II, 
was written at NASA's Lewis Research Center and is a derivative of a 
United States Air Force Aero Propulsion Laboratory, Wright-Patterson 
Air Force Base, engine cycle analysis, SMOTE.    Complete program documen- 
tation for GENENG II is provided in Reference 1, 

Two other programs are available for later inclusion in the ODIN/MFV; 
these programs have the ability to perform the following analyses: 

1. Design point performance of single spool turbojet 
and turbofan engines. Reference 2. 

2. Design and off-design performance of one- and two- 
spool turbojet and turbofan engines. Reference 3. 

The GENENG II propulsion program now available in the ODIN/MFV is outlined 
below.    For complete details,  reference should be made to the original 
source document. 

Referenoea: 

1. Fishbach,  Laurence H.   and Koenig, Robert W., GENENG II  - A Program for 
Calculating Design and Off-Design Performance of Two- and Three-Spool 
Turbofans with as Many as Three Nozzles, NASA TN D-6553, February 1972. 

2. Vanco, Michael R., Computer Program for Design-Point Performance of 
Turbojet and Turbofan Engines, NASA TM X-1340, February 1967. 

3. Koenig, Robert W.  and Fishbach,  Laurence H., GENENG - A Program for 
Calculating Design and Off-Design Performance for Turbojet and Turbofan 
Engines, NASA TN D-6552,  February 1972. 
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3.1    PROGRAM GENENG II:     A PROGRAM FOR CALCULATING DESIGN AND OFF-DESIGN 

PERFORMANCE OF TWO-  AND THREE-SPOOL TURBOFANS WITH AS MANY 

AS THREE NOZZLES 

Program GENENG II was developed by Fishbach and Koenig of    NASA's  Lewis 
Research Center.    Original program documentation of the program is provided 
in Reference  1.    The discussion of program GENENG II presented below 
follows Reference 1.    The GENENG II   Program is a derivative of GENENG 
(GENeralized ENGine).    GENENG, which  is capable of calculating steady-state 
design and off-design performance of turbofan and turbojet engines was 
evolved  from SMOTE  (SiMulation Of Turbofan Engine) which was developed 
by the Turbine Engine Division of the Air Force Aero Propulsion Laboratory, 
Wright-Patterson Air Force Base, Ohio. 

GENENG  II calculates design and off-design jet engine performance  for existing 
or theoretical turbofan engines with  two or three spools and with one,  two, 
or three nozzles.     In addition,  aft   fan engines can be calculated.     Nine 
basic turbofan engines can be calculated without any programming changes: 

1. Thret-spool, three-stream engine 
2. Two-spool,  three-stream boosted fan engine 
3. Two-spool,  three-stream,  supercharged compressor engine 
4. Three-spool,  two-stream engine 
5. Two-spool,  two-stream engine 
6. Three-spool, three-stream,  aft fan engine 
7. Two-spool, three-stream,  aft  fan engine 
8. Two-spool,  two-stream,  aft   fan engine 
9. Three-spool, two-stream, aft  fan engine 

The first three of these engines are  likely candidates for a STOL aircraft 
with internally blown flaps.     By examining the methods used to simulate 
these engines, other engine types may be simulated.    As examples,  a boosted 
aft  fan engine with two streams would simulate a high bypass ratio engine 
where the core and tip portions of the fan have different component perfor- 
mance maps;  a boosted fan,  two-stream engine could be simulated  (JT9D type); 
or supercharged compressor, two-stream engines could be studied.    The number 
of possibilities are too many to enumerate, being determined by the user's 
knowledge    of program GENENG and the elements of engine design. 

5.1.1    Introduction 

Program GENENG II is a derivative of program GENENG of Reference 4. 
Program GENENG,  in turn,   is a derivative of the References  2  and 3 Air Force 
SMOTE program.      GENENG satisfies a need for calculating the performance of 
two- or three-spool turbofan engines with as many as three nozzles   (or air- 
streams).     An example of this  type of engine would be one  in which  a fan is 
used to compress all  the air,   some of which is expanded through a separate 
nozzle to produce thrust.    The  remaining air passes through a compressor, 
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after which some air is put into a wing duct and expelled over the wing 
flaps (an internally blown flap). The remaining air passes through another 
compressor into a combustor; is heated and expanded through three turbines, 
each of which drives one of the compressors; and is then expelled out the 
third (main) nozzle producing more thrust.  This engine type is under consid- 
eration for STOL aircraft and until the development of GENENG II, off-design 
performance calculations were difficult to attain. 

GENENG II was developed to provide the capability to study this engine Vpe. 
Once this capability had been achieved, it was realized (Reference 1) that 
many other engine types could be simulated by building simple options into 
the code and modifying the input data to the program. As an example, the 
fan and first compressor in the engine just described could be physically 
attached and driven by one turbine (the so-called "boosted turbofan"), or 
the fan could be put at the rear of the engine (an aft fan). Thus, GENENG II 
has become a versatile program with many engine design optionb built in 
internally. These are described in the next section. Section 5.1.2. The 
original Fishbach and Koenig GENENG II program was written for the IBM 7094 
computer. The GENENG II program contained in the ODIN/MFV program library 
is a CDC 6600 version constructed at the Naval Air Development Center by 
Robert Leko. 

5.1.2 Engine Types 

All thermodynamic properties of air and gas are calculated by considering 
variable specific heats and no dissociation. Curve fitted air and gas 
property tables of Reference 5 are used. 

5.1.2.1 Type a - Three - Spoo 1, Three-Stream Turbofan 

The basic engine, a three-spool, three-stream turbofan, of which all other 
engine types are treated as variations, is shown in Figure 5.3-1.  Free 
stream conditions exist at Station 1. The conditions at Station 2 are 
determined by flight conditions and inlet recovery. GENENG compressor maps 
work with corrected values of airflow. At the entrance to the fan, the 
corrected airflow, WAp c is 

WA       .WAFy*2/T518.668 

P2/Psli5 (5.1.1) 

where P2 and PSLS 
are atmospheres and VsiS equals 1.0. All symbols are 

defined  in Table    5.1-3 of this section.Some symbols are formed as the 
combination of other symbols; thus WA is airflow; F is for fan, and c, when 
following a component symbol means corrected.    Station numbers are defined 
on the   appropriate figure. 
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All the fan air WAp is compressed by the fan giving rise to conditions 
at station 22.    The power required to do this is 

Fan power    =    WAF x   (H22 - HJ (5.1.2) 

Some fan air may be lost to the cycle as fan bleed Blp, which is expressed 
as a fraction of the fan airflow 

B1F =  PCB1.F  X WAF f5'1-33 

The corrected airflow into the  intermediate compressor is 

u/A V^lVtr22/T518.668 
I'C P22/10 (5.1.4) 

The remaining air goes through the   "an duct where some leakage from the core 
air may also enter; see Equation 5.3.16, 

WAD    =    WAp  -  Blp  -  WAj + B1DU (5.1.5) 

This air, whid" may be heated by a duct burner to a temperature T_4,  under- 
goes a pressure drop 

P25 - P24 x (^ 
p'Ducr (5.1.6) 

The air would have be^n heated by the  addition of fuel, which can be expressed 
as  a fuel-air ratio so that 

WG24 = WA23  x   [1 ♦   (f/a)23] (5.1.7) 

The gas  is then expanded through a nozzle  (Station 29) to produce thrust. 
The bypass ratio is defined by 

WA 
BYPASS = ^ (5.1.8) 

The air going into the intermediate compressor is compressed to the 
condition at Station 21.    The power required is 

Intermediate-compressor power    =    WA    x  (H_.  - H.-) (5.1.9) 

The conditions  it Station 21 are the same as those at Station 32, which is the 
entrance to the wing duct as the third streampath is called.    The airflow 
entering this dnct is called Blj, meaning intermediate bleed  flow,  and is 
expressed as a fraction PCßi  j of the  total airflow at Station 21. 

Blj  = PCB1   j  x WAj (5. 1.10) 
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The remainder of the air enters the core compressor 

WAC    =    WA      -    Bl 

and 

(5.1.11) 

WA 
WA, 

C,c 
xywr 518.668 

P21/I.O 

The air entering the wing duct experiences a pressure drop 

(5.1.12) 

P36 = P32 * \ P / WING (5.1.13) 

and then passes through a nozzle  (Station 39)  to produce additional thrust. 
The air continuing on through the core is compressed to conditions at 
Station 3.    The power required is 

Core compressor power = WA« *   (H, - H-.)  = WA, *  (H,  - H    ) (5. 1.14) 

Some core bl«;ed air HQ may be used for turbine cooling. Some of the air is 
put back into the cycle into each of the three turbines, and some is lost to 
the cycle as  overboard bleed or  leakage into the fan duct. 

B1C=  BCB1.CXWA3 
(5.1.15) 

B1DU=   PSl.DU^C (5. 1.16) 

B10B3  ^Bl.OB^C 
(5.1.17) 

B1MP=  'Sl.HP^  B1C 

B11P=  PCB1.IPXB1C 

(5. 1.18) 

(5. 1.19) 

B1LP=   PCB1.LPXB1C (5. 1.20) 

Since B1DU * B10B + BlHp ♦ Bijp ♦ BlLp = Blc. the sum of PCB1>1)U. PCB1>ÜBl 

PC„. ..p, PC-, .p, and PCR. .p must be equal to 1. The remaining air is 

WA, = WA,  -  Bl„ 
4      3      C 

(B. 1.21) 
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and is heated to a turbine inlet temperature T4 and goes through a combustor 
pressure drop (^fV^coMB"    1^e ^uel reQuired to do this is expressed as a 
fuel-air ratio  (f/a)4 so that the gas entering the first turbine WG4 can 
be expressed as 

WG4 = WA4  x   [1  +   (f/a)4] (5.1.22) 

This gas is then expanded through this high pressure turbine to conditions 
at Station 50. The enthalpy at Station 50 is first calculated by making a 
power balance since this turbine drives the core compressor and supplies any 
work extracted (HPEXT).  By using Equation 5.3.14 

WG4 x (H4 - H50) = WA3 x (H3 - H21) ♦ HPEXT    (5.1.23) 

In addition, the physical speeds must match 

NHP,TURBINE ^ NCOMP (5.1.24) 

If high pressure turbine bleed air BlHp is added into the cycle at this 
point, H5Q must be readjusted 

H    (B1HPX>V * WG4H50    (BlHPXlV + ^O 
50       WG4 *  BlHp WG50 (5.1.25) 

Similarly, 

WG50 *  (H50-H5^ = WAI X (H21 -V ^A-26) 

NIP,TURBINE '  NINT COMP (5.1.27) 

(Blip XH3) ♦ WG5HS5    (BlLpxH3) *  WG5H55 
H5 =    WG5 J BlLp      -        WG^ ^1'2^ 

WG5 x (H5 - H55) = WA x (H22 - H2) (5.1.29) 

NLP>TURBINE =  NFAN (5.1.30) 

(BlLpxH5)   > WGSH55 (BlLpxH3)   . WG5H55 

55 " WG5+B1LP " WG55 

The gas  flow WG,.,. then may be heated by an afterburner to a gas temperature 
Ty and may undergo a pressure drop. 
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P7=P6 (T AFTERBURNER 
(5.1.32) 

The gas flow would be increased by any fuel burned, 

WG. WG55 * WFA (5.1.33) 

The gas is then expanded through the nozzle  (Station 9) to produce the 
remainder of the total engine thrust. 

5.1.2.2    Type b - Two-Spool, Three-Stream, Boosted Fan Turbofan 

From Figure 5.1-2 it is apparent why the three-spool, three-stream engine can 
be modified to represent the other types presented herein.    The only difference 
between engine b and engine a is that the intermediate compressor is physically 
attached to the fan in terms of speed and the combination is driven by one 
turbine  (the low pressure turbine).    The thermodynamic calculation changes 
are that the speeds are attached. 

N. Nr INT COMP     FAN 

The power of the low pressure turbine is now 

WG50 *   (»50 H55) = WAF x (H22 - H2) * WA, x (H21 

PC-,   .p must be zero and Hrc is readjusted by 

H, 
^LP^  + WG50H55 

55 WG50  + B1LP 

(5.1.34) 

H22) 

(5. 1.35) 

(5. 1.36) 

This type of engine is of interest because it might be created by adding a 
new boosted-fan turbine combination to an existing core.    If the third air- 
stream is deleted (see engine e) and ductburner and afterburner are removed, 
engine b becomes a two-spool, two-stream turbofan of the type represented 
by the General  Electric CF6 and Pratt and Whitney JT9D turbofan, both of 
which have booster stages on the fan. 
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5.1.2.3 Type c - Two-Spool, Three-Stream 

Supercharged Compressor Turbofan 

Engine c is shown in Figure 5.1-3. Here, the intermediate and core com-
pressors have been physically attached. For programming reasons, the 
combination is driven by the intermediate pressure turbine. The calcu-
lation procedure bypasses the routine which calculates high pressure 
turbine performance but transfers the turbine performance data from this 
routine into that of the intermediate pressure turbine to represent the 
turbine performance. Since the intermediate pressure turbine speed is 
set by the speed of the intermediate compressor which also sets the speed 
of the combination of the compressors, this procedure was necessary. 

NCOMP = NINT COMP (5.1.37) 

WG50 X (H50 " H53 = WAi x (H21 " H22^ + WAC x (H3 " H2l) + H P E X T 

(5.1.38) 

PC BI,HP m u s t be zero and Hs is readjusted by 

(BljpXH3) + WG50H5 

' "So ' »IP (5a-3") 

5.1.2.4 Type d - Three-Spool, Two-Stream Turbofan 

Engine d, shown in Figure 5.1-4, is presently in existence (Rolls Royce 
RB 211) and differs from the reference engine in that all the air entering 
the intermediate compressor also enters the inner compressor. For this 
reason, the only change necessary to run this engine is to set PCB1 T 
equal to zero. ' 

5.1.2.5 Type e - Two-Spool, Two-Stream Turbofan 

Engine e is the typical turbofan and is shown in Figure 5.1-5. To simulate 
this engine, it is necessary to have the air go through the intermediate 
compressor at a pressure ratio of 1.0 and an efficiency of 1.0 and to 
bypass the intermediate pressure turbine calculations. A logical control 
has been built into the program to do this. At the same time, PCB1 j must 
be set equal to zero. By using this option, GENENG II can be used £o 
replace its original version GENENG, Reference 4, in calculating turbofan 
performance. It cannot, however, do turbojet calculations (two-spool, one 
stream or one-spool, one stream engines). As mentioned earlier, boosted 
fan, two-spool, two stream engines can be calculated by setting PCg! j 
equal to zero in engine b. ' 
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5.1.2.6    Type f - Three-Spool, Three-Stream Aft Fan Turbofan 

The three-spool,  three-stream aft fan engine is shown in Figure 5.1-6. 
Thermcdynamically,  the only difference between this and the reference engine 
is that the intermediate compressor sees the same conditions at its entrance 
as does the fan  (conditions at Station 2; both inlets  assumed to have the 
same performance).    This is accomplished by setting a logical control vari- 
able AFTFAN to be true.    The power of the intermediate pressure turbine 
weald be 

WG50  x  (H50 - H5)  = WAj  x  (H2l - H2) (5.1.40) 

Each of the aft  fan engines has a counterpart in the front fan engines, the 
only difference being that the intermediate compressor (or in the case of 
engine h,  a two-spool, two-stream aft fan engine, the compressor) sees  free- 
stream conditions.    These engines and their counterparts are described in 
the following sections. 

5.1.2.7 Type g - Two-Spool, Three-Stream Aft Pan Turbofan 

Engine g,  a counterpart of engine c  (Figure 5.3-3)  is shown in Figure 5.1-7. 
The power balance would be 

WG50  X   (H50  " H5)  = WAI  X  (H32  -  H2^   + WAC  X   (H3 ' V     (5     'Al) 

5.1.2.8 Type h - Two-Spool, Two-Stream Aft  Fan Turbofan 

Engine h,  a counterpart of engine e. Figure 5.1-5, is  shown in Figure 5.1-S. 
The power balance would be 

WG50  X   (H50  "  V  = WAC *  (H3  •   V iSA A2) 

5.1.2.9    Type i - Three-Spool, Two-Stream Aft Fan Turbofan 

Engine i, a counterpart of engine d. Figure 5.1-4,  is shown in Figure 5.1-9. 
The power balance would be 

WG50  *  (H50  'V   =WAI  X   (H21   -  H2) f5-1'435 

5.1.10   Other Engines 

By using imagination in conjunction with the engines  illustrated,  c'ie reader 
can determine other engine types which can be simulated.    An obvious one is 
a supercharged compressor, two-stream turbofan which is a derivative of 
engine c,  the only change necessary being setting PCgj   1 = 0-     In addition, 
all engines illustrated could be run as mixed-flow engines eliminating the 
fan duct nozzle,  Reference 4. 
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An  interesting engine more difficult to be simulated is  a high bypass ratio 
turbofan (two streams) where the outer and inner portions of the fan are 
represented by different  performance maps.    As  can be seen by the following 
sketches, this engine can be simulated by a boo.«ted aft  fan engine.    When 
AFTIAN is true, the second spool  sees free-strea.Ti conditions.    When the  fan 
and intermediate spool  are attached, the physical rotational speeds of the 
aft  fan (outer portion of fan)  and the second spool  (inner portion of fan) 
will be the same.     Both are driven off the sane turbine. 

Oulcf 
portion 

Inner 

portion -CN 
m 

The  high bypass  ratio turbofan  (sketch a)   can be simulated by a boosted 
aft  fan engine  (sketch b) . 

ihi 

5.1.3    Balancing Technique 

An off-design engine cycle calculation requires satisfying various matching 
constraints  (rotational   speeds,  airflows,  compressor and turbine work functions 
and nozzle flow  functions)  at each specified operating condition.    GENENG II 
internally searches for compressor and turbine operating points that will 
satisfy the constraints.     It does this by generating differential errors 
caused by small  changes   in the independent variables.     The program then uses 
a matrix that  is  loaded with the differential errors  to solve  for the zero 
error condition.    The procedure employed is the Newton-Raphson iteration 
technique. 

For a three-spool engine, a solution for a set of nine simultaneous linear 
equations is obtained; for other types, fewer equations are used. The nine 
independent variables selected are 

1.    ZF -  Ratio of pressure ratios of fan compressor along a spee1  line, 

(Pressure ratio along speed  line)   -   (Low pressure ratio on speed line' 
(High pressure ratio on speed line)-)Low pressure ratio on speed line) 

5.1-9 



2. PCNF - Per cent fan speed or turbine inlet temperature 
or T4 

3. II - Ratio of Pressure ratios of intermediate compressor along 
a speed line (Calculated the same as ZF) 

4. PCNI - Per cent intermediate compressor speed 

5. ZC - Ratio of pressure ratios of inner compressor along a speed 
line (calculated same as ZF) 

6. PCNC - Per cent inner compressor speed or turbine inlet temperature 
or T4 

7. TFFHP - High pressure turbine flow function WG4V/T4/P4 

8. TFFIP - Intermediate pressure turbine flow function, WG50VT^7PSO 

9. TFFLP - Low pressure turbine flow function, WG5VT5/Ps 

The program initially selects new (perturbed) values for the variables, based 
on the design values. It is then possible to proceed through the entire 
engine cycle calculations, where up to nine errors are generated. The initial 
values of the nine (or less) variables and nine (or less) errors are base 
values. Solution method is outlined in Reference 4. The most often used 
independent variables and the differential errors for each of the nine engine 
types capable of being run on GENENG II are listed in Table 5.1-1. 

5.1.4 Choice of Component Maps - Scaling Laws 

"Hie scaling equations used for the compressor maps are 
PR, . - 1 design 

PR = — ^ (PRn,an " ]) + 1 (5.1.44) 
map,design maP 

WA 
WA = 

WA 
design 

map,design 
x WA 

map (5.1.45) 

ETA = 
ETA des: 

ETA 
map,design 

x ETA 
map (5.1.46) 
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Similar equations are used for combustor and turbine map scaling. These 
equations are found in the appropriate GENENG subroutines, Section 5.1.6 
The correction factors used in scaling the maps are printed in the GENENG 
output. The closer these values are to 1.0 (especially pressure ratio, a 
primary characteristic of a given compressor map), the more reasonable are 
the simulated maps of the engine. Conversely, however, not being close to 
1.0 does not necessarily mean that the simulation is poor since many maps 
have been shown to be typical over quite a large range of variables. 

A typical compressor map which may be employed in the program is presented 
in Figure 5.1rll. The method of entering such a map into the GENENG program 
is described in detail, Reference 4_ 

5.2.4.2 Combustor Maps 

The combustor map is a plot of temperature rise across the combustor against 
efficiency for constant input pressure. Temperature rise and input pressure 
are the independent variables. Combustor efficiency is the dependent vari-
able. A typical combustor map is presented in Figure 5.1-12, The method of 
entering a combustor map into GENENG is described in Reference 4. 

5.2.4.3 Turbine Maps 

Turbine maps are entered into GENENG in a similar manner to fan and compressor 
maps, Section 5.1.4.1. The parameters of a typical turbine map are illus-
trated in Figure 5.2-13. Detailed instructions for describing specific turbine 
maps in the GENENG program are given in Reference 4. 

5.2.4.4 Afterburners 

Afterburner performance has been programmed in a generalized form in GENENG. 
The afterburner performance map included in the program is shown in Figure 
5.2-14,.a) The performance map shows afterburner combustion efficiency ratio 
as a function of fuel-air ratio. The value of afterburner combustion effi-
ciency correction factor during off-design operation is shown against design 
afterburner inlet Mach number ratio,Figure 5.2-14(b) and design afterburner 
inlet total pressure ratio, Figure 5.2-14(c). Other correction factors or 
performance maps can be added as desired. The afterburner efficiency fuel-air 
ratio, inlet total pressure, and Mach number are generalized external to the 
program. 

A specific afterburner performance is generalized by dividing the specific 
off-design values by the design values. The generalized afterburner values 
are obtained as follows: 

Efficiency = Afterburner Efficiency Off-Design 
Afterburner Efficiency at Design Point 
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Fuel-air ratio = Fuel'Air Ratio Off-Desien 
Fuel-Air Ratio Design Point 

Entrance total Pressure = —Entrance Total Pressure Off-Design 
Entrance Total Pressure at Design Point 

Entrance Mach number = Entrance Mach Number Off-Design 
Entrance Mach Number Design Point 

To achieve a reasonable a-curacy in cycle calculations when using any general-
ized component map, the usage of the map should be limited within a certain 
range of the original design values and configuration changes. Therefore, if 
an afterburner has a design task that differs significantly from an example 
used, a new generalized performance map should be used in order to simulate 
the component more accurately. 

5.1.4.S Nozzles 

SMOTE, the original code, uses a single-point input for nozzle velocity coef-
ficients when calculating engine performance. GENENG, however, uses a conver 
gent-divergent nozzle velocity coefficient which is input in map form. The 
rno/C^^ coefficient is input as a function of nozzle total pressure ratio 
(P8/P1 or P28/P1). A typical nozzle performance map is illustrated in Figure 
f~ • detailed input routines for nozzle performance maps are presented in 

Reference 1. 

5.1.5 Means of Specifying Mode of Engine Operations 

Several methods are available for specifying off-design operation points. The 
most common one is to select a Mach number, altitude, and turbine inlet 
temperature other than design values. There are, however, several other 
possibilities which may be employed. For example, changing the following 
controls: 

MODE = 0, Specify a new turbine inlet temperature T4 

MODE = 1, Specify a compressor rotational speed PCNC 

MG.1E = 2, Specify a fuel flow rate WFB 

MODE = 3, Specify a fan rotational speed PCNF 

If tne engine has all its nozzlê  fixed, an input such as turbine inlet 
temperature, fuel flow, or speed will set the thrust level. But other means 
of changing engine operation can be accomplished by varying such nozzle thrust 
areas as j 

A8 Main nozzle thrust area 

A28 Fan nozzle thrust area 
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5.1.6    GENENG II Subroutine Functions and Descriptions 

A flow chart of the computer program with the subroutines is shown in Figure 
5.1-10. The functions of the subroutines are listed here and the purpose of 
each is described. 

GEN2 Dununy main program to initiate the calculations and cause the 
input of the controlled output variables.    Because of the looping 
between subroutines,  control is never transferred back to this 
routine. 

COINTC       Uses BLOCK DATA to perform intermediate compressor calculations. 

INTDUM        Makes  intermediate compressor not change air conditions  for 
engines  e and h. 

WDUCT Performs third-stream (wing)  duct calculations  (not used in two- 
stream engines). 

COIPTB        Uses BLOCK DATA to perform intermediate turbine calculations (not 
used in engines b,  e,  and h). 

OVELAY        DUMMY routine to restore working part of program to core when 
using overlay 

IPTDAT        Performance data for intermediate turbine map  (BLOCK DATA) 

GENENG        Dummy main program to initiate the calculations and cause the 
input of the controlled output variables.     Because of the looping 
between subroutines,  control  is never transferred back to this 
routine. 

ENGBAL       Main routine.    Controls all engine balancing loops;  checks tol- 
erances  and number of loops and loads matrix;  calls  input. 

GUESS Determines  initial values of independent variable  (see Table 
5.2-2)  at each point. 

MATRIX        Solves error matrix. 

PUTIN Calls  input  subroutine package.    Controls  loop on static pressures 
for mixed flow turbofan. 

ZERO Zeros  nearly all  of common and certain controls. 

COINLT        Determines  ram recovery  and performs  inlet  calculations. 

ATMOS 1962 U.   S.   Standard Atmosphere Table. 
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RAM Calculates ram recovery defined by MIL-fi-5008B specifications. 

RAM2 Calculates special  cases of input  ram recovery as a function of 
flight  Mach number. 

COFAN Uses BLOCK DATA to perform outer compressor  (fan)  calculations. 

COCOMP        Uses BLOCK DATA to perform inner-compressor calculations  (two 
spools only). 

COCOMB        Uses BLOCK DATA to perform combustor calculations.    May use  either 
T4 or WFB as the main parameter. 

COHPTB        Uses BLOCK DATA to perform inner turbine calculations  (two spools 
only). 

COLPTB        Uses BLOCK DATA to perform outer turbine calculations. 

CODUCT        Performs duct  and duct burning calculations  for turbofans.     May 
use either T24 or WFD as main parameters. 

COMIX Performs gas mixing calculations  if in mlxeii   flow mode.     At  design 
points it calculates areas  either from an  input static pressure 
PS55 or from an  input Mach number AM55 if PS55  =9.     At  off-design 
points   it calculates static pressures and Mach numbers  from the 
design areas.     Rescales pressure  ratios for mixed flow turbofans 
to match duct  and core static  pressures just prior to mixing. 
COMIX also calculates afterburner entrance area A6 as a  function 
of afterburner entrance Mach number AM6. 

COAFBN        Performs the afterburning calculations.    May use either T7 or WFA 
as  thn. main parameters. 

FRTOSD        Dummy routine to transfer values  from common FRONT to common SIDE. 

FASTBK        Dummy routine to transfer values  from common SIDE to common BACK. 

COMNOZ        Controls the main nozzle. 

ERROR Controls all printouts  if an error occurs.     Prints names of sub- 
routine where error occurred and also prints the values of all 
variables in the main coTmons. 

SYG Controls printing  from UN1T08.     Throughout  the program and partic- 
ularly  in LNGBAL,   certain messages,  variables,   and matrix values 
are writu i on UMTOS as an aid  in determining why an error 
occurred or why a point  did not   balance.    These values are printed 
out  if subroiuine LKKÜK is  called and lUUMF  is  greater than  zero, 
or after a good point  if IDUMP =  2. 
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PERF Calculates performance after the engine is balanced. 

OUTPUT        Prints output except for controlled output.    Prints the main commons 
after the design point. 

CONOUT        Controls and prints the controlled output variables. 

THCOMP        Performs isentropic calculations for compressors. 

PROCOM        Calculates thermodynamic gas properties for either air or a fuel- 
air mizturc based on JP-4 using curve fits of the tables  of 
Reference 5. 

SEARCH       General table lookup and interpolation routine to obtain data from 
the BLOCK DATA subroutines. 

MAPBAC        Used when calculations result  in values not on the turbine maps. 
Changes the map value and an  independent variable  (PCNF,  PCNC, or 
T4)  in an attempt to rectify the situation. 

CONVRG        Performs nozzle calculations  for a convergent nozzle. 

CONDIV        Performs nozzle calculations  for a convergent-divergent  (C-D) 
nozzle. 

THTURB Performs  isentropic calculations for turbines. 

THEKMO Provides thermodynamic conditions using PROCOM. 

AFQUIR General quadratic interpolation routine. 

PAPABO Parabolic curve-fit routine 

BLKFAN Performance data for outer compressor  (fan) map (BLOCK DATA). 

BLKCMP        Performance data for inner compressor map (BLOCK DATA;  two-spool 
engines). 

CMUl VT BLOCK DATA for combustor 

HPTDAT        Performance data for inner turbine map (BLOCK DATA; two-spool engines) 

LPTDAT        Performance data for outer turbine map  (BLOCK DATA). 

ETAAB Generalized afterburner performance BLOCK DATA as a function of fuel- 
air ratio with correction  factors  for off-design afterburner 
entrance pressure  and Mach number. 

FRATIO        Convergent-divergent nozzle velocity coefficient   (BLOCK DATA input 
as a function of nozzle pressure ratio and area expansion  ratio). 

INPUT Package of Huff input  subroutines. 5.1-15 
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TABLE 5.1-1. VARIABLES AND ERRORS 

Engine designation 

a b c d c I g h 

Number of spools 

3 2 2 3 2 3 2 2 

Number of streams 

3 3 3 2 2 3 3 2 2 

Turbofan Boosted 
Ian 

Supercharged 
compressor 

Turbofan Aft fan Supercharged 
compressor 

Alt fan 

Variable 1 ZF ZF ZF ZF ZF ZF ZF ZF ZF 

Variable 2 PCNF PCNF PCNF TCNF PCNF PCNF PCNF PCNF PCNF 

Variable 3 ZC ZC ZC ZC ZC ZC ZC ZC ZC 

Variable 4 PCNC i*C»C PCNI PCNC PCNC PCNC PCNI PCNC PCNC 

Variable 5 TFFHP TFFHP TFFIP TFFHP TFFHP TFFHP TFFIP TFFHP TFFHP 

Variable 6 TFFLP TFFLP TFFLP TFFLP TFFLP TFFLP TFFLP TFFLP TFFLP 

Variable 7 ZI ZI ZI ZI ZI ZI ZI Variable 7 ZI ZI ZI ZI ZI ZI ZI 

Variable 8 PCN1 PCNI PCNI PCNI Variable 8 PCN1 PCNI PCNI PCNI 

Variable 9 TFFIP TFFIP TFFIP TFFIP Variable 9 TFFIP TFFIP TFFIP TFFIP 

Error 1 TFHCAL - TFFHP (a) TFICAL - TFFIP (a) (a) (a) (b) (a) (a) Error 1 
TFII CAIi 

(a) 
TFICAL 

(a) (a) (a) (b) (a) (a) 

Error 2 DHTCC - DHTCIIP (a) DHTIC - IJHTCIP (a) (a) (a) (b> (a) (a) Error 2 
DHTCC 

(a) 
DHTIC 

(a) (a) (a) (b> (a) (a) 

Error 3 TFLCAL - TFFLI ' (a) (a) (a) (a) (a) (a) (a) (a) Error 3 
TFLCAL 

(a) (a) (a) (a) (a) (a) (a) (a) 

Error 4 DHTCF - DHTCLP (a) (a) (a) (a) (a) (a) (a) (a) Error 4 
D11TCF 

(a) (a) (a) (a) (a) (a) (a) (a) 

Error 5 P25R - P25 
P25R 

(a) (a) (a) (a) (a) (a) (a) (a) 

Error G P7R - P7 
P7R 

(a) (a) (a) (a) (a) (a) (a) (a) 

Error 7 P38R - P38 (a) (a) WAC - WAI (a) (a) (c) Error 7 
P38R 

(a) (a) 
WAC 

(a) (a) (c) 

Error 8 TFICAI. - TFFIP (a) (a) (a) Error 8 
TFICAL 

(a) (a) (a) 

Error 9 miTic - DHTCIP (a) (a) (a) Error 9 
DIITIC 

(a) (a) (a) 

Matrix size 9 x 9 7 * 7 7 x 7 9 x 9 6 x 6 9 x 9 7 x 7 6 x 6 9 x 9 
a£anie as error for engine a. 
*'Saine as error for engine c. 
cSame as error for engine d. 
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TABLE 5.1-2. INPUTS REQUIRED FOR BASIC CYCLES 

Variable Units or type Definition Engine designation Variable Units or type Definition 

a b d e f g h 1 

Variable Units or type Definition 

Number of spuols 

Variable Units or type Definition 

3 2 2 3 2 3 2 2 3 

Variable Units or type Definition 

Numlter of streams 

Variable Units or type Definition 

3 3 3 2 _Li 
Turbofan 

3 3 2 

Variable Units or type Definition 

Turbo-
fan 

Roosted 
fan 

Super-
charged 

com-
pressor 

2 _Li 
Turbofan Aft fan Super-

charged 
com-

pressor 

Aft fan 

PRFDS Fan pressure ratio Yes Yes Yes Yes Yes Yes Yes Yes Yes 
WAFCDS lb /sec Fan corrected airflow 
ETAFDS Fan efficiency 
ZFDS Design Z of fan 
PCNFDS Corrected speed of fan 
PRIDS Intermediate pressure ratio No No 
WAICDS lb'sec Intermediate corrected airflow Yes Yes 
ETAIDS Intermediate efficiency No No 
ZII)S Design Z of intermediate compressor No No 
PCNIDS Corrected speed of ir/crmediate No No No 

compressor 
PR CDS Compressor pressure ratio Yes Yes Yes 
PCD LIDS Fraction of air into third duct Zero Zero Zero Zero 
ETACDS Compressor efficiency Yes Yes Yes Yes 
Z CDS Design Z of compressor 
PCNCDS Corrected speed of compressor No No 
ETABDS Combustor efficiency Yes Yes 
DPCODS Combustor pressure drop, AP/P Yes Yes 
T4n<! °R Turbine ir.'.ct temperature Ye«. Ytb 
T FHPDS i tygR High-pressure-turbine flow function No No 

(sec)(psia) 
High-pressure-turbine flow function 

CNHPDS High-pressure-turbine corrected No No 
speed 

ETHPDS High-pressure-turbine efficiency No No 

TFIPDS Intermediate-turbine work function Yes Yes 
(sec)(psia) 

CN1PDS Intermediate-pressure-turbine No No No 
corrected speed 

ETIPDS Intermediate-pressure-turbine No No No 
efficiency 

TFLPDS l b ^ R Low-pressure-turbine flow function Yes Yes Yes 
(scc)(psia) 

Low-pressure-turbine flow function 

CNLPDS Intermediate-pressure-turbine 
corrected speed 

ETLPDS Intermediate-pressure-turbine 
efficiency 

DPDl'DS Fan pressure drop. AP'P 
DI1VGDS Wing duct pressure drop, AP P No No No No 
DPAFDS Afterburner pressure drop, i P P Yes Yes Yes Yes 
FIX FANTOMIDDLK Logical lioostcJ fans . F. .T. F F. F. . F F. . F. 
FIXMIDDLFTOOOV.P Logical Supercharged compressors . F. T. F r T . F. 
DUMMY'S POOL Logical No intermediate spool . F. F. T F. . r. T . F. 
A FT FAN Logical Aft-fan engines F. . F F T T T T 
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SECTION 6 

VOLUME AND MASS PROPERTIES 

The ODIN/MFV volume and mass properties  routine is taken from the Air Force 
Flight Dynamics Laboratory's Vehicle Synthesis for Advanced Concepts Program, 
VSAC.     This program provides  a self-contained vehicle synthesis  capability 
for certain classes of military flight vehicle. 

Complete program details including options  for 

1. aerodynamics 

2. propulsion 

3. performance 

4. volume and mass properties 

are given in References  1 and 2.    ODIN/MFV usage to date has been  limited 
to the volume and mass properties  routines. 
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6.1    PROGRAM VSAC:     APPROXIMATE AIRCRAFT MASS PROPERTIES 

AND VOLUME ANALYSIS 

This program computes approximate military flight vehicle mass  and volumetric 
properties based on the statistics  of past designs.    This  technique is based 
on  (a)   correlation of past vehicle mass  and volume properties against physically 
significant parameters and  (b)   regression analysis of the  correlations  to 
provide an analytic model   for military  flight vehicle mass  and volume properties, 

The program operates at the subsystem and major component   level.    The sub- 
system breakdown employed is 

1. aerodynamic surfaces 8. avionics 
2. body structure 9. crew systems 
3. induced environment protection 10. design reserve 
4. launch and recovery 11. personnel 
5. main propulsion 12. payload 
6. orientation  controls  and separation 13. propellants 
7. power supply,  conversion and 

distribution 

Each subsystem is broken down  into major components.     For example,  aerodynamic 
surfaces is broken down  into  four components: 

1. wings 
2. vertical  fin 
3. horizontal stabilizer 
4. fairings,  shrouds,  and associated structure 

Each subsystem and subsystem component weight and volume weight estimation 
relationship used in program VSAC is presented below. 

Weight  analysis is based entirely on the weight and volume  subroutines  in the 
Air Force Flight Dynamics  Laboratory VSAC program.  References  1   and 2.     For 
complete details regarding the analytic basis of the weight model,  reference 
should be made to the original VSAC documentation.    An outline of the VSAC 
program capability follows. 

It should be noted that  an extended weijht  analysis code which  incorporates 
this  analysis  is now available  in Reference 3.    This code,  WAATS, has elim- 
inated all VSAC calculations wnich  are extraneous to the weight  analysis 
function.    The resulting code  fits   into 20000 machine  locations. 

i 
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6.1.1    Aerodynamic Surfaces 

The total weight of the aerodynamic surface group is given by 

WSURF = WWING + WVERT  + WHORZ + WFAIR (6.1.1) 

where 

WWING = wing weight 
WVERT = vertical fin weight 
WHORZ = horizontal tail weight 
WFAIR = aerodynamic fairing weight 

Expressions  for each of these component weights are presented below. 

6.1.1.1(a)    Wing 

The wing weight equation calculates  an  installed structural wing weight 
including control surfaces and carry through.    The weight  is  calculated as 
a  function of load and geometry: 

WWING =  AC(1)  *  (WTO*XLF*STSPAN*SW      ./TROOT) **AC(78)/1000 

+  AC(2)   * SWING + AC(3) (6.1.2) 

where 

WWING = total  structural wing weight,   lbs. 
WTO      = gross weight,  lbs. 
XLF      = ultimate load factor 
STSPAN= structural span  (along  .5 chord),   ft. 
SWING = gross wing area,  ft.2 
TROOT = theoretical  root thickness,   ft. 
AC(1)  = wing weight coefficient  (intercept) 
AC(78)= wing weight coefficient   (slope) 
AC(2)   = wing weight coefficient   (f(gross area)),  lbs/ft 
AC(3)   = fixed wing weight,   lbs. 

The data in Figures 6.1-1 and 6.1-2 represent wings that are basically 
constructed of aluminum and wings that are basically constructed of high 
temperature materials  (steel and inconel),  respectively.    The latter data 
is  also representative of euperaonia wings with t/o values in the order of 
3 to 2-1/2%  .     For variable sweep wing designs the various wing input 
terms  should be based on the  fully swept position.    The C(l)   coefficient j 
should then be increased by 15 to 20 per cent to account  for the structural ^ 
penalty for sweeping the wing forward.    The user has an option of adding 
or removing a wing weight penalty on the basic wing calculation.    An 
example would be to add a fixed weight per square foot  for thermal protection ' 
system structure or high temperature resistant coatings.    The coefficient 
C(3)   is to input a fixed weight  to the wing calculation. 
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6.1.1.2 Vertical Fin 

The vertical fin weight includes the weight of the control surface. The 
weight is calculated as a logarithmic function of surface area. The equation 
for vertical fin weight is 

where 
WVERT 
SVERT 
AC (4) 

WVERT = AC(4) * SVERT ** AC(89) + AC(5) (6.1.3) 

total  vertical  fin weight,   lbs 
vertical fin planform area,   ft2 
vertical fin weight coefficient 

AC(89)=vertical  fin weight coefficient   (slope) 
AC(5)   = fixed vertical  fin weight,   lbs. 

The data of Figure 6.1-3 is based on Mach 2-type airplanes.    They  include 
aluminum, steel and inconel fin materials.    Figure 6.1-3 is assumed to be 
representative of the best type construction for the Mach 0.6 to 2.0 range. 
The data,  as  shown, does not  inciude allowances for thermal protection 
system weight. 

6.1.1.3    horizontal Stabilizer 

The horizontal  stabilizer weight  includes the weight of the control surface. 
The weight  is calculated as a function of wing loading, stabilizer planform 
area and dynamic pressure.    The equation  for horizontal stabilizer weight is 

WHORZ  = AC(6)   *   ((WTO/SWING) SHORZ 1.2 * QMAX **.8) 

where 
WHORZ 
WTO 
SWING 
SHORZ 
QMAX 
AG(6) 
AC(90) 
AC(7) 

*AC(9Ü)  * AC(7) (6.1.4) 

total horizontal  stabilizer weight,   lbs. 
gross weight,  lbs. 
gross wing area,  ft.^ 
horizontal stabilizer planform area,  ft.2 

maximum dynamic pressure,   lbs/ft.2 
horizontal stabilizer weight coefficient  (intercept) 
horizontal stabilizer weight coefficient (slope) 
fixed horizontal stabilizer weight,  lbs. 

The data includes aluminum    and inconel  stabilizer materials.    The data, as 
shown,  does not include allowances  for thermal protection system weight. 

6.1.1.4    Fairings,  Shrouds,  and Associated Structure 

The type of aerodynamic structures   included in this section are aerodynamic 
shrouds,  equipment, dorsal,   landing gear,  and canopy fairings.    The canopy 
fairing is the structure aft of the canopy that is required to fair the canopy 
to the body.    The weight of the canopy proper is included in Section 6.1.2.2. 
Wing to body  fairings are included  in the wing weights.    Horizontal or 
vertical  surface to body fairings  are  included in either the horizontal  or 
vertical  surface weight. 
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Fairing and shroud weight may be determined from their surface area and the 
operating environment and is given in the program as 

where 
WFAIR 
SFAIR 
AC(8) 
AC (9) 

WFAIR = AC(8)   *  SFAIR + AC(9) 

= total weight of fairings or shrouds,   lbs. 
= total   fairing or shroud surface area,  ft. 
= unit weight of fairing or shroud,   lbs./ft.2 
= fixed weight of fairing or shroud,   lbs. 

(6.1.5) 

If the design  loads  and the fairing geometry is   known, the weight  in lbs./ft.- 
(i.e.,  the coefficient AC(8))can    be  found by calculation.     In most cases, 
however,  empirical  or statistical data has to be used.    The coefficient AC(8) 
can be found by multiplying an empirical unit weight WF by a factor to account 
for dynamic pressure and temperature differences. 

AC(8)  = WF  •   KQ   •   KT (6.1.6) 
where 
WF = fairing weight  factor. Table 6.1-1 
KQ =  fairing dynamic pressure coefficient.  Figure 6.1-5 
KT = fairing temperature coefficient,  Figure 6.1-6 

The factor KQ is shown plotted against dynamic pressure in Figure 6.1-5.   The 
factor KT is  shown plotted versus temperature in Figure 6.1-6.    The unit weight 
os  typical   fairings, WF,  is shown in  Table 6.1-1. 

6.1.2    Aircraft Body Structure 

The total  weight of the aircraft body group is given by 

where 
WBASIC 
WSECST 
WTHRST 

WBODY = WBASIC + WSECST + WTHRST 

basic body weight 
secondary structure weight 
thrust structure weight 

(6.1.7) 

Expressions  for each component weight  are  given below, 
body structures is presented in Section 6.1.2. 

6.1.2.1    Basic Aircraft Body 

The weight of booster 

The vehicle body weight equation is based upon correlating the actual weight 
of existing hardware with significant   load,  geometry, and environmental 
parameters.     For vehicles of an advanced nature,  modifying factors based 
upon design studies of cruise vehicles  are applied to the basic data to 
account  for the expected advances in technology and more severe environment. 
Equations derived  from existing data  includes non-optimum factors which are 
difficult  to justify by analytical procedures.    These non-optimum factors 
are  important weight   items,  as shown by the weight growth of many vehicles 
between the  initial  concept and the finished hardware. 
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The equation used for basic body weight is 

WBASIC = AC(14)   * SBODY + AC(15) ((ELBODY*XLF/HB0DY) 

* SBODY ** AC(81)   + AC(16) 

M5 QMAX ** 

(6 

16 

1.8) 
where 
WBASIC 
SBODY 
XLF 
ELBODY 
QMAX 
HBODY 
AC(14) 

total weight of basic body,   lbs. 
total body wetted area,  ft.2 
ultimate load factor 
body  length,  ft. 
maximum dynamic pressure,   lbs./ft. 
body height, ft. 
basic body unit weight, lbs./ft.^ 

AC(15) = basic body weight coefficient (intercept) 
AC(81) = basic body weight coefficient (slope) 
AC(16) = fixed basic body weight, lbs. 

The primary function of the first part of the basic body equation, AC(14) * 
SBODY allows a weight penalty based upon a constant unit weight of structural 
area without involving the parameters used in the second part of the overall 
equation. The second part of the equation obtains the basic body weight 
using design and geometry parameters. The basic body weight data is shown in 
Figi re 6.1-7.  Since the data is for aluminum structure, operating at temp- 
eratures of 250oF, a modifying factor must be used with AC(15) for other 
materials and temperatures. The modifying factor (MF) is obtained from 
Figure 6.1-8. The AC(15) obtained from Figure 6.1-7 is multiplied by the 
modifying factor (MF) to obtain the input for aluminum, titanium or Rene' 41 
at elevated temperatures. 

AC(15) .    , = AC(15)-.  , . _ 
^actual    ^ Jfif>.6A-7 

MF (6.1.9) 

6.1.2.2    Aircraft Body Secondary Structure 

Secondary structure includes windshields, canopy, landing gear doors, flight 
opening doors and speed brakes. If a weight estimate based upon analysis is 
available,  it should be used in  lieu of the following data. 

The equation for calculating secondary structure is 

WSECST =  AC(17)   * SBODY + AC(18) (6.1.10) 
where 
WSECST = weight of body secondary structure,   lbs. 
SBODY    = total body wetted area,   ft.2 

AC(17)   = secondary structure unit weight,   lbs./ft.2 

AC(18)  =  fixed secondary structure weight,   lbs. 

The body secondary weight coefficient AC(17)  varies from 0.58 to  1.38.     If 
specific design detail  is not available, an average value of 0.98 may be used 
for the AC(17)  coefficient.    However,  if any design detail  is available,  the 
coefficient  should be tailored using the data shown in Table 6.1-2 as a guide- 
line. 
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6.1.2.3    Aircraft Thrust Structure 

The thrust structure weights are a function of the total vacuum thrust of 
the engines.    The equation used for thrust  structure weight is 

WTHRST = AC(19)   * TTOT + AC(20) (6.1.11) 
where 
WTHRST = weight of thrust structure,  lbs. 
TTOT     = total stage vacuum thrust,  lbs. 
AC(19) = thrust structure weight coefficient 
AC(20) = fixed thrust structure weight,  lbs. 

The aircraft thrust structures are required to mount airbreathing engines and 
rocket engines.    The airbreathing thrust structure weight coefficients AC(19) 
and AC(20;  are obtained from Figure 6.1-9.    The input  for rocket engine thrust 
structure weight is obtained from Figure 6.1-10.    The rocket engine thrust 
structure assumed for this data is a cone or barrel structure attached to a 
bulkhead. 

6.1.3    Booster Body Structure 

The total weight of the booster body group  is given by 

BWBODY = BWINFT + BWINOT + BWBASC  + BNSSTR + BWTRST        (6.1.12) 
where 
BWINFT = integral  fuel tank weight 
BWINOT = integral oxidizer tank weight 
BWBASC = basic body structure weight 
BWSSTR = secondary structure weight 
BWTRST = thrust structure weight 

Expressions  for each component weight are given below.    The weight of aircraft 
body structures has been presented in Section 6.1.2. 

6.1.3.1    Booster Integral  Fuel Tanks 

The integral  fuel  tanks are sized as a function of total tank volume, inclu- 
ding ullage and residual volume.    The input coefficients are based on historical 
data from the Saturn family of LO2/LH2 vehicles.    The equation for integral 
fuel tank weight  is 

BWINFT =  BC(10)  *  BVFUTK +  BC(ll) (6.1.13) 
where 
BWINFT = weight of integral  fuel tank,  lbs. 
BVFUTK =  total  volume of fuel tank, ft.3 

BC(10)  =  integral   fuel tank weight coefficient,   lbs./ft.3 

BC(ll)  =  fixed  integral  fuel tank weight,   lbs. 

The integral  fuel  tank weight coefficients  BC(10) and BC(ll) are obtained from 
Figure 6.1-11.    When a non-Saturn type tank configuration is utilized,  the 
coefficient  BC(10)  should be multiplied by a configuration factor. 
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6.1.3.2    Booster Integral Oxidizer Tanks 

The integral oxidizer tanks are sized as  a function of total tank volume, 
including ullage and residual volume.    The input coefficients are based on 
historical  data from the Saturn family of LO2/LH2 vehicles.    The equation 
for integral oxidizer tank weight is 

BWINOT -  BC(12)   *  BVOXTK + BC(15) (6.1.14) 
where 
BWINOT = weight of integral oxidizer tank,  lbs. 
BVOXTK ~ total volume of oxidizer tank,   ft.3 _ 
BC(12)  = integral oxidizer tank weight coefficient,   lbs./ft. 
BC(13)  = fixed integral oxidizer tank weight,  lbs. 

The integral oxidizer tank weight coefficients BC(12)  and BC(13) are obtained 
from Figure 6.1-12.    When a non-Saturn type tank configuration is utilized, 
the coefficient BC(12)  should be multiplied by a configuration factor. 

6.1.5.3    Booster Basic Body Structure 

The basic body weight includes the structure forward, aft and in between the 
integral tanks but does not include the secondary structure or thrust struc- 
ture.     The equation for basic body structure weight  is 

BWBASC =  BC(14)   * BSBODY +  BC(15)   * BVBODY + BC(16)     (6.1.15) 
where 
BWBASC =  total weight of basic body,  lbs. 
BSBODY = total body wetted area, ft.2 

BVBODY = total body volume,  ft.^ 
BC(14)  = basic body weight coefficient   (F(area)),  lbs./ft. 
BC(15)   = basic body weight coefficient   (f(volume)),   lbs./ft.3 
BC(16)  =  fixed basic body weight,  lbs. 

The equation is programmed to accept a coefficient  input as a function of 
wetted area or volume.    The coefficient BC(14)  is a function of area and is 
derived as follows. 

The coefficient BC(15)  is a function of volume.    Input data for this coef- 
ficient has not been derived in the original  study of Reference 1. 

6.1.3.4    Booster Secondary Structure 

The secondary structure includes access doors, non-structural fairings,  etc. 
The secondary structure is minimal  for the type of booster designs  involved 
in the VSAC study of References  1 and 2.    The equation for booster secondary 
structure weight is 

BWSSTR =  BC(17)   *  BSBODY +  BC(18) (6.1.16) 
where 
BWSSTR =   total weight of body secondary structure,   lbs. 
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BSBODY = total body wetted area,  ft. 
BC(17)  = secondary structure weight coefficient,  lbs./ft.^ 
BC(18) = fixed secondary structure weight,  lbs. 

The weight coefficient BC(17)  is used to scale the secondary structure weight 
as a function of body wetted area.    When possible,  the coefficient should be 
derived from design data.    However, during the early phase of a study, this  is 
not always practical.    A first cut value of 0.05 to 0.1 may be used for 
BC(17) until design data is available. 

6.1.3.5    Booster Thrust Structure 

The weight of the rocket engine thrust structure is a function of total 
vacuum thrust and type of attachment utilized.    However, for this study the 
type of attachment has been restricted to a cone or barrel structure attached 
to the aft bulkhead.    With this  design criteria,  the effect of attachment 
geometry is built  into the BC(19)  coefficient.    The equation for booster 
thrust structure is 

BWTRST =  BC(19)   *  BTTOT + BC(20) (6.1.17) 
where 
BWTRST = total weight of thrust structure,  lbs. 
BTTOT   = total stage vacuum thrust,  lbs. 
BC(19) = thrust structure weight coefficient 
BC(20) = fixed thrust structure weight, lbs. 

The weight coefficient BC(19)  is used to scale the thrust structure as a 
function of total stage vacuum thrust.    When specific design data is not 
available, a typical preliminary design value of BC(19) = 0.0025 will provide 
a realistic thrust structure weight for a cone or barrel design concept. 
This coefficient input value does not include the  aft skirt weight. 

6.1.4    Aircraft Induced Environment Protection 

The total weight of the aircraft induced environment protection group is 
given by 

WTPS = WINSUL + WCOVER (6.1.18) 
where 
WINSUL =  insulation weight 
WCOVER = cover plate weight 

The inputs for a specific design concept are normally obtained by a thermal 
analysis.    This method should be used when specific design conditions are 
known, as it yields the most accurate results accounting for all the features 
of a particular design.    When detailed knowledge of a design is not avail- 
able,  generalized data is given based upon the results of prior design 
studies.    The data presented is simplified for use in generalized aircraft 
weight/sizing.     The results do not replace a detailed thermal analysis. 
Section 
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A radiative protection system to hold structural temperatures within accep- 
table limits is the type of vehicle thermal protection system considered 
for this study.    This system utilizes radiative cover panels with or without 
insulation. 

'S. 1.4.1    Aircraft Insulation 

When insulation is used, it assumes that the structural temperature is held 
to approximately 200oF.    The insulation must then be protected from the flight 
conditions by radiative cover panels.    The equation for the insulation 
weight  is 

WINSUL =  AC(21)   * STPS + AC(76) (6.1.19) 
where 
WINSUL = total weight of TPS insulation,  lbs. 
STPS     = total TPS surface area, ft.2 

AC(21)  = insulation unit weight, lbs./ft. 
AC(7b)  = fixed insulation weight, lbs. 

The coefficient AC(21)   is an insulation unit weight that may be obtained as 
a function of surface temperature from Figure 6.1-13.    The user must estimate 
the surface temperature that will be encountered in order to input the coef- 
ficient AC(21).    The data shown in Figure 6.1-13 is based on microquartz 
insulation for a 1.0 hour time duration.    The three curves represent allowable 
heating rates of 100,  400,  and 700 Btu/ft.2 with the structural temperature 
being held to approximately 200oF.    The area of the aircraft which is to be 
covered by insulation is specified in the input data as discussed in Section 

The coefficient AC(76)  is a fixed input weight to the insulation calculation. 
A typical example of the use of this coefficient would be to add a fixed 
insulation weight  for localized hot spots. 

6.1.4.2    Aircraft Cover Panels 

When the design concept utilizes insulation panels tc hold the structural 
temperature within acceptable limits, the insulation must be protected from 
flight  conditions.     This protection is provided by cover panels.    The equation 
for the cover panel weight is 

WCOVER = AC(22)   *  STPS + AC(77) (6.1.20) 
where 
WCOVER = total weight of TPS cover panels,  lbs. 
STPS      = total TPS surface area, ft.2 

AC(22)  = cover panel unit weight, lbs./ft.2 

(AC77)  = fixed cover panel weight,  lbs. 

Cover panels used in recent studies have varied greatly in design features and 
materials.    The generalized equation used in this program must be input  from 
point design data if a specific design is  to be properly represented.    A range 
of input  values are  included to provide the user with a weight that will be 
representative of the cover panel designs used in recent studies. 
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The coefficient will vary from AC(22) = 0.8 to 1.5 if insulation is used in 
conjunction with the cover panels. If insulation panels are not utilized, 
the input will vary from AC(22) = 1.25 to 2.0. The lower values are repre- 
sentative of efficient attachment capability and the higher value requiring 
Hecp frame or standoff's for attachment. The values shown are average unit 
weights  to be used with the total body wetted area. 

6.1.5    Booster Induced Environment Protection 

The total weight of the booster induced environment protection group is given 
by 

BWTPS =  BWINSL    +  BWCOVR (6.1.21) 
whore 
BWINSL =  insulation weight 
BWCOVtR= cover plate weight 

A radiative protection system is used to hold structural temperatures within 
acceptable limits in the VSAC study.     The comments  in Section 6.1.4  apply 
equally to boosters. 

6.1.5.1    Booster  Insulation Weight 

The equation for the insulation weight  is 

BWINSL =  BC(21)   * BSBODY +  BC(76) (6.1.22) 
where 
BWINSL    = total weight of TPS insulation,  lbs. 
BSBODY    = total body wetted area,  ft.2 

BC(21)    = insulation unit weight,  lbs./ft. 
BC(76)     = fixed insulation weight,  lbs. 

The coefficient  BC(21)   is an  insulation unit weight that may be obtained as 
a function of surface temperature from Figure 6.1-14.    The user must e5timate 
the surface temperature that will be encountered on the initial case in order 
to input the coefficient BC(2I).    The data shown in Figure 6.1-14  is based 
on microquartz  insulation for a one-half hour time duration.    The three 
curves  represent allowable heating rates of 100, 400,  and 700 Btu/ft.2 with 
the structural  temperature being held to approximately 200oF. 

Tnc equation for booster stage insulation computes  the weight as a  function 
of total body wetted area.     If only a percentage of the body is actually 
covered by insulation, the input coefficient  BC(21)  must be modified by that 
percentage value to account for the weight.  The coefficient  BC(76)   is a fixed 
input weight to the insulation calculation.    A typical example of the use of 
this  coefficient would be to add a fixed insulation weight  for localized hot 
spots. 
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When the design concept utilizes  insulation panels to hold the structural 
temperature within acceptable limits, the insulation must be protected from 
flight conditions.    This protection is provided by cover panels.    The 
equation for cover panel weight  is 

BWCOVR =  BC(22)  * BSBODY  +  BC(77) (6.1.23) 

where 
BWCOVR = total weight of TPS cover panels,  lbs. 
BSBODY = total body wetted area,  ft.2 

BC(22) s cover panel unit weight,  lbs./ft.2 

BC(77) = fixed cover panel weight,  lbs. 

The cover panels that have been used in recent studies have varied greatly 
in design  features and materials.    The discussion regarding AC(22)  in Section 
6.1.4.2 also applies to values  for BC(22)  above. 

6.1.6    Aircraft Launch and Recovery 

The total weight of the aircraft launch and recovery gear is given by 

WGEAR = WLANCH + WLG (6.1.24) 
where 
WLANCH =  launch system weight  (if any) 
WLG       = landing gear weight 

Expressions  for these component weights are given below. 

6.1.6.1 Launch Gear 

The launch gear equation is used for the support structure and devices asso- 
ciated with aircraft that are used to attach to a hover ship.    This includes 
struts, pads, sequencing devices, controls,  etc.    The equation for launch 
gear is 

WLANCH = AC (23)  * WTO +  AC(24) (6.1.25) 
where 
WLANCH = total weight of launch gear,  lbs. 
WTO       = gross weight,   lbs. 
AC(23) =  launch gear weight coefficient 
AC(24) =  fixed  launch gear weight, lbs. 

The weight coefficient AC(23)  is a proportion of the computed gross weight. 
A typical  value for preliminary design purposes, would be AC(23 = 0.0025. 

6.1.6.2 Landing Gear 

The lauding gear equation has been developed from data correlation of existing 
aircraft.    This data included the nose gear, main gear and controls.    The 
equation  for calculat ng landing gear  (including controls)  is 
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WLG = AC(25)   * WTO ** AC(lOl)   + AC(26)   * WLAND + AC(27) (6.1.26) 
where 
WLG        = total weight of landing gear and controls,  lbs. 
WTO        = gross weight,  lbs. 
WLAND    = maximum landing weight,   lbs. 
AC(25)  = landing gear weight coefficient (intercept f(WTO)) 
AC(101)= landing gear weight coefficient  (slope f(WTO)) 
AC(26)   =  landing gear weight  coefficient (f(WLAND)-' 
AC(27J  = fixed  landing gear weight,   lbs. 

The  landing gear weight coefficients  are shown in Figure 6.1-15.    These coef- 
ficients should be used when the landing gear is to be scaled as a function 
cf gross weight.    When the coefficients AC(25)  and AC(101)   are used,  the 
coefficient AC(26)  should be zero. 

The weight coefficient AC(26)  is used for vehicles whose gear is used only 
for landing.    Gear weight will then vary with the  landing weight instead of 
gross weight.    For first estimates the coefficient AC(26)  should range between 
0.03 for 11 feet per second sink rate and 0.05 for 25 feet per second. When 
the coefficient AC(26)  is used, the  coefficient AC(25)  should be set to zero. 

6.1.7    Aircraft Main Propulsion 

The total weight of the aircraft main propulsion group is given by 

WPROPU = WABENG + WRENGS  + WFUNCT + WOXCNT + WINSFT + WINSOT + WFUSYS 
+ WOXSYS + WPRSYS + WINLET (6.1.27) 

where 
WABENG = airbreathing engine weight  including engine mounts 
WRENGS =• rocket engine weight,  including engine mounts 
WFUNCT = fuel  tank weight 
WOXCNT = oxidizer tank weight,  rocket engines only 
WINSFT = fuel tank  insulation weight 
WINSOT = oxidizer tank weight, rocket engines only 
WFUSYS = weight of storable propellant fuel system,  less tanks 
WOXSYS = erogenic propellant oxidizer system weight 
WPRSYS = propellant pressurization system weight 
WINLET = inlet system weight 

Expressions for each component weight are presented below. 

6.1.7.1    Aircraft Main Propulsion Engines, Turboramjet, Ramjet,  and Rocket 

The main engines are used to propel  the vehicle.    This includes either air- 
breathing or rocket propulsion systems.    The airbreathing engines considered 
in this study are the turboramjet and ramjet. 

6.1.7.1(3) Turboramjet 

The turboramjet data is  for the GE  12/JZ8 engine.     The equation for turboramjet 
follows. 
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WABENG = (AC(32) * e ** (AC(33) * WA) * ((PT2-PHIGH)/(PLOW-PHIGH) 

+ AC(34) * e ** (AC(35) * WA) * ((PT2-PLOW)/(PHIGH-PLOW)) 

* ENGINS + AC(91) * ENGINS + WENGMT       (6.1.28) 

where 
WABENG = total weight of airbreathing engines,  lbs.; see Section 6.1.7.2 
WA = calculated turboramjet engine air flow rate,  lbs./sec. 
PT2 = calculated turboramjet engine inlet pressure, psi. 
PHIGH = turboramjet engine inlet pressure  (upper design curve), psi 
PLOW = turboramjet engine inlet pressure  (lower design curve) , psi 
ENGINS = total number of engines per stage 
WENGNfT = weight of engine mounts,  lbs. 
AC(32) = turboramjet engine weight coefficient  (lower design point) 
AC(33) = turboramjet engine weight coefficient  (lower design point) 
AC(34) = turboramjet engine weight coefficient  (upper design point) 
AC(35) = turboramjet engine weight coefficient  (upper design point) 
AC(91) = fixed turboramjet engine weight,  lbs. 

The weight coefficients, AC(32),  AC(33) , AC(34)  and AC(35)  are used to scale 
the turboramjet engine weight as a function of engine air flow rate and 
pressure.    The input values  for these coefficients may be obtained from 
Figure 6.1-16.    The data presented is for two design conditions of the GE 
14/JZ8 engine.    The data in the lower curve represents an engine for Mach 
4.5 with a pressure of 46 psia at a cruise altitude of 90,000 feet.    The 
dataiin the upper curve represents an engine for Mach 4.5 with a pressure 
of 176 psia at a cruise altitude of 61,600 feet.    The ratio of calculated 
pressure (PT2) to the pressure for the upper curve (PHIGH =  176 psia) and 
the pressure for the lower curve  (PLOW = 46 psia)   allows a scaling capability 
around the two design conditions. 

6.1.7.1(b)    Ramjet 

The ramjet engine is size as a function of thrust.    The equation for ramjet 
engine weight is 

where 
WABENG 
TTOT 
AC(82) 
AC(83) 
WENGMT 

WABENG = AC(82)   * TTOT + AC(83)  + WENGMT 

= total weight of airbreathing engines,  lbs. 
= total stage vacuum thrust,  lbs. 
= ramjet engine weight coefficient 
= fixed ramjet engine weight,  lbs. 
= weight of engine mounts,  lbs.; see Section 6. 

(6.1.29) 

1.7.2, 

An input value of AC(82) = 0.01 is representative of a low volume ramjet 
engine with a thrust to calculated weight ratio equal to 100:1. Figure 
6.1-17 shows ramjet engine weight versus thrust for an AC(82) value of 0.01 
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6.1.7.1(c)     Rocket 

The rocket engine data ^s based on the LR-129 LO2/LH2 engine' The weight 
is scaled as a function of total stage vacuum thrust and area ratio. The 
equation for rocket engine weight is 

WRENGS = AC(28)   * TTOT + AC(29)   * TTOT * ARATIO ** AC(30)   + AC(31) 

* ENGINS + WF.NGMT (6.1.30) 

where 
WRENGS = total weight of rocket engine installation,   lbs. 
TTOT = total stage vacuum thrust,  lbs. 
ARATIO = rocket engine area ratio 
ENGINS * total number of engines per stage 
WENGMT = weight of engine mounts,   lbs.;  see Section  6.1.7.2 
AC(28) = rocket engine weight coefficient  (f(Thrust)^ 
AC(29) = rocket engine weight coefficient (f(Thrust and area ratio)) 
AC(30) = rocket engine area ratio exponent 
AC(31) ■ fixed rocket engine weight,   lbs. 

The weight  coefficients AC(28), AC(29) ,  and AC(30)   are obtained from Figure 
6.1-18.    The engine data presented does not include allowances  for PVC ducts 
or gimbal system.    The gimbal system weight equation is presented in Section 
6.1.9.1. The assumption has been made that PVC ducts are not required on 
the type vehicles used for this study. 

6.1.7.2    Aircraft Engine Mounts 

The weight equation for engine mounts  is 

WENGOT «  AC(102)   * HOT + AC(103) (6.1.31) 

where 
WENGMT = weight of engine mounts,  lbs. 
TTOT = total stage vacuum thrust,  lbs. 
AC(102) = engine mount weight coefficient 
AC(103) = fixed engine mount weight,  lbs. 

The expression AC(102)  * TTOT is the penalty for engine mounts attached to 
the engine.    The engine mounting penalty associated with the body is  included 
in basic body structure.    A typical value used in design studies  is AC(102) = 
0.004 for airbreathing engine installations and AC(102)= 0.0001  for rocket 
engines. 

6.1.7.3    Aircraft  Fuel and Oxidizer Tanks 

The type of fuel and oxidizer tank construction include non self-sealing 
(bladder),  self-sealing,  and integral.    The configuration concepts that 
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utilize airbreathing engines with JP-4  and JP-5 type fuel may use any one 
of the three type fuel tank constructions discussed. However, when air- 
breathing engines are used with liquid hydrogen fuel the tanks are assumed 
to be an integral design based on the X-15 concept. The configuration 
concepts that utilize a rocket engine  installation are assumed to have an 
intfgral  tank design for both  fuel  and oxidizer that is based on the X-15 
design concept. 

0. 1.7.3(a)     .JP-4 and JP-5  Type  Fuel 

The non self-sealing and self-sealing fuel  tank weights   for JP-4 and JP-5 
type  fuel  are derived by  the  equation 

WFUNCT =  A(:(35J   *   (GAI./Tanks) .6 * TANKS ♦ AC(37)     (6.1.32) 

where 
WFUNCT 
GAS 
TANKS 
AC(36) 
AC(37) 

total weight of fuel  tank,   lbs. 
total gallons of fuel 
number of fuselage  fuel  tanks 
fuel tank weight  coefficient   (=0, for integral tanks) 
fixed fuel tank weight,   lbs.   (=0, for integral tanks) 

The weight  coefficient AC(36)   is obtained  from Figure 6.1-19.    The weight for 
these tanks  include  supports and backing boards.     Existing airplanes  that 
utilize integral fuel tank are  the F-102,  F-106,  and F-lll.    The F-4  and A-7 
also utilize this concept   in the wings but not  in the  fuselage. 

6.1.7.3(b)     Liquid Hydrogen Fuel  and Rockets 

The aircraft stages that use either airbreathing engines with liquid hydrogen 
fuel or rocket engines are assumed to have propellant tanks that are integral 
and based on the X-15 design concept.     The equation for fuel  tank weight is 

WFUNCT =  AC(36)   *  VFUTK + AC(37) (6.1.33) 

where 
WFUNCT 
VFUTK 
AC(36) 
AC(37) 

= total weight of fuel  tank,   lbs. 
= total volume of fuel  tank,   ft.-* 
= fuel tank weight coefficient,   lbs./ft.^ 
= fixed fuel tank weight,   lbs. 

The weight  coefficient AC(36)   is OJtained from Figure 6.1-20. 
for oxidizer tank weight   is 

The  equation 

WÜXCNT =   AC;(38J   * VOXTK *  AC(3'.») (6.1.34; 

where 
WOXCNT 
VOXTK 
AC(38) 
AC(39) 

=  total weight  of oxidizer tank,   lbs. 
=  total volume of oxidizer tank,   ft.' 
= oxidizer tank weight  coefficient, lbs./ft.     (=0,  for airbreather) 
=  fixed oxidizer tank weight,   lbs.   (=0,   for airbreather) 

The weight   coefficient AC(38)   is  obtained  from Figure  6.1-20. 
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6.1.7.4   Aircraft Fuel  Tank   Insulation 

Thi: section presents the data to obtain a weight penalty associated with 
protection required to prevent excessive boil-off from cryogenic propellant 
tanks.    The insulation penalty is in terms of lbs./ft.2 of tank area. 

The equation for fuel tank insulation weight   is 

WINSFT = AC(40)   * SFUTK *  AC(41) 

where 
WINSFT = total weight of fuel tank  insulation,  lbs. 
SFUTK = total  fuel  tank wetted area,   ft.*- 
AC(40) = fuel tank insulation unit weight,   lbs./ft.2 
AC(41) = fixed fuel tank  insulation weight,  lbs. 

The weight  coefficient AC(40)  is obtained  from Figure 6.1-21.    The fuel  tank 
insulation unit weight is a function of radiating temperature.    A typical 
radiating temperature of 500oF may be assumed for preliminary runs if other 
data is not  available for making a specific selection. 

The AC(40)   value obtained from Figure 6.1-21   is for a total  flight duration 
time of 5000 seconds.    When other flight times are anticipated,  the AC(40) 
value should be modified by multiplying it by the time correction  factor 
(Tcorr.)  obtained from Figure 6.1-22. 

6.1.7.5    Oxidizer Tank  Insulation 

It is assumed that the cryogenic oxidizer may be based upon gen ral data of 
Section 6.1.7.5    No requirement for the insulation of the main oxidizer tanks 
has been necessary in past design studies because storage times have been 
relatively  low.     However,  an equation and input data  is provided  for cases 
where oxidizer tank insulation is required.     The equation  for oxidi;:er tank 
insulation weight  is 

WINSOT = AC(42)   *  SOXTK ♦ AC(43) 

where 
WINSOT = tot,?l weight of oxidizer tank insulation,  lbs. 
SOXTK = total oxidizer tank wetted area,   ft. 
AC(42) = oxidizer tank insulation unit weight, lbs/ft^ 
AC(43) = fixed oxidizer tank insulation weight,  lbs. 

The weight  coefficient AC(42)   is obtained from Figures 6.1-21  and 6.1-22.    The 
selection  criteria used to obtain AC(42)   is the same as  that used for AC(40). 

0.1.7.6    Aircraft Storable Propellant  Fuel System 

The weight  of the storable propellant   fuel   system is given by the following 
equation: 
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WFUSYS = WBPUMP + WDIST1 + WDIST2 + WFCONT + WREFUL + WDRANS ♦ WSEAL 
(6.1.37) 

where 
WBPUMP = boost and transfer pump weight 
WDIST1 = weight of fuel  lines,  supports,  fittings,  etc from reservoir 

tank to engines 
WDIST2 = weight of fuel   lines,  supports,  fittings,  etc. between tanks 
WFCONT =  fuel system control weight 
WREFUL =  tank refueling system weight 
WDRANS = dump and drain system weight 
WSEAL =  sealing weight 

Expressions  for each component weight  are provided bt-low. 

6.1.7.b(a)     Boost and Transfer Pumps 

The weight of the boost and transfer pumps is a function of the engine thrust 
a"J the number of engines.    The equation  for boost and transfer pumps  is 

where 
WBPUMP 
TTOT 
ENGINS 

WBPUMP TTOT 
1000 

(1.75 + 0.266  *  ENGINS) 

= total weight of boost and transfer pumps,  lbs. 
=  total stage vacuum thrust,   lbs. 
= total number of engines per stage 

(6.1.38) 

6.1.7.6(b)     Fuel Distribution, Reservoir to Engine 

The fuel distribution system,  Part  I,  is the total of all  fuel  lines,  supports, 
fittings,  etc.  to provide fuel  flow from a reservoir tank to the engines. The 
equation for the fuel distribution Part  I weight is 

WDIST1  = ENGINS * AC(104)   *  (TTOT/ENGINS) (6.1.39) 

where 
WDITS1 
ENGINS 
TTOT 
AC(104) 

= total weight of fuel distribution system Part  I,  lbs. 
= total number of engines per stage 
= total stage vacuum thrust,   lbs. 
= weight coefficient for fuel  distribution system Part  I 

The weight coefficient AC(104)  is used to differentiate between a non-after- 
burning and afterburning engine.    The value of AC(104)   is obtained from 
Figure 6.1-23. 

6.1.7.6(c)    Fuel Distribution,   Inter-Tank 

The fuel distribution system.  Part  II,  is the total of all fuel  lines,  fittings, 
supports,  etc.  to provide flow between various tanks within the system.    The 
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equation for the fuel distribution system Part  II weight  is 

WDIST2  =  0.255  * GAL  **  .7  * TANKS  **   .25 (6.1.40; 

where 
WDIST2 = total weight of fuel distribution system Part  II,   lbs. 
GAL = total  gallons of fuel 
TANKS = number of fuselage fuel tanks 

6.1.7.6  (d)    Fuel  System Controls 

The fuel system controls is the total of all  valves and valve operating 
equipment such as wiring, relays,  cables,  etc.    The equation for the  fuel 
system controls weight is 

WFCONT = 0.169  * TANKS * GAL **   .5 (6.1.41) 

where 
WFCONT =  total weight of fuel system controls,   lbs. 
TANKS = number of fuselage fuel tanks 
GAL = total  gallons of fuel 

6.1.7.6(e)    Refueling System 

The fuel  tank refueling system includes  the ducts and valves necessary to 
fill  the fuel  tanks.    The equation for fuel  tank refueling system weight  is 

WREFUL = TANKS  *   (3.0 + 0.45  *  GAL **   .333) (6.1.42) 

where 
WREFUL = total weight of fuel  tank refueling system,  lbs. 
TANKS = number of fuselage fuel tanks 
GAL =  total  gallons of fuel 

6.1.7.6(f)    Dump and Drain System 

The fuel  tank dump and drain system is the  total  valves and plumbing necessary 
to dump and drain the fuel system.    The equation  for fuel tank dump and drain 
system weight is 

WDRANS = 0.159  * GAL **.65 (6.1.43) 

where 
WDRANS        = total weight of fuel tank dump and drain system,  lbs. 
GAL =  total  gallons of fuel 

6.1.7.6(g)     Sealing 

The fuel  tank bay sealing is the total weight of sealing compound and struc- 
ture required to provide a fuel tight compartment.    This sealing is used with 
a bladder tank to prevent fuel  leakage and it  is used to seal off a structural 
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compartment to provide an integral tank concept.    The equation for fuel tank 
bay sealing weight  is 

where 
WSEAL 
TANKS 
GAL 

WSEAL = 0.045  * TANKS 8   (GAL/TANKS)   **.75 

= total  fuel tank bay sealing weight,lbs 
= number of fuselage fuel  tanks 
= total  gallons of fuel 

(6.1.44) 

6.1.7.7 Aircraft Cryogenic Propellant Fuel System 

The equation for cryogenic propellant fuel system weight is used for airbreathing 
engines that utilize liquid hydrogen fuel and with rocket engine installations. 
This system weight includes the pumps, lines, valves, supports, etc. associated 
with the cryogenic fuel system.  It is divided into the components that are 
thrust dependent and the components that are primarily length dependent. The 
equation for the cryogenic fuel system weight is 

where 
WFUSYS 
TTOT 
ELBODY 
AC(44) 
AC(45) 
AC(46) 

WFUSYS = AC(44) * TTOT + AC(45) * ELBODY ♦ AC(46)       (6.1.45) 

total weight of fuel system, lbs. 
total stage vacuum thrust, lbs. 
body length, ft. 
cryogenic fuel system weight coefficient (f(Thrust)^ 
cryogenic fuel system weight coefficient (ffLength))' 
fixed cryogenic fuel system weight, lbs. 

(Length))'  lbs./ft 

The thrust dependent weight coefficient AC(44) is obtained from the upper curve 
in Figure 6.1-24 and the length dependent weight coefficient AC(45) is obtained 
from the  lower curve. 

6.1.7.8    Aircraft Cryogenic Propellant Oxidizer System 

The equation for cryogenic propellant oxidizer system weight is used with 
rocket  engine installations.    This system weight  includes the pumps,  lines, 
valves,  supports, etc. associated with the cryogenic oxidizer system.     It  is 
divided into the components that are thrust dependent and the components 
that are primarily  length dependent.    The equation for the cryogenic oxidizer 
system weight  is 

WOXSYS =  AC(47)   *  TTOT + AC(48)   * ELBODY + AC(49) (6.1.46) 

where 
WOXSYS 
TTOT 
ELBODY 
AC(47) 

= total weight of oxidizer system,   lbs. 
= total stage vacuum thrust,   lbs. 
= body  length, ft. 
= cryogenic oxidizer system weight  coefficient   (f(Thrust)) 

6.1-19 

~~M 



AC(48) = cryogenic oxidizer system weight coefficient (f(iength)), 

AC(49) = fixed cryogenic oxidizer system weight, lbs. 

The thrust dependent weight coefficient AC(47) is obtained from the upper 
curve in Figure 6.1-25 and the length dependent weight coefficient AC(48) 
is obtained from the lower curve. When an airbreathing engine installation 
is used with liquid hydrogen fuel the coefficients AC(47), AC(48), and AC(49) 
must be set to zero. 

6.1.7.9 Aircraft Storable Propellant Pressurization System 

The pressurization system for storable propellants includes the bottles 
valves, plumbing and supports. This system is used on the aircraft stage 
with airbreathing engines. The equation for storable propellant pressur-
ization system weight is 

WPRSYS = 0.0009 * TTOT * TANKS (6.1.471 

weight of pressurization system, lbs. 
total stage vacuum thrust, lbs. 
number of fuselage fuel tanks 

where 
WPRSYS 
TTOT 
TANKS 

6.1.7.10 Aircraft Cryogenic Propellant Pressurization System 

The cryogenic propellant pressurization system is based on the X-15 concept. 
The system weight includes the storage bottles, stored gas, and system compo-
nents. The weight equation inputs are based on the fuel and oxidizer tank 
volumes. The equation for cryogenic propellant pressurization system weight 

WPRSYS = AC(50) * VFUTK + AC(51) * VOXTK + AC(52) (6.1.48) 

where 
WPRSYS = weight of pressurization system, lbs. 
VFUTK = total volume of fuel tank, ft.3 

VOXTK = total volume of oxidizer tank, ft.3 

AC(50) = fuel tank pressure system weight coefficient, lbs./ft.3 

AC(51) = oxidizer tank pressure system weight coefficient, lbs./ft.3 
AC(52) = fixed pressurization system weight, lbs. 

The coefficients AC(50) and AC(51) are fuel and oxidizer dependent, respec-
tively, for the pressurization system weights. The input value for these 
coefficients are obtained from Figure 6.1-26. When an airbreathing engine 
is used with liquid hydrogen fuel, the coefficient AC(51) must be set to 
zero. 
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6.1.7.11 Aircraft Inlet System 

The weight of the inlet sy.stem is given by 

WINLET = WIDUCT + WVRAMP + WSPIKE (6.1.49) 

where 
WIDUCT = internal duct weight 
WVRAMP = ramp and ramp control weight 
WSPIKE = spike weight 

Expressions  for each component weight are given below. 

6.1.7.11(a)     Internal Duct 

The equation  for inlet internal  duct weight  is 

WIDUCT = AC(53)   *  ((ELNLET*XINLBT)   **   .5  *(AICAPT/XINLET)   **   .3334 

* PT2  **.6667  * GEOFCT *  FCTMOK)   ** AC(54)  + AC(IOS) 

(6.1.50) 
where 
WIDUCT 
ELNLET 
X INLET 
AICAPT 
PT2 
GEOi'CT 

FC1M0K 

AC(53) 
AC(54) 
AC(105) 

weight of inlet  internal duct,   lbs. 
length of duct   (lip to engine face),ft. 
number of inlets 
total   inlet capture area,   ft.^ 
calculated engine inlet pressure, psia 
geometrical out of round factor 
1.0 for round or one  flat side 
1.33  for two or more  flat sides 
Mach number factor 
1.0  for Mach < 1.4 
1.5 for Mach > 1.4 
inlet   internal duct weight  coefficient  (intercept) 
inlet   internal duct weight  coefficient  (slope) 
fixed  internal duct weight,   lbs. 

The inlet   internal duct weight  coefficients AC(53)  and AC(54)  are available 
from Figure 6.1-27. 

6.1.7.11(b)     Ramp 

The weight   for variable ramps,  actuators  and controls is dependent on temp- 
erature as the design Mach number increases.    The equation for the temperature 
correction  factor follows. 
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r j 1.0, Mach number < 3.0        ,        . . 
iMt-rLi -    j0#203 * DM + 0.4, Mach number > 3.0        lo.i.aij 

where 
TMPFCT       = temperature correction factor 
DM = design Mach number 

The design Mach number of 3.0 gives a temperature correction factor of 1.0 
and should be considered as a minimum input. 

The equation for variable ramps, actuators,  and controls is 

WVRAMP = AC(106)   *   (ELRAMP * XINLET *   (AICAPT/XINLET)  **  .5 * TMPFCT) 

** AC(107)  + AC(108) (6.1.52) 

where 
WVRAMP = weight of inlet variable ramps, actuators and controls, lbs. 
ELRAMP = total length of ramp, ft. 
XINLET = number of inlets 
AICAPT = total inlet capture area, ft.2 
TMPFCT = temperature correction factor 
AC(106) = variable ramps, actuators and controls weight coefficient (intercept) 
AC(107) = variable ramps, actuators and controls weight coefficient (slope) 
AC(108) = fixed weight for variable ramps, actuators and controls, lbs. 

The variable ramps, actuators, and controls weight coefficients, AC(106) and 
AC(107) are given in Figure 6.1-28. 

6.1.7.11(c) Spike 

The weight of the spike is a fixed input which depends on the type of spike used. 
The equation for total spike weight is 

WSPIKE = AC(109)   *  XINLET (6.1.53) 

where 
WSPIKE = total weight of spikes, lbs. 
XINLET = number of inlets 
AC(109) = spike weight coefficient, lbs. 

The weight coefficient AC(109) is obtained from Table 6.1-3. 
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6.1.8 Booster Main Propulsion 

The total weight of the booster main propulsion group is given by 

BWPRPL = BWRENG + BWFCNT + BWOCNT + BWINSF + BWINSO + BWFUSY 

+ BWDXSY + BWPRSY (6.1.54) 

where 
BWRENG = main engine weight including mounts 
BWFCNT = non-structural fuel container weight 
BWOCNT = non-structural oxidizer container weight 
BWINSF = fuel tank insulation weight 
BWINSO = oxidizer tank insulation weight 
BWFUSY = cryogenic fuel system weight 
BWDXSY = cryogenic oxidizer system weight 
BWPRSY = cryogenic propellant pressurization system weight 

Expressions for each component weight are given below. 

6.1.8.1    Booster Main Engines 

The rocket engine data is based on the LR-129 LO2/LH2 engine. The weight 
is scaled as a function of total stage vacuum thrust and area ratio. The 
equation for rocket engine weight is 

BWRENG = BC(28)   * BTTOT + BC(29)   * BTTOT *  BARATO **  BC(30)  + BC(31) 

* ENGINS + WBENMT 

where 
BWRENG = total weight of rocket engine installation,  lbs. 
BTTOT = total stage vacuum thrust, lbs. 
BARATO = rocket engine area ratio 
ENGINS = total number of engines per stage 
WBENNfT = weight of engine mounts,  lbs; section 6.1.8.2 
BC(28) = rocket engine weight coefficient  (f(Thrust)) 
BC(29) = rocket engine weight coefficient   (f(Thrust and Area Ratio)5 

BC(30) = rocket engine area ratio exponent 
BC(31) = fixed rocket engine weight,  lbs. 

The weight coefficients BC(28), BC(29), and BC(30)  are obtained from Figure 
6.1-29. The area ratio is set by the user and its effect on engine weight is 
shown in Figure 6.1-29.    The engine data presented does not include allowances 
for PVC ducts or gimbal system.    The gimbal system weight equation is 
presented in Section 6.1.9.1.    An assumption has been made that PVC ducts 
are not required on the type of vehicles used for this study so data has not 
been developed to account  for them.    The coefficient BC(31)   is used to input 
the fixed engine weight that does not scale with size.    This input is 
obtained from Figure 6.1-29. 
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6.1.8.2    Booster Engine Mounts 

The weight equation for engine mounts is 

where 
WBENMT 
BTTOT 
BC(102) 
BC(103) 

WBENWT =  BC(102)   * BTTOT + BC(103) 

= weight of engine mounts,  lbs. 
= total stage vacuum thrust,  lbs. 
= engine mount weight coefficient 
= fixed engine mount weight,  lbs. 

(6.1.56) 

The expression BC(102*BTTOT is the penalty for engine mounts attached to the 
engine. The engine mounting penalty associated with the body is included in 
the basic body structure. A typical value used in design studies is BC(102) 
0.0001. 

6.1.8.3 Booster Non-Structural Propellant Containers 

The program contains scaling equations for non-structural fuel and oxidizer 
containers that are sized as a function of total fuel tank volume and total 
oxidizer tank volume, respectively. The equation for non-structural fuel 
container weight is 

BWFCNT = BC(36) * BVFUTK + BC(37) (6.1.57) 

where 
BWFCNT 
BVFUTK 
BC(36) 
BC(37) 

= weight of non-structural fuel tank, lbs. 
= total volume of fuel tank, ft.-* 
= fuel tank weight coefficient (non-structural), lbs./ft.3 
= fixed fuel tank weight (non-structural), lbs. 

The equation for non-structural oxidizer container weight is 

BWOCNT = BC(38) * BVOXTK + BC(39) 
where 
BWOCNT 
BVOXTK 
BC(38) 
BC(39) 

= weight of non-structural oxidizer tank,   lbs. 
= total volume of oxidizer tank,  ft.3 
= oxidizer tank weight coefficient  (non-structural), 
= fixed oxidizer tank weight  (non-structural),  lbs. 

(6.1.58) 

lbs./ft.3 

6.1.8.4    Booster Fuel Tank Insulation 

This section presents data to obtain a weight penalty associated with protection 
required to prevent excessive boiloff from cryogenic propellant tanks.    The 
insulation penalty is  in terms of lbs./ft.2 of tank  area which varies in the 
sizing routine according to tank volume which,  in turn, varies with a number 
of other design parameters.    The equation for fuel tank insulation weight  is 

BWINSF  =  BC(40)   *  BSFUTK +  BC(41) (6.1.59) 
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where 
BWINSF = total weight of fuel tank insulation,  lbs. 
BSFUTK = total fuel tank wetted area,  ft.2 

BC(40) = fuel tank insulation unit weight,  lbs./ft.2 
EC(41) = fixed fuel tank insulation weight,  lbs. 

The weight coefficient BC(40)  is obtained from Figure 6.1-21 with BC(40)  and 
BC(41) replacing AC(40)  and AC(41).    The fuel tank insulation unit weight is 
a function of radiation temperature.    A typical radiating temperature of 500oF 
may be assumed for preliminary runs if other data is not available for making 
a specific selection. The bC(40) value obtained from Figure 6.1-21 is for a 
total flight duration time of 5,000 seconds.    When other flight times are 
anticipated, the BC(40) value should be modified by multiplying it by the 
time correction factor (Tcorr.)  obtained from Figure 6.1-22. 

6.1.8.5    Booster Oxidizer Tank Insulation 

It is assumed that the cryogenic oxidizer may be based upon the general data 
of Section 6.1.8.4.    No requirement for the insulation of the main oxidizer 
tanks has been necessary in past design studies because storage times have 
been relatively low.    However,  an equation and input data is provided for cases 
in which oxidizer tank insulation is required. 

BWINSO = BC(42)   * BSOXTK + BC(43) (6.1.60) 

where 
BWINSO = total weight of oxidizer tank  insulation,  lbs. 
BSOXTK = total oxidizer tank wetted area,  ft.2 

BC(42) = oxidizer tank insulation unit weight,  lbs./ft.2 

BC(43) = fixed oxidizer tank insulation weight,  lbs. 

The weight coefficient BC(42)  is obtained from Figure 6.1-21.    The selection 
criteria used to obtain BC(42)  is the same as that used for BC(40).    The 
coefficient BC(42)  obtained from Figure 6.1-21 is for a total flight time 
of 5000 seconds.    When other flight times are anticipated,  the BC(42) value 
should be modified by multiplying it by the time correction  factor, Tcorr., 
obtained from Figure 6.1-22. 

6.1.8.6    Booster Cryogenic Propellant Fuel System 

The equation for cryogenic propellant fuel system weight includes the pumps, 
lines, valves,  supports,  etc.    associated with the cryogenic fuel cryogenic 
fuel system.    It is divided into the components that are thrust dependent and 
the components  that are primarily length dependent.    The equation for the 
cryogenic fuel system weight is 

BWFUSY =  BC(44)   * BTTOT + BC(45)   * BLBODY  + BC(46) (6.1.61) 

where 
BWFUSY   = total cryogenic fuel system weight, lbs. 
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BTTOT = total stage vacuum thrust, lbs. 
BLBODY = body length,  ft. 
BC(44) = cryogenic fuel system weight coefficient  (f(Thrust)) 
BC(45) = cryogenic fuel system weight coefficient (f(Length))»  lbs./ft. 
BC(46) = fixed cryogenic fuel system weight, lbs. 

The thrust dependent weight coefficient BC(44) is obtained from the upper 
curve in Figure 6.1-30 and the length dependent weight coefficient BC(45) 
is obtained from the lower curve. 

6.1.8.7    Booster Cryogenic Propellant Oxidizer System 

The equation for cryogenic propellant oxidizer system weight is used with 
rocket engine installations.    This system weight includes the pumps, lines, 
valves, supports, etc. associated with the cryogenic oxidizer system.    It 
is divided into the components that are thrust dependent and the components 
that are primarily length dependent.    The equation for the cryogenic oxidizer 
system weight is 

BWOXSY = BC(47)   * BTTOT + BC(48)  * BLBODY + BC(49) (6.1.62) 

where 
BWOXSY 
BTTOT 
BLBODY 
BC(47) 
BC(48) 
BC(49) 

= total cryogenic oxidizer system weight,  lbs. 
= total stage vacuum thrust, lbs. 
= body length,  lbs. 
= cryogenic oxidizer system weight coefficient (f(Thrust)) 
= cryogenic oxidizer system weight coefficient (f(Length))» lbs./ft, 
= fixed cryogenic oxidizer system weight, lbs. 

The thrust dependent weight coefficient BC(47) is obtained from the upper 
curve in Figure 6.1-31 and the length dependent weight coefficient BC(48) 
is obtained from the lower curve. 

6.1.8.8 Booster Cryogenic Propellant Pressurization System 

The cryogenic propellant pressurization system is representative of a stored 
high pressure helium system. The two major parameters used to obtain input 
are the main tank pressure and the helium storage temperature. The system 
weight includes the storage bottles, stored gas, and system components. The 
weight equation inputs are based on the fuel and oxidizer tank volumes. The 
equation for cryogenic propellant pressurization system weight is 

BWPRSY = BC(50) * BVFUTK + BC(51) * BVOXTK * BC(52)   (6.1.63) 

where 
BWPRSY 
BVFUTK 
BVOXTK 
BC(50) 
BC(51) 
BC(52) 

= weight of pressurization system, lbs. 
» total volume of fuel tank, ft. 
= total volume of oxidizer tank, ft.^ 
= fuel tank pressure system weight coefficient, lbs./ft.^ 
= oxidizer tank pressure system weight coefficient, lbs./ft.' 
= fixed pressurization system weight, lbs. 
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The coefficients BC(50)  and BC(51) are fuel and oxidizer dependent, respec- 
tively, for the pressurization system weights.    The input value for these 
coefficients are obtained from Figure 6.1-32. 

6.1.9    Aircraft Orientation Controls and Separation 

The total weight of the aircraft orientation controls and separation group 
is given by 

WORNT = WGIMBL + WACS + WACSTK + WAERO + WSEP (6.1.64) 

where 
WGIMBL = gimbal system weight 
WACS = attitude control system weight 
WACSTK = attitude control system tank weight 
WAERO = aerodynamic control system weight 
WSEP = separation system weight 

Expressions for each component weight are given below. 

6.1.9.1    Aircraft Gimbal  System 

The gimbal  (thrust-vector-control)  actuation system is utilized on the air- 
craft configuration when a rocket engine is used for main impulse.    The data 
in Figures 6.1-33 and 6.1-34 is for an electrical  system consisting of a 
silver-zinc primary battery, a d.c. electric motor and a gear train, two 
magnetic partical clutches and ball-screw actuators.    Reference 1 also dis- 
cussed a pneumatic actuation system.    Both systems were competitive from a 
weight standpoint with a slight advantage for electrical systems for the 
longer operating times  (~1200 seconds) and for all torque levels greater 
than 1000 Ib-in. 

The system weight is expressed in parametric form as a function of delivered 
torque, maximum deflection rate of nozzle and operating time.    The range of 
significant operational requirements and conditions for the data presented 
are given in Table 6.1-4.    The system assumes pitch and yaw control for 
single engine and pitch, yaw and roll control  for multiple engines.    The 
equation for delivered torque is 

TDEL =  750  *   (TT0T/ENG1NS/PCHAM)   **  1.25 (6.1.65) 

where 
TDEL = gimbal system delivered torque,  Ib-in 
TTOT = total stage vacuum thrust, lbs. 
ENGINS = total number of engines per stage 
PCI1AM = rocket engine chamber pressure, psia 

The delivered torque calculation assumes a maximum nozzle deflection of 10 
degrees.    The calculated delivered torque is then used in the gimbal system 
weight equation which is 
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WGIMBL = AC(55) * TDEL ** AC(llO) + AC(56)        (6.1.66) 

where 
WGIMBL = weight of engine gimbal system, lbs. 
TDEL = gimbal system delivered torque, Ib-in 
AC(55) = gimbal system weight coefficient (intercept) 
AC(llO) = gimbal system weight coefficient (slope) 
AC(56) = fixed gimbal system weight, lbs. 

The weight coefficients AC(55) and AC(llO) are obtained from Figures 6.1-33 
and 6.1-34. The data in Figure 6.1-33 represents a gimbal system with a 
maximum nozzle deflection rate of 20 degrees per second and Figure 6.1-34 
is for five degrees per second. Both figures are for maximum deflections 
of 10 degrees and operating times of 100 and 1200 seconds. When the airplane 
configuration utilizes airbreathing engines for main impulse, a gimbal 
system is not required. Directional control will be accomplished through 
the use of aerodynamic surfaces. 

6.1.9.2 Aircraft Spatial Attitude Control System 

This subsystem includes the weight of the attitude control system which 
includes engines, valves, pressurant and residual propellants.  It does not 
include the propellants and their associated tankage. 

The system includes 4-pitch, 4-yaw, and 4-roll engines with each of the pitch 
and yaw engines having identical thrust levels, the thrust of the roll 
engines being half that of a pitch or yaw engine. All the engines are radi- 
ation cooled with a pitch and yaw thrust range from 30 to 100 lbs. The 
equation for attitude control system weight is 

WACS = AC(57) * WTO ** AC(58) + AC(59) (6.1.67) 

where 
WACS = weight of attitude control system, lbs. 
WTO = gross weight, lbs. 
AC(57) = ACS system weight coefficient (intercept) 
AC(58) = ACS system weight coefficient (slope) 
AC(59) = fixed ACS system weight, lbs. 

The weight coefficients AC(57) and AC(58) represents the intercept and slope, 
respectively, for the data shown in Figure 6.1-35. The curves in Figure 
6.1-35 represent three different size systems with total impulse ranges of 
100,000; 200,000; and 300,000 lb-sec. When design data is not available to 
base a total impulse estimate on,the user may input AC(57) and AC(58) on the 
200,000 lb-sec. curve. The X-15 had 235,000 lb-sec as a comparative bases. 
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6.1.9.3   Aircraft Attitude Control System Tankage 

The attitude control system tankage weight includes the bladders, insulation, 
mounting, etc., but does not include the propellants.    The tankage system 
assumes storable monopropeHants, helium pressurization and titanium tank 
material.    The equation for attitude control system tankage weight is 

where 
WACSTK 
WACSFU 
WACSOX 
AC(64) 
AC(65) 

WACSTK = AC (64)   *  (WACSFU + WACSOX)  + AC (65) 

= weight of attitude control system tankage, lbs. 
= weight of ACS fuel,  lbs. 
= weight of ACS oxidizer,  lbs. 
= ACS tank weight coefficient 
= fixed ACS tank weight, lbs. 

(6.1.68) 

The weight coefficient AC(64)  is a ratio of tankage weight to propellant 
weight.    A typical predesign value for AC(64)  is 0.10. 

6.1.9.4    Aircraft Aerodynamic Controls 

The weight of this subsystem includes the total weight of the aerodynamic 
control system.    It includes all control levers, push-pull rods, cables, and 
actuators from the control station up to but not including the aerodynamic 
surfaces.    It wil    also include the autopilot if it is not integral with the 
navigation system.    This weight does not include the hydraulic/pneumatic system 
weight.    The aerodynamic controls data for straight and swept wing aircraft 
has been separated from the delta wing aircraft data.    The basic equation for 
aerodynamic controls system weight is 

WAERO = AC(60) * (WTO .666 * (ELBODY + GSPAN) ** .25) ** AC(lll) + AC(61) 

where 
WAERO = weight of aerodynamic controls,  lbs. 
WTO = gross weight,  lbs. 
ELBODY = body length,  ft. 
GSPAN = geometric wing span,  ft. 
AC(60) = aerodynamic control system weight coefficient 
AC(lll) = aerodynamic control system weight coefficient 
AC(61) = fixed aerodynamic control system weight, lbs. 

(6.1.69) 

(intercept) 
(slope) 

The weight coefficients AC(60)  and AC(lll) are obtained from Figure 6.1-36. 

6.1.9.5    Aircraft Separation System 

The separation system weight  includes the system and attachments on the air- 
plane for separating the two stages  from each other.    The equation for the 
separation system weight is 

WSEP = AC(62)  * WTO * AC(63) (6.1.70) 
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where 
WSEP = weight of separation system, lbs. 
WTO = gross weight, lbs. 
AC(62) = separation system weight coefficient 
AC(63) ■ fixed separation system weight, lbs. 

The coefficient AC(62) is a constant that will scale the separation system 
weight as a function of gross weight. If design data is not available, and 
it is assumed that the major loads are reacted by the booster, a preliminary 
design value of AC(62) = 0.003 may be used. 

6.1.10 Booster Orientation Controls and Separation 

The total weight of the booster orientation controls and separation group is 
given by 

BWORNT = BWGIMB + BWSEP (6.1.71) 

whc^e 
BWGIMB        = gimbal system weight 
BWSEP = separation system weight 

Expressions  for each component weight are given below. 

6.1.10.1    Booster Gimbal System 

The booster gimbal  (thrust-vector-control)   actuation system data is identical 
to the aircraft gimbal system of Section 6.1.9.1.    The gimbal system weight 
equation is 

BWGIMB = BC(55)   *  BTDEL ** BC(110)   + BC(56) (6.1.72) 

where 
BWGIMB = weight of engine gimbal system,  lbs. 
BTDEL ■ gimbal system delivered torque,  Ib-in., Section 6.1.9.1 
BC(55) = gimbal system weight coefficient  (intercept) 
BC(llO) = gimbal system weight coefficient (slope) 
BC(56) = fixed gimbal system weight,  lbs. 

Piie weight coefficients BC(55)  and BC(110)  are obtained from Figures 6.1-33 
and 6.1-34 as the aircraft system. 

6.1.10.2    Booster Separation System 

The separation system weight includes the system and attachments that are 
on the booster for separating the two stages from each other.    The equation 
for the separation system weight  is 

BWSEP =  BC(62)   *  BWTO +  BC(63) (6.1.73) 
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where 
BWSEP weight of separation system,  lbs. 
BWTC = gross weight,  lbs. 
BC(62) = separation system weight coefficient 
EC(63) = rxed separation system weight, lbs. 

The coefficient BC(62)  is a constant that will scale the separation system 
weight as a vunction of gross weight.     If design data is not available,  and 
if it is assumed that the major loads are reacted by the booster,  a prelim- 
inary design value of BC(62)  = 0.0005 may be used. 

6.1.11    Aircraft Power Supply,  Conversion and Distribution 

The total weight of the aircraft power supply, conversion and distribution 
group is given by 

WPWRSY = WELECT +  WHYPNU (6.1.74) 
where 
WELECT       = electrical system weight 
WHYPNU       = hydraulic/pneumatic system weight 

Expressions for each component weight are given below. 

6.1.11.1    Aircraft Electrical System 

This subsystem includes the weight  for the items required to generate, convert 
and distribute electrical power required to operate the various vehicle sub- 
systems.    Subsystems requiring electrical power are mainly electronics equip- 
ment,  life support, environmental  control equipment,  lights, heaters, and 
blowev motors.    The electrical  load varies with flight conditions and flight 
phasj depending upon the demands of each subsystem.    The electrical system 
data presented provie'es a preliminary weight representative of high speed 
fighter aircraft. 

Major components represented in the system weight are batteries and AC gener- 
ators,  transformer rectifier units,  control equipment and power distribution 
system.    The equation for electrical system weight is 

WELECT = AC(66)   *   (WTO **.S  * ELBODY **.25)   ** AC(112)   + AC(67) 
(6.1.75) 

where 
WELECT        = weight of electrical  system,   lbs. 
WTO = gross weight,  lbs. 
ELBODY        = body length,  ft. 
AC(66)        = electrical system weight coefficient  (intercept) 
AC(112)      = electrical system weight coefficient  (slope) 
AC(67)        = fixed electrical system weight,  lbs. 

The weight coefficients AC(66)   and AC(112)  are obtained from Figure 6.1-37. 
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6.1.11.2    AIRCRAFT HYDRAULIC/PNEUMATIC SYSTEM 

The hydraulic/pneumatic system is comprised of the system components to 
produce fluid or pneumatic pressure, control equipment, storage vessels, 
hydraulic fluig, and a distribution system up to but not including the 
various functional branches, actuators, etc.    The equation for hydraulic/ 
pneumatic system weight is 

WHYPNU = AC(68)     ((SWING+SHORZ+SVERT)   * QMAX/IOOO]  ** 0.334 

+  (#LB0DY + STSPAN)   ** 0.5  * TYTAIL    ** AC(113)   + AC(69) L    ** 

where (6.1.76) 
WHYPNU        = weight of hydraulic/pneumatic system,  lbs. 
SWING =  gross wing area, ft.2 
SHORZ = horizontal stabilizer planform area,  ft.^ 
SVERT = vertical fin planform area,  ft.2 

QMAX = maximum dynamic pressure,  lbs./ft.2 
ELBODY        = body length,  ft. 
STSPAN        = structural span (along  .5 chord),  ft.2 

TYTAIL       = type tail coefficient 
1.0 for conventional tail 
1.25 for delta planform 
1.5 for all moving horizontal and/or vertical 

AC(68)        = hydraulic/pneumatic system weight coefficient  (intercept) 
AC(113)      = hydraulic/pneumatic system weight coefficient  (slope) 
AC(69)        = fixed hydraulic/pneumatic system weight, lbs. 

The weight coefficients AC(68)  and AC(113) are obtained from 6.1-38. 

6.1.12    Booster Power Supply, Conversion and Distribution 

Total weight of the booster power supply, conversion, and distribution system 
is given by 

BWPWSY = BWELEC + BWHYPN (6.1.77) 
where 
BWELEC        = electrical system weight 
BWHYPN        = hydraulic/pneumatic system weight 

Expressions  for each component weight are given below. 

6.1.12.1    Booster Electrical System 

The electrical system consists of a distribution system only.    The booster 
electrical system is assumed to be a function of body length and the scaling 
equation is 

BWELEC =  BC(66)   *  BLBODY +  BC(67) (6.1.78) 
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where 
BWELEC = weight of electrical system, lbs. 
BLBODY = body length, ft. 
BC(66) = electrical system weight coefficient, lbs./ft. 
BC(67) = fixed electrical system weight, lbs. 

If design data is not available, a preliminary design value of BC(66) =2.0 
may be used. 

6.1.12.2 Booster Hydraulic/Pneumatic System 

The hydraulic/pneumatic system for the booster consists of control valves and 
distribution system. The hydraulic/pneumatic power generation will be 
obtained from the aircraft system. The equation for booster hydraulic/pneumatic 
system weight is 

BWHYPN = BC(68) * BLBODY + BC(69) (6.1.79) 

where 
BWHYPN = weight of hydraulic/pneumatic system, lbs. 
BLBODY = body length,ft. 
BC(68) = hydraulic/pneumatic system weight coefficient, lbs./ft. 
BC(69) = fixed hydraulic/pneumatic system weight, lbs. 

If design data is not available, a preliminary design value of BC(68) = 4.0 
may be used. 

6.1.13 Aircraft Avionics 

The avionic system includes the guidance and navigation system, the instru-
mentation, and the communications system. 

The guidance and navigation system includes those items necessary to insure 
that the vehicle position and its trajectory is known at all times. This 
system also generates commands for the flight control system for changing or 
correcting the vehiclc heading. 

Tho instrumentation system provides for a weight allocation assigned to the 
basic instruments normally required for sensing and readout of the normal 
flight parameters needed for monitoring a flight program. In addition to this 
basic system there are many possible mission oriented instrumentation functions 
that may be required. Weight allocation for the instrumentation system is 
normally part of a design study for a particular vehicle design and mission 
requirement. 

The oonmunioation system weight allocation is for all equipment necessary 
to provide for the communication between vehicle and air or ground stations 
including communication within the vehicle itself. 
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The equation for avionic system weight  is 

WAVONC = AC(70)   * WTO ** AC(114)  + AC(71) (6.1.80) 

where 
WAVONC = weight of avionics system,  lbs. 
WTO = gross weight,  lbs. 
AC(70) = avionic system weight coefficient  (intercept) 
AC(114) = avionic system weight coefficient  (slope) 
AC(71) = fixed avionic system weight,  lbs. 

The weight coefficients AC(70)  and AC(114)  are obtained from Figure 6.1-39. 
This data represents systems of advanced capability with significant  fire 
control capability (F-lll and B-58 type). 

6.1.14    Aircraft Crew Systems 

The crew provisions include the equipment and personnel environment control 
system, crew compartment insulation, personnel accommodations, fixed  life 
support equipment, emergency equipment,  crew station controls    and panels. 

The equipment environmental aontvol system is used to maintain the correct 
operating conditions for vehicle system equipment.    The function of the 
personnel environmental control system is to provide an acceptable environ- 
mental condition for the crew.    This includes temperature, atmosphere and 
pressurization equipment and supports.    The compartment insulation is required 
for controlling enviromment in conjunction with the overall active environ- 
mental system.    The aaaormodatione for personnel includes seats,  supports, 
restraints, shock absorbers, ejection mechanisms,  etc.      The fixed lift support 
system includes food containers, waste management, hygiene equipment, etc. 
The fixed emergency equipment includes a built-in fire extinguishing system, 
life rafts, etc.    The crew station control and panels is for installation of 
crew station flight controls, instrument panels,  control pedestals and stands. 

The crew provisions are a combined function of gross weight, crew size,  and 
fixed weights.    Therefore, the weight penalty may be represented by one 
equation and the various inputs collected and summed from Table 6.1-5.    The 
equation for crew provisions weight is 

WCPROV = AC(74)  * WTO + AC(80)   * CREW + AC(75) (6.1.81) 

where 
WCPROV = weight of crew provisions,   lbs. 
WTO = gross weight,  lbs. 
CREW = number of crew members 
AC(74) = equipment ECS weight coefficient 
AC(80) = crew provisions weight coefficient 
AC(75) = fixed crew provisions weight,  lbs. 
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6.1.15   Aircraft Design Reserve 

The input for contingency and growth permits a proportion of dry weight 
and/or a fixed weight to be set aside for growth allowance, design unknowns, 
etc.    The aircraft dry weight is summed by the equation: 

WDRY = WSURF ■• WBODY + WTPS + WGEAR + WPROPU + WORNT 

+ WPWRSY + WAVONC + WCPROV (6.1.82) 

This value for dry weight is then used in the equation for contingency and 
growth which is 

WCONT = AC(98)   * WDRY + AC(99) (6.1.83) 

where 
WCONT = weight of contingency and growth, lbs. 
WDRY = stage dry weight,  lbs. 
AC(98) = contingency and growth coefficient 
AC(99) = fixed contingency and growth weight,   lbs. 

The aircraft weight empty is summed by the equation 

WEMPTY = WDRY + WCONT (6.1.84) 

6.1.16    Booster Design Reserve 

The input  for contingency and growth permits a proportion of dry weight  and/or 
a fixed weight to be set aside for growth allowance, design unknowns, etc. 
The booster dry weight is summed by equation  (6.1.85) 

BWDRY =  BWBODY + BWTPS +  BWPRPL + BWORNT + BWPWSY       (6.1.85) 

This value for dry weight is then used in the equation for contingency and 
growth which is 

BWCONT = BC(98)   *  BWDRY +  BC(99) (6.1.86) 

where 
BWCONT = weight  of contingency and growth,  lbs. 
BWDRY = stage dry weight,  lbs. 
BC(98) = contingency and growth coefficient 
BC(99) = fixed contingency and growth weight,  lbs. 

The booster weight  empty is summed by the equation 

BWEMTY =  BWDRY +   BWCONT (6.1.87) 
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6.1.17   Aircraft Crew and Crew Life Support 

This section includes the crew, gear and accessories as well as the crew  life 
support.    The creWj  gear, and aaaessories includes crew, constant wear and 
protection garments, pressure suits, head gear, belt packs, personal para- 
chutes, portable hygienic equipment, mav-,, manuals, log books, portable fire 
extinguishers, maintenance tools, etc.    The arew life support includes food, 
water, portable containers, medical equipment,  survival kits, etc.    The 
equation for crew and er w life support weight is 

WCREW = AC(72)  * CREW + AC(73) (6.1.88) 

where 
WCREW = weight of crew, gear, and crew life support, lbs. 
CREW = number of crew members 
AC(72) = crew weight coefficient 
AC(73) = fixed crew weight, lbs. 

Typical values for the crew dependent weight is shown in Table 6.1-6. The 
input coefficient AC(73) is used for fixed crew life support weight. A 
typical input for AC(73) is shown in Table 6.1-6. This coefficient may also 
be used to input a fixed weight for crew and crew life support. When AC(73) 
is used for this purpose the coefficient AC(72) must be set to zero. 

6.1.18 Payload 

6.1.18.1 Aircraft Payload 

The aircraft payload weight  is  input as WPAYLD.    The value is determined by 
the user. 

6.1.18.2 Booster Payload 

The booster payload consists of the upper stage 

6.1.19    Aircraft Propellants 

6.1.19.1    Aircraft Trapped Propellants 

The equation for trapped fuel weight is 

WFTRAP =  AC(92)  * WFUEL + AC(93) (6.1.89) 

where 
WFTRAP        = weight of fuel  trapped in tank and lines,   lbs. 
WFULL = weight of main impulse plus reserve  fuel,   lbs. 
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AC(92)        = trapped fuel weight coefficient 
AC(93)        =  fixed trapped fuel weight,  lbs. 

A typical input value for AC(92) will vary from 0.005 to 0.03. 

The equation for trapped oxidizer weight is 

WOTRAP = AC(94)  * WOXID + AC(95) (6.1.90) 

where 
WOTRAP = weight of oxidizer trapped in tank and lines, lbs. 
WOXID = weight of main impulse plus reserve oxidizer,  lbs. 
AC (94) = trapped oxidizer weight coefficient 
AC(95) = fixed trapped oxidizer weight,  lbs. 

A tppical  input value for AC(94) will vary from 0.005 to 0.03 

6.1.19.2    Aircraft Reserve Propellant 

The equation for reserve fuel weight is 

WFRESV = AC(84)   * WFUELM + AC(85) (6.1.91) 

where 
WFRESV = weight of fuel reserve, lbs. 
WFUELM = weight of main impulse fuel,  lbs. 
AC(84) = reserve fuel weight coefficient 
AC(85) = fixed reserve fuel weight,  lbs. 

The equation for reserve oxidizer weight is 

WORESV =  AC(86)   * W0XIDM + AC(87) (6.1.92) 

where 
WORESV = weight of oxidizer reserve,  lbs. 
WOXIDM = weight of main impulse oxidizer,  lbs. 
AC(86) = reserve oxidizer weight coefficient 
AC(87) = fixed reserve oxidizer weight,  lbs. 

A typical  input value  for AC(84) and AC(86)  will vary from 0.01 to 0.20. 

6.1.19.3    Attitude Control System (ACS) Propellants   (In-Flight Losses) 

The attitude control system is based on a monopropellant system.    The equations 
for ACS fuel and oxidizer weight are 

WACSFU = AC(96)  * WTO + AC(97) (6.1.93) 
and 

WACSOX = WACSFU * OFACS (6.1.94) 
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where 
WACSFU 
WTO 
AC (96) 
AC (9 7) 
WACSOX 
OFACS 

= weight of ACS fuel,  lbs. 
= gross weight,   lbs. 
= ACS fuel weight coefficient 
= fixed ACS fuel weight,   lbs. 
= weight of ACS oxodizer,  lbs. 
= ACS oxidizer to fuel mixture ratio by weight 

A predesign value for AC(96)  from 0.001 to 0.005 may be used. 

6.1.19.4    Main Propellants 

The main impulse propellant equations are 

WFUELM =  WPMAIN/(1.   + OF) 

WOXIDM = WFUELM * OF 
and 

where 
WFUELM 
WPMAIN 
OF 
WOXIDM 

= weight of main impulse fuel, lbs. 
= weight of main impulse propellant, lbs. 
= main oxidizer to fuel mixture ratio by weight 
= weight of main impulse oxidizer, lbs. 

(6.1.95) 

(6.1.96) 

6.1.20    Aircraft Weight Summary 

The total weight of main impulse plus reserve fuel and the total weight of 
main impulse plus reserve oxidizer are summed by the equations: 

WFUEL =  WFUELM + WFRESV (6.1.97) 

WOXIÜ =  WOXIDM + WORESV (6.1.98) 

The total weight of fuel and oxidizer in the tanks are summed by the equations 

WFUTOT = WFUEL + WFTRAP (6.1.99) 

WOXTOT =  WOXID + WOTRAP (6.1.100) 

The total weight of propellant tanked is summed by the equation 

WP -  WFUTOT + WOXTOT (6.1.101) 

The operating weight  empty  is  summed by the  equation 

WOPMTY = WEMPTY + WRESID + WCREW + WACSFU + WACSOX (6.1.102) 

The zero fuel weight  is summed by the equation 

WZROFU =  WOPMTY ♦ WPAYLD (6.1.103) 
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The gross weight is summed by the equation 

WTO = WZROFU + WPMAIN + WFRESV + WORESV (6.1.104) 

The landing weight  is calculated by the equation 

WLAND = WTO - AC(IOO)  * WPMAIN (6.1.105) 

6.1.21    Booster Propellants 

6.1.21.1     Booster Trapped Propellant 

The equation for trapped fuel weight is 

BWFTRP =  BC(92)   * BWFUEL + BC(93) (6.1.106) 

where 
BWFTRP = weight of fuel  trapped in tank and lines,   lbs. 
BWFUEL = weight of main  impulse plus reserve fuel,   lbs. 
BC(92) = trapped fuel weight coefficient 
BC(93) =  fixed trapped  fuel weight,  lbs. 

A typical input value for BC(92) will vary from 0.005  to 0.3 

The equation for trapped oxidizer weight  is 

BWOTRP =  BC(94)   *  BWOXID + BC(95) (6.1.107) 

where 
BWOTRP = weight of oxidizer trapped in tank and lines,  lbs. 
BWOXID = weight of main  impulse plus reserve oxidizer,  lbs. 
BC(94) = trapped oxidizer weight coefficient 
BC(95) = fixed trapped oxidizer weight,   lbs. 

A typical input value for BC(94) will vary from 0.005 to 0.03. 

6.1.21.2     Booster Reserve Propellant 

The booster propellant residuals are summed by the equation 

BWRESD =  BWFTRP + BWOTRP (6.1.108) 

The equation  for reserve fuel weight is 

BWFRES =  BC(84)   * BWFULM +  BC(85) (6.1.109) 

where 
BWFRES       = weight of fuel   reserve,  lbs. 
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BWFULM        = main impulse fuel weight,  lbs. 
BC(84)        = reserve fuel weight coefficient 
BC(85)        = fixed reserve fuel weight,  lbs. 

A typical  input value for BC(84) will vary from 0.01 to 0.20 

The equation for reserve oxidizer weight is 

BWORES =  BC(86)   *  BWOXM +  BC(87) (6.1.110) 

where 
BWORES = weight of oxidizer reserve, lbs. 
BWOXM = main impulse oxidizer weight, lbs. 
BC(86) = reserve oxidizer weight coefficient 
BC(87) = fixed reserve oxidizer weight, lbs. 

A typical input value for BC(86) will vary from 0.01 to 0.20 

6.1.21,3 Main Propellents 

If a mass ratio and mixture ratio are input, the propellants are calculated 
by the following equations: 

BWPMAN = BWTO * (BMASRT -l.)/BMASRT (6.1.111) 

BWFULM = BWPMAN/(BMIXRT +1.) (6.1.112) 

BWOXM = BWPMAN - BWFULM (6.1.113) 

where 
BWPMAN = weight of main impulse propellant,   lbs. 
BWTO = gross weight,  lbs. 
BMASRT = stage mass ratio 
BWFULM = main impulse fuel,   lbs. 
BMIXRT = oxidizer to fuel mixture ratio by weight 
BWOXM = main impulse oxidizer,  lbs. 

If the main impulse propellant is calculated and input as BWPMAN,  the weight 
of main impulse fuel and oxidizer are then calculated by the other two 
equations. 

6.1.22    Booster Weight Summary 

The weight of the main impulse and reserve fuel and oxidizer are summed by 
the equations 

BWFUEL =  BWFULM + BWFRES (6.1.114) 

BWOXID =  BWOXM + BWORES (6.1.115) 
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The total weight of the fuel and oxidizer in the tank are summed by the 
equations: 

BWFUTL =  BWFUEL + BWFTRP (6.1.116) 

BWOXTL =  BWOXID +  BWOTRP (6.1.117) 

The booster operating weight empty is summed by the equation 

BWOPNfT =  BWEMPTY +  BWRESD (7.1.118) 

The booster zero fuel weight  (or burnout) is summed by the equation 

BWZROF =  BWOPMT + WTO (6.1.119) 

The booster gross weight is summed by the equation 

BWTO =  BWZROF + BWPMAN +  BWFRES +  BWORES (6.1.120) 

6.1.23    Volume and Geometry Calculations 

The References 1  and 2 VSAC program contains several geometric scaling options, 
all of which are based on straightforward magnification or diminution of the 
nominal configuration.    These scaling options are generally inadequate for 
realistic configuration perturbations.    Hence,  in the ODIN/MFV alternate 
sources of geometric perturbations must be employed such as the geometry 
programs of Section 3. 

REFERENCES: 

1. Adams, J. D.,  Vehicle Synthesis of High Speed Aircraft, Volume I: Analysis 
Techniques and User's Instructions, AFFDL-TR-71-40, June 1971. 

2. Oman, B., Vehicle Synthesis of   High Speed Aircraft, Volume  II:    Weights 
and Geometry Analysis, AFFDL-TR-71-40, June 1971. 

3. Glatt, C. R,, Weight Analysis  for Advanced Transportation Systems, 
Aerophysics Research Corporation  LTN-01,  1972. 
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New' WiadsUald »tain riicht SpMd Total Body 
Gear gnH Gear Opening Brakes Secondajy Wotted 

No. Airplane Door Canopy Door« Doors Structure Area AC(17)       1 

1 T-38 20 366 42 0 S3 481 533 0.90       | 

2 F-104A 21 168 197 O 17 403 669 0.60 

XF-S8 32 174 177 0 31 414 715 0.58 

F-105D 41 293 40 384 402 1160 1030 1.13 

F-105D 35 278 169 430 402 1364 991 1.38 

F-101C 27 251 136 407 174 995 1036 0.S6 

F-101B 28 376 127 272 150 953 827 1.15 

F-102A 30 302 166 836 35 1059 991 
i 

1.07 

F-106A 70 662 171 632 72 1607 1222 1.32 

10 B-»SA 18 48« ass 0 0 •06 1373 0.59 

TABLE 6.1-1.    TYPICAL FAIRING WEIGHTS 

FaiHnrr Tyne WFat 
and 

Q - 400 lbs/ft2 

T = 400oF 

Aerodyiirunic Shroud 4.80 

1   Canopy Fairing 4.00 

Equipment Fairing 1.50 

Dorsal Fairing 2.00 

Cable Fairing 1.50 

Landing Gear Fairing 2.00 

TABLE 6.1-2.    SECONDARY STRUCTURE PATA 

|                   TYPE OF SPIKE AC(109)        j 

1/2 ROUND - FIXED 

|        FULL HOUND - TRANSLATING 

FULL TRANSLATING AND EXPANDING 

35 

70 

290 

TABLE 6.1-3.     TYPICAL SPIKE NEIGttTS 
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uelivercd Torque 6,000 10 3,000,000 Ib-in 

Nozzle Deflection 2 to 20 (legrces 

Nozzle Deflection Rate 5 to 25 degrees/second 

Operating Time 50 to 1200 seconds 

Thermal Environment -420 lo MOO0!' 

Acceleration 2.5 to 15g 

TABLE 6.1-4.  AIRCRAFT GIMBAL SYSTEM PARAMETERS 

SYSTEM DESCIUPTION AC(7f> AC(k-->( ACpi) 

Equipment EnviroumciiUU Control 0.0005 - 100 

Porwumcl Knvironmonlnl Conlrol 10 260 

Coinimrlmcnt Insulalion - 60 - 

AcooinnuvdalLoiiB lor I'urtonncl 

D-70 Ty,tv HncnpsuUtod Scat « 570 _ 
X-16 Ejoclion Scat - 300 . 
Comlul Ejection Scat - 220 - 
Llthlueitlit Ejection Scat - 100 . 
Conventional Crew Suat - 60-120 - 

Fixed Life Support - 10 - 

Fixed Emergency Equipment - 60 - 

Crtw Station Control» and Pinoli - 40 SO 

TABLE 6.1-5.  TYPICAL AIRCRAFT CREW PROVISION INPUTS 

DESCaiPTION ACa») AC(7J) 

Crew, Ccir and Acoeiwrles 

Crew Lit» Support 

220-290 

l<4 U-»0 

TABLE 6.1-6.  TYPICAL INPUTS FOR CREW AND CREN LIFE 
SUPPORT 
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SECTION 7 

PERFORMANCE 

The ODIN/MFV program library contains three performance estimation programs, 
Program sources are previous Air Force Flight Dynamics Laboratory studies 
and in-house Air Force and NASA programming.    Programs are provided for 

1. Simplified take-off and landing analysis 
2. Approximate segmented mission analysis 
3. Three-degree-of-freedom flight path optimization 

Each program is outlined below; for complete details reference should be 
made to the original source documentation.    At the present time the simpli- 
fied take-off and landing analysis code is an integral part of the approxi- 
mate segmented mission analysis code. 
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7.1    PROGRAM TOLAND:    A SIMPLIFIED TAKE-OFF 

AND LANDING ANALYSIS CODE 

Program TOLAND was originally constructed by Mr.  Louis J. Williams of NASA's 
Advanced Concepts and Missions Division, OART.    The program provides 

1. Simplified high lift aerodynamics based on Reference 1 
2. A ground roll analysis 
3. Rotation logic 
4. Climb out to clear a 50 foot obstacle 

TOLAND,  as presently installed in the ODIN/MFV does not exist as an inde- 
pendent code; rather it is an option in the Section 7.2 NSEG II program. 

7.1.1    Take-Off High Lift Aerodynamics 

Program TOLAND uses a self-contained aerodynamics package based primarily 
on the Reference 1 DATCOM methods.    Angle of attack in the ground run and 
rotation maneuvers is determined from the vehicle geometry.    In the ground 
roll 

aG - aBG + aWB {-1A^ 

where 
ac ■ wing incidence in ground roll 
aBG= body incidence in ground roll 
a^B13 wing incidence relative to body 

In the rotated attitude 

otR = "»MAX ■ 1<0 + aWB C7'1>2) 

The additional symbols are 

OR       = wing incidence following rotation 
OBMAX = maxi,num body rotation, usually determined by the tail dragging 

condition 

7.1.1.1    Take-Off Lift and Drag 

7.1.1.1(a)    Maximum Lift and Drag 

The wing .naximum lift  coefficient is given by 

C
LMAX 

= (C
WBASE 

+ ACL
MAX 

+ ACL
FLAP     f7'1-^ 

with a corresponding angle of attack 

a' ■ '^HAX'BASE (7■1■4a, 
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During take-off the maximum angle of attack,    ^x* is limited to 

VX =  0-8   •   «MAX (7-1-4b) 

In these two expressions 

CKJ.« =wing lift coefficient at the first peak, Figure 7.1-1 

{CLM.Y)B,   =»basic wing maximum lift coefficient 
W"* BASE 

^LMAX Bmaximum lift coefficient increment due to taper and sweep 

CLp..p       «maximum lift coefficient increment from flap deflection 

^MAX^BASE :s^asic win8 angle of attack at maximum lift coefficient based on 
linear CL    term.    Nonlinear a increment is ignored in TOLAND. 

The high lift aerodynamic model is a simplified DATCOM method for subsonic 
low aspect ratio, untwisted, symmetric section wings.    Due to the low speeds 
encountered in take-off and landing, the DATCOM method is modified by the 
approximation 

ß =/rM2 = i.o (7.1.5) 

Clean wing contributions to Equations (7.1.3) and (7.1.4) are obtained from 
Figures 7.1-2 to 7.1-3. Figure 7.1-2 provides (CLMAX)BASEJ Figu1"6 7.1-3 gives 
ACLmx- The wing taper ratio correction factors Cl and C2 of Figures 7.1-2 
and 771-3 are obtained from Figure 7.1-4.  In Figure 7.1-2, program TOLAND 
is limited to the lowest curve, and the curve for M ^ 0.2 is used in Figure 
7.1-3. Angle of attack at maximum lift coefficient is obtained from Figure 
7.1-5. (The charts employed are Figures 4.1.3.4-16b to 4.1.3.4-18a of the 
Reference 1 DATCOM). 

Flap maximum lift coefficient increment is based on the expression 

Be       Be 2   Cc 1/2 
ACLFLAp = 10.95(CLA)BASE [1.5^) - 0.5 (JL) ] x (-£_)  [.0625/,,-.000472/^] 

(7.1.6) 
where 
(CLA)BA-E  = linear lift coefficient slope/degrees 

Bp = flap span 

BWE = exposed wing span 

CF = average flap chord 

CWE = average exposed wing chord 

JF = flap deflection 
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7.1.1.1(b)    Ground Roll  Lift and Drag 

During the ground roll,  the lift coefficient is determined by 

CLG = 57.29 CLa  •   sinCa,)  cos^)  +  [^^   - ^i C^sinCo^)] 

= F(aG)      sin2(aG) cos(aG)/sin2(oiMAX) (7.1.7) 

where CLa is the linear lift curve slope.    The corresponding ground roll drag 
is taken as 

CDG = CD0 * k  •  CLG^ - CL0 - ACLFLAp]   + CDLG (7.1.8) 

where 
CD0 ■ zero lift drag coefficient 
k = induced drag factor 
CL0 = lift coefficient at zero wing incidence 
CDLG = landing gear drag coefficient 

7.1.1. (c) Rotation Lift and Drag 

The lift coefficient after rotation, CLR, is given by Equation (7.1.7) with aR 
replacing OLQ;  that is, 

CLR - F(oiG) (7.1.9) 

The lift coefficient is subject to the condition that 

CLR-   (CLMAX)/(1-1)2 (7.1.10) 

This  inequality constraint  is imposed to prevent buffet or pitch-up problems. 

The drag coefficient after rotation is given by 

% « CDo  * kCLR[CLR - CLo  - &CLFLAp]   ♦ CDLG (7.1.11) 

7.1.1.1(d)    Lift and Drag at 50 Foot Obstacle 

The lift coefficient at a 50 foot obstacle  is based on the rotation lift 
coefficient. 

CL50 = CLR/(1.1)2 (7.1.12) 

The corresponding drag is given by 

CD50 - CDo  v k  •   CL50ICL50  - CLo -  ACLFLAp]  + CDLG (7.1.13) 
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7.1.2 Ground Roll and Rotation 

The ground roll distance, XQ, is based on the expression 

WTO 

XG = üö~;   ISE? 
WT0 -1-     •- 2(CLR ^ 

(7.1.14) 

where 
CDGR = 2(CDG + CDR) 

and 
FJO 

= take-off thrust 

W70 = take-off weight 

UQ    = vehicle rolling friction coefficient 

Time to reach the rotation point is given by 

TG= 1.1842 XG/VR 

where the velocity at rotation, VR,  is given by 

\'""J%t 

(7.1.15) 

(7.1.16) 

(7.1.17) 

Rotation is assumed to occur instantaneously. 

7.1.3    Flight to Clear 50 Foot Obstacle 

The average drag coefficient between rotation and 50 foot obstacle clearance 
points  is assumed to be 

CDR50 = i(CDR * CD50) 

The distance covered  in clearing the obstacle is given by 

50.0*2.745 (=-^-) 

X50  * "f. 
(TO, .  lAOHp&t 

WT0 CLR 

^7.1.18) 

(7.1.19 

Time to clear the obstacle after rotation is 

T50=X50/(1.6889xVR) (7.1.20) 
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Thus, total distance for take-off over 50 foot obstacle is 

The elapsed time is 

TTOsTG+T50 f7-1'22) 

Total fuel used is 

^TO' FTO  '   TTO/(ISPTO) f7-1-23^ 

At the 50 foot obstacle the flight path angle is obtained from 

where 
W50"WTO -^TC (7-1-25) 

The corresponding rate of climb is given by 

RC50 - 1.6889 V50 sin(Y50) (7.1.26) 

7.1.4    Landing High Lift Aerodynamics 

The landing analysis closely follows the take-off analysis but in reverse 
sequence starting from the 50 foot obstacle. The angle of attack at touch 
down is 

aTD ' aBTD _  1'0 * »WB (7.1.27) 

and in the subsequent ground roll 

aLR'aBLR + aWB (7-1-2^ where 
aTn    ■ wing incidence at touch down 

"BID" k0<*y incidence at touch down 

a.    « wing incidence during landing ground roll 

aR Rs body incidence in landing ground roll 
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7.1.5    Landing Lift and Drag 

The wing maximum lift coefficient during landing and the corresponding angle 
of attack are given by Equations  (7.1.3) and (7.1.4).    Flap incremental lift 
is given by Equation (7.1.6).    It should be noted that the landing config- 
uration parameters such as flap angle and permissible body angle of attack 
will normally differ significantly between the take-off and landing config- 
urations.    At the 50 foot obstacle, configuration lift is assumed to be 

CLL50 ' «W^2 (7-1-29) 

At touchdown, CL—.,  is based on Equation  (7.1.7) using CXJD; that is 

CLJD « F(aTD)   ♦ ACLFLAp (7.1.30) 

where ^CLpt^p is given by Equation  (7.1.6) using the landing flap setting. 
The inequality 

CL-n^ W(i.i)2 VA'll) 

is used. 

Similarly, during the subsequent landing ground roll, 

CLLR-F(aLR) (7.1.32) 

Drag coefficient at the 50 foot obstacle, CD^QI is given by Equation (7.1.8) 
using appropriate landing coefficients. Drag at touchdown, CDTD» ^

S
 given 

by Equation (7.1.8) using touchdown coefficients. Drag during the landing 
ground roll is given by 

CDLR - CD0 * k • CLLR(CLLR - CL0) ♦ CDLC * CDcHUT        (7.1.33) 

where 

CD
CHUT 

S  landin8 parachute drag 

All other symbols are defined in Section 7.1.1. 

7.1.6 Flight from 50 Foot Obstacle to Touchdown 

Velocity at touchdown is assumed to be 

V. VTÜ ■ 17-16 V^ f7,1'34) 

The ground distance covered from 5C foot obstacle to touchdown is 
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30.0  +  2.745(TT^—) 
LTD 

C.,. pr — (7.1.35) 
150 CDTD50.       ,FI 

lA05i^-)   •   ^ 

where 
XL50 = flight distance from 50 foot obstacle to touchdown 

WL = landing weight 

CDTD50 = 7^CD50 * CDTD^,  the avera8e dra8 coefficient 

FL = approach thrust 

Rate of sink at the 50 foot obstacle  is 

RS
5O -i-6» w'lif' -'^'i (7-i-56) 

Flight path angle at the 50 foot obstacle is given by 

^Di Cf) Fi en 
sin(Y      ) =  CpT—)   -  (-^T2) (7.1.37) 

The ground roll distance is given by 

v ^.07(^) 

V*¥CDlG-V'CllR>/ClTD 

Total   landing distance is 

REFERENCES: 

(7.1.38) 

XL=  XL50+  XGL (7.1.39) 

 ., United States Air Force Stability and Control DATCOM, Prepared 
by Douglas Division of McDonnell-Douglas Corporation under contracts to 
the United States Air Force, October 1960. 

7.1-7 



A » CO (3-DIM.) 

A « 0 (THEORY) 

FIGURE 7.1-1. TYPICAI. FIRST PEAKS IN LIFT COEFFICIENT VERSUS ANGLE 
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7.2 PROGRAM NSEG II: A RAPID APPROXIMATE SEGMENTED 

MISSION PERFORMANCE ANALYSIS CODE 

The NSEG II program is an extended version of the Air Force-developed 
NSEG program, Reference 1. The extended code was constructed under contract 
F33615-71-C-1480, the ODIN/MFV study. Major changes to NSEG incorporated 
in NSEG II are a complete code reorganization, more general vehicle speci- 
fication, addition of energy maneuverability concepts, addition of plotting 
capability, and development of new data input procedures. 

NSEG II provides a generalized mission performance analysis capability 
based on approximate equations of motion for the state components. 

{X.} = {V, h, Y, W, R, t} (7.2.1) 

In all flight modes the equations of motion 

{X.}  -  {f.CV,  h, Y,  W,  R.  t;  d,  BA,  N)} (7.2.2) 

are of an approximate nature.    For example,  in climbs, Y is neglected. 

Approximate equations of motion are available for 

1. Take-off 
2. Acceleration 
3. Climb 
4. Cruises and loiters 
5. Descents 
6. Deceleration 
7. Landing 

Any number of mission segments may be pieced together to form a complete 
mission.    Segments may be flown in either forward or reverse direction in 
any sequence specified by the user. 

A typical complete mission profile is illustrated in Figure 7.2-1.    The program 
may also be used to generate performance contour plots of the type illustrated 
in Figure 7.2-2.    NSEG II contains a variety of operating modes to aid in 
mission analysis which include 

1.    Point perfomanoe characteristic evaluation where given 
(X) « {X^}  , the function 

* - ♦(Xi) (7.2.3) 

is evaluated. 
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2.    Vector performance evaluation where given 

{X} = {  Xi. Xj.    }        j = 1.  2,   .... Nj 

the vector 

(7.2.4) 

{*}    = {*.} = (f....  Xi,  Xj,   ...} j = 1.  2.   ...,Nj       (7.2.5) 

is evaluated and the maximum or minimum value of $ in the region 

XJL < XJ < XJH 

is found by interpolation.    That  is. 

♦■  =  f(•••.  Xj,  Xi , ) 

3. Map performance  evaluation where given 

} 

(7.2.6) 

(7.2.7) 

1=1.2, 

j - 1. 2. . Nj  (7.2.8) 

(7.2.9) 

l A/1 .j  =  I...,  A j ,  "i » 

the performance array 

[*..]   =   [f(....  Xi,  X..   ...)] 

is evaluated over a rectangular mesh of points in the (Xi, Xj) plane 
and the resulting contours obtained in the manner of Figure 7.2-2. 

Mission segment performance  where given a state {X}i, an approximate 
state equation, and a segment termination criteria, the state 
transformation 

{X}1 + T12 (X). (7.2.10) 

is accomplished. 

5. Mission performance where given a sequence of mission segments, the 
successive state transformations 

(JUj •> {x}2 ^  {*N.1} ^  {V (7.2.11) 

are completed. 

The analytic basis of program NSEG II is presented below. 
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7.2.1    Vehicle Aerodynamic Representation 

All aerodynamic representations compute the vehicle drag given a flight 
condition and lift coefficient.    Vehicle lift coefficient required is 
determined internally by NSEG II on the basis of instantaneous flight 
conditions. 

7.2.1.1    Clean Aircraft 

Either of two aerodynamic representations may be employed for the clean 
aircraft as described below. 

7.2.1.1(a)    General Form 

The clean aircraft drag is computed in the form 

CD = CDo ♦ CDi (7.2.12) 

where CQ is the zero lift drag, and CQ. is the induced drag. 

Both CQ qnd CQ. may be computed by three component summation; that is, 

CD0 " CQOJ ♦ CQ02 ♦ Co03 (7.2.13) 

CDj ■ CDil ♦ CQi2 *  CDi3 (7.2.14) 

In equation (7.2.13) each of the three component zero lift drags must be 
of the form 

CDQJ ■ Co0.(h, M); j = 1, 2, 3 (7.2.15) 

Similarly,   in Equation (7.2.14)  each induced drag component must be of the 
form 

CDij  - CQI^CL.  M);  j  =  1,2,  3 (7.2.16) 

7.2.1.1(b) Polynomial Form 

In this aerodynamic option the drag is computed in the component summation 
form 

CD = CQj ♦ CD2 ♦ CQ3 (7.2.17) 

where 
CDj '  CDo. ♦ ki. • CL

2 ♦ kZj (CL - CLMIN) * ks .CL
3 

j = 1, 2, 3 (7.2.18) 
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and 
CDoj  a CDoj(M) (7.2.19) 

klj    = KijCM) (7.2.20) 

^j    ' ^jW (7.2.21) 

kSj    = ks^M) (7.2.22) 

CLMIN = CLMIN^,  the minimu,n dra8 lift               (i 2 23,1 coefficient (  •   •    J 

7.2.1.2 Store and Pylon Drag 

Store and pylon drag is computed in the form 

CDs = CDl + CD2 + % (7.2.24) 

where 

cDj  a CDs.   •  Nsj  ♦ CDsp.   •  NsPj j  = 1,  2,  3 (7.2.25) 

In Equation (7.2.25) the drag of a single type j store pair is 

CDs   = CDS.(M) (7.2.26) 

The number of type j store pairs is Nsj • The drag of a single type j store 
pylon pair is 

CDsp- a CDsPjCM) (7.2.27) 

The number of type j store pylon pairs is NSPJ 

7.2.1.3 Tank and Pylon Drag 

Tank and pylon drag is computed in the form 

CUT - CD! + CD2 ♦ CD3 (7.2.28) 

where 

CDj = %,. • NTj ♦ C^p. • NTp.     j = 1, 2, 3     (7.2.29) 

In Equation (7.2.29) the drag of a single type j tank pair is 

CDTi = CDTi^ (7.2.30) 
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The number of type j tank pairs is Nj.. The drag of a single type j tank 
pylon pair is J 

CDTPj '  CDTp.(M) (7.2.31) 

The number of type j  tank pylon pairs is Njp.. 

7.2.2    Vehicle Propulsive Representation 

All propulsive representations compute the vehicle fuel flow rate given a 
flight condition and the required thrust.    Vehicle required thrust is computed 
internally by NSEG II on the basis of instantaneous flight conditions. 

The maximum thrust,  Tmax, is given by 

where 

T   = T  ., T  0, or T  , (7.2.32) max  maxl' max 2    max3 v    ' 

T      .  = T       .(M,  h) (7.2.33) maxj       maxjv  *    ^ ^ ■* 
A throttle parameter, N,  is determined by 

N = T      ./T j  = 1,   2,  3                      (7.2.34) reqd   maxj J         .     »                          ^            J 

where T  J is ^s  required thrust. Fuel flow is given by 

Wi = k • W^N, M, h) (7.2.35) 

0r              W2 = k • W2(N, M, h) (7.2.36) 

W3 = k • W3(M, h) (7.2.37) 

The parameter k is a scalar for adjusting fuel  flow to meet various specifi 
cation requirements.    Vehicle thrust, T,  is determined by 

T - Treqd (7.2.38) 

or 

7.2.3    Vehicle Mass Representation 

7.2.3.1 Overall Weight Empty 

The vehicle overall weight empty is given by the following equation: 
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3 

WOWH " WBARE + 2>Si  • ^i^ixed ^^SPi  • »Wfi fixed 
i=l i=l 

3 3 

+ I>Ti  • ^i3fixed +E(NTPi  • WTPi)fixed (7-2-39) 

. i=l i=l where 

WOWF s overa^1 weight empty 

WRARp = bare weight without stores, tanks, or pylons 

Ng. = number of store pairs type i 

Ws^ s weight of one store par type i 

Nsp- = number of store pylon ^airs type i 

Wsp. = weight of one store pylon pair type i 

Nj. = number of tank pairs type i 

Wy. = weight of one tank pair type i 

Nyp. = number of tank pylon pairs type i 

Wjp. = weight of a tank pylon pair type i 

The suffix fixed indicates that only fixed tanks, stores or pylons which are 
not included in the pay load must be included in the summations. 

7.2.3.2 Fuel Load 

The total vehicle fuel load is given by 

3 

W    s w    + 
FUEL   FINT ZK • ^Vusable (7-2-40) 

i = l 

where 

WpuEL = total useable fuel weight 

WFINT = weight of internal fuel 

Nj.  = number of tank pairs type i 

Wpj  = weight of fuel in one tank pair type i 
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The suffix usable indicates that the summation only extends over tank pairs 
which are not included in the payload. 

7.2.3.3 Fuel Load 

The total non-payload fuel on board at mission initiation is given by 

3 

WpTo = WFlNT-+£(NTi ' ' W N P L (7.2.41) 
£=1 

where 
WFT0 = initial fuel load 

WFINT = initial internal fuel load 

Njj = number of tank pairs type i 

WFT̂  = weight of fuel in one tank pair type i 

and the suffix NPL indicates the summation extends only over tanks which are 
not assigned to payload. It should be noted that the total fuel is specified 
directly by data input, and the internal fuel load is a computed quantity. 

7.2.3.4 Payload 

The total vehicle payload on board at mission initiation is given by 

3 3 

"PL = V a t * 2 > i • "Si>drop * 2 > P i ' "sPi'd™, 
i=l i=i 

3 3 
+ 

i=l " i=l 
2 i N T i " *'Ti)drop + ^STi " WTPi)drop (7.2.42) 

where 
WPL = total payload 

WpLint = total internal payload 

and the remaining quantities in Equation (7.2.42) are defined in Section 
! • J • 1 
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7.2.4    Planetary Representation 

A flat earth planetary model  is employed.    The gravitational force is 
a simple inverse square field.    A layered atmosphere provides the following 
options: 

1. Tabular 1962 U. S. Standard Atmosphere 
2. Analytic 1962 U. S. Standard Atmosphere 
3. 1963 Patrick Air Force Base Atmosphere 
4. 1959 U. S. Standard Atmosphere 
5. January 1966 NASA Atmosphere, 30° North 
6. July 1966, NASA Atmosphere, 30° North 
7. Arbitrary Atmosphere Generated from Temperature and/or 

Pressure Variation with Altitude 

The NSEG II program basically computes a planar flight path. However, time 
to turn calculations are available; hence, a three-dimensional path can be 
analyzed by "folding" the path into a plane. Figure 7.2-3. 

7.2.5 Flight Path Analysis 

Flight path analysis for take-off, climb, cruise, descent, and landing are 
included in NSEG II. The analyses are all based on relatively rapid approx- 
imate methods. Each flight path analysis model employed is described below. 

7.2.5.1 Take-Off 

The take-off analysis of the independent program TOLAND, Section 7.1, is 
also available within the NSFG II program. The take-off analysis performs 
the transfer 

(X}TO-{X}50 (7.2.43) 

where the suffix TO indicates state at beginning of take-off, and the suffix 
50 indicates state at the 50 foot obstacle. 

7.2.5.2    Acceleration at Constant Altitude 

The level flight acceleration segment performs the operation 

.X2 
{X}2  =  mi   ♦   /    {X}dM =  {Xj}  +    ^{AX}. (7.2.44) 

;/ 

where {AX}^ is the state change in accelerating from M to M ♦ AM. 
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Given {X}^ = {V, h, y. W, R, t}., Tj and Dj, then the velocity change is 

V = as AM 

where a is the speed of sound at the acceleration altitude and 

(7.2.45) 

Ü     rT-Di vi= 80 hr^ 
The approximate time to accelerate from M^ to Mj +AM is 

(7.2.46) 

At1 = AV/Vi 

The  corresponding approximate weight change is 

(7.2.47) 

AW = W. At' 
1 

and 

and to the first order 

W.   .  = W.   - AW 
i + l        1 

(7, 

(7, 

2.48) 

2.49) 

T-D 
vi+i = go tir J. (7.2.^0) 

i + l 

W^+2  can be obtained at the new Mach number.    The mean acceleration is now 

v = ^v. + vi+1) 

The time to accelerate is 

At = AV/V 

which gives a weight change of 

AW = i(W. + W.+1)At 

and a range increment 

AR = ^(V. + Vi+1)At 

The state incremental vector {AX)j is therefore given by 

AV ■ asAM 

Ah 0 

AY 0 

AR [(Wi ♦ Wi+i)At 

AW y(Vi + Vi+1)At 

At 2AV 

^i*Vi4l) 

(7.2.51) 

(7.2.52) 

(7.2.53) 

(7.2.54) 

(7.2.55) 
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7.2.5.2    Accelerating Climbs 

All accelerating climb paths are formed by a sequence of elemental straight 
line arcs in the Mach-altitude plane.    On any arc the vehicle flies from 
(Mj, h^) to (M^+j, hj+i).    Since the vehicle is climbing 

h.   .   > h. 
i+l        i 

(7.2.56) 

The typical arc for a climb path is shown below.    The Mach-altitude plane 

(Mi.h^ 

CVi+1.hi+1) 

can be transformed into the velocity-altitude plane as follows: 

V =  V(h,  M) (7.2.57) 

so that 

or 

AV = f • 6h + w6M 

dV      iy. .   3V .   3M 
dh = 3h      9M      3h 

av .      dM 
3h      a dh 

where a is the  local speed of sound 

V = aM 

(7.2.58) 

(7.2.59) 

(7.2.60) 

(7.2.61) 

Now 3V/3h is the change in velocity with altitude at constant Mach number, 
and from Equation  (7.2.50) with M constant 

?h 3h 

M 
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where Tj^ is temperature ratio, T/TSLI  
SO
 
t^at 

3V _  rV.       3a_     dTR 
8h "  V   *   3TR  *   dh 

and from the atmospheric model 
1/2 

a = 1116.45(TR) 

(7.2.64J 

(7.2.65) 

aa   a 
8TR 

= 3TR 

Substituting into Equation (7.2.64) 

av _V_ £JR_ 
ah = aTR ' dh 

Substituting Equation (7.2.67) into Equation (7.2.60) 

dV  _V_  dTR    dM 
dh = 2TR ' dh + a dh 

Equation (7.2.68) is used to define the required variation of velocity with 
altitude over an elemental climbing arc. 

Now the rate of climb is 

(7.2.66) 

(7.2.67) 

(7.2.68) 

all - or 
dt " RC 

or 

dh 
RC 

= dt 

(7.2.69) 

(7.2.70) 

Aeewning rate of alimb varies linearly with altitude  in the elemental arc 

RC = a ♦ bh (7.2.71) 

Substituting into Equation (7.2.70) and integrating 

or 
J 

h2 dh 
(a+bh) 

/2 

/ ^ 
(7.2.72) 

(7.2.73) 
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where 

a = Rd 

b = 
RCi+i-RCi 

(.7.2.74) 

(7.2.75) hi+l-hi 
The vehicle rate of climb  is computed under the assumption that thrust is 
aligned along the velocity vector as shown below. 

T, V 

Now 

but 

mV =   (T - D)  - W sinY 

dV     dh     W dV mV = m TT- = - ^ • V sinY dH" '  dt = g dh ' 

Combining Equations  (7.2.76) and  (7.2.77) 

siny = T-D 

<i^i 
and 

so that 

cosY = /l-sin2Y 

RC .Vsin..^]:[^O.o] 

(7.2.76) 

(7.2.77) 

(7.2.78) 

(7.2.79) 

(7.2.80) 
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Equation  (7.2.80) can be evaluated at each end of the elemental arc to 
obtain RCj+i and RCi.    Hence, At, the time to traverse the elemental arc, 
is given by Equation  (7.2.73).    Similarly, the flight path angle at each 
end of the arc can be obtained from Equation (7.2.78).     It should be 
noted that if sinY, Equation  (7.2.79),is greater than 1.0, the approximate 
climb analysis is invalid.    If this condition occurs, the thrust is 
reduced to produce a climb along the elemental arc at 89.5 degrees. 

Summarizing, the state incremental vector for an accelerating climb is 
given by 

AV =       V.   .   - V. 
i+l        i 

Ah h.  .   - h. 
i+l        i 

AY Y.   ,   - Y. 
i+l i 

AR •5-[Vi+1 cosYi+1 
+ vi cosYi] 

AW i-[Wi + 1 + Wi]At 

hj+l-hj rRCi^i 
At Rr.   :   Rr.   log  [-pp—J 

KLi + l  KLi KM (7.2.81) 

7.2.5.3    Cruise Flight 

Cruise flight performance is computed by the Bruguet equation.    With constant 
velocity the distance travelled in time At is 

(7.2.82) 

(7.2.83) 

(7.2.84) 

AW (7.2.85) 

(7.2.86) 

AR = V  •   At 

Not V 

SFC = W 
T 

so that 

At  = AW 
(SFC)-T 

Substituti ng in Equation (7.2.82) 

AR = V 
(SFC)-T 

In cruise fl ight 

L 
D 

W 
= T 
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and 

On integrating 

AR = sFc&>f C7-2-87) 

Ri+1 " Ri = sfe ^   l0«^  =  ^  l08^ f7-2-88^ 

Where the range factor RF is usually a slowly changing function of weight. 
NSEG II uses the inverse relationship to compute the weight  change given 
a range increment 

fRi+T^i, (R.   .-R.MSFC) 
I—or—1 r- 1^1    ^ -1 

Wi+l=
Wie =    Wiel        V(L/D) J (7.2.89) 

Alternatively, the program can be used with a time increment At by using the 
relationship 

rAt-  SFC, 
I-TCTDT

1 

W.   .   = W.e (7.2.90) 
i+l i v ' 

Several cruise modes are contained in the program including 

1. Constant altitude,  constant Mach number cruise 

2. Constant altitude,  constant C^ cruise 

3. Constant Mach number,  constant C, 

Each of the three cruise modes may be performed in the manner 

1. From Ri to Ri+1 = ARj 

2. From 1^ to Ti+1  = AT^ 

3. From ynx  to Wi+j = AWi 

A cruise flight is computed by summing over N^ steps. Thus, 

AR     =  TARI cruise   h    1 

or 

AT    = TAT. 
cruise   r i 

I AW. 
k    i 

AW cruise 
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In all cases the total state increments are summed in the manner 

{AX}       .       =    TUX}. (7.2.91) cruise        4" i 
i 

A mean range factor is used in all  cruise calculations.    The mean range 
factor,   (RCjJ,  in each elemental arc bounded by {X}i    and    (X}^.,.^    is 
determined by an appropriate weighting of the range factors RCi and RCj + i 
which bound the arc. 

7.2.5.4    Descent 

The climb analysis of Section 7.2.5.2 is also used for the descent analysis, 
If the size of the flight path angle becomes too small   (sinY <  -1), the 
engine  is throttled back to maintain a realistic flight path approximation. 

7.2.5.5    Level Flight Acceleration 

The approximate time to accelerate from Mj to Mi+l in level  flight is 

At| - asCMi+1  - MiD/Vi (7.2.92) 

with a corresponding weight change 

so that 

AW  = W.   At1 (7.2.93) 

W!   ,   = W.   - W.   At' (7.2.94) 
i+l        i i 

Therefore, to the first order 

V _      rT-D 
i+l - «o tY-J C7-2-95) 

The fuel flow at this point, Wi+i,  can be obtained from the vehicle aero- 
dynamic and propulsion representation. 

V.  = i (V.   + V.   .) (7.2.96) 
i      2      *        i+l 

and an improved estimate of the tir,e to accelerate from Mj to Mi+j is 

At. = a (M. , - M.)/V. (7.2.97) 
i   s i+l   i'    i 
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This gives an improved estimate of the weight change 

AW. = j(W. + W.+1) At. (7.2.98) 

and the corresponding range change 

AR.  = i(V.   + V.+1)  At. (7.2.99) 

Summarizing,the level acceleration state increment is 

Ah     =     0.0 

AV as(Mi+1  - Mi) 

AY 0.0 

6W j(Wi ♦ Wi+i)  Ati 

6R ^(Mi+1  + Mi)  Ati 

At. ?!- (M..,   - Mj/[ 517 '"i.i ■ "i'^i * ?T>UJ        C-2-100' 

7.2.5.6    Landing 

The NSEG II  landing analysis is that described in the independent take-off 
and landing program TOLAND of Section 7.1. 

7.2.6   Mission Segments 

The state incremental methods of Section 7.2.5 are used to create a variety 
of optional mission segments in NSEG II.    Each available mission segment 
option is briefly described below.    All mission climbs, cruises,  acceler- 
ations, and decelerations may be performed in forward or reverse direction. 
Each mission segment described below is performed as a distinct option in 
NSEG II.    There is some degree of overlapping capability in the available 
mission options.    The mission option within NSEG II is indicated for each 
mission segment for reference purposes. 
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7.2.6.1    Linear Climb   (Mission Option 1) 

This Option climbs linearily from (M^, h.) to (M2, h2) using a specified 
number of linear climb steps from (M^, h^) to (M^+j, hi+i). The path is 
illustrated in Figure 7.2-4. 

7.2.6.2    Climb at Specified Dynamic Pressure  (Mission Option 1) 

This option climbs along a specified dynamic pressure line from (Mj hj) 
to (M2 h2) with appropriate terminal maneuvers.    Along the constant 
dynamic pressure line a specified number of linear Mach-altitude segments 
are flown.    Appropriate initial and final maneuvers are used when  (Mj hj) 
or (M2 h2) do not lie on the specified dynamic pressure line.    The user 
may specify a climb at the terminal end point dynamic pressure.    In this 
case,  the final maneuver is not required.    The various path types which may 
be generated by this climb mission segment option are illustrated in 
Figure 7.2-4. 

7.2.6.3    Rutowski Climb  (Mission Option 1) 

The Rutowski climb, Reference 2,  flies from (Mi hj) to (M2 h2) along the 
path which must rapidly build up specific energy.    If either of the points 
(Mi hi) and (M2 h2) do not lie on this path, an appropriate terminal 
maneuver is employed.    The Rutowski path is found by the following procedure, 

1. Compute the initial point  specific energy 

Ei = Vi2/3g + hi (7.2.101) 

and find specific energy 

E2 = V22/3g + h2 (7.2.102) 

and divide the energy change (E2 - Ei)  into N equal  increments 

2. Search at each incremental energy level 

Ei = Ei + i   •  AE i =  1,  2,   .   .   ., N        (7.2.103) 

to find the point of maximum specific energy derivative, 
(Mi, hi) where 

Ei '   (Ti  - Di)Vi/Wi (7.2.104) 

The E calculation is carried out for specified weight and 
load factor. 
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3.    Fly a sequence of linear Mach-altitude flight increments 
joining the point  (Mj h.)  and   (M^+j hi+j) 

A typical Rutowski path obtained from the program is illustrated in Figure 
7.2-5.    The initial acquisition of the Rutowski path at 

h    + Ah (7.2.105) 

takes a vehicle from its initial condition to the Rutowski path with a 
velocity loss if this is required.    The final maneuver may be either a 
transfer along a constant energy line from the Rutowski point at the final 
energy to the point M2h2.    Alternatively, an altitude limit may be placed 
on the path such that when a Rutowski point lies above the final point, a 
transfer to the final point M2h2 occurs.    These terminal maneuvers are 
sketched below. 

Rutowski Climb 

Rutowski 
Climb 

M ->M 

(a)    Initial Maneuvers (b)    Final Maneuvers 

The Rutowski path will observe both CL^^ and maximum dynamic pressure con- 
straints at the user's option.    The thrust levels, vehicle weight,  and load 
factors employed in the E calculation are specified by the user.    Furthsr 
details of this mission segment option may be found in Reference 3. 
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7.2.6.4    Maximum Rate of Climb (Mission Option l) 

A maximum rate of climb path between Mj hi and M2 h2 is generated in a 
similar manner to the Rutowski path of Section 7.2.6.3.    However,  in the 
maximum rate of climb path the search for maximum E is carried out at the 
constant altitudes 

hl  + Ah i =   1,  2, N        (7.2.106) 

where the altitude differential  (h2-hi) has been divided into N equal 
increments.     A typical maximum rate of climb path has been added to Figure 
7.2-5. 

7.2.6.5 Maximum Acceleration (Mission Option 1) 

A maximum acceleration path between Mi hi and M2 h2 is generated in a similar 
manner to the Rutowski path of Section 7.2.6.3. However, in the maximum 
acceleration path the search for maximum E is carried out at the constant 
altitudes 

M Mj + i AM 1, 2, N (7.2.107) 

where the Mach number differential   (M2 - Mi) has been divided into N equal 
increments.    A typical  maximum acceleration path has been added to Figure 
7.2-5.    The maximum acceleration path satisfies the CiJmax and maximum dynamic 
pressure constraints of the Rutowski path.     In addition, the condition 

ÄEi+l 
>' 

AE. 

is imposed. That is, the sequence of points, 
will never produce a loss of specific energy. 
Figure 7.2-6. 

(7.2.108) 

Mi hj used in the acceleration 
This is illustrated in 

7.2.6.6   Minimum Fuel Paths   (Mission Option  1) 

Minimum fuel  path for given energy, altitude,  and Mach number are obtained 
in a manner similar to Sections 7.2.6.3 through 7.2.6.5, reapectively.  However, 
the search optimization criteria on E is replaced by the criteria 

^ = Maximum  [E/M]   = Maxl^T^l  = Max[3j|] (7.2.109) 

When the search is carried out along lines of constant energy, the minimum 
fuel energy build up is  found.    When the  search occurs at constant altitude, 
the minimum fuel  climb is found.    When the search occurs at constant Mach 
number the minimum fuel  acceleration  is  found.    All  appropriate terminal 
maneuvers and constraints described in Sections 7.2.6.3 to 7.2.6.5 are  included 
in the minimum fuel paths.    Some typical  paths obtained from the NSEG 11 
program are  illustrated  in Figure 7.2-7. 
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7.2.6.7 Maximum Range Glide (Mission Option 1) 

The maximum range glide path is obtained when the vehicle flies along 
the laws of the L/D contours tangency points to an appropriate path gen- 
erating surface such as constant energy, constant altitude, or constant 
Mach number. The maneuvers are thus similar to those of Sections 7.2.6.3 
to 7.2.6.5 using the optimization criteria 

$ = Maximum [L/D] (7.2.110) 

When the search is carried out along lines of constant energy, the maximum 
range glide for a given energy loss is found. Reference 4. When the search 
occurs at constant altitude, the maximum range glide for a given altitude 
loss is found. When the search occurs at constant Mach number, the maximum 
range glide for a given velocity loss is found.  Some typical paths obtained 
from the NSEG II program are illustrated in Figure 7.2-8. 

7.2.6.8 Range Biased Ascents (Mission Option 1) 

Range biased ascents can be obtained when the vehicle flies along the locus 
of the T/(L-D) contours tangency points to an appropriate path generating 
surface. This can be seen as follows: 

and 

Now 

E = h + V2/2g (7.2.111) 

m'~) = T - D - W sinY (7.2.112) 

R=/dR=/«dE=J^.^.dE (7.2,113) 

There from Equation (7.2.111) 

V cosY • dE 
R=/ 

dt 
V 

g 

dV 
dt 

COSY • dE 

sinY + 
1 dV 
g dt 

(7.2.114) 

But from Equation   (7.2.112) 

i •   O  = ^ - Slnv (7,2.115, 
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So that 

R = j W cosy  dE (7i2ill6) 

Assuming that range biased ascents occur at small  flight path angles with 
L = W, Equation (7.2.116) becomes 

R - / ^TD    
dE (7.2.117) 

Therefore, an energy-like approximation for a range biased ascent when 
(L/(T-D)  is a maximum at  each energy  level.    It  should be noted that when 
T -  D = 0, no energy gain is possible;  therefore,   this  singular condition 
must be avoided.    In NSEG II the per cent excess of thrust over drag which 
is acceptable is a program input. 

In a manner similar to Sections 7.2.6.3 to 7.2.6.5 a range biased ascent 
between two energy levels occurs when the points of tangency between constant 
energy and T/(L-D) contours is flown.    A range biased climb between two 
altitudes will fly the points of tangency between constant altitude and 
constant T/(L-D)  contours.    A range biased acceleration will  fly the points 
of tangency between constant Mach number and constant T/(L-D)  contours. 

7.2.6.9    Range Biased Ascents Based On 

Range Factor  (Mission Option 1) 

A second series of range biased ascents can be found on the basis of the 
range factor contours.    These ascents are similar to those of Section 7.2.6.8 
with range factor replacing T/(L-D). 

7.2.6.10    Maximum Lift Coefficient 
Climb or Descent  (Mission Option 2) 

The maximum lift coefficient path climbs from Mi h^ to M2 h2 in N increments 
of altitude 

hi =» hi +  i   •  Ah i =  1.  2,   .   .   .. N (7.2.118) 

At each altitude the Mach number for maximum rate of climb using the angle 
of attack for Cu,.« is found 

Mi  = M^  RC (7.2.119) 

The vehicle uses the linear Mach-altitude path path follower to climb between 
Mihi and Mj+i hi+j. 

Descents follow the same procedure as climbs, but in reverse order. 

7.2-21 



7.2.6.11    Radius Adjustment  (Mission Option 3^ 

This mission segment option performs an iteration on the range of one 
cruise segment to make the total range over the combined mission segments 
Sj;  j = Jl, ^2  •   •   •» ^N    equal to the total range over the combined 
mission segments S^; k = Kj,  K2,   .   .   ., K^j,    That  is 

R =     I R    =    £ R (7.2.120) 
j     J k    k 

where one of the AR^,  and only one,  is being adjusted to satisfy the range 
equality. 

7.2.6.12    Cruise Climb to Specified Weight  (Mission Option 4) 

As an aircraft cruises at the Mach number and altitude for maximum range 
factor, Equation  (7.2.88),      the weight reduces.    As the weight changes,  the 
altitude for best range factor changes while the Mach number remains approx- 
imately constant.    The altitude change results from the requirement to 
maintain the angle of attack for maximum lift coefficient.    Thus, as the 
cruise progresses the altitude increases. 

The cruise may be performed in one step or it may be reduced to a sequence 
of five steps between latter case W = Wj and W = W2,  Section 7.2.5.3. 
At the start of the i1^ segment in this 

W.   = W1  +  i  •   AW i = 1,  2,   .   .   .,  5 (7.2.121) 

Each segment is flown at constant Mach number and lift coefficient and, hence, 
involves a climbing cruise. At the beginning of each cruise step the weight 
is instantaneously adjusted to the best altitude for the current weight. 

7.2.6.13 Cruise Climb for Specified Distance or Time (Mission Option 5) 

This mission segment option performs a cruise climb. Section 7.2.5.3, 
for specified distance or time. The cruise may be performed with or without 
range credit. This form of cruise flight is performed in one step. 

7.2.6.14 Constant Altitude Cruise Between 
Two Weights, (Mission Option 6) 

This mission segment performs either 

1. Constant altitude, constant Mach number cruise 
2. Constant altitude, constant lift coefficient cruise 
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between two weights W^ and W2.    The cruise is performed in one step, 
see Section   7.2.5.3. 

7.2.6.15 Constant Altitude Cruise for 

Given Distance  (Mission Option 7) 

This mission segment performs either 

1. Constant altitude,  constant Mach number cruise 
2. Constant altitude,  constant  lift coefficient cruise 

between two distances Ri and R2. The cruise is performed in one step, 
see Section   7.2.5.3. 

7.2.6.16 Constant Altitude Cruise for 

Given Time  (Mission Option 8) 

This mission segment performs either 

1. Constant altitude,  constant Mach number cruise 
2. Constant altitude,  constant  lift coefficient cruise 

between two times T, and T2. The cruise is performed in one step, see 
Section 7.2.5.3. This segment may be performed with or without range 
credit. 

7.2.6.17    Buddy Refuel Cruise  (Mission Option 9) 

This mission segment determines the optimum in-flight refuelling point and 
how much fuel will be transferred.  The tanker fuel off load capability is 
specified at three range/fuel combinations and a parabolic variation in 
available fuel as a function of range is assumed.    That  is, 

Wf = a + bR + cR2 (7.2.122) 

Cruise flight is assumed in any one of the three forms 

1. Constant Mach number,  constant lift coefficient 
2. Constant Mach number,  constant altitude cruise 
3. Constant lift coefficient, constant altitude cruise 

A maximum range for refuelling may be specified.    Refuelling will occur at 
any point on the segment where 

1.     Fuel receivable   is greater than or equal  to fuel available 

WFR > WFA (7.2.123) 
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2. Distance flow is equal to maximum refuelling range 

3. Minimum in-flight weight of the vehicle receiving fuel is 
reached where 

WMIN = WOWE + WPL + WF   •  kF (7-2-124^ 

where kp is the unusable residual  fuel  in the non-payload fuel. 
For refuelling purposes the maximum weight  is taken to be the 
take-off weight 

WMAX - WT0 (7-2-125) 

7.2.6.18    Mach-Alt.tude-Weight Transfer  (Mission Option 10) 

This mission segment option retrieves state components at the end of flight 
segment i and makes them available as the initial  conditions for flight 
segment j.    The initial  conditions for segment j are thus a linear trans- 
formation of the final condition of segment i, 

{X}.   =   [P]..  {X}. (7.2.126) 

Currently, the NSEG II program is limited to a simple state component transfer 
on any combination of the three components: Mach number, altitude, or 
weight. 

7.2.6.19 Alternate Mission Selection Option 

(Mission Option 11) 

This mission option retrieves either of two mission segments on the basis 
of terminal Mach number, altitude or weight. Retrieval criteria may be 
based on any one of six possibilities: 

t = Min [Mj, M2] (7...127) 

$ = Max [Mi, M2] (7.2.128) 

* = Min [h1,  h2] (7.2.129) 

t = Max [hi, h2] (7.2.130) 

$ =  Min [Wi, W2] (7.2.131) 

$ = Max [Wi, W2] (7.2.132) 

The segment to be retained is the one which satisfies the selected performance 
criteria. 
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7.2.6.20 Instantaneous Weight Change (Mission Option 12) 

This mission segment option permits an instantaneous change in vehicle 
weight, AW. The operation 

is performed. 

7.2.6.21 Instantaneous Mach/Altitude Change (Mission Option 13) 

This mission segment option provides an instantaneous change in vehicle Mach 
number, AM, and an instantaneous altitude change, Ah. The new Mach number, 
Mi+i, and altitude, hj+i, are specified directly; thus 

7.2.6.22 General Purpose and Point Condition Calculation 

(Mission Option 14) 

This mission segment option provides any of a variety of calculations 
described below: 

1. Best cruise altitude for given Mach number and weight 
based on range factor 

(7.2.133) 

AM = Mi+i - MA 

Ah = h^+j - hĵ  

(7.2.134) 

(7.2.13S) 

Max[RF; M, W] 
h 

(7.2.36) 

2. Ceiling for a specified rate of climb at given Mach 
number and weight 

MaxfRC; M, W] 
h 

(7.2.37) 

3. Mach nwriber for maximum l i f t coefficient at given weight 
and altitude 

Max[CL; W, h] 
M 

(7.2.38) 

4. Mach number for specified l i f t coefficient given weight 
and altitude 

Find[CL; W, h] 
M 

(7.2.39) 
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5. Maximum enduvanae Mach number given altitude, weight, and 
maximum lift coefficient 

Min[W;  W, h, C^] (7.2.140) 
M 

6. Maximum Mach number at given weight and altitude 

Max[M;  W,  h] (7.2.141) 
M 

la. Maeh number for maximum rate of alimb at given weight and 
altitude 

Max[RC;  W,  h] (7.2.142) 
M 

lb.  Mach number for maximum rate of alimb per pound of fuel at 
given weight and altitude 

Max[dh/dW; W, h] (7.2.143) 
M 

8. Approximate Mach number and altitude for maximum range factor 
given weight 

Max[RF; W] (7.2.144) 
(M.h) 

9. Mach number for maximum range factor given altitude and weight 

Max(RF; h, W] (7.2.145) 
M 

10.    Various energy maneuverability parameters at specified load 
factor given Mack, altitude,  and weight 

a. The required  lift coefficient 

b. Specific excess power 

Ps =  E =   (T-D)V/W 

c. Specific excess power divided by fuel  flow 

Ps/W =  E/W =   (T-D)V/(W  •  W) (7.2.146) 

d. Specific excess power divided by fuel flow and multiplied 
by fuel remaining (AE capability) measure 
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WF E Wp dE 
■ HW w w 

WF  =  AE (7.2.147) 

e. Specific energy 

E    = h  + V2/2g (7.2.148) 

f. Load factor at Ps=0.0 

g. Steady state turn radius computed as follows: 

C    = C, ,  for given load factor 

Now for given bank angle,   B^ 

W = qSCL  •   cos(BA) (7.2.149) 

and the centrifugal   force  is 

Lsin(BA)  = WV^        Lcos(BA)V2 

Rg       '        Rg 

R 
V2 

Substituting Equation  (7.2.153)   and  (7.2.151) 

D - V2     /     ..  1-0 

(7.2.150) 

gtan-BA (7.2.151) 

but from Equation (7.2.149) 

COsBA = i^ f7-2-152) 

.'.  tanB.  »%(^Ek)     -  1.0 (7.2.153) 

(7.2.154) 

It  should be noted that this mission segment option may employ directly 
specified value of Mach number,  altitude,  and weight or these state components 
may be picked up from the previous mission segment termination.     The option 
to reset Mach number, altitude,  and weight  from any previous segment  termi- 
nation   is also available within the option. 
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7.2.6.23    Iteration to Fly a Specified Distance  (Mission Option 15) 

This mission segment option perturbs the range increment in segment i to 
provide a specified total range  (from mission initiation)  in segment j 

.J 

ARj 
H 

\ 
Segment i 

Segment j 

.AR^ 

This  is  illustrated above where L^x   is perturbed to satisfy the condition 

R. R, 

within an error of one nautical mile, 

7.2.6.24    Climb or Accelerate  (Mission Option 16) 

This mission segment option provides a climb or acceleration between two 
Mach number-altitude points  (Mj hi)  and  (M2 h2).    These two flight conditions 
must be defined in two mission segments, segment i and segment j.    The 
climb or acceleration will then join the two points.    Climb or acceleration 
paths may be performed in either a forward or reverse time direction. Deeaents 
are not permitted.    The mission segment option may be performed with or without 
range credit. 

Fuel burning decisions are made according to Mil-C rules while going from 
aondition 1 to 2.    Thus, fuel is burned if 

h2>hl 
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or if 

M2 > M.      and lu = hj 

This behavior is illustrated below. 

"I 
Burn Fuel 

-►M 

/ 

Don't Burn Fuel 

-* M 

Burn Fuel 

\ 
1 —^•2 

► M 

t 

Don't Burn Fuel 

\ 
2# »«1 

V 
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7.2.6.25    Fuel Weight Change   (Mission Option 17) 

A computed or specified fuel weight change is introduced through this 
mission segment option.    The operation performed is 

Wi+1 = W.   - AW (7.2.155) 

T
i+1 = ^ + AT (7.2.156) 

The option can be used to compute 

1. Loiter fuel requirements 

2. Warm up and take-off fuel 

3. Combat  fuel 

Take-off fuel whe i computed is carried out through program TOLAND of Section 
7.1.     If a detailed take-off analysis  is not required the option of Section 
7.2.6.26  is used.    Vavm up fuel  calculation is computed for given power 
setting and time.    Loiter fuel calculation is for flight at specified Mach 
number,  altitude,  weight, and a given time.     Combat fuel calculation is for 
specified time or degrees of turn at a given load factor.    If the degree of 
turn option is used, the following calculation  is performed. 

L = ii •  W (7.2.157) 

where n is the   load factor.    The centrifugal   force is 

VL2 - W2 
FR =VI/  - W^ (7.2.158) 

and the turn radius is 

WV2 

R = (7.2.159) 
g/L2-W2 

The thrust force is set to drag at the turn C^ 

7.2.6.26    Fuel Allowance  (Mission Option 20) 

This mission segment option computes the fuel  allowance for a specified time 
at 

1. Given power setting 
2. Given thrust/weight 
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7.2.7    Thrust Specification in Mission Segment Options 

The vehicle propulsive representations have been discussed in Section 7.2.2. 
There are three available maximum thrust tables, Tinaxj ;  j  = 1,  2,  3.     These 
tables are referenced as  follows: 

T      .   = maximum dry thrust maxl 

T      „ -  maximum wet thrust 
max2 

T      _ = maximum power 
max 3 r 

Throttling may only be used for Tmaxi  and Tmax2.     In using the various mission 
segment options  an appropriate choice of thrust must be made.    The options are 

1. T = D 

2. T = maximum dry 

3. T = maximum wet 

4. T = maximum power 

5. T = thrust for given power setting,  dry. 

7.2.8    Flight Envelope Calculations 

Several  gross flight envelope calculations may be performed.    All  flight 
envelope computations are subject to the conditions 

C.  < Ci,.     ,   lift coefficient   limit L        Llim 

M < M, .       , Mach number limit iim 

q < q, .       , dynamic pressure  limit. 

Propulsive  and aerodynamic characteristics must be specified. 

7.2.8.1 Climb Path History 

Given an  initial weight, warm up, and take-off fuel  allowance,  a maximum 
rate of climb path is performed from 

P1  = P^Mi,  0.0) (7.2.160) 
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to 

where 

P2 = P2(NV hMAX RF5 (7-2-161^ 

h.-Av nn = altitude for best range factor at M- MAX RF ° i. 

Alternatively, P2 may be selected as 

P2  =  VMMAX RF' W RF^ f7-2-162) 

The calculation is performed in ten equal altitude increments from Pj to 
P2. Climb paths are generated for N distinct weights 

Wi = W0 + i • AW;  i = 0, 1, . . ., N-l (7.2.163) 

7.2.8.2    Endurance versus Weight at Various Altitudes 

The endurance is calculated at a given altitude for the weights W^ = Wg+i-AW; 
i = 1,  1,   .   .   ., N-l.    Mach number selected is for best endurance. 

The calculation may be repeated for any number of altitudes, h = hQ+i-Ah; 
i = 0,  1,   .   .   .   .  " 

7.2.8.3    Optimum Cruise Climb at Various Mach Numbers 

An optimum cruise climb between Wj and W2 in a specified 'number of weight 
increments.    The path is repeated for an array of Mach numbers  and altitudes 

M.   = M    + i   •   AM;       i = 0,   1,   2,     (7.2.164) 

h.  = h    + j   •   Ah;       j  = 0,   1,   2  (7.2.165) 

7.2-32 



7.2.9    Contour Presentation Capabilities 

A set of point calculations  (vehicle capability at given flight conditions) 
are carried out over a two-dimensional  array of Mach-altitudes, Mj, hj. 
The resulting matrix of capabilities,  F^j,  is then supplied automatically 
to the CONPLOT routine of Reference 5, and the contours of the function F^ 
in the Mach-altitude plane are obtained in the form of CALCOMP, Houston 
plotter,  or CRT display device output.    At the present time twelve functions, 
pl to Fl2, may be output in contour form.    Each contour plot  is described 
briefly below. 

7.2.9.1    Specific Energy Time Derivative, E,   (INDMAP=1) 

The specific energy time derivative is computed according to the expression 

E(M, h)   -  (T - D)V/W (7.2.166) 

where 
E = energy total time derivative 

T = thrust obtained at a specified power setting or at T = D; 
wet, dry,  or maximum power options are available 

D = drag computed for a specified load factor 

V = flight velocity 

W = aircraft weight 

Some typical  energy aerivative contours  for a large four-engine transport  are 
presented in Figure 7.2-9.      The minimum contour shown is for the condition 
T - D = 0.    Hence,  the flight envelope is a by-product of the E map when 
suitable constraints such as Ci        ,  and dynamic pressure limits are added. 

7.2.9.2    Specific Energy/Fuel  Flow,  E/m.   (INDMAP=2) 
*      * 

The E/m contour presents the specific energy time derivative over the fuel 
flow map. Since 

•,•  dF./dt  dE (7.2.167) 
E/m = dSTdt = di 

The map illustrates an aircraft's ability to convert fuel into energy at 
specified flight conditions. 

The point calculation employed is 

E/m = (T - D)V/(Wm) ^7.2.168) 
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where m is the fuel  flow rate.    The various thrust and drag options discussed 
in Sections 7.2.1 and 7.2.2 may be employed to produce a family of maps.    A 
typical  example for the large subsonic transport at maximum thrust and lg 
flight is shown in Figure 7.2-10. 

7.2.9.3    Lift/Drag.   L/D.   (INDMAP=3) 

Lift/drag contours present a measure of the airplane's aerodynamic efficiency. 
The L/D maps  indicate its range capability in unpowered flight and partially 
reflect the cruise range capability.    Mass can be produced for any specified 
load factor.    A typical  contour for the large subsonic transport in  level 
flight  is presented in Figure 7.2-11. 

7.2.9.4    Range Factor.  RF,   (INDMAP=4) 
« 

Range factor contours present a measure of vehicle cruise range capability. 
Maps are produced for level flight with thrust equal to drag at a specified 
aircraft weight. 

RF= (^ (£) (7.2.169) 

where SFC is the specific fuel consumption.    The user may elect to construct 
maps for other than level unaccelerated flight.      However,  the interpretation 
of these charts is not clear.    A typical unaccelerated flight range factor 
contour map for the   large subsonic aircraft  is presented in Figure 7.2-12. 

7.2.9.5    Thrust   (INDMAP=5) 

The thrust map is available as a device for examining thrust input data or 
the thrust component of other mapped  functions.    The map can be obtained for 
wet, dry, maximum, or throttled power setting.    The maximum power thrust 
map for the  large subsonic transport  is presented  in Figure 7.2-13. 

7.2.9.6    Drag Map   (INDMAP=6) 

The drag map provides a device for inspecting drag data input or the drag 
component of any other map.  Drag maps are produced for a specified load 
factor.  A lg drag map for the large subsonic transport is presented in 
Figure 7.2-14. 

7.2.9.7 Specific Fuel Consumption, SFC, (INDMAP=7) 

Specific fuel consumption maps are provided as a data input inspection device 
or as an aid to visualizing the specific fuel consumption component of other 

7.2-34 



maps.     Maps may be obtained for wet, dry, maximum, or throttled power settings, 
Maximum power specific fuel consumption of the  large subsonic transport  is 
presented in Figure 7.2-15. 

7.2.9.8    Fuel  Flow Rate, m,   (INDMAP=8) 

The fuel flow maps are provided as a data input  inspection device or as an 
aid to visualizing the fuel  flow component of other maps.    Maps may be obtained 
for wet, dry,  maximum or throttled power settings.    Maximum power fuel  flow 
for the large subsonic transport  in level unaccelerated flight is presented 
in Figure 7.2-16. 

7.2.9.9    Specific Energy (INDMAP=9) 

The specific energy map 

E = h + V2/2g (7.2.170) 

is provided as a user's convenience in visualizing the trajectory points 
between constant energy lines and any other set  of contours.     An example  is 
presented in Figure  7.2-17. 

7.2.9.10    Lift/(Thrust  - Drag), L/(T-D)   (INDMAP=10) 

The  lift/(thrust  -  drag)   contours are useful  for determination of maximum range 
powered flight. 

Assuming that maximum range flight occurs at small  flight path angles 

R = / ^dE (7.2.171) 

Therefore, the energy-like approximation to maximum range flight occurs when 
L/(T-D)  is a maximum at each energy level.     It  should be noted that when 
T -  D = 0, no energy gain is possible; therefore,  this singular condition must 
be avoided.     In NSEG II the per cent excess of thrust over drag which is 
acceptable is a program input.    A typical  L/(T-C) map for the  large subsonic 
transport is presented in Figure 7.2-18. 

7.2.9.11    Turn Radius  (INDMAP-11) 

Turn radius maps give a gross indication of aircraft's combat capability. 
Turn radius is computed by equating the aircraft's  lift capability in steady 
state of decelerating flight using the following expression 
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-.1/2 
rv\ r    i.o v/z 

R
 = w ^     TT (7.2.172) 

8      [(qSCL)2-W2j 

where CL is determined so that   (a)  thrust equals drag for steady state 
flight and (b) CL equals CL maximum for minimum instantaneous turn radius. 

Typical radius of turn map for the subsonic transport are presented in Figure 
7.2-19. 

7.2.9.12    Time to Turn (INDMAP=12) 

Time to turn through 180 degrees  is presented as a supplement to the turn 
radius map.    When the minimum instantaneous turn radius calculation is employed, 
the maps do not give a true time to turn.    They merely indicate how long a 
time the aircraft would take to turn if it could maintain its current turn rate. 
When steady state turns are considered,  true time to turn is obtained which 
will frequently be much longer than is required for a decelerating turn. 
Typical time to turn maps for the subsonic transport are illustrated in Figure 
7.2-20. 
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Hi-Lo-Lo-Hi Radius Mission 

1. Take-öff 
2. Maximum rate of climb to best cruise altitude given weight and Mach number 
3. Constant CL climb to best cruise altitude for new weight and Mach number 
4. Breguet cruise to given range, R 
5. Instantaneous state change to dish Mach number and altitude 
6. Constant Mach number-altitude cruise to total  range, R 
7. Drop ordnance,  instantaneous weight change 
8. Constant Mach number-altitude return cruise to given weight 
9. Maximum rate of climb to given Mach number-altitude 

10. Breguet cruise to given weight 
11. Instantaneous state change to best endurance Mach number for given altitude 

and weight 
12. Loiter for given time 

FIGURE 7.2-1.     TYPICAL NSEG  II MISSION PROFILE 

7.2-37 



tn 
H 
trt 

(A 3 
a a 
^S 
tu a 
|§ 
2 tfl" 

ii 
Ul l-< 
a w 

fe   . 
•-I 10 

£g 
teS 
u u, 
»-I 
-J Q 
tu < 
^ 
< u w 
HH  3 
o. o 

^ 
> 

<N H 
• < 

r4 
• >> 

1^ (J 
oc 

s^ 
8W 
«-• u 
U.  M 

u. (—( 
u 
UJ 
a. 
in 

0000»      OO'CSC      ooooc ooosz     oo-ouz     oo-nsi 
foi«     aurumd 

oooui oo-os ood5 

7.2-38 



7.2-39 



w*~^^ 

.(M2.  h2) 

LINliAR MACH ALTITUDE. 
PATH 

i 

IML_lliI -►  M 
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Figure 7.2-5.     Constant Dynamic Pressure Segment 
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FIGURE 7.2-10 
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FIGURE 7.2-17.    SPECIFIC ENERGY MAP 
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FIGURE 7.2-19    RADIUS OF TURN MAP 

FIGURE 7.2-20.     MAP OF TIME TO TURN 180 DEGREES 
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7.3    ATOP II:     ATMOSPHERIC TRAJECTORY OPTIMIZATION PROGRAM 

Trajectory optimization by the steepest-descent method is now a routine perfor- 
mance estimation at several Government research establishments and major aero- 
space concerns.    The computer program utilized for trajectory optimization 
studies in this report is capable of determining optimal three-dimensional 
flight paths for a wide variety of vehicles in the vicinity of a single planet. 
Atmospheric effects may be included, if desired.     Past program applications 
include flight path optimization of 

... - r* d-    boost-glide re-entry vehicles a. high performance supersonic aircraft ,        *, . . . 
w      ---_-**    _i.i*  i 1        r J e'    advanced hypersonic cruise b. spacecraft orbital transfer rendezvous -.     Jr 

and re-entry ,,        .    . . •, ,. .    ,      ', , t f.    air-to-ground missiles c. multi-stage booster ascent trajectories 6 

Optimal control can be determined for any combination of the time varying 
variables 

a. angle of attack  (or pitch angle 
b. bank angle 
c. side slip 
d. throttle 
e. two thrust orientation angles 

All the commonly employed terminal performance and constraint criteria may be 
specified.    Inequality constraints may be imposed along the vehicle flight path. 

Several options are available for specification of vehicle aerodynamic and 
propulsive options.     Data and vehicle characteristics option can be modified 
at preselected stage points. An arbitrary number of stage points may be 
specified. 

Planetary characteristics are nominally set to those of the earth.    Up to 
four gravitational harmonics may be specified.    Nominal planetary atmosphere 
employed is the 1959 ARDC.    A variety of wind specification options are avail- 
able.    An ellipsoidal planetary shape may be specified. 

The original trajectory optimization program is described in References  1  and 2. 
Equations of motion employed are described in References 3 and 4.    Some past 
applications are described in References 5 and 6.    An extension of program 
capability is described in Reference 7.    An extension to simultaneously deter- 
mine both optimal time varying control and discrete stage points together with 
some applications are described in References 8 and 9.    A guidance and control 
application, the so called lambda guidance scheme,  is reported in Reference 10. 

The optimization program of References  1 and 2 employs a second-order prediction 
scheme and several control variable "weighting matrix" options to assist con- 
vergence of the steepest-descent algorithm.    These two features have also 
been included in a recently developed trajectory optimization. Reference 11. 
They are also retained as convergence options in an extended version of the 
References 1  and 2 program which has multiple arc  (branched trajectory)  capa- 
bility as reported in Reference  12. 
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The remainder of this section is devoted to an outline of the three-degree- 
of freedom equations used in ATOP II.    The variational optimization formu- 
lation employed in ATOP II is described in Section  10.1.     It should be noted 
that the ATOP II program also contains a multivariable optimization capability 
for applications in which the time varying control can be parameterized. 
Examples of this approach are contained in Reference 13. 

7.3.1    Point Mass Trajectory Equations 

Several suitable coordinate systems are available for point mass trajectory 
confutations.    The basic set of coordinates used in the present analysis is 
a rectangular set rotating with the earth,  (Xe> Ye, Ze).    This coordinate 
system is illustrated in Figure 7.3-1. 

The Xe and Ye axes lie in the equatorial plane, the positive Xe axis being 
initially chosen as the intersection of this plane with the vehicle longi- 
tudinal plane at    t = t0.    Ye is 90 degrees to the west of Xe, and Ze is 
positive through the South Pole.    The radius vector magnitude from the 
center of the earth to the vehicle is given by 

W-Vx,2 ♦ i«2 ♦ «.z (7.3.1) 

The angle between § and the North pole is given by 

V - 90 - ^L 

where ♦!, is the latitude of the vehicle. 

(7.3.2) 

As a result of the earth's rotation, an observer in the (Xe, Ye, Ze) system 
would detect an apparent notion of the point mass. In the rotating system 
Newton's law can be written in the vector form, References 1 and 2, 

'fiffi:^®:'*"' (7.3.3) 

Here f   is the total force acting on the vehicle; m is the vehicle mass, 
and  m is the planet's rotation rate. This vector equation can be expressed 
in component form using the relationships 

T t « - % (7.3.6) 
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Alternatively, by introducing the vehicle velocity components. Equations 
(7.3.4) to (7.3.6) can be reduced to the first order form 

t, - u, (7.3.7) 

ye « ve (7.3.8) 

Äe - w^ (7.3.9) 

**' ?**  - a-pVe + «-p2 X, (7.3.10) 
D 

F ;e--^+2WpUe+Wp
2 Ye (7i3ill) 

w, - ^« (7.3.12) 

The vehicle state equations are completed by adding the mass rate of change 
equation to the equations of motion. The mass rate of change is assumed to 
be of the general form 

m = m^Ct), ö^t), t) (7.3.13) 

where xn(t
-> is the time varying vehicle state vector having components Xe, 

Ye, Ze, ue> ve, we, and m; aii<\ a(t) is the time varying control vector having 
the components discussed in the following section. 

7.3.2    Control Variables 

The total force acting on the vehicle has three distinct sources:    aerodynamic 
force as a result of interaction between the vehicle surfaces and the plane- 
tary atmosphere; second, gravitational force as a result of vehicle and 
planetary mass interaction; and finally, thrust forces introduced by the 
vehicle porpulsion system. 

Aerodynamic force components in the basic  (Xg, Ye,  Ze)  rotating coordinate 
system are functions of the vehicle orientation with respect to the velocity 
vector.    Three angular control variables determine these force components 
as discussed below. 

Angle of attack, a,  is the angle between the velocity vector and the vehicle 
reference axis when viewed in the vehicle side elevation.    That is, in a 
rectangular body axis coordinate system, x,y,z with x along the vehicle 
reference axis, positive forward, y perpendicular to the vehicle plane of 
symmetry, positive to starboard, and z completing a right hand system, a 
view normal to the x-z plane is considered.    If u, v, w are the components 
of the vehicle velocity with respect to the atmosphere in this body axis system 

a = tan"1  (£) (7.3.14) 
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Sideslip angle, (5, is the angle between the velocity vector and the reference 
axis when looking down on the vehicle planform, that is, along the z axis. 
In this case, 

ß = tan"1  (£) (7.3.15) 

The third angle required to establish vehicle orientation in space is a 
rotation about the velocity vector.    This angle, bank angle (B/0  is taken as 
zero when the vehicle plane of symmetry is vertical and when the vehicle is 
upright.    Positive bank angle is a positive rotation about the velocity 
vector as in Figure 7.3-4.    With the above three angles used to describe 
vehicle attitude, velocity vector known, and a given atmosphere, the aero- 
dynamic forces are completely satisfied. 

Thrust from the propulsion system involves the atmospheric properties either 
due to the atmospheric back pressure degrading the vacuum thrust or by 
virtue of the atmospheric fluid used in the combustion process which creates 
thrust.    The propulsion unit efficiency may be affected by Mach number and, 
hence, velocity so that thrust forces depend on the state variable components 
of position and velocity.    If the propulsion system force has a fixed orien- 
tation along the x body axis, the control variables introduced to describe 
aerodynamic forces suffice to describe thrust forces also.    It may be, 
however, that the propulsion unit has a fixed or variable orientation within 
the vehicle.    In this case,  additional control variables describe the 
relative position of the propulsion unit force with respect to the body 
axes. 

Two additional angles are sufficient to orient the thrust.    These are the 
cone angle from the reference axis,  Xj, and the inclination about the reference 
axis,  $j.    This latter angle is measured positively about the reference axis 
and is zero when the thrust force is perpendicular to the port side of the 
vehicle plane of synmetry,  as illustrated in Figure 7.3-5. 

One other control variable for thrust must be specified; this is the throttle 
setting, N, which serves to determine the propulsion unit power setting on 
variable thrust engines. 

In all, then, to specify the forces acting on a point mass vehicle with a 
single propulsion unit,  six control variables, a, ß,  By^,  \j, $-., and N are 
required.    If there is more than one independently controllable propulsion 
unit,  additional control variables,  \j., fp , and N^, are defined. 
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7.3.3   Coordinates and Coordinate Transformations 

7.3.3.1    Local Geocentric-Horizon Coordinates 

Components of the planet-referenced acceleration are integrated to obtain 
the planet-referenced velocity components (Xe, te» ^e) •    Vehicle position 
in this coordinate system is determined by integration of these velocities. 
Vehicle position in the planet-referenced spherical coordinate system will 
now be determined.    The spherical coordinates are longitude, geocentric 
latitude, and distance from the center of the planet.    Angle "C" represents 
the change in vehicle longitude and may be written 

ÖLr (7.3.16) 

Angle C is related to the vehicle position by the expression 

-1    Yg 
C = Tan 1  (v1 ) Ae 

The relationships are illustrated in Figure 7.3-6. 

(7.3.17) 

To describe body motion relative to the planet, a local-geocentric-horizon 
coordinate system is employed.    The Zg axis of this system is along a 
radial line passing through the body center of gravity and is positive 
toward the center planet.    The Xg axis of this system is normal to the Zg 
axis and is positive northward; Yg forms a right handed system.     Figure 
7.3-6 shows the relation of this coordinate system to the other systems 
employed. 

To locate the Xg-Yg-Zg axes with respect to the Xe-Ye-Ze axes, rotate 
Ze by an angle 1180° + C),  then rotate about Yo through the angle  (90c 

about 
üg   ujr    cui   CUI^AC    yxov      -r    \*j ,    biivii   xwkabE   auuui.    la    UiruligU    I.I1C   cUlgXC    {V\)      -   ^L) 

The complete transformation can be reduced to the single transformation 
matrix 

lh 
\ 

M 

\ 

-Sin ♦L Cot C -Sin ♦L Sin c ~Co8 ♦L 

Sin 0       -Cos C        0 

-Cot ♦L GOB C -Cos ♦L Sln c  Sln ♦L 

^1 

iz. (7.3.18) 

which defines a direction cosine set  (i, j, k) by the equation 

it. kl % 

^2 K 
k3 % 

(7.3.19) 
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Planet referenced velocity in the local-geocentric coordinate system is 
given by 

J2 

1 Xe 

2 Ye 

3 Ze 

and 

vg  -  Vx2
g*  i2

g 
+ z2g. 

Flight path angles are computed by 

 - (?) 

(7.3.20) 

(7.3.21) 

(7.3.22) 

(7.3.23) 

Here a is the heading angle, and X is the flight path angle, 

3.3.3.2    Wind Axis Coordinates 

Aerodynamic and thrust forces for point mass problems are conveniently summed 
in a wind-axis coordinate system (XA, YA, ZA) .    The equations of motion are 
solved in  (Xe, Ye, Ze) coordinate system; the wind-axis components of force 
must therefore be resolved into this basic coordinate system. 

When winds are defined by atmospheric velocity components along the local 
geocentric axes, vehicle velocity relative to the atmosphere is the vector 
difference of vehicle geocentric velocity and wind velocity.    The wind axis 
system is then determined by the vehicle airspeed, V^, and the flight path 
angles relative to the atmosphere XA and o^.    If wind velocity is zero, 
VA = Vo,  XA = X and OA = o.     If there is a wind, with velocity components 
(Xgw> ,   Zou)> then gW,     ^.gy, 

v* »V (X,-X_.)2 ♦ (Y.-y_.)2 ♦ (z.-z_.)2 
"A 

YA sin 

g    gw 

-1 

«  V 8    gw 

oA ■     tan 
_i 

;(VV)/VA] 
(Y -Y    )/(X -X    ) 

g    gw        g    gw 1 

(7.3.24) 

(7.3.25) 

(7.3.26) 
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Forces are first resolved from wind axes to the local geocentric coordinates, 
The wind axes are defined relative to the local geocentric axes by three 
angles:    heading, OA;  flight path attitude, X^ (defined above); and bank 
angle, B^. 

The complete transformation from local geocentric horizon coordinates to 
wind axes is 

COB Y.cos o. 

-sin 0^008 B^ 
+ sin YA

COS
 aAsin BA 

sin o^sin BA 

♦ iin YA
CO>

 ^A00' BA 

cos Y.sin o. 

cos o^cos B^ 
+ sin Y.sin o sin BA 

A A 

-cos oAsin B. 
* sin YA

8
^ 

aAcoa BA 

-.in YA Xg 

cos YA8in BA Yg 

cos Y.cos BA h 
(7.3.27) 

which defines a direction cosine set 

XA 'I 

r2 

r3 
(7.3,28) 

The resolution of forces from wind axes to local geocentric then becomes 

'h 

rl    r2   r3  'XA 

81     Sg     13   FTA 

4   *2   ^3  'ZA (7.3.29) 

For the rotating planet, the local geocentric components must be resolved into 
the Xe -Ye -Ze system. The required direction cosines are given by Equation 
(7.3.20) 

Fx. h h h 'h 
r*e 

■ h i2 Js \ 

% H k2 k3 % 

(7.3.30] 

The combined transformation  from wind axes to local geocentric can be defined 
as a single matrix transformation    [o,p,q].    Adding in the gravitational  force 
component,  the total force in the  (X ,  Y  , Z ) coordinate system becomes 

v C v 
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% 
01 02 03 FXA -«xe 

FYe 
■ Pi P2 P3 

1   YA 
♦ X 

PZ. 41 ^2 43 1 |PZA »8Ze (7.3.31) 

7.3.3.3    Body Axis  Coordinates 

Origin of this system is the vehicle center of gravity with x axis  along 
the geometric longitudinal axis of the body.    Positive direction of the 
x axis is   from center of gravity to the front of the body.    The y axis is 
positive to starboard extending from the center of gravity in a water line 
plane.    The z axis forms a right handed orthogonal system.    To permit the 
use of body  (x,y,z)  axes aerodynamic data and to convert the body axes 
components of thrust to the wind axes system, a coordinate transformation 
must be made.    The coordinate transformation shown in Figure 7.3-8 
involves rotation first through angle of attack, a, then through an 
auxiliary angle,  g'. 

The complete transformation is 

ZA 

cos ß* cos o sin 6' 

-sin 0' cos a cos ß' 

-sin a       0 

cos ß1 sin a 

-sin ß" sin o 

cos a (7.3.32) 

which defines the (u, v, 2) direction cosi les 

^A 

ZA 

and the force coefficient transformation 

ul u2 u3 

vl v2 
v3 

wl w2 w3 

■cD ul "2 u3 

% 
s vl u2 u3 

CL ¥1 w2 w3 -c« 

(7.3.33) 

(7.3.34) 

The relationship between body and wind axes aerodynamic coefficients is now 
established. 
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7.3.3.4    Inertial Coordinates 

The selected inertial coordinates coincide with the earth references 
(Xet Ye, Ze)  system at time zero.    At a later time they differ by the 
rotation of the earth, upt. 

The transformation from planet referenced velocities to inertial velocities is 

Cos uipt     Sin Wpt     0 

-Sin üiut    Cos üi_t     0 

0 0 1 

'e 

Ye 

Z- 

%Xe 

(7.3.35) 

The components of inertial velocities are used to calculate the inertial speed 
of the body as 

(7.3.36) 

7.3.3.5    Local Geocentric to Geodetic Coordinates 

Positions on the planet are specified in terms of geodetic latitude and 
altitude  (for a given longitude) while the motion of the body is computed 
in a planetocentric system which is independent of the surface.     In the 
computer program flight path angle X and heading angle a  are calculated with 
respect to the local geocentric coordinates.    By definition XQ and ap are 
angles measured with respect to the  local  geodetic.    Although the maximum 
difference that can exist between the two coordinate systems  is  11 minutes 
of arc,  it may be desirable to know XQ and OQ more accurately than is 
obtained when measured from the  local geocentric. 

It is necessary to resolve the geocentric latitude to geodetic latitude 
for an accurate determination of position.     Figure 7.3-9 presents the 
geometry required for describing the position of a point  in a meridian plane 
of a planet shaped in the form of an oblate sphere'd 

Re Rp 
(7.3.37) 

It  is apparent from Figure 7.3-9 that the most significant difference between 
the geocentric referenced position and the geodetic position  is the distance 
AB on the surface of the reference spheroid.    The distance can be defined by 
a knowledge of the angle ^J the geocentric latitude^^™; the geodetic 
latitude; the corresponding radii;  and the distance 0C. 

The flight path and heading angles corrected to the local geodetic latitude 
are computed by 
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,-1 /- t.-|ic.u,-*L))N 
"I.-81"  .       ., 

(7.3.38) 

and ,_ - Sin"1 /   j fi \ 

C7.3.39) 

where «t1- is computed by an iterative scheme described in References 1 and 2. 

7.3.4   Auxiliary Computations 

In addition to the computations which can be made from the problem formulation 
as presented in preceding sections, several other quantities are available as 
optional calculations 

a. Planet-surface referenced range, Rj) 

b. Great circle range, R« 

c. Down- and cross-range, Xp and YD 

d. Theoretical bumout velocity, Vtheo 

e. Velocity losses, Vp, Vgrav, Vp,  and V^L 

f. Orbital variables and satellite target 

7.3.4.1    Planet Surfaced Referenced Range 

The total distance traveled over the surface of the planet is computed as the 
integrated surface range.    The curvilinear planet surface referenced range 
is 

/t2 

RD    "   y _*L    Vg Cos Y dt 

h R                                                                     (7.3.40) 

The flight path angle,  \, is referenced to local geocentric coordinates  for 
this computation. 
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7.3.4.2    Great Circle Range 

Great circle distance from the  launch point to the instantaneous vehicle 
position,  R_, may also be required,  Figure 7.3-10.    The surface referenced 
great circle range from the launch point to the vehicle is approximated by 

Rg = 
R*L * R*LC Cos"1 I Sin^L Sin ^ + Cos (^ Cos ^ Cos(eL-eLo)J 

(7.3.41) 

7.3.4.3   Down and Cross Range 

Down and cross  range from the initial great circle can be determined.    The 
initial great circle is determined from the input quantities, o0,  (JiL0, 
and 9L  »  Figure  7.3-11.    Then the cross range of a particular trajectory 
point is defined as the perpendicular distance from the point to the 
initial great circle.    Thw downrange is then  the distance along the initial 
great circle from the initial point to the point P at which the cross range 
is measured.    From the spherical triangle.  Figure 7.3-11, the great circle 
range LF to the point F is computed by Equation  (7.3.41). 

The right spherical triangle LPF is solved for the downrange, Xp,  and the 
cross range, Y[). 

,D.(^\.COS-I( JfLM \ 
\ / \Cos(sin    (sinLF sinO)/ 

,       /IVR*Lo\       •   -1   r   •   IP    •   n {Q = I » I    sin      (sinLF sin^) 

(7.3.42) 

(7.3.43) 

where 

C =  C (7.3.44) 

7.3.4.4    Theoretical Burnout Velocity and Losses 

For trajectory and performance optimization studies,  it is convenient to 
know the theoretical burnout velocity possible and the velocity losses due 
to gravity, aerodynamic drag, and atmospheric back pressure upon the engine 
nozzle.    These quantities may be computed as  follows: 

Theoretical Velocity: 

theo    = 

tg 

/ 

TVAC 
dt 

m (7.3.45) 
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Speed Loss Due to Gravity: 

Vgrav    = /     -6ZgSin  ^dt (7.3.46) 
tl 

Speed Loss Due to Aerodynamic Drag: 

VD =    /   £ dt (7.3.47) 
/   m 
tl 

Speed Loss Due to Atmospher Back 
Pressure Upon the Engine Nozzle: 

t2 

/PAe 
"    IT    dt (7.3.48) 

Maneuvering Losses: 
tp 

V, 

h 

ML 

-       / 

J ("^ir"~)  (cos « -  l)   ^ (7.3.49) 

The resultant velocity Vg(t2)   is obtained by adding the components computed to 
the initial value Vg(ti) 

V;(t2)   = V'tti)   + V^ + Vgrav + VD  + Vp (7.3.50) 

The maneuvering losses are valid only if Xj is zero for the engine. 

7.3.4.5    Orbital Variables  and Satelite Target 

Orbital variable calculations follow the calculation of vehicle inertial 
velocity.     Flight path angles in inertial space are computed from the 
expressions 

-1 h% ♦ up IRJ COML   \ 
o. ■ tan 

% Xg ^ (7.3.51) 

• sin"1      (-—I (7.3.52) 
•■■■' fe) 

The inclination angle,  i,  is the angle between the plane containing the 
velocity vector and the center of the earth,  and the equatorial plane. 
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Applying spherical trigonometry to Figure 7.3-12, we obtain the relationship 

cos 1 ■ cos +T  sin a 
L I (7.3.53) 

The difference in longitude between the vehicle and the ascending node, v, 
is given by 

tan v > sin ^ tan o. 
(7.3.54) 

The inertial  longitude is given by 

1       L       P (7.3.55) 

and the inertial longitude of the ascending node by 

ft « 6T -    v 1 (7.3.56) 

It is convenient to know the central angle, u,  in the orbital plane.    Measuring 
from the ascending node, 

tan tr 
tan u ■ Ü 

cos al (7.3.57) 

The orbital variauie calculation introduces positional and velocity information 
from a second body.    This body is a satellite considered in a circular orbit 
about the earth.     Its orbital height, hs, is specified and remains constant. 
Position in the orbit is computed from an initial central angle, 4)s0. by the 
expression 

♦s a ♦SQ 
+ "s* (7.3.58) 

The satellite angular velocity is obtained from the satellite inertial 
velocity, Vc  , where 

Vcs    'J (Re+hs) (7.3.59) 

where Va is the gravitational potential constant and Re is the earth's radius. 
It should be noted that Equation (7.3.59)  assumes a spherical earth;  for the 
earth's radius is taken as constant,  and none of the higher order gravitational 
harmonics are included.    Knowing Vcs, it  follows that 

ü»   ■       c8 (7.3.60) 
8        Re+hs 
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7.3.5 Vehicle Characteristics 

Methods by which the aerodynamic, propulsive, and physical characteristics 
of a vehicle are introduced into the computer program are presented in this 
section. Form and preparation of the input data are discussed together with 
methods by which stages and staging may be used to increase the effective 
data storage area allotted to a description of the vehicle's properties. 

7.3.5.1 Aerodynamic Forces 

Aerodynamic forces are defined by three mutually perpendicular forces: lift 
(L), drag (D), and side force (Y). Lift force is perpendicular to the 
velocity vector in a vertical plane; drag force is measured along the 
velocity vector but in opposite direction; side force is measured in the 
horizontal plane, positive toward the right, provided the bank angle is 
zero. If the bank angle is not zero, L and Y will be rotated by -BA about 
the velocity vector. 

Aeodynamic forces are expressed in the form 

L « q(V,h) SCL(V,h,o,8) (7.3.61) 

D = q(V,h) SCD(V,h,a,ß) (7.3.62) 

Y = q(V,h) SCy(V,h,a,ß) (7.3.63) 

where q is the dynamic pressure and S is a convenient reference area. The 
aerodynamic coefficients CL, CQ, and Cy may be expressed in terms of "he 
aerodynamic derivatives. 

CL " CLo + CLa a * cLa2 «|a | + CLß | ßl 

CD = % *  CDa |a|+ CDa2 a2 + CD6 | ß| 

+ (V ß2 + cDa6 HN (7.3.65) 

CY = CY0 
+ CYaH

+ CYa
2 a2  + CYß0 

* CY62 IM*  CYaß|a|ß C7-3-6^ 

Alternatively, the aerodynamic derivatives may be expressed as tabular vari- 
ables of independent variables such as Mach number (Mj^), altitude (h), a, 
and 3, that is, functions of the state variables and the control variables. 
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It may be convenient to measure the aerodynamic forces  in the body axis 
coordinate system introduced in Section 7.3.3.3.    In this case, normal 
force  (nr) is measured along the -z axis;  side force  (y)  along the y 
axis, and axial force  (a) along the -x axis. The specification of forces 
in the body axis system is similar to that in the wind axis  system. 

7.3.5.2    Thrust and Fuel Flow Data 

The techniques employed to introduce thrust and fuel-flow data into the 
equations of motion are developed in an approach similar to that employed 
for aerodynamic data.    An n-dimensional tabular listing and interpolation 
technique is used with the independent variables being defined by the type 
of propulsion unit being considered.    The propulsion units are grouped 
into the following options:     (1)    rocket    and (2)    airbreathing engines. 

7.3.5.2.1 Propulsion Option (1)  Rocket.    The thrust of a rocket motor is 
assumed variable with stage time,  altitude, and,  if the rocket is control- 
lable, with throttle setting.    The altitude effect is determined by the 
exit area of the nozzle, Ag,  and the ambient atmospheric pressure, P.    If 
the thrust is specified for some constant  ambient air pressure, the altitude 
correction can be calculated within the subprogram.     If the rocket motor is 
uncontrolled,  the vacuum thrust  (in pounds) will be introduced by a tabular 
listing as a function of time  (in seconds)  and corrected as  follows: 

T » Max    [T        - PA., 0] 
vac e (7.3.67) 

The propellant consumption rate is specified by a tabular listing in slugs 
per second as a function of time  (in seconds)  for the single engine options, 
or computed from the thrust and the engine specific impulse,   Igp, for the 
multiple engine options. 

If the rocket is controlled,  the propellant mass flow rate mf,  is introduced 
by a tabular listing as a function of throttle setting.    The thrust is then 
specified by a tabular listing as a function of mass  flow rate. 

7.3.5.2.2 Propulsion Option  (2) Airbreathing Engines.    An airbreathing 
engine is strongly affected by the environmental conditions under which 
it is operating.    Engines which would be grouped in this classification 
are turbojets,  ramjets, pulsejets, turboprops,  and reciprocating machines. 
The parameters considered significant in the program are 

a. Altitude (h-ft) 
b. Mach number (Mfl) 
c. Angle of attack (a-degrees) 
d. Throttle setting (N-units defined by problem) 
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Both the thrust and fuel flow are functions of these variables.     In order 
to accommodate these variables,  a five-dimensional tabular listing and 
interpolation are used to obtain both thrust and fuel  flow.    The thrust 
has no further correction as the effects of all parameters are assumed 
included in the interpolated value. 

7.3.5.2.3 Engine Perturbation Factors.    The engine options include provision 
for two data scaling factors for use in parametric studies; these are in 
the form 

T =  e13 TVAC + £14 (7-3'685 

7.3.5.2.4 Components of the Thrust Vector.    The equations used to reduce the 
thrust vector to its components along the body axes are 

Tx = T cosXT (7.3.69) 

and 

T    =  -T sinXT cosfj, (7.3.70) 

Tz = -T sinXT sin^T (7.3.71) 

Xj and $7 are defined in Section 7.3.2. 

7.3.5.2.5    Reference Weight and Propellant Consumed.    Rate of change of 
vehicle mass, m,  is set equal to the negative of the total mass flow rate, 
-mt.    m is integrated to give variation of vehicle mass, m.    The instan- 
taneous mass is used in the computation of the body motion.    The reference 
weight is obtained by an auxiliary calculation 

WT = 52.174 • m (7.3.72) 

The propellant consumed is computed as 

mf = m    - m (7.3.73) 

where IUQ is a reference mass  input equal to the  initial vehicle mass. 

7.3.5.3    Stages and Staging 

A problem common in missile performance analyses and encountered frequently 
in airplane performance work is that of staging or the release of discrete 
masses from the continuing airframe.    The effect of dropping a booster 
rocket or fuel tanks is often great enough to require that the complete set 
of aerodynamic data be changed.    Configuration changes at constant weight, 
such as extending drag brakes or turning on afterburners, may also require 
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revising the aerodynamic or physical characteristics of the vehicle.   At 
each stage point the equation of motion integration is stopped on a given 
stage cut-off function with precision.   The next stage integration is then 
restarted following specification of the revised vehicle configuration. 

7.3.6    Vehicle Environment 

The models for simulating the environment in which a vehicle will operate 
are presented in this section.    This environment includes the atmosphere 
properties, wind velocity, and the field associated with the planet over 
which the vehicle is moving.    The shape of the planet and the conversion 
from geodetic to geocentric latitudes are also considered.     In the discussions 
which follow, the descriptions of vehicle environment pertain to the planet 
Earth.    The environmental simulation may be extended to any planet by 
replacing appropriate constants in the describing equations. 

7.3.6.1    Atmosphere 

Two atmospheres are considered in this program:    the 1959 ARDC Model 
Atmosphere and the  1962 ARDC Model Atmosphere.    The 1959 ARDC Model Atmos- 
phere is specified in layers assuming either isothermal or linear temperature 
lapse-rate sections.    This construction makes it very convenient to incor- 
porate other atmospheres either from specifications for design purposes or for 
other planets.    The relations which mathematically specify the 1959 ARDC 
Model Atmosphere are as follows:    the 1959 ARDC Model Atmosphere is divided 
into 11 layers as noted in the table below. 

Layer Hb-Lower Altitude Upper Altitude   i 
(Geopotential (Geopotential)   ! 

i... i Meters      i 

1 0 11,000      | 
2 11,000 25,000      j 

1   3 25,000 47,000      j 
4 47,000 53,000      j 

i   5 
53,000 79,000 

6 79,000 90,000      | 
7 90,000 105,000      j 
8 105,000 160,000 
9 160,000 170,000 
10 170,000 200,000      | 
11 200,000 700,000 
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For layers 1, 3, 5, 7, 8, 9,  10, and 11 a linear molecular scale temperature 
lapse rate is assumed and the following equations are used: 

H .3048h 
gp      l+.3048h/6356766 Meters (7.3.74) 

■   Wbf1 + MHgp-Hb)] 

= TM[A - B tan"1  (^)] 

•K2 
P    =  Pb[l  + ^(Hgp-Hb)] 

p    = pb[]   + KjCHgp - Hb)] 

Vs    =  49.021175 (TM) 

(1+K2) 

1/2 

v    = -8 =  2.269681 x  10 0     [js^ 
r3/2 

(T+198.72)p ] 

0R 

0R 

Lb/Ft2 

Slugs/Ft' 

Ft/sec 

Ft /sec 

,3.75) 

,3.76) 

,3.77) 

,3.78) 

,3.79) 

(7.3.80) 

For the isothermal  layers 2, 4, and 6,  the following changes are made 

(7.3.81) P = pie-K3(Hgp-Hb) 
b 

P = Pb« 
■K3(Hgp-Hb) (7.3.82) 

Values of the temperature, pressure, density, and altitude at the base of 
each altitude layer are listed together with the appropriate values Kj, 
K2,  and K3 in References 1 and 2. 

7.3.6.2    Winds Aloft 

The winds aloft subprogram provides for three separate methods of introducing 
the wind vector:    as a function of altitude, a function of range, and a 
function of time.    This facilitates the investigation of wind effects for 
the conventional performance studies.    The wind vector is approximated by a 
series of straight  line segments for each of the methods mentioned above. 

Four options are used to define the wind vector in the computer program. 
The three components of the wind vector in a geodetic horizon coordinate 
system can be specified as tabular listings with  linear interpolations  (curve 
reads)  in the following options: 
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Wind options (0)«    In this option the wind vector is zero 
throughout the problem.    This allows the analyst the 
option of evaluating performance without the effects of 
wind.    This option causes the winds-aloft computations to 
be bypassed. 

Wind option (1).    In this option the components of the 
wind vector are specified as a function of time.    Wind 
speeds are specified in feet per second and time in 
seconds. 

Wind option  (2).    The three components of the wind vector 
are introduced as a function of altitude in this option. 
Wind speed is specified in feet per second and altitude in 
feet. 

Wind option  (3).     In this option the conr Rents of the 
wind vector are introduced as a function of range.    Wind 
speed is specified in feet per second and range in 
nautical miles.    The range utilized in this computation 
is the great circle range. 

By staging of the wind option,  it  is possible to switch from one method of 
reading wind data to another during the computer run. 

7.3.6.3    Gravity 

Spherical harmonics are normally used to define the gravity potential field 
of the Earth,  References 3 and 4.    Each harmonic term in the potential is 
due to a deviation of the potential from that of a uniform sphere.    In the 
present analysis the second-,third-,and fourth-order terms are considered. 
The first-order term, which would account for the error introduced by 
assuming that the mass center of the Earth is at the origin of the geocentric 
coordinate system is assumed to be zero.    With this assumption 

K-i^r^fw^M^ 
where P2, P3,  and P4 are  Legendre functions of geocentric latitude 
expressed as 

(7.3.83) 

P2 • 1 - 3 sin2 ♦L 

P3 s 3 sin ♦L - 5 sin
3 

♦L 

PU a 3 - 30 iln5 J*L* 35 • in* ♦L (7.3.84) 
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The gravitational acceleration along any line is the partial derivative of 
U along that line; in particular' 

6zg 

and 

where 

gYg = 0.0 (7.3.87) 

P5 = Sinti cos(J)L 

P6 = cosQi (1-5 sin2 <^L) 

P7 = sinijiL COS(J»L  (-3 + 7 sin2 $1) (7.3.88) 

Equations  (7.3.85) and (7.3.86)  are used in the gravity subroutine with the 
following values recommended for the constants: 

y    -  1.407698 x  1016      ft /sec 
g 

Re = 20,925,631.       ft. 

J    = 1623.41 x 10-6 

K   = 6.37  x  lO"6 (7.3.89) 

It should be noted that these constants and equations pertain to the planet 
Earth; however, it is possible to use these same quations for any other planet. 
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SECTION 8 

STRUCTURES 

The ODIN/MFV program as installed at Wright-Patterson Air Force Base restricts 
the structural analysis to a steady-state swept wing aeroelastic analysis. 
Engineers bending and torsion analysis about a swept elastic axis is combined 
with the subsonic lifting line aerodynamic analysis.    Fuselage lift and moment 
is accounted for as is the need for a balancing tail  load.    Finally, the 
required stiffness distributions are converted to a wing box structural 
weight assuming conventional wing structures. 
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8.1     PROGRAM SSAM:    SWEPT STRIP AEROELASTIC MODEL 

8.1.1    General Method of Analysis 

Program SSAM performs an aeroelastic evaluation of the wing spanwise flight 
loads including the complete aircraft balance for a specified set of steady 
state maneuvers and/or design gust conditions.    Here, proper inclusion of 
the wing, body,  and nacelles'  aerodynamic and weight effects are included 
in order to compute the required balancing tail  load which is reflected in 
the wing load calculation.    Figure 8-1 shows  a schematic of the system of 
equations used which include as unknowns ten span  loads  along with the 
airplane root angle of attack and balancing tail   load. 

These flight loads including the aerodynamic and wing dead weight  loads 
are then converted into the structural wing box bending and torsion loads 
to evaluate the resulting bending and torsional stresses.     If the calcu- 
lated wing stresses exceed the allowable wing stresses,  a new set of values 
of wing section stiffness values are selected to match the allowable stress 
distribution specified within the program data.    The wing aeroelastic load 
solution is then repeated until the calculated and allowable wing stresses 
are matched.    This type of analysis is necessary for a swept elastic wing 
as the airfoil section angle of attack depends upon the wing bending and 
torsion deflections.    The cycling process is  fast and usually requires three 
to five cycles to converge depending upon the error margin set within the 
program.    The program then computes the wing box weight based on the final 
set of stiffness values obtained.    The resulting wing will not exceed the 
allowable stress distributions for the specified set of load conditions. 

8.1.2    Aerodynamic Representation of Flight   Loads and 
Aeroelastic Analysis 

The wing flight loads are evaluated considering the wing as a finite number 
of panels of width 2h.    These panel strips are taken parallel to the air 
stream.    Using Weissinger's aerodynamic theory each panel contains a horse- 
shoe vortex representation as shown in Figure 8.1-2.    The circulation 
strength rn of each vortex is related to the unknown span loading I which is 
assumed constant over each element.    For each wing panel the sum of all 
vortex downwash velocities must be summed such that 

n 
afn (8.1.1) "I (?) 

0    V " 
where w/v is the induced downwash angle of the three-quarter chord and af 
is the section airfoil free air angle of attack.    In matrix notation 

'^ • il isii('-' l8-1-2) 
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leading to the basic equation 

l4c|in0 ̂    W  W * M «'l'V 
where 

i 0 

sqiKirc matrix containing only the diagonal terms shown 1° 
4qni0 

[S]]    = square matrix representinp, the vortex wing geometry 

{£,}      = coluimi matrix of the unknown span  loading 

(uf)    ■ column matrix of the free airfoil section angles of 

attack 

The free airstream angle of attack    f is composed of several components 
which must be introduced into (8.1.3).    Here 

f S r (» l9.i.4J 

where 

as    ■ change due to aeroelastic wing loads 

a     = A/p wing root,  a defined by load factor and balancing A/p tail load 

ag   • geometric wing twist includes flight control deflection and wing 
dead weight effects 

When a swept wing deflects, wing bending along with the wing twist produced 
by the air loads causes the streamwise airfoil section angle of attack to 
change.    A general expression for the section angle of attack change is given 
by the integral relation. 

Ja *o 
(8.1.5) 

where 

m ■ beam bending moment per unit pitching moment 

t » beam torsion moment per unit pitching moment 

M = applied bending moment 

T » applied torsion moment 

EI,GJ « beam section stiffness characteristics 
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Equation (8.1.5) may be integrated from the wing tip to each of the wing 
stations to produce the following equation for as: 

<os) • IS2) U) (81-6) 
where 
[S2] ■ wing aeroelastic deflection matrix containing wing geometry and 

section stiffness properties 

The airplane wing root angle of attack ar is calculated by balancing the 
external loads on the aircraft in terms of the aircraft flight condition.    For 
the case of maneuvering flight, the wing lift is the sum of nW + Pj where 

n   - flight maneuver load factor 
W   = aircraft gross weight 
Pj ■ aircraft balancing tail  load 

The wing lift is expressed as a number of section lift values Hn which so far 
are unknown quantities.    To balance, the aircraft body loads must be included. 
In the case of the aircraft body, these effects are assumed to be known and 
are expressed as 

LFUSELAGE = ^^o *  ^^a ^ 
MFUSELAGE " ^^^ + (CmF^rl (8.1-7) 

where 
CLF0' ^F " aerodynamic CL and Cm for ar = 0 

(CLp)   >  (Cmp)    * aerodynamic CL and Cm variation with aT 

The last wing angle of attack component is the wing geometric twist cu.    This 
includes effects of 

1. change in the airfoil zero lift angle of attack due to 
using different airfoil section 

2. change in the airfoil zero lift angle of attack due to 
flight control deflection 

3. built in wing twist 

4. twist due to aircraft wing dead weights 

From Equations (8.1.3), (8.1.4), (8.1.6) and (8.1.7), a system of N+2 linear 
equations may be written which express as unknowns N values of the span lift 
along with the airplane root angle of attack ar and balancing tail load    Py. 

It should be noted that program SSAM allows the following airfoil section 
characteristics to be specified for each wing panel: 
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mo = slope of lift coefficient 

ac ■ airfoil aerodynamic center position 

0 = section zero lift angle 

Cm ■ section pitching moment coefficient 

The wing section combined effective allowable stress o^ is also specified 
within the SSAM program.     Knowing this value the desired wing box section 
properties may be calculated based upon the allowable bending stress for 
the front spar, rear spar, and maximum spar depth.    These areas are then 
averaged with weighting factors,  if desired, to produce the desired wing 
section properties.    The program may be employed to define elastic aerodynamic 
rolling derivatives by appropriate data input. 

8.1.3    Wing Dead Weights 

The wing dead weights are represented as a set of concentrated loads for each 
wing panel.    These weights and their position coordinates must be specified 
with reference to the airframe.    The aircraft e.g. must also be specified 
with respect to the wing MAC.    External stores such as the nacelles must 
have their weight and e.g.  locations defined.    Wing fuel weights may be cal- 
culated within the program. 

Given a set of j dead weights associated with each panel i, the user may 
select which of the j dead weight sets are to be summed for each specified 
load condition by simple inputs.    That is, for any load condition, I 

UWi}^ . kjUWi1} ♦ k2{AWi
2} ♦  .   .   .  MAWi"} (8.1.8) 

where 

kj  = 0 or 1. 

This feature permits the rapid assembly of load conditions at partial fuel 
loads,    for example, by assigning various partial  fuel  load conditions as 
particular UWiJ}. 

8.1.4   Wing Load Calculation 

The aerodynamic air loads are calculated based upon streamwise wing panel 
strips as shown in Figure 8.1-3.    The program converts these airloads along 
with the corresponding dead weight loads into the required wing bending and 
torsion loads along the swept elastic axis. 
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The wing box torsion beam is defined by a front and rear spar location and 
an elastic axis position.    This elastic axis may be arbitrarily selected 
and its position defined by a wing sweep angle and chord location at the 
center of each wing panel.    Usually, the elastic axis is selected as a 
fraction of the distance between the front and rear wii.g spars.    For a 
swept wing a fairing of this axis is possible near the wing root as shown 
in Figure 8.1-3. 

8.1.S    Calculation of Wing Stresses 

In the program SSAM the wing bending torsion box beam cross section is definec' 
as shown in Figure 8.1-4.    Here, a front and rear spar location is defined. 
The wing depths are then specified in the program input at each station. 
These depths are input as a front spar depth, rear spar depth, and the maxi- 
mum wing thickness depth.    In addition, the distance between the front and 
rear spar is specified normal to the elastic axis. 

The wing cross section is treated symetrically.    The upper and lower beam 
bending material are treated as equal areas.    A factor KQ is estimated, based 
upon the type of wing structure, to define the portion of the structural 
material aroa used as stringer area and the portion to be treated as skin 
material area.    Other small correction dimensions are input into the program 
to allow for the stringer centroid location and average box depth. 

Figure 8.1-5 shows a typical wing box cross section with the represented 
section dimensions, where 

w    ■ distance between front and rear wing spar 
d    ■ maximum box depth 
da = average box depth 
de > effective beam depth for bending 
ts > average skin thickness 
AQ ■ total material area of one segment of bending material 
KQ > skin segment area/total segment area = tsw/A0. 

The general equation for representing the combined maximum wing stress in 
terms of the material area A0 will be developed.     In terms of the above 
dimensions, the wing section bending moment of inertia I and the torsion box 
area Ag may be written as 

I ■ AQ de2/2.0 

S ■ daw 

The average skin thickness in terms of AQ is 

ts - k0Ao/w (8.1.9) 
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The maximum wing bending and torsion stress in terms of the applied bending 
moment M and torsion moment T becomes 

0   -^ . _ÜL 
b      I        A0de2 

^ e (8.1.10) 

o 
t      2AB.S       2A.M. iilAl) 

The shear loads V also produce a shear stress, asw,  in the spar webs,    Here, 

V Vw o 
sw      dets      deK0A0 (8.1.12) 

The maximum combined principal stress from basic structure considerations is 
expressed as 

■ ? '#'2- <%' °S (8.1.13) 

substituting Equations   (8.1.10)   (8.1.11), and  (8.1.12)  into Equation  (8.1.13) 
gives the following expression for the maximum wing stress in terms of the 
material segment area AQ, 

1    rMd       Lm ,2 1 w2    rV ♦    T .2' 
(8.1.14) 

The wing section combined effective allowable stress    ^ " specified within 
the program and may be entered for each station element if desired.    Knowing 
this value the desired wing box section properties may be calculated in terms 
of Ao where 

The above general equation is used with the proper sign to calculate AQ based 
upon the allowable bending stress  for the front spar, rear spar, and maximum 
spar depth.    These areas are then averaged with weighting factor, if desired, 
to produce the desired wing section properties. 

Because the upper and  lower skin and stiffener areas are  considered equal, 
the allowable stress o^ represents an average between the allowable compres- 
sion stress and the allowable tension stress.    The allowable tension stress 
is generally constant while the allowable compression stress depends upon 
the type of wing construction which may vary spanwise along the wing.    For 
this reason the program allows for specifying this stress at each wing panel. 
As the wing is designed for the ultimate load, the values of M, T, and V 
used in Equation  (8.1.14)  are all  increased by a factor of 1.50 within the 
program. 
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8.1.6    Program Cycling 

An aeroelastic solution implies that the wing twist affects the wing airloads 
which, in turn, determines the wing section properties.    The wing structural 
angle of attack change is defined by Equation (8.1.6).    Here, the $2 matrix 
depends upon the wing geometry and wing flexibility as defined in Appendix B 
of Reference 2 giving o o 

[S.] = f.(wing planform      [~\ +f2 (wing planform)   hrr] 
geometry geometry 

The program is first cycled by assuming a distribution of 1/EI and 1/GJ 
values,  if available.    If approximate stiffness values are not available, 
zero values are used which correspond to having a rigid wing. 

The program then computes airloads for the first flight condition.    From these 
loads, the minimum wing section areas A0 given by Equation  (8.1.15)  are 
calculated for each wing panel based upon the allowable stress a^.    This 
process is repeated for each of the other specified flight conditions.    The 
program internally saves the maximum required value of AQ for each wing station. 
This is a direct cycling following the normal procedure for the analysis of 
a wing. 

After all the input flight conditions are cycled, the minimum bending material 
area AQ to meet the design requirements for a zero margin of safety win? 
at each wing station will be known.    The airloads, however, were based upon 
different values of 1/EI and 1/GJ and, hence, the cycling process must be 
repeated. 

The wing iteration process now begins by using the calculated AQ values to 
compute a new S2 matrix.    Here 

A,      Me2 
lEIJ  -    2E 

LGJJ    [l!^i](äi)2G 
where 2tw       w 

ts   =   KQAQ/W 

^w = ^w^s 

The wing aeroelastic properties affect perhaps twenty per cent of the air 
load values; hence, generally three to five wing iterations of 1/EI and 1/GJ 
are necessary.    After each iteration, the new required stiffness values are 
compared with the previous stiffness values at each station until they all 
agree within a specified margin; usually this margin is taken to be two per cent, 
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After the error margin is reached, the final wing box weight is calculated, 
and loads for each of the flight conditions based upon the final wing 
stiffness are determined. A diagram of this cycling process is shown in 
Figure 8.1-6. 

8.1.7    Conclusion 

An outline of Program SSAM has been presented.    More complete details of the 
Weissinger aerodynamic analysis are given in Reference 1.    The aeroelastic 
analysis is described in detail in Reference 2.    A typical application of 
this program is provided by Reference 3.   Typical program output is presented 
in Tables 8.1-l(a) through 8.1-l(e).     It should be noted that a companion 
flutter program employing unsteady aerodynamics. Reference 4, is available 
for inclusion in ODIN simulations. 

REFERENCES: 

1. Weissinger, J., The Lift Distribution of Swept Back Wings, NACA TM-1120, 
1947. 

2. Gray, W.  L., Schenk, K. M., Method for Calculating the Subsonic Steady 
State Loading on an Airplane with a Wing of Arbitrary Planform and 
Stiffness, NACA TN-3030,  1953. 

3. White, Roland J., "Improving the Airplane Efficiency by Use of Wing 
Maneuver Load Alloviation," Journal of Aircraft, October 1971. 

4. Phoa, Y.T., A Computerized Flutter Solution Procedure, National Symposium 
on Computerized Structural Analysis and Design, George Washington Univer- 
sity, March 28, 1972.     (available from Aerophysics Research Corporation). 
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S S  A  M -   SWfPT   STRIP   AFR0F.LAST1C MODEL 
AEKOPMYSICS  RtSEARCK CORPORATION 

PAGE    I 

TH«:  ESTP'ATLD WING rLEXlBILTTY  FOR  THE FIRST 
ITF-'ATlOh   IS  AS FOLLOWS. 

ETA BFLEK TFLEX 

.9SC(» ,3f»R^60 .523S20 

.ason .UIOHO .183250 

.7SC0 6.171300E-0? 9.53yOOOF.-02 

.f.sno 3.lH?0OOt-0;5 '♦.923000f.-02 

.ssco 1.991COOf>02 3.22hOOüE-02 

.ASf.O l.lf<70COr-0? 1.6blO00E-02 

.3SCD 7.^ooooe-o:* 1.0il000E-ü2 

.?S,10 «.6öOOÜOf.-ö3 6.990000E-03 

.1500 2.S*.0ÖOOt-ö3 3.27OO00E-03 
5.00DCE-02 1.9^0000^-03 0. 

KHEPE 
FTA 
HFLF.X 
TFt.EX 

WlNr,   STATION!   (SPAN   FRACTION) 
WlNR  FLEXISILITY   IN  BEWJING   (10E9/IK-Lfl) 
WING FLFXIHILITY   IN  TORSIO\   (10E9/IN-LB) 

THE   FOLLOWING DEFINITIONS   ARK  PKOVIOED  TO AID 
IN   INTF^PKTINli   THE  OU1PIJT   FROM   INDIVIDUAL   LOAD CASES. 

01ST LIFT   OISTflPiJTlON   (1000   LB/IN> 
CL SFCTTON  LIFT   COEFFICIENT 
CM SECTION  PITChlNCi MOMENT   COEFFICIENT 
ALP-F ANGI.C   OF   ATTACK  OF   ZEKO   LIFT   LINE   (DEC) 
ALPHA ANOLE   OF   ATTACK  OF   CHC'RD  LINE   (OEG) 
SHFAP SHEA'?  ALONG  THE  ELASTIC   AXIS   (1000  LB) 
MOM PENDING  MOM(NT  ALÜ</G   THE  ELASTIC   AX1S(I0E6   IN-LH) 
TOR TORSION   AHO'IT   THF   ELASTIC   AXIS   (ICEft   IN-LB) 
DEFL DEFLECTION  OF   THE   fLASIIC   AXIS   (IN) 

TABLE 8.1-U.   INITIAL GUESS AT WING FLEXIBILITIES 
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S S A M - SrfFPT STRIP AFROELASTIC-MODEL PAGE 2 
AEROPHYSICS RESEARCH CORPORATION 

FLIGHT LO«D CONDITION 1. 

ALTITUDE (FT) 0. 
FOIIIVALrNT AIRSPEEO (KT) 280.00 
fcACH NIIMPER .42400 
COMPRESSIBILITY CORRECTION FACTOR 1.0920 
P0R170NTAL TAIL A'-*1 (IN) 751.00 
SP01LFR/FLAP DEFLECTION (OEG) -0. 
FUEL LOADING INDICATOR (PERCENT) 80.000 

GROSS HEIGHT OF AIRCRAFT (1000 LB) 31(1.00 
LOAD FACTOR 2.5000 
CENTER OF GRAVITY (MAC FRACTIOM) .16900 
AIR DENSITY RATIO 1.0000 

CENTFRL1 N'E AIRLOADS (ONLY) 
SHEAR (1000 L«) 403.62 
MOMENT (10E6 1N-LB) 130.95 
TORSION (10E6 IN-LB) -8.3*14 

CENTEPL1NE SFCTI "*M DATA 
AIR PRESSURE (PSI) 9.4200 
FUEL DENSITY (LH/GML) 6.9000 
CARGO PRFSSURE (PSI) .<.2000 

ETA niST CL CM ALP-F ALPHA SHEAR MOM TOR DEFL 
950 .183 • Ri)2 -.0044 ft.620 7.675 7.08 .17 .01 96.22 
850 .267 .9*1 -.0238 9.473 e.oi7 22.98 1.54 .13 74.03 
750 • 345 1.095 -.0266 10.392 8.673 43.58 4.69 .33 54.15 
650 • 40*1 1.13? -.02*3 )0.5jR 9.607 51.44 9.69 -.94 37.80 
550 .447 1.1 OS -.0293 12.232 10.639 75.26 15.71 -.39 24.63 
450 .500 1.1 (.9 -.0333 13.226 11.610 83.50 25.17 -1 .60 1A . 63 
350 .56-, 1.1V3 -.0461 13.776 12.4*1 107.sa 33.81 -1 .20 7.70 
250 .62) 1.071 -.0820 14.417 13.134 127.54 44.83 -2 .32 3.38 
150 .665 1.0?7 -.1303 14.*57 13.573 150.21 56.23 -5 .53 1.06 
050 .692 .966 -.1432 15.056 13.7^2 194.08 69.30 -17 .^5 0.00 

08? SIDP OF BODY LOADS 179.91 65.08 -13 .67 
CP? STREAMt-'ISf. LOADS 59.84 -29 .01 

AIRPLANr LIFT CI)"VE SLO»E (PER OEG) 7.01759E-02 
HALAKCI-'G TAIL LOAD (LB/G) -8496.2 
GUST VELOCITY.IT USED (FT/SEC) -0. 
THRUST DFR ENGINE (J 0000 LP) -0. 
AIRPLANE LIFT COEFFICIENT 1.0083 
MAGNIFICATION FACTOR (FOR GUST) -0. 

IOAD FACTOR 2.5000 
WING AIHUE OF ATTACK (DEG) 13.H36 
"Al.®MrI"G TAIL L0''.O (LG/G) -3*397 
AIO»LAK>F LIFT COrFF. (TAIL-OFF) I.ODHI 
PITCHING MOMENT COEFF. (0.25 MAC) -5.6)116E-02 

0. 
-.5327P 
-17157 
2.23226E-02 

-6.1566PE-02 

TABLE 8.1-lb. FINAL DEFLECTED WING, LOAD CASE 1 
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S S A H - StaFPT STRIP AEROELASTIC MOOEL 
ACKOPHYSJCS RESEARCH COKt'OHATTON 

PAGE 13 

FLIGHT LOAD COM' I T 1 ON 3 A 

ALT I TU1F (FT J 30000 
FOUIVtLfNT ATRS°EEP (KT) 342.00 
MACH NU"HfR .95000 
CO^RFSSIPILITY CORRECTION FACTOR 1.3000 
HORIZONTAL TAIL ARM (IN) 751.00 
SPOILER/FLAP DEFLECTION* (DEC) -0. 
FUEL LOADING INDlCATOP (PERCENT) 71.900 

COSS WEIGHT OK AIRCRAFT (1000 LH) 301.90 
LOAD FACTOR 2.5000 
CEMTFR OF GRAVITY (MAC FRACTION) .16200 
AIR DENSITY RATIO .37*10 

CENTFRI.INE AIRLOADS (ONLY) 
SHFA'! ClOOC LP) 
MOV.FNT (10E6 l'!-LH) 
TORSION (ICE*. 1N-LH) 

4 1 3 . 8 3 
1 3 3 . 8 7 

- 2 2 . * 9 5 

CENTFRLIME SECUP' I DATA 
AIR PRESSt'RE (PC . I ) 
FUEL DENSITY (L"/6AL) 
CARGO PRESSURE ("SI) 

9.4200 
6.9000 
.42000 

ETA HIST CL C'-i ALP-F ALPHA SMEAR MOM TOR OEFL 
950 • 1 54 .'53 .0191 3.40? 2.457 5.84 .12 .04 89.90 
850 .233 .573 -• COSt* 4.054 2.599 19.05 1.21 .20 70.46 
750 .310 .6 53 -.0267 4.693 2.974 36.90 3.83 .36 52.58 
650 .373 .697 -.0619 4.606 3.695 44.29 8.18 -1.03 37.19 
S50 . 43ft .729 -.1323 6.2°5 4.69? 68.33 13.91 -1.24 24.40 
450 .514 .764 -.154* 7.363 5.767 75.62 23.27 -3.66 14.50 
350 .5*9 .7*6 -.1750 '<.107 6.812 103.69 32.40 -5.16 7.57 
250 .679 .7*5 -.2068 8.94? 7.659 129.68 44.?4 -8.71 3.32 
1?0 .74? . 7f-7 -.2362 9.546 8.263 149.81 56. VI -15.50 1 .05 
050 .783 .733 -.2543 10.03) 8.747 173.88 67.79 -32.14 0.00 

OP? SI OF or *)ODY LOADS 166.11 64.21 -26.76 
CP? STREAM"1SE LOADS 55.83 -41.50 

AIR^LAME LIFT CÛ i/E SLOPF (PEK DEG) 7.11354E-02 
BALANCING TAIL LOAD (LP./G) -13315 
GUST VELOCITYiJF HSFO (FT/SEC) -0. 
THRUST "PR ENGINE (ICOOO Lf-) .61100 
AIR'JLAN^ LIFT CnFFFICIENT .65823 
MAGNIFICATION FACTOR (FOR (iUST) -0. 

LOAO FACTOR 
WING AN^LF OF ATTACH (DFG) 
HALANCI"f i T M I LOAD (LG/G) 
AIP J l A'."-" L IFT C ' E F F . ( T A l L - O K r ) 
PITCHI-JR MOMENT r r .FFF . < 0 . <? r MAC) 

2 . 5 0 0 0 
9 . 0 0 3 5 
-6'.-515 
• 7) " 4 9 

0 . 
- . 2 4 9 6 9 

- 3 1 2 2 P 
2 . 7 2 3 4 ) E - 0 2 

- 9 . 7?5<«6E-02 - 7 . 5 1 13<)E-02 

TABLE 8 .1 - l c . FINAL DEFLECTED WING, LOAD CASE 12 
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S  S A  M  -  SWPPT   STP1P  AfROELASTIC  MODEL PAGE   1^ 
AF.WOPMVS1CS   t<tSKt«CH  COKPO«ATJON 

ETA     SKIML in        AStG ASTP   1S<1N     TWfß  7ST1F       AM6T VMAT WMAT 

.«SO   O.OPO.T TS 6.«18 1K.0??   .Of><>0 .070<t A.<»2     14,q2      77?.26 7«,00 

.ASO   0.0000 PS lO^..1! 26.890   .(»«»H .073? 6.03     ?2.?6    1924.«i«» 194.37 

.7^0   0.0000 PS 15.3*0 40.^1   ,\S*>0 .0995 7.fl0     33.?9    2875.71 290.45 

.650   0.0000 PS ?6.6'«n 66.J<.S   ,17H'J .120'« 13.21     56.S2    ^b^.Jf, 461.20 

.550   0.000 PS 32.171 78.9)0   .17^ .0999 IS.92     67.?3    6224.51 6?^.6R 
,«50  0.000" -MAX 39.6■)^. 98.0V   .»»Ol .12^0 19.57    P3.S2    7bB2.30 765.Bl 
.150   O.OOOT PS 45.236, 1C9.9S7   .17S7 .11^2 21.92     P'i.fr?    B912.13 900.13 
.250   O.OnO'i PS 53.H^ 126.9rjS   .lr<ö4 .1249 2D.4<«   113.?2  10151.4« 1025.30 
,150   0.000'i PS 64.366 1<.6.796   .1933 .1717 2H.71   13B.63  11015.93 119?.<»1 

SH 163.5o< 9061.93 91S.26 
.050 CS 46.607 100.1A0   .1076 .0871 20.79  100.m    7062.99 713.36 

TOTAL   (^OTri  SIDES)   WING^OX  WEIGHT   =     14331.92 

tiEFINITinilS 
fT^ WING   S1AT10M   (Sf«S   FRACTION» 
SKIML     CPIT1CAL   ?KIM   LOAÜ    (10E6  LR/1N) 
IP 10   Or   LOCATION  Of    THE   CPHICAL   STRESS   (IE.   AHEA) 

TS       CENTFK  ?F(;TIUN 
FS       FWOfJT   SP^M 
RS        PtA^   SP*K 
SM       SH>E   MOfjY 
TS       Mlf-'IHU"-1   SKIN  THICKNFSS 

VAX        MAXIMUM   ll^PTM 
ASEG        SEr-MFHT   AOEA   (SO   IN) 
ASTR        «;TPErM)lr.E     UTEKMAL   AWEA   (SO   IN» 
TSKlN     SKIN   TKCKNE5S   (IN) 
TVF4        SPAR   WEu  THICKNESS   (IN) 
TSTIF     STirrNtf-   AREA    (SO   IN) 
AHAT        MAU'RIAt.   APFA    (SD    IN) 
V^AT        "MEDIAL   VOUI^F   (CN   IN) 
V'MfcT        M.ATFWIÄL   »Fir,MT    (I -VSII^) 

TABLE 8.1-Id.     FINAL WING,  WEIGHT SUMMARY 
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S S  A   M - SWEPT  STV1P  AEHOELASTIC  MOREL 
AEftÜfMrsiCS  RESEARCH COWPOftATTOi«! 

PACE   15 

FINAL       S i  T   I   F F N R   S S 

FT» rnior>«>) (,J(10E-<») EI(inE-9) GJC10E-9) 
ST*. BOX BOX 

• ^ 2,7t*<i\5?F.*iiO l.SJ3305£»00 2.749152E*00 1,533305E«00 
.BS 8,132«.?SF.«C0 S.14573?E«0iJ 7.0555'«7E«00 A.n65«6E«00 
.75 2.PA390H"*0l ).W145SE*01 l,406709E»Ül <).5A6919F.«00 
.6S 3.9fl3c'u5E*01 ?.lö031tE»01 2.72067SE«01 1.97A5P0E»01 
.55 <..a69f"lf.*0l S.^hfi^TE*»)! «.SftlO^St^Ol 3,209517F.«01 
.'•S B. 125^ *5t:« 01 A.^35?36E«01 7.6*3:»9yr«01 5.571633E«01 
.^5 1.2<>79?lfc*öP I,'^5615F» 02 1.2h0100E»02 9.006952t*01 
.25 2.?50o^E«02 l.^c261üc:*02 2.1A99^1E*0? ).5ft99ft2E»0? 
.15 A.s^eis^Eto? I.PZA^'.IF.^O? «.27o'j54t*02 3.2762«.IF*02 
.05 5.3961 1"?F*02 3.fi^9ME»02 5.2799<SÜE»02 3.884961E*02 

ETA 10F.9/E1 
STA. 

.95 3.ft37AR5r-0J 

.^5 l.?00K?F-01 

.7? 4.q924P3'>02 

.ft? 3.0W)?f.-02 

.55 2.053^1 7i->02 

.^5 ).?30f-Wc'0?. 

.35 7.70<»717F-ö3 

.25 4.4A?<(73r-03 

.15 2.?78ct^?£-03 
*f>b l.ft531P''r-03 

FLEXIBILITY 

FINAL  UERATIOM NEXT TO LAST   ITERATION 

10E9/GJ 10r9/FI 10t9/GJ 

).^335eF-ül 
«.393096F-0f, 

<l.60a«75F--02 
?.^5'«27E-l»2 
l.b539«»5E-öi? 
«y.'*731S3E-03 
i!v.014f»3eE-a3 
3.(i5??7hE-ö3 
2.b7^02«E-ü3 

3.A37''a5F-01 
).?01''74E-01 
4.897050^-02 
3.04?«ftV2F-02 
2.055'.83E-02 
1,231O79F-02 
7.71A739i::-03 
4.A47178F-03 
2.280t»29F-03 
l.O5A?6qF-03 

5.52185fiE-01 
l,945579t-01 
8.4024571-02 
4.655775E-02 
2.728801t-0? 
l,555561t-02 
9.48545(it-03 
6.O21009E-O3 
3.0550'.M -03 
?.575536t-03 

THI5  SOLUTION  fF.OUISF.D     3   ITFRATIONS. 

TM," .ALLOWABLE   STPESS  CCULl) NOT  BE  nETEt<MlNED 
THE   PPFVlOU^i   ALLH^.'.rJLt   STc,,3s   ''ftS  USED 

0   TTME«:. 

TABLE 8.1-le.     FINAL WING FLEXIBILITIES 
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10  PANEL 
WING LOAD 

SOLUTION 

LT -  BALANCING 
TAIL LOAD 

FLEXIBLE 
WING C -  DOWNWASH 

ANGLE 

PROGRAM SOLVES  FOR WING PANEL LOADS AND 
BALANCES AIRPLANE FOR EACH  SPECIFIED 
PLIGHT CONDITION 

(12  EQUATIONS) 

1*1 

I* 

LlO 

LIFT 

MOM 

= 0 

FIGURE 8.1-1.    PROGRAM MODEL AND BASIC EQUATIONS 
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"Troilino vorlicss 
Otlor.d lo ir.fnity 

\ocvs of (fownwosh conlfd 
points ot  Sc/'l 

FIGURE 8.1-2.    WEISSINGER SUBSONIC STEADY STATE 
AERODYNAMIC MODEL 
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DPS DRS 

FIGURE 8.1-4.    WING BOX SIZE DIMENSIONS 

FIGURE 8.1-5.    WING BOX SECTION GEOMETRY 
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COMPARES      1 
1/EI AND 1/GJ 1 
AFTER EACH    1 
ITERATION     I 

i i 

FINAL  PRINT  OUT 
OF LOADS  AND WING 
PANEL WEIGHTS 

• •■••••••••*■■■•• 

i 
INITIAL INPUT VALUES OF 

1/EI and 1/GJ 
(May use zero values) 

CYCLES ALL FLIGHT 
CONDITIONS AFTER 
EACH 1/EI AND 1/GJ 
CHANGE 

Ha «^«> mm • m^Hw»« 

CALCULATES WING 
AIR LOADS 

I 
SELECTS WING PANEL 
ALLOWABLE STRESS 

TABLE OF INPUT 
FLIGHT CONDITIONS 

( NO LIMIT). 

i 
CALCULATES WING 
CROSS-SECTION 
MATERIAL AREA A, 

I 
SAVES MAXIMUM Af 
VALUE FOR EACH 
WING PANEL 

...1 

CALCULATES  NEW 
VALUES OF 
1/EI AND   1/GJ 

FIGURE 8.1-6.     WING WEIGHT PROGRAM CYCLE 
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SECTION 9 

ECONOMICS 

Two cost estimation models are available in the ODIN/MFV system.    Both programs 
were originally written for IBM computers but were converted to the CDC 6600 
by Aerophysics Research Corporation during the ODIN studies.    The two economics 
models used in the ODIN/MFV are 

1. DAPCA:    A computer program for determining aircraft 
development and production costs, Reference 1.    This 
program was originally constructed at the Rand 
Corporation.    Ths CDC 6600 version available in 
the ODIN/MFV was constructed by Aerophysics Research 
Corporation during the ODIN study effort. 

2. PRICE:    A program for improved cost estimation for 
total program cost of aircraft, spacecraft, and 
reusable launch vehicles.    This program was con- 
structed by Mr. Darrell E.  Wilcox of NASA's Advanced 
Concepts and Mission Division, Ames Research Center. 

The more recently developed program PRICE is the cost model most frequently 
employed and is the model summarized below. 

REFEFENCES: 

1. Boren, H.E., Jr., DAPCA:    A Computer Program for Determining Aircraft 
Development and Production Costs, The Rand Corporation, Memorandum 
RM-S221-PR,  February 1967. 

2. Wilcox, Darrell E., A Model for Estimating Total Program Cost of 
Aircraft, Spacecraft, and Reusable Launch Vehicles, NASA OART, 
Advanced Concepts and Missions Division, Working Paper MA-71-3, 
August 1971. 
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1    PROGRAM PRICE:    A PROGRAM FOR IMPROVED COST ESTIMATION 
OF TOTAL PROGRAM COSTS FOR AIRCRAFT 

AND REUSABLE LAUNCH SYSTEMS 

9.1.1    Introduction 

Program PRICE was constructed by NASA's Advanced Concepts and Mission Division 
and is reported in full in Reference 2 of Section 9.    The discussion below is 
a synopsis from that report. 

Cost estimation has received much attention in recent years due to the growing 
size and complexity of aircraft and space vehicles and the increasing cost- 
awareness of those involved with planning future programs.    An important part 
of any mission analysis is the estimate of the total program cost and its 
variation with changes in design concept or study guidelines.    A constant 
problem to the mission analyst is the lack of valid cost data in sufficient 
detail to allow the derivation of meaningful cost sensitivities as a function 
of design characteristics.    This is particularly true of high speed/high 
performance vehicles where extrapolations beyond the existing data base 
usually are required to estimate costs. 

There are a number of excellent cost models in existence; although none 
are entirely suitable to the present purpose.    For example. Rand Corporation 
(Reference 1) and Planning Research Corporation  (Reference 2) have published 
cost models for conventional aircraft.    Both are based on statistical corre- 
lations of historical cost data for military aircraft.    Neither includes 
data for aircraft capable of speeds above Mach 3, nor are the cost models 
intended for such use.    Both models are applicable mainly to large production 
programs and cannot be used to estimate the costs of an experimental aircraft 
program or a space shuttle vehicle.    Moreover, both models aggregate costs 
at a very gross level; the Rand model has nine equations, while the Planning 
Research Corporation model uses only three equations to describe the total 
development and procurement cost.    This aggregation provides very little 
sensitivity to design detail and is, therefore, of limited use in vehicle 
trade studies. 

Other cost models. References 3 to 6, yield somewhat greater cost visibility 
by providing more detailed breakdowns of the estimates.    This is acconplished 
by estimating at the subsystem level and by more emphasis on the functional 
distribution of costs.    All of these models are primarily applicable to 
spacecraft, however, and the first three were developed specifically to study 
space shuttle costs.    There are many other cost models not referenced here, 
but most are limited to a specific class of vehicle. 

The cost model used in PRICE was developed in an effort to eliminate some 
of the shortcomings of other models. It is applicable to aircraft of all 
speeds, launch vehicles  (airbreathing or VTO rocket), and spacecraft.     It 
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may be used for either large production programs or experimental vehicle 
programs.    Moderate sensitivity to design characteristics is provided by 
estimating hardware costs at the subsystem level and all other costs at 
a functional level.    Where possible, historical data for aircraft, space- 
craft,  and launch vehicles are correlated together. 

The cost model is divided into three life cycle phases:    RDT§E, Acquisition, 
and Operations.    The cost of each of these phases is determined by summing 
numerous cost elements which conform to specific program tasks or hardware 
elements.    The cost element structure approximates  level 5 of the NASA 
Work Breakdown Structure, Reference 7, although conformance is not exact 
because the cost model accommodates aircraft data which have not been 
reported to this WBX.    Hardware costs are computed using cost elements 
roughly corresponding to level 6 of the WES.    The subsystem groupings are 
actually based on U.S. Air Force Specification MIL-M-38310A, Reference 8, 
because the vehicle weight statement generated by most synthesis programs 
is based on this specification. 

The estimating relationships used in all phases of the cost model are 
based on correlations of historical cost data with gross physical charac- 
teristics.    This method is typical of conceptual design costing, and has 
the advantage of providing fairly good estimates from a minimum of design 
information.    The method has two disadvantages.    The first is the limited 
sensitivity to detailed vehicle design characteristics, which is a result 
of the failure to report costs to the detail level in past programs and 
an over-reliance on weight in the cost model.    The second disadvantage is 
the difficulty associated with estimating the cost of vehicles which advance 
the state of the art, since by definition there is usually no historical 
data upon which to base the estimates.    This is a problem with nearly all 
estimating techniques.    Partial solutions can be achieved through the use 
of "complexity factors," but only when data exist to establish the value 
of such factors. 

The computer program is described in detail in Reference 10 which identifies 
the input and output parameters, and gives a program listing.     It also 
includes sample input and output  for a lifting-body-reusable, space 
transportation system.     It should be noted that the cost data base asso- 
ciated with PRICE includes proprietary data.    Its contents can only be made 
available to qualified Government sources. 

9.1.2    Cost  Model 

The cost model was divided into the cost elements shown in Figure 9.1-1. 
The cost elements fall into one of three major phases:    RDT5E, Acquisition, 
and Operations.    RDT$E as defined here  includes both concept  formulation 
and contract definition studies, plus vehicle design, development, and 
test, initial tooling,  flight test, and all other costs up to the establish 
ment of an initial operating capability except facilities.    The acquisition 
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phase includes all capital expenditures required to support the operational 
phase, such as operational vehicles,  facilities, training equipment, ground 
support equipment  (AGE), spares, plus handbooks and other miscellaneous 
equipment.    Operations includes all annually recurring labor and material 
costs required to support  flight operations to program completion. 

The cost of procuring flight test and operational vehicles is determined 
by computing the first unit manufacturing cost of the vehicle and applying 
a learning curve over the total number purchased.    The first unit costs 
is the sum of the first unit costs of 31 major subsystems, each of which 
is described by one or more CER's based upon component weight or other 
input from the synthesis programs.    Since the first unit cost is used in 
several of the cost elements of Figure 9.1-1, it is computed first by 
the computer program and will be discussed first in this section. 

9.1.3    First Unit Manufacturing Cost 

The first unit cost is defined as the manufacturing cost of the first flight 
test article, and it includes all labor, material, and overhead costs 
associated with the production of that component.    Sustaining engineering 
and tooling are not included but are computed as separate items. 

The major factors influencing manufacturing cost are the weight, size, and 
complexity of parts, the total number of parts, and the number of dissimilar 
parts.    Also important are certain performance parameters such as power 
output of electronic equipment or thrust and specific impulse of propulsion 
systems.    For structural components the material and type of construction 
is critical.    In the present cost model, however, most component costs were 
related to weight, with a complexity factor used to account for cost vari- 
ations due to material and type of construction.    Although complexity factors 
vary from one source to another, the values of Reference 3, modified slightly, 
are used for all structural components in this cost model.    The first unit 
cost is broken down according to the 31 subsystems of Figure 9.1-2. 

The equations for first unit cost components are nearly all of the type 

C = a Wb Cf 

where a and b are correlation constants, W is the subsystem weight, and Cf 
is a complexity factor.    For structural components the value of Cf can be 
taken from Table 9.1-1.    For non-structural subsystems, Cf is nominally 1.0 
but the user may supply a different value if the component complexity is 
expected to differ from that represented by the data included in the correlation. 

1.     Body Structure.    The first unit manufacturing cost of the basic body 
is related to the structural weight by CER's which vary with the type 
of vehicle as shown in Figure 9.1-3.    The division of costs is based 
on the availability of data to derive a CER for each of the components 
shown. 
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a.    For VTO launch vehicles the following equations are used where 
all symbols are defined in Table 9.1-2. 

CAOAPT - 1730 (MADAPT)-678 (CFADAP) 

CFWD • 1730 (WFWD)-678 (CFFWD) 

CAFT - 1730 (MAFT)-678 (CFAFT) 

CINTK - 1730 (WINTK)'678 (CFINTK) 

CTHRST - 3400 (WTHRST)*678 (CFTHRS) 

COTANK - 7400 (WOTANK)*565 (CFOXTK) 

CFTANK ■ 7400 (WFTANK)'565 (CFFUTK) 

CHANK - 5770 (WFTANK)'565 (CFFUTK) 

CHOSE - 1730 (WHOSE)'678 (CFNOSE) 

, Adapters 

, Forward skirts 

, Aft skirts 

, Intertank structure 

, Thrust structure 

, Oxidizer tank 

, Hydrogen fuel tank 

, Storable fuel tank 

, Nose structure 

.631 (CFC0MPT) 

For Spacecraft 

CCOMPT • 20130 (WCOMPT) 

and 

CSERV - 8800 (WSERV)'631   (CFSERV) 

CAOAPT - 2100 (WAOAPT)'631  (CFA0AP) 

, Crew compartment 

, Cargo compartment 

, Adapter 

c.    For aircraft 

CBODY • 56100 (WBODY)451  (CFBODY) 

2.    Aerodynamic Surfaces. 

CWING • 36000 (WWING)-451  (CFWING) 

CEMP - 10230 (WWEMP)'451  (CFEMP) 

CFAIR ■ 1730 (WFAIR)*678 (CFFAIR) 

, Body structure 

, Aircraft wing 

, Aircraft empennage 

, VTO launch vehicle 
fins and engine 
fairings 
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3.    Thertl protection system. 

CTPS - (UCABL ♦ ÜCC0V ♦ UCIHS)1(NPANEL)i'^(SPANEL)^ Thermal protection 

(riPAI«EL)1 - (STPS)i/(SPANEL). 

systems 

, Number of panels in 
TPS's 

4. Subsystems.      First unit cost data for the vehicle subsystems were more 
difficult to obtain than that for the main structure.    One reason for 
this is that subsystems on many military aircraft programs are Government 
furnished equipment  (GFE), and the aircraft manufacturer is not respon- 
sible for their costs.    Due to this  lack of data, the confidence level 
attached to the CER's for these subsystems is lower than that for the 
structure or propulsion system CER's. 

5. Landing gear. 

CL6 • 10430 (WLG)'541 (CFL6) 

6. Launch, docking, and recovery gear. 

CLANCH - 500 (ULANCH) (CFLNCH) 

CDOCK - 500 (WD0CK) (CFD0CK) 

C0PL0Y - 1340 (WPLOY)*766 (CFDPLY) 

CREC0V ■ 42100 (HRECOY)*7064 ""«FfVl 

7. Engines. 

CENGS • [350000. ♦ 475 (T)'7] (EN)2etap 

CENGS - [270000 ♦ 24 (T)'8] (EN)zetap 

CENGS - [22000 ♦ 240 (T)'8] (EN)2etap 

CENG.  - [35000 ♦ 450 (T)*8] (EN)2etap 

Landing j gear 

Landing 

Docking 

Deployab! 
gear 

le recovery 

Recovery aids 

pump-fed cryogenic 
fueled engines 

pump-fed, storable 
fueled engines 

pressure-fed, radiative, 
storable fueled engines 

pressure-fed, ablative 
storable fueled engines 

For airbreathing engines, CER's were provided for turbojets based on 
thrust and ramjets or scramjets based on weight: 

CTJ - [3270 (T)'60] (EN)zetap (CFENG) 

CRJ - 27000 (WRJ) 
.523 
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8.  Inlets and nacelles. 

CINLET « 56100 (WINLET)"451 (CFINLT) 

CNACEl. - 56100 (WNACEL)-451 (CFNAC) 

, inlets 

, nacelles 

9. Tanks. 

CFUTK = 7400 (WFUTK)*565 (CRK) 

COXTK - 7400 (WOXTK)'565 (CFTK) 

CFUTK - 6660 (WFUTK)'565 (CFTK) 

COXTK - 6650 (WOXTK)*565 (CFTK) 

CINSTK - (DPLBIN) (WINSTK) 

CFUSYS - 59000 (WFUSYS)*43 (CFFUEL) 

COXSYS - 59000 (WOXSYS)'43 (CFOX) 

CFUSYS = 300 (WFUSYS)(CFFUEL) 

CPRSYS « 59000 (WPRSYS)43 (CFPRES) 

CPUSYS • 59000 (WPUSYS)'43 (CFPRES) 

CLUBE • 59000 (WLUBE)'43 CFLUBE) 

CPRSYS • 300 (WPRSYS) (CFPRES) 

CPUSYS « 300 (WPUSYS) (CFPUSY) 

CLUBE - 300 (WLUBE) (CFLUBE) 

, cryogenic  fuel tank 

, cryogenic oxidizer tank 

, sturables 

, storaLles 

, tank insulation 

, fuel systems 

, oxidizer systems 

aircraft fuel systems 

space vehicle 
pressurization systems 

space vehicle propel- 
lant utilization 
system 

space vehicle lubri- 
cating system 

aircraft pressurization 
system 

aircraft propel1ant 
utilization system 

aircraft lubricating 
system 
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10. Orientation, Separation, and Ullage Control 

rCAER0 - 400 (WAERO) (CFAERO) 

H.  For a spacecraft 

CAERO - 63000 (WAERO)'504 (CFAERO) 

CACS - 61700 (WACS)'529 (CFACS) 

CACSTK « 5660 (WACSTK)'565 (CFACTK) 

CAUXT - 61700 (WAUXT)'529 (CFAUXT) 

CAUXT - 395 (WAUXT)'66 (CFAUXT) 

11.  Electrical power. 

,536 CPQWER - 20950 (WPOWER)'3"'0 (CFPOM) 

CPOWER - 36096 (WPOWER)'536 (CFPOW) 

CELCAD «16170 (WELCAD)'766 (CFELCD) 

CELCAO > 1970 (WELCAD) 536 (CFELCD) 

12. Hydraulic system. 

CHYCAD - 1970 (WHYCAD)'766 (CFHYCD) 

13. Guidance and navigation. 

CGNAV - 243.000 (WGNAV)'485 (CFGNAV) 

C6NAV - 22200 (WGNAV)'786 (CFGNAV) 

14. Communications. 

CCOfl ■ 7220 (WCOHM)'5743 (CFCOMM) 

CCOm • 82500 (WCOMM)'5743 (CFCOMM) 

, conventional vehicles 

, aerodynamic stabili- 
zation system 

, reaction control  system 

, RCS tanks 

, auxiliary thrusv 
(liquids) 

, auxiliary thrust 
(solids) 

, spacecraft power 
suppl'-s (battery^ 

, spacecraft power 
supplies (fuel cell) 

, spacecraft electrical 
distribution 

, launch vehicle/aircraft 
electrical distribution 

, hydraulics 

, spacecraft 

.  launch vehicle/aircraft 

, cruise and launch 
vehicles 

, spacecraft 
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15. Instrumentation. 

CINSTR « 12750 (WINSTR)"596 (CFINST) 

16. Environmental control. 

CEQECS - 10800 (WEQECS)*5065 (CFEQEC) 

CPECS * 202500 (WPEC5)*373 (CFPECS) 

CPECS = 6430 (WPECS) 065 (CFPECS) 
17. Insulation. 

CINCOM = (DPLBIN) (WINCOM) 

18. Crew provisions. 

CPPROV * 1400 (WPPROV)*7625 (CFPROV) 

CPPROV « 6540 (VIPPROV)-7625 (CFPROV) 

19. Crew controls and display panels 

CCANDP * 26800 (WCANOP)'4926 (CFREW) 
20. Abort. 

CABORT * 16960 (WABORT)*556 

21. Final assembly and checkout. 

CFASSY « (XFASSY) (CSTRUC) 

22. Propellants and gases. 

CFUEL - (OPLBFU) (WFUEL) 
COXIO - (DPLBOX) (WOXID) 
CAUXP » (DPLBAU) (WAUXP) 
CGASPR - (DPLBGS) (WGASPR) 

, all vehicles 

, unmanned vehicles 

, manned spacecraft 

, other manned vehicles 

, crew compartments 

, a i r c r a f t 

, spacecra f t 

, fue l / launch 

, oxidizer / launch 

, auxi l ia ry / launch 

, gases/launch 
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9.1.4 Research, Development, Test, and Evaluation (RDTfjE) 

RDT§E consists of all costs required to design and develop the vehicle and 
subsystems. Included are engineering, initial tooling, flight test, test 
hardware and spares, ground support equipment, and documentation. Although 
it would be instructive to detail RDTJjE costs by component as was done with 
first unit manufacturing costs, there was not sufficient data in literature 
to do so. Attempts have been made for spacecraft, References 3 to 6, but 
for aircraft this type of data is very scarce. The breakdown employed for 
computing RDT§E costs follows. 

1. Concept formulation. This preliminary study activity includes system 
description, cost and schedule estimates, and mission analyses. The 
cost is estimated by the product of user inputs for the number of con-
tractors involved, NOCON, the number of engineers per contractor 
assigned to the program, NOENG, and the time span of the activity, 
NOYRS: 

CF « 35000 (NOCON) (NOENG) (NOYRS) 

The indicated cost of $35000 per man-year reflects an engineering and 
support labor rate, including overhead, of about $17/hour. 

2. Contract definition. The contract definition phase establishes prelim-
inary design of the vehicle and detailed mission analyses, leading to 
selection of one contractor for development of the vehicle. The cost 
of this activity is estimated with user inputs as above: 

CD « 35000 (N0C0N1) (N0ENG1) (N0YRS1) 

3. Airframe design and development. 

DDEL • 3145 (MA)'5825 (RE) (CONFIG) 

DDEl « 23.85 (WA) 5825 (VMAX)-771 (RE) (CONFIG) 

DDEL • 207 (HA)"931 (RE) (CONFIG) 

DDEL - 348 (HA)*931 (RE) (CONFIG) 

D0EL - 115000 (MA)'509 (RE) (CONFIG) 

subsonic prototypes 

advanced aircraft 

subsonic production 
aircraft 

Mach 2 aircraft 

spacecraf t 

expendable VTO 
launch vehicles 

OOEL » [1930000 (HA)-484 + 16.65 (NENG)*26 (TPEREN)*14] (CONFIG) 
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4. Subsystem development. 

SUBSYS ■ 35000 (WACS + WECS + WPOWER + WPOMCD + WDPLOY + 
WCANDP + WAERO + WRECOV + WPPROV) (XNEW) 

5. Avionics development. 

AD = [5.3 x 106 (WGNAV)-439 + 2.19 x 106 (WCGMM)*439 + 0.55 x 106 

(WINST)'439](XAVD) 
6. Propulsion development. 

PDTJ - 29.5 x 106 (^JQ)'55 (MACH)'66 [(NV + NFV) (EN) (1. + ENSPAR)]*1 

, turbine engines 

PDCSJ « 204 x 106 (ASJMOD)-41 . +      . x ' , ramjet and scramjet 

a.     For liquid rocket engines the following equations are used. 

For regenerative cooled, pump fed, oxygen/hydrogen engines, 

PDROCK = 50 x 106 + 1.405 x 106 (T)"422; 

for regenerative cooled, pump fed, storable propellant engines, 

PDROCK = 50 x 106 + 8.65 x 105 (T)'422; 

for ablative cooled, pressure fed, storable propellant engines, 

PDROCK = 10 x 106 + 8.4 x 104 (T)'678; and 

for radiation cooled, pressure fed, storable propellant engines, 

PDROCK - 5 x 106 + 4.86 x 104 (T)*678. 

7. Flight test hardware. 

FV . (AV ♦ »HFG) (tlFV)ZETA ♦ (PKOM)  (NFV)2™ 

and 

2ETAp . } + 1" r.OjjLEARNP)] 

FS ' .20 (FV) 
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8.    Ground test hardware 

GTS =  .10  (GTV) 

9.    Tooling and special test equipment, 

TST • 6.19 (RT) (WA)1*062 (T00LC) 

TST-45.0 (RT)  (WA)1*062 (TOOLC) 

TST - 0.0267 (RT) (WA)*99 (VWX)1,21 

(RATE)'4 (TOOLC) (NFV)'14 

10.    Flight test operations. 

FTO - 0.75 (NFV)1'1  (WG)'08 (VWX)0-9 

conventional aluminum 

VTO launch vehicles 

advanced aircraft 

typical aircraft 
certification 
flight test 

other flight test 
programs 

FTO - (ROPF)  (NFTEST)ZETA 

11. Ground support equipment. 

12. Technical data. 

13. Basic RDT6E cost. 

ROTE - CF ♦ CD ♦ DDEL ♦ AD ♦ PD ♦ SUBSYS ♦ FV ♦ FS + 6TV + GTS + 
TST ♦ FTO ♦ AGEP ♦ TDTP 

AGEP = .05 (ADDE) + .15 (FV) 

TOP = .02 (FV) 

14. Fee. 

15. Project management 

16. Total RDTGE cost 

RDFEE » (RDTE)(FEE) 

RDMGMT = (RDTE)(PMGMT) 

TRDTE » RDTE ♦ RDFEE ♦ RDMG^f^ 
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9.1.5    Acquisition 

The initial acquisition cost includes operational vehicles, ground support 
equipment,  facilities,  and all capital investment required before the oper- 
ational phase can begin, such as spares,  training equipment and trailing, 
initial stocks and miscellaneous equipment.    The cost of all sustaining 
engineering and sustaining tooling costs associated with the operational 
vehicles must be included also.    The following acquisition cost breakdown 
is used. 

1. Operational vehicles. 

CAF - (AMFG) [(NVHF)ZETA - (NFv£ETA] ^ airfraine 

AVO - (AV) [(NVHF)ZETA - (NFV)ZETA] 

PO - (PROPU) [(NVHF)ZETAP - (NFV)ZETAP] ' avi0niCS 

CVO « CAF + AVO + PO ' engines 

, total 

The assumed value of the learning curve can be critical.    For example, a five 
per cent error in the assumed rate of learning yields errors in total  fleet 
cost of more than 16% for 10 vehicles, and more than 46% for 1000 vehicles. 
The effect of learning curve on average cost versus quantity is shown in 
Figure 9.1-4. 

2. Ground support equipment. 

3.    Spares. 

AGEO =0.15  (OV) 

OS = 0.13  (OV) 

4.    New facilities.    The cost of new facilities depends on the individual 
requirements of each program, the size and nature of the vehicle, the number 
of operational sites, and the type of facilities already in existence.    The 
user must supply his own facility cost, FAC, by input.    For most conventional 
aircraft existing facilities can be used; in that case, FAC ■ 0. 

5.    Sustaining engineering. 

20 
SE =   (DDEL)   [(NV)       -1] 

6.    Sustaining tooling. 

ST - (TST) C{jjjf7)-14-13 
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7. Miscellaneous equipment. 

MEQ » 500 (NPER) 

8. Training equipment. 

QT - .1442 (0V) (NV) •""       , aircraft 

GT « 0.2088 (CSTRUC)1-3822       . spacecraft 

9. Initial training. 

IT = 50000  (NPL) 

10. Initial transportation. 

TRI = 0.005 (OV + OS + MEQ + OT + AGEO) 

11. Basic acquisition. 

IV =  OV  +  AGEO +  OS + FAC + SE +  ST  +  MEQ + OF  +  IT -i  TRI 

12. Fee. 

AQFEE » (IV) (FEE) 

13. Project management. 

AQMGMT = 0.01 (IV) 

14. Total acquisition cost. 

AQ = IV + AQFEE + AQMGMT 

9.1.6    Recurring Operations 

Recurring operations  is the  10 year operating cost of the fleet of vehicles, 
including the following:    salaries of launch personnel, support personnel, 
and pilots; maintenance of vehicles,  facility,  and ground support equipment; 
propellants;  replacement training and transportation;  vehicle retrieval   from 
oceans  (if applicable); miscellaneous expendables   (including small rocket 
motors,  adapters,  etc.).     Cost breakdown employed for recurring operations 
follows. 
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1. Wages, salaries, and allowances. 

NPL = 2 (NCREW) (NV) , flight crew number 

NMTPS  =  (SURF) (HRP1:T2)(XRHPL)(LPM)/160 
, TPS personnel 

NMPR = NMAINT  + NNfFPS , total support personnel 

WSA =  500,000   (NPL)  + 270,000  (NSPR) 

,524 -.891 
CLO = 58700(WDRY) [12(LPM)] fl2Ü(LPM) 

1.204 
CLSUP = 0.598  (CLO) 

WSA = CLO  + CLSUP 

2.    Vehicle maintenance. 

VMTPS =   (XMTPS)(CTPS)   [120(LPM)-NV] 

VM = VMTPS +  270,000   (NMPR) 

ZliTA 

total  10 year support 
and crew cost 

launch vehicle 10 year 
cost 

launch support  10 year 
cost 

total  10 year launch 
vehicle cost 

IPS maintenance 

total maintenance 

or 
VM = 120  (LPM)   (XMR\)   (CSTRUC) 

3. Vehicle retrieval. 

7 .585 
WTR =  1.98 x  107  (WE/1000) (LPM) 

4. Propellants. 

PF =  120  (LPM)   (CFUEL + COX ID + CAUXP + CCASPR) 

5. Miscellaneous  expendables. 

MFL =  120  (LPM)   (EXPEND) 

6. Facilities maintenance. 

FM = 0.4  (FAC) 

7. GS1  maintenance. 

ACFM =0.3  (AGFO) 

H.    Misce 1 laneous_e«juipment maintenance. 

MFM =  550  (NPER) 
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9.    Training. 

TO = 400,000  (NPL) 

10. Transportation. 

TRO = 0.15 (PF + MFL + FM + AGEM + MEM) 

11. Total operations. 

RO = WSA + VM + WTR + PF + MFL *■ FM + AGEM + MEM + TO + TRO 

12. Fee. 

ROFEE =0.5 (R0)(FEE) 

13. Proj ect management. 

ROMGMT = 0.057 (RO) 

14. Total operations. 

ROTOT = RO + HOFEE + ROMGMT 

9.1.7   Total Program Cost 

The total program cost is the sum of RDTIJE, acquisition, and operations: 

TOTAL = TRDTE + AQ + ROTOT , total cost of program 

9.1.8    Conclusion 

It is again emphasized that the above description merely summarizes program 
PRICE; for complete details refer to Reference 1.    For user convenience Tables 
9.1T2 to 9.1-5 present the prime input and output parameters for the PRICE 
program.    A typical sample case is presented in Table 9.1-6. 

9.1-15 



REFERENCES 

1. Levenson, G. S., and Barro, J. M., "Cost-Estimating Relationships 
for Aircraft Alrframes."   Rand Corp. Memo RM-4845-PR, Feb. 1966. 

2. Anon., "Methods of Estimating Fixed-Wing Alrframe Costs," 
Planning Research Corporation, Report R-547A, April 1967. 

3. Anon., "Optimized Cost Performance Design Methodology," McDonnell 
Douglas Corporation Report 6975, April 1969. 

4. Anon., "Research Study on Low Cost Earth Orbital Transportation 
System Synthesis by Economic Analysis," Final Report, Contract 
MAS 8-30522, The Boeing Company, December 1969. 

5. Knapp, M. I., "Costs of Reusable and Expendable Spacecraft Systems," 
Institute for Defense Analysis Research Paper P-426, June 1969. 

6. Campbell, H. G., and Dreyfuss, D. J., "Manned Spacecraft Cost 
Estimating Relationships," Rand Corporation Memo RM-5317-NASA, 
June 1967. 

7. NASA, Office of Advanced Manned Missions, "Specification for 
Contractor Presentation of Cost and Schedule Plans for New Space 
Projects," Feb. 17, 1969. 

8. Anon. "Mass Properties Control Requirements for Missile and Space 
Vehicles," USAF Military Specification MIL-M-38310, 15 Dec. 1964. 

9. Wilcox, D. E., and Gregory, T. J., "A Fundamental Approach to Aircraft 
Manufacturing Cost Estimating in the Conceptual Design Phase," 
Presented at the 29th Annual Conference of the Society of Aeronautical 
Weight Engineers. Washington, D. C.   May 1970. 

10. Wilcox, D. E., "A Computer Program for Estimating Total Program Cost 
of Aircraft, Spacecraft, and Reusable Launch Vehicles," Working 
Paper MÄ-71-2, August 2, 1971. 

11. Anon., "Influence of Structure and Material Research on Advanced 
Launch Systems,"   NASA Contractor Report CR-1116, July 1968, 
North American Rockwell Corp. 

12. Morris, R. E., and Williams, N. B., "Study of Advanced Air Breathing 
Launch Vehicles with Cruise Capability." Vol. 5, NASA CR-73198. 
Lockheed California Company, Feb. 1968. 

13. Anon.. "Integral Launch and Reentry Vehicle,"   General Dynamics/ 
Convair, First Monthly Progress Report, Contract NAS t-9207, 
April, 1969. 

14. Large, J. P., "Estimating Aircraft Turbine Engine Costs,"   Rand 
Corporation Memo RM-6384/1-PR, September 1970. 

9.1-16 



15. Anon., "Study of Navigation and Guidance of Launch Vehicles Having 
Cruise Capability,"    Final Report Contract NAS 2-3691, The Boeing 
Company, April  10, 1967. 

16. Anon., "Gas Turbine Engine Market 1970-1974,"    DMS Inc., April 1970. 

17. Anon., "Launch Vehicle Component Costs Study,"   Lockheed Missiles 
and Space Co., Report 895429, Contract NAS 8-11368, June 1965 

18. Johnson, D. R.,  'Design Considerations of Reusable Launch Vehicles," 
Vol. VI, Final Report, Contract NAS ?-3191, Douglas Aircraft Company, 
Oct. 1966. 

19. Personal  communication with Mr. J. Henry, NASA Langley Research Center. 

20. Schlosser, K. P.,  "Cargo Aircraft Cost Model,"    Directorate of 
Operations Research, WPAFB, 2 Nov. 1965. 

21. Anon., "Aircraft Systems Cost Factors," Comptroller Office, Aero- 
nautical Systems Division, WPAFB, Dec. 1969. 

22. Anon., "Supersonic Transport Development and Production Cost Analysis 
Program," Booz-Allen Applied Research Inc., Final Report, Contract 
FA-SS-66-13, Dec.  1966. 

23. Anon., "USAF Cost and Planning Factors," Air Force Manual  172-3 
(CONFIDENTIAL) 

24. Woolsey, J. P., "American Seeks Flight Training Reductions," 
Aviation Week and Space Technology, July 13, 1970, p. 41 

25. Anon., "Optimized Cost Performance Design Methodology," Final Oral 
Briefing Contract NAS 2-5022, 2 Feb. 1970. 

26. Anon., "Supersonic Transport Development Program, Phase III Proposal," 
The Boeing Company, Report V6-B2707-2, 6 Sept. 1966. 

27. Anon., "Standard Method of Estimating Comparative Direct Operating 
Costs of Turbine Powered Transport Airplanes," Air Transport Associa- 
tion of America, Dec.  1967. 

28. Raymond, A. P., "Cost Analysis of Current Launch Systems," Vol. IV. 
Final REport, Contract NAS w-1740, Chrysler Corp. 15 Feb. 1969. 

9.1-17 



Table 9.1-1. 
Type of Material and Construction Complexity Factors 

Type Construction 

Type Matt rial 
Single Skin 
with Frames 

Sheet 
Stringer 
with Frames 

Single-Skin 
Corrugations 
with Frames 

Honey- 
comb 

Sandwich 

Aluminum .9 1.0 1.2 1.6 

Stainless Steel 1.4 1.5 1.9 2.7 

Magnesium 1.5 1.7 2.1 2.7 

Titanium 2.0 2.2 2.8 4.2 

Inconel-718 2.2 2.4 3.0 4.3 

L-605 (Columbium base 
superall oy) 2.2 2.4 3.0 — 

Rene' 41 2.6 2.9 3.6 4.3 

TD-NiC 3.2 3.5 4.5 — 

Coated columbium (TPS) ... _ ... 10.0 __- 
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Parameter 

TABLE 9.1-2. 
INPUT PARAMETERS - CONTROL PROGRAM 

 Description Units 

ICLASS 

MACH 

MENG 

NCREW 

STPS 

TPEREN 

TOVERW 

VMAX 

WABORT 

WACCOM 

WACS 

WACSTK 

WAERO 

WAFT 

WAUXP 

WAUXT 

WBODY 

WCANDP 

wCOMM 

VDOCK 

HDPLOY 

«DRY 

t each of 10 

oe specified, 

Vehicle type. ICLASS - 1 Prototype aircraft 

2 Horizontal takeoff launch 

vehicle (alrbreathlng) 

3 Horizontal takeoff launch 

vehicle (rocket) 

4 Vertical takeoff launch vehicle 

5 Spacecraft 

Maximum Mach number for which alrbreathlng engines are 

designed 

Number of main engines 

Number of crew members 

Thermal protection system surfar 

areas on the vehicle.    Ten val 

any of which may be zero. 

Thrust per main engine 

Thrust-to-welght ratio; Total main thrust 
Takeoff weight 

Maximum vehicle velocity 

Weight of range safety and abort systems 

Weight of passenger accommodations 

Dry weight of attitude control system 

Weight of attitude control system tankage 

Weight of aerodynamic control system 

Aft skirt weight (for ICLASS - 4) 

Weight of auxiliary propellents (if separate from 

main propellents) 

Weight of auxiliary propulsion or separation system 

Weight of body structure (for ICLASS - 1, 2, or 3) 

Weight of crew controls and panels 

Weight of communications system 

Weight of docking structure 

Weight of deployable aerodynamic devices 

Total dry weight of vehicle 
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sq. ft. 

lb. 

knots 

lb. 

lb. 

lb. 

lb. 

lb. 

lb. 

lb. 

lb. 

lb. 

lb. 

lb. 

lb. 

lb. 

lb. 



Parameter 

TABLE 9.1-2.  (Continued) 

 Description Units 

WELCAD 

UEMP 

WEHGS 

HENGS2 

UEQECS 

WFAIR 

WFTANK 

HFUSYS 

WFUTK 

WFUTK2 

WFUTOT 

WFVTO 

UGASPR 

UGNAV 

VGBOSS 

WHYCAD 

UIMCOM 

WINLET 

WINST 

WINSTK 

WINTK 

WLANCH 

VLC 

WLÜBE 

WNACEL 

WHOSE 

WOTANK 

WOXSYS 

VOXTK 

WOXTK2 

Weight of electrical power conversion and distribution lb. 

systems 

Empennage weight lb« 

Weight of all main engines and accessories, except lb. 

scramjets 

Weight of all secondary and tertiary engines and lb. 

accessories 

Weight of environmental control system for equipment lb. 

Weight of fairings lb. 

Weight of main fuel tank (structural)(for ICLASS - 4) lb. 

Weight of fuel system lb. 

Weight of main fuel tank (non-structural) lb. 

Weight of secondary fuel tank (non-structural) lb. 

Weight of main fuel lb. 

Forward skirt weight (for ICLASS -4) lb. 

Weight of pressurlzation gases lb. 

Weight of guidance and navigation systeu lb. 

Vehicle gross takeoff weight lb. 

Weight of hydraulic power conversion and distribution lb. 

system 

Weight of crew compartment insulation lb. 

Weight of air inlets and ramps lb. 

Weight of instrumentation, telemetry, etc. lb. 

Weight of propellent tank insulation lb. 

Weight of Intertank structure (for ICLASS «4) lb. 

Weight of launch gear and holddown devices lb. 

Weight of landing gear lb. 

Weight of lubrication system (turbojets) lb. 

Weight of engine nacelles, pods, pylons, etc. lb. 

Nose structure weight (for ICLASS • 4) lb. 

Weight of main oxidizer tank (structural) (for ICLASS - 4) lb. 

Weight of oxidizer system lb. 

Weight of main oxidizer tank (non-structural) lb. 

Weight of secondary oxidizer tank (non-structural) lb. 
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Parameter 

TABLE 9.1-2.  (Continued) 

 Description  Units 

WOXTOT 

WPAYL 

WPECS 

«POWER 

WPPROV 

WPRESS 

WPRSYS 

WPUSYS 

WRECOV 

WSCRAM 

WSERV 

tfSPAD 

WTHRST 

WING 

Weight of main oxidizer lb. 

Payload weight lb. 

Weight of environmental control system for personnel lb. 

compartment 

Weight of electrical power system lb. 

Weight of crew provisions lb. 

Pressurized crew compartment weight (for ICLASS - 4 or 5) lb. 

Weight of pressurization and purge systems lb. 

Weight of propellent utilization system lb. 

Weight of vehicle recovery systems lb. 

Weight of scramjets lb. 

Weight of spacecraft service module structure lb. 

(for ICLASS - 5) 

Adapter structure weight (for ICLASS - A or 5) lb. 

Weight of thrust structure (for ICLASS > 4 or 5) lb. 

Wing weight 
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Parameter 

TABLE 9.1-3. INPUT PARAMETERS - COST PROGRAM 

 Description  Units 

AD1* 

AGEOI* 

AGEP1* 

ASJMOD 

CONFIG 

DPLBAU 

DPLBFU 

DPLBGS 

DPLBIN 

DPLBOX 

BNSPAR 

EXPEND 

FAC 

FEE 

FTOIN* 

HRPFT2 

IAERO 

ICONFIG 

IDATA 

I ENG 

Input value of avionics development cost M$ 

Input value of aerospace ground equipment cost- M$ 

operational program 

Input value of aerospace ground equipment cost- M$ 

RDT&E program 

Scramjet  capture area   (total) sq.  ft. 

Engineering complexity  factor (nominally 1.0) 

Auxiliary propellant cost $/lb 

Main fuel cost  (including boiloff factor) $/lb 

Pressurization gas cost $/lb 

Cost of insulation for personnel compartment $/lb 

Main oxidlzer cost (including boiloff factor) $/lb 

Engine spares   fraction 

Cost per flight for other expendables  (adapters, M$ 

solid rocket motors,  etc.) 

Facilities cost M$ 

Contractor fee, expressed as  a fraction  (of program 

cost) 

Input value of flight test operations cost M$ 

Unit labor cost per flight for thermal protection hr/sq.ft. 

system maintenance 

Indicator for type flight control system: 

IAERO - 1 for automatic flight control system; 

IAERÜ - 0 otherwise 

Indicator for vehicle type (normally same value as ICLASS) 

Indicator to select printout format 

Indicator for type propulsion system (main): 

1ENG - 1 LOX/LH2 pump fed rocket 

2 Storable pump  fed rocket 

3 Storable pressure  fed rocket 

4 Airbreathing propulsion 

5 Ablative pressure fed rocket 
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Parameter 

TABLE 9.1-3.     (Continued) 

_^ Description  Units 

IENG2 

IENG3 

IOPS 

IPOWER 

IPROD 

iSRM 

ITANK 

ITANK2 

IWTR 

LEARN 

LEARNP 

LPM 

NDATA 

NENG2 

Indicator for type secondary propulsion system: 

IENG2 - 1,  2,  3,  4, or 5  (same as  IENG) 

Indicator for type  tertiary propulsion system: 

IENG3 - 1,  2,  3,  4,  or 5  (same as  IENG) 

Indicator for type operational program: 

IOPS - 1 for commercial airline operation; 

IOPS - 0 otherwise 

Indicator for type electrical power system: 

IPOWER - 0  for fuel cell; 

IPOWER » 1 for battery; 

IPOWER - 2  for aircraft APU 

Indicator to select prototype or production tooling 

IPROD - 1 for production tooling; 

IPROD - 0 for prototype tooling 

Indicator for auxiliary thrust system: 

ISRM " 1  for solid rocket motors; 

ISRM " 0 otherwise 

Indicator for type main fuel tank: 

ITANK •= 1  for LH2; 

ITANK - 2  for storable fuel 

Indicator for type secondary fuel tank: 

ITANK2 -  1 N20^/N2Hii 

2 Cryogenic 

3 JP 

Indicator for water retrieval IWTR - 1 if water 

retrieval desired 

Learning rate for airframe manufacturing, expressed 

as a percent (LEARN •> 90.  for 902 learning curve) 

Learning rate for engine manufacturing, expressed as a 

percent 

Launch rate per month 

Number of positions on learning curve for which manu- 

facturing costs are desired (normally  1; maximum of 5) 

Number of secondary engines 
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r 
Parameter 

TABLE 9.1-3.  (Continued) 

 Description Units 

NENG3 

NFTEST 

MFV 

NFVCO 

KG 

NMAINT 

NOCON 

NOCON1 

NOENG 

NOENG1 

NOYRS 

NOYRS1 

NSUPT 

»TRAIN 

NV 

HVEH 

PDEN21* 

PDRJI* 

PDROCI* 

PDTJI* 

PMG^^T 

RATE 

RE 

RT 

SPANEL 

Number of tertiary engines 

Number of flights in flight test program 

Number of flight test vehicles 

Number of flight test vehicles converted to opera- 

tional vehicles 

Number of ground test vehicles 

Number of vehicle maintenance personnel 

Number of contractors in concept formulation phase 

Number of contractors in contract definition phase 

Number of engineers per contractor in concept formula- 

tion phase 

Number of engineers per contractor in contract definition 

phase 

Duration of concept formulation phase 

Duration of contract definition phase 

Number of base support personnel 

Number of trainer sets required 

Number of operational vehicles 

Number of vehicles at each point on learning curve 

for which manufacturing costs are to be estimated. 

Up to 5 values of NVEH may be specified, 1 for each 

value of NDATA. NVEH - 1 for first unit cost 

Input value of secondary propulsion system development 

cost 

Input value of ramjet or scramjet development cost 

Input value of main rocket engine development cost 

Input value of turbojet development cost 

NASA project office cost, expressed as a fraction 

of program cost 

Vehicle production rate 

Engineering labor rate, including overhead and G&A 

Tooling labor rate. Including overhead and G&A 

Size of thermal protection panels corresponding 

to the ten vehicle areas (STPS) 

years 

years 

M$ 

M$ 

M$ 

M$ 

Veh./M 

$/hr 

$/hr 

sq.ft. 
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Parameter 
TABLE 9.1-3.     (Continued) 
 Description  Units 

TOOLC 

TPREN2 

TPREN3 

TURNWK 

UCABL 

UCCOV 

UCINS 

XAVD 

XFASSY 

XMRA 

XKTPS 

XNEW 

XREPL 

Tooling complexity factor 

Thrust per engine for secondary propulsion system 

Thrust per engine for tertiary propulsion system 

Vehicle turnaround time In operational phase 

Unit cost of ablative thermal protection system 

Unit cost of radiative cover panels 

Unit cost of Inaulation in thermal protection system 

Complexity factor for avionics development cost  (used 

to adjust up or down from the nominal 100,000 $/lb) 

Final assembly and checkout cost,  expressed as  a fraction 

of first unit manufacturing cost. 

Maintenance cost per flight, expressed as a fraction of 

vehicle first unit cost.     XMRA - 0 except to override 

the computed value 

Material cost per flight for thermal protection system 

maintenance, expressed as a fraction of first unit 

thermal protection system cost 

Fraction of miscellaneous spacecraft subsystems   (including 

attitude control, environmental control, electrical 

power, power conversion and distribution, deployable 

aerodynamic devices, crew controls, aerodynamic controls, 

crew provisions; and recovery system) which require 

new development 

Fraction of thermal protection system replaced each flight 

lb. 

lb. 

weeks 

$/sq.ft. 

$/sq.ft. 

$/8q.ft. 

* Uacd to override the value computed with CER's 
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Parameter 

TABLE 9.1-4.  INPUT PABAHETERS - COST PROGRAM 

 Description  Units 

CFABRT 

CFACOM 

CFACS 

CFACTK* 

CFADAP* 

CFAERO 

CFAFT* 

CFAUXT 

CFBODY* 

CFCOMM 

CFCOMP* 

CFCREW 

CFDOCK* 

CFDPLY 

CFELCD 

CFEMP* 

CFENG 

CFENG2 

CFENG3 

CFEQEC 

CFFAIR* 

CFFUEL 

CFFUTK* 

CFFWD* 

CFGNAV 

CFHYCD 

CFINLT* 

CFINST 

CFINTK* 

CFLG 

CFLNCH* 

CFLUBE 

Abort system complexity factor (C.F.) 

Passenger accommodations C.F. 

Reaction control system C.F. 

Reaction control tankage C.F. 

Adapter structure C.F. 

Aerodynamic control system C.F. 

Aft skirt C.F. 

Auxiliary thrust system C.F. 

Fuselage structure C.F. 

Communication system C.F. 

Crew compartment C.F. 

Crew controls and panels C.F, 

Docking structure C.F. 

Deployable aerodynamic devices C.F. 

Electrical distribution system C.F. 

Empennage structure C.F. 

Alrbreathing engine C.F. (main) 

Airbreathlng engine C.F. (secondary) 

Alrbreathing engine (tertiary) 

Equipment ECS C.F. 

Aerodynamic fairing structure C.F. 

Fuel system C.F. 

Structural fuel tank C.F. 

Forward skirt C.F. 

Guidance and navigation system C.F. 

Hydraulic system C.F. 

Inlet structure C.F. 

Instrumentation system C.F. 

Intertank structure C.F. 

Landing gear C.F. 

Launch structure C.F. 

Engine lubrication system C.F. 
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TABLE 9.1-4.     (Continued) 

Parameter Deacrlptlon 

CFNAC* Engine nacelle C.F. 

CFNOSE* Nose structure C.F. 

CFOX Oxldlzer system C.F. 

CFOXTK* Structural oxldlzer tank C.F. 

CFPECS Personnel ECS C.F. 

CFPOW Electrical power system C.F. 

CFPRES Pressurlzatlon system C.F. 

CFPROV Crew provisions C.F. 

CFPUSY Propellant utilization system C.F. 

CFRECV R'covery system r.F. 

CFSERV* Spacecraft service module structure C.F. 

CFTHRS* Thrust structure C.F. 

CFTK* Non-structural propellant tank C.F. 

CFTK2* Non-structural propellant tank C.F. 

(secondary propulsion system) 

CFWING* Wing C.F. 

Units 

Value of complexity figure obtained from Table A. 

TABLE A.     TYPE OF MATERIAL AND CONSTRUCTION COMPLEXITY FACTORS 

I    ^-IX£* Construction 

1 Type Material   "-^^ 
Single Skin 
With Frames 

Sheet Stringer 
1 With Frames 

1 Single Skin 
Corrugations 
With Frames 

Honeycomb 
Sandwich j 

Aluminum .9 1.0 1.2 1,6 

| Stainless Steel 1.4 1.5 1.9 2.7 

| Magnesium 1.5 1.7 2.1 2.7 

1 Titanium 2.0 2.2 2.8 4.2   1 

Incone1-718 2.2 2.4 3.0 4.3   | 

L-605 2.2 2.4 3.0 - 

| Rene' 41 2.6 2.9 3.6 4.3   j 

TD-N1C 3.2 3.5 4.5    | - 

Coated Coliad>lua      j | - 10.0 
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TABLE 9.1-5.  OUTPUT PARAMETERS 

The following output will appear, In the order shown, for each case 

unless IDATA Is used to suppress printout or unless the particular cost 

element Is not applicable to the vehicle under consideration. The 

abbreviation f.u.m.c. designates first unit manufacturing cost. All 

cost output Is in millions of dollars. 

Parameter Description 

CSURF 

CBODY 

CTPS 

CLG 

CLRD 

CENGS 

C(6,N) 

CINLET 

CNACEL 

CFUTK 

COXTK 

CFUTK2 

C0XTK2 

CINSTK 

CFUSYS 

COXSYS 

CPRSYS 

CPUSYS 

CLUBE 

CAERO 

CORSUL 

CPOWER 

CPOWCD 

CGNAV 

CINST 

Aerodynamic surface f.u.m.c. 

Body structure f.u.m.c. 

Thermal protection system f.u.m.c. 

Landing gear f.u.m.c. 

Launch, recovery, and docking gear f.u.m.c. 

Main engines f.u.m.c. (total per vehicle) 

Sum of secondary and tertiary engines f.u.m.c. 

(total per vehicle) 

Air induction system f.u.m.c. 

Nacelles f.u.m.c. 

Main fuel tank f.u.m.c. 

Main oxldlzer tank f.u.m.c. 

Secondary fuel tank f.u.m.c. 

Secondary oxldlzer tank f.u.m.c. 

Tank insulation f.u.m.c. 

Fuel system f.u.m.c. 

Oxldlzer system f.u.m.c. 

Pressurization system f.u.m.c. 

Propellant utilization system f.u.m.c. 

Engine lubrication system f.u.m.c. 

Aerodynamics control system f.u.m.c. 

Orientation, separation, and ullage control 

system f.u.m.c. 

Electrical power system f.u.m.c. 

Power conversion and distribution system f.u.m.c. 

Guidance and navigation system f.u.m.c. 

Instrumentation f.u.m.c. 

, 
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TABLE 9.1-5.  (Continued") 

Parameter Description 

CCOMM 

CEQECS 

CPECS 

CINCOM 

CPROV 

CCANDP 

CABORT 

CFASSY 

CV 

CFÜEL 

COXID 

CAUXP 

CGASPR 

TRDTE 

ADDS 

CP 

CD 

DDEL 

SUBSYS 

AD 

PD 

CV 

AMFG 

AVP 

PROPU 

HFV 

FV 

NO 

GTV 

GTS 

FTS 

TST 

Conununlcation system f.u.m.c. 

Equipment environmental control system f.u.m.c. 

Personnel environmental control system f.u.m.c. 

Personnel compartment insulation f.u.m.c. 

Personnel provisions f.u.m.c. 

Crew controls and panels f.u.m.c. 

Abort system f.u.m.c. 

Final assembly and checkout cost 

Total vehicle f.u.m.c. 

Main fuel cost per launch 

Main oxidizer cost per launch 

Auxiliary propellants cost per launch 

Pressurlzation gases cost per launch 

Total RDT&E cost 

Total airframe design and development engineering 

cost, including concept formulation and contract 

definition 

Concept formulation phase cost 

Contract definition phase cost 

Airframe design and development engineering cost 

Miscellaneous subsystem development cost 

Avionics development cost 

Propulsion development cost 

Total vehicle f.u.m.c. 

Total airframe f.u.m.c. 

Total avionics f.u.m.c. 

Total engines f.u.m.c. 

Number of flight vehicles 

Flight vehicle cost 

Number of ground test vehicles 

Ground test vehicles cost 

Ground test spares cost 

Flight test spares cost 

Tooling and special test equipment cost 
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TABLE 9.1-5.     (Continued 

Parameter Description 

FTO 

AGEP 

TDP 

RDFEE 

RDMGMT 

AQ 

NV 

ov 
OS 

FAC 

SE 

ST 

AGEO 

MEQ 

IT 

OT 

TRI 

AQFEE 

AQMGMT 

ROTOT 

NPL 

NMPR 

NSPR 

WSA 

VM 

WTR 

PF 

MFL 

FM 

AGEM 

MEM 

9. 1 - 30 

Flight test operations cost 

Development program GSE Cost 

Technical data cost - RDT&E 

Contractor fee - RDT&E 

Government project management cost - RDT&E 

Total acquisition cost 

Number of operational vehicle-. 

Operational vehicles cost 

Operational vehicle spares  cost 

Facility investment cost 

Sustaining engineering cost 

Sustaining tooling cost 

Operational GSE cost 

Miscellaneous equipment  cost 

Initial training cost 

Training equipment cost 

Initlel transportation cost 

Contractor fee - acquisition phase 

Governi-H-nt project management - acquisition phase 

Total 10-year cost of recurring operations 

Total number of flight crew personnel 

Total number of maintenance personnel 

Total number of support personnel 

Total 10-year cost of flight crew and support 

personnel pay and allowances 

Total 10-year cost of vehicle maintenance, 

including maintenance personnel pay 

Total 10-year cost of water retrieval 

Total 10-year cost of propellents and gases 

Total 10-year cost of miscellaneous expendables 

Total 10-year cost of facility maintenance 

Total 10-year cost of GSE maintenance 

Total 10-year cost of miscellaneous equipment 

maintenance 



TABLE 9.1-5.   (Continued) 

Parameter Description 

TO 

TRO 

ROFEE 

ROMGMT 

TOTAL 

Training - recurring operations 

Transportation - recurring operations 

Contractor fee - recurring operations 

Government project office cost - recurring operations 

Total program cost, Including RDT&E,  acquisition, 

and recurring operations 

9.1-31 



vO 

OQ 

r- 

« 
ii 

»</) • e 
o z 
«o UJ 
MX 
m 
^i • 
II • 

co o 
i/) II 
UJ > 
OC O 
o. a 
X LU 

• 
O 
«o  •> 
CM     • 
("0 o 
o-l    II 
II  X 

z z 
^ < 

r- 
i   •• •- 
r- •  • 
fM O O 
l o in 
roo in 
— i^ II 

o- sc 
(MM u 
O II o 
OZ Q 

UJ 3 
ect£ 
UJUI 
K a  •• 

83        O 
ac » ii 
o . >- 

r>j O 
Ui  II   -I 
-JO a 
l-Z Q 
»- UJ 3 
DZ 
I 

►-< lA O 
Z   II   O 
i—i to ao 
r ^ ^• 

< n 
_J o 
u -I 
•- 3 

00 
m 
«H 

» II 
• (/) 

o >- • 
II ^ • 
^ x c 
I- Q II 
X 5 H 
O x 
3: 3 

•• < 
• 3 

► I«- 

• m 
O (VJ   •■ 
o> —<  • 
00  II   if\ 
CVJ l/) o» 
^ >- o 
II l^ ^ 
5i D   II 
I- U. O 
3 X at 
U.        UJ 
3    < 

• 3 

>o • 
^ o 
II II 

< u 
O UJ 
>• o 
X UJ 
2 2 

• o   •" 
(M vO • 
fVJ  II O 
^ ii II 
^ I- UJ 
II  (^ 03 
-JZ Z) 
UJ •-" —J 
O 2 3 
< 
z 

•    • 

•■ oo eg 
• if» ro 

o II II 
II  «VJ oo 
t- bi >- 
UJ I—  V/) 
_J X 3 
ZOO. 
-' 2 3 
3 

4- * 
'-' II 
ii r 
o s: 
< 3 
O O 
-J 3 
UJ 
3 

O 
r- 

ii   • 
cc (M 
a ii 

< LU 
O 0C 
3 U 

2 

rH 

O 
1^ 
II 
a 
x 
3 
< 
3 

O 
X 

o 
00 
«—I 

CM 

•"in 
• CO 

a> ao 
>*■ n 

II oo 
Q£ Z 
UJ >-< 

3 3 
O 
a 
3   ► 

• 
O 

• f- 
O II 
II > 

H Z 
to o 
O 3 
< 

••   • 
• O 

o o 

Psl <H 

ao II 
(M _l 
II >• 
I- < 
oa. 
i- 3 
X 
3 
3   * • 

f\J 

• «0 
O (M 
O 0^ 
(M II 
r- > 
•i- a 
n Q 
I- 3 
O 

(^ rvj 

II  w 
<\1 fM 
oo ^ 
O I- 
Z 3 
UJ LL 

3 3 

in •■ 
o • 

^ r*- 
ii m 

00 f\J 
> II 
00 00 

a < 
3 3 

3 
LL 

3 
•• f- 

• 0- 
rr\ •• ON 

fVJ • fO 

*■* o*t 
•H II II 
ii i- oo 

oo a: oo 
u oo 
LU  CD 0C 

a < o 
3 3 3 

O 
O 
0^ 

o 
1-4 

>0 

m 
m 
o 

in 

o 
<^ 
«o 
i—i 

II 
oo 
Q. 

i-< 00 

». in 
r^ o  * 
o   • c 

• II in 
n oo • 
3 a- >f 
< i- -H 
cc £  M 
-I X (- 
a      a: 
Q 

•■ CM 
ro •• in • 
o   •   • f^ 
• o ao II 

II      II    i-H  o 
X •-'  II  _i 
O  O LU O 
CO O tf o 
-J 0C h- 
0. 3 • 
O a. ^ - 

II in 
•■ •• nj n 

in • o o 
«t a z UL 
• o UJ z 

II   Pvj —' o 
3 II     o 
U.   Z    ""-• 
00 i-i o 
-J  CD <-<    •• 
a -i   • m 
O Q- n   • 

a i- nj 
►     s: II 
• -o s: 

II   II o. -J 
> * 
z z   *  •> 

< O '-< 
♦■ »- 1-1 II 

• •-'   • o 
-H II   QC 
II •• LU UJ 
Ü •-' LU < 
Z » U. •-" 

o 

••o 
• o 

•o o 

II  II 
fVJ CM 
I- z 
LL LU 
a. of 
oc a. 
X H 

-H CM 

CM   II 
r-t  CO 
II   o 
-«z 
CM LU 
z z 
UJ 
Q   •■ 
a   • 

•• n 
CM CM 
II O 

CM 2 
^  UJ 
z z 
< 

•  UJ 
1-1 •-* 

II 
> •■ 

u. o 
z o 

• 

• n 
1~4   OO 

II     O 
X   CO 
UJ -J 
> Q- 
z o 

o 
II 
u 
< 
UL 

II 
•• CO 

o o 
CM Z 
• a.' 

II —' 
> 
oo •• 
oo • 
< o 
LL in 
x •- 

II 
•■ K 

O oo 
II   UJ 
o: i- •• 
LU U-    . 
3 z a 
o ►a 
a >»• o 
•-I in m 

• n 
II m 
-12 
a. UJ 
ui cc 
cc a 
XK 

O 
X 

o  • o 
X o o   ► 
«O  X »H     • 

r-     o 
•■      •> o 

o  . a x 
o a o r^ 
o o CM 
(MO        •• 

CM  •  • 
• «*■ 

»o 
•■ •      •. 

• o  *■  • 
o o . o 

o o o 

o   • 
o 

► o 
• ff> 

a >t 
n  II 
_i > 
CO o 

O   • 
O 

» o 

O II 
II -J 

OO UJ 
z z 
l-l < 
u a 
3 oo « 

m 

II 

CO 
• 

CM 
H 
a. 

o 
LL 

u 

CM 
• 

CM 

II 
o 
z 

3 
LL 

O 

9.1-32 



i 

I 

CO 

rg 

in 

r- o a 
m ro 1»- 
a r» ^ 
in o ro 

Nt o >-H 

(V ft 

•J- e-< 

00 o 
f- ro 
(\J cr 

in 

CO 

in 
co 
•4- 
m Oh- c       ^ 

0>J- ^nnjOOO'-t^HMO ro      ^H O -« O (Ni O 

CO 

< 
-J 
o 

«^ 
r _» 

o UJ 
1- 

§ 00 U) 1- 
to r >- 2 •^ UJ LU 00 to a 

•J !»• \~ £ o 
«i tc 00 O UJ 
^4 o to > 2 1- £ LU z 
X Z 10 t- oo oo < (/) UJ o o 

o w a: \- >!- < »-^ 
>-< Ul O a o UJ 1/) to —1 1- 
K o a O z o >- _l 3 

Z u o o. Q. < < UJ 00 3 00 

§ 
UJ o oo< Z) a Ü O •-H 

1- z LU LO 3 UJ z 2 a 2 O a£ 2 
o o to* — O » 00 o < 2 »—* 3C z H O 
^ tc ^ tf z 00 < 1- o < a •-. < oo H-i 

< CL 8 o < § Oj£ •*1 X. K toH z l- 
Ili U) Z 2 a: h- 2 Q < 2 a o < 
or: _J a */)»/> _J < < ID < >—i 1 2 M O •-H _J -J 
« \A < UJUJ >- 1- NJ  -J < < •-. 00 HM o 1- o 3 00 

OJ h- o uz a. 00 -. r? z z —1 -j t- 00 z < oe to 2 
i- 00 o Z z «." •- » CL -i O to Ul 2 « o < UJ < o K 2 O 
«? LU < UJ < 4 O 00 UJ UJ — 2 I K OH- VC Of a 1-4 2 00 to I—» »—* 
O -1 LL £ z O Z 3 X .- to ~3 1- < ae z > O uo 00 
o u a: Z > z U UJ o —i LL o £ > 1- 2 a 3 o < z o LUUI V- »—• 

•-H D tu O of o z Q. < 1- UJ 00 < h- O LU O HI z o 2 > 
(A X CO a: of uu toH < > •» ►- >- >- 2 K (M2 o 00 00 00 t-H 2 _l K-J UJ 3 
2 uu D »-^ > 1/) ac 00 Z Ä a < oo a M < * CL o »- O < 2UI £ cc 
n > o t- > o —I 00 < LU o < < -J >• UJ a -J u z QC LU z < i—i 1- LU2 ►- a 

g I-« O z a 3 UJ o -J O O Q -J to M D -J t—» 3 Ul > < h- K 2 £ 2 oc 
u. S D UJ m Q. z z _l z 2 Ul HH tO LU £ *—• 3 z Z < Ul Q.O < _J 

K o < Of tt o i-O ai -JO O Q. -I O oo a < H- O o Ul LU O £ ►-lO a. Ul 
O 2 l- a ^ Ä oo o UJ U o o Ul ►—i ui G 2 < a a u £ •—t 2 3QC £ 2 
* cc > i^ LU I a Z UJ < 3UJ Lü a 3 X a a >• 1- z 3 z O Out O 2 
u> LU O o «J UJ00ZU.00l^Q.U.OQ-Q. Q z Ul a: < cc. 3 OC uj a o 3 

i cc o > 2 Z z O LU £ Ul a H £ (—t 00 
z an Q o Zi >-* a NH « 3 •^ 00 £ > a. 

< 3 JJ O z < < UJ QC ac o 3 Z a z 'XI 
T 7 <t <D »w« -1 r < O a. a O #*-' o Ul a 

9.1-33 



00 
o 
II 

• (/) 
• o 

o z 
o tu 
If»        K 
•H     •■  X 
il    • Q 

u) o £ 
U)   II 
UJ > 
OC O 
o. o 
X OJ 

Of 
• 3 

CO 
oo 
m 
«-H 

II 

> 
00 
X 

o 
I*- 

vO 

• 
o 
o » 
«M • 
fO O 
»-< II 
II X 
O O 
z z 
•■" < 

I  •■ * 
f* •  • 
(MOO 

I o ir> 
roo in 
— i^ ii 

fNJM o 
O ii O 
oz o 

UJ 3 
cca: 
OIUJ 
»-a  * 
•-"i- • 
so     o 
g:^ 

(\J o 
tu II _i 
-JO a 
HZ Q 
h-UJ 3. 
DZ 
I 

» • 
»N i/\ o 
Z II o 
— to ao 

< n 
-J o 
U -I 
►- 3 

* 

• m 
o M 
o> ^ 
X II 
fM 00 
^ >- 
II «^ 
si u 
i- u. 
3 a: 
u. 
3 

• O 
(M «O 
(\l II 
-^ v: 
-< »- 
II 00 
-J Z 
UJ "-• 
u z 
< 
z 

• 

» 00 
• ir\ 

o II 
n <M 

UJ H 
_l X 
z o 

3 

» «C    • 
• »-4  O 

O 11 II 
II Q oo 
K < O 
X O UJ 
3 > O 
< X UJ 
3X3 

J"\ U"> u> 
o> -o -o 
O   >t -H 
-H   ^ II 
II   II z 
o o z 
* < o 
UJ o o 
< -I 3 
3 UJ 

3 

II    • 
OC <M 
a II 
00 3 
< UJ 
O a: 
3 o 

»-4 

o 
r- 
n 
a 
x 
D 
< 
3 

• •■If» 
O    • 00 
ii cr oo 

UJ 4- II 
3D >0 »- 
3   II   00 
-i ac z 
3 UJ « 

3 3 
O » a 

• 3    •■ 
fO • 
Psi O 
fO •• C* 
ii • r^- 

oo o II 
>- n > 
00 ^ < 
D H- Z 
Q. 00 O 
3 O 3 

< 

• O 
o o 
OvJ" 
«0 If» 
ro ^H 
ad II 
tvj _) 
il >- 
K < 
O a 
i- 3 
x 
o 
3 

O 
X 

o 
00 

o 
o 

m 
if» 

«0 r^ 

it   ii 
(M f\J 
t/) ^ 
O f- 
Z Z) 
UJ UL 

3 3 

if» •■ 
O • 
>J- ro 
>*• r- 
n if» 

00 (\J 
>- II 
(/) 00 
OC o 
a < 
3 3 

rg 
-<0 
. «O 

O fVJ 
o o« 
(VJ   II 
r~ >- 
-4- on 
II O 
I- 3 
O 
I- 
3 • 
LL • 
3 ^ 

•■     r>- 
•     o> 

ro •• I7> 
rg • ro 
-H O 4- 
•H II n 
II H- oo 
to ae </) 
u OO 
UJ CO Of 
Q. < O 
3 3 3 

• O 

if» 

O 
(r 
•c 
•—i 
II 

00 
a 

oo 

«. if» 
fO O    •■ 
o • c 

• II If» 
II 00    • 
D Q. 4- 
< K rt 
CC Z   II 
_J X t- 
a oc 
o 

m •■ 
o • 
• o 

n II 
x •-« 
o o 
(D O 
-I CC 
CL 3 
O a. 

»A • 
«t o 
• o 

II (\J 
O II 
U. Z 
ffl »-• 
-J CO 
a -J 
Q a 

o 

o «Vi 
if»   • 
• r- 

00  II 

II -i 
UJ O 
a o 

n »f» 
*NJ   II 
o o 
Z U. 
uj Z 
«o 

o 

<0    -H 
II II 
> * 
z z 

< 

• If» 
II   • 

Si 
z a 
a -i 

o "i 

• ■-« • o 
"* tt oc 
II »UJ UJ 
O •-• UJ < 
Z  « U. '-" 

o 
•■ z      ► 
• UJ • 

i-^ •-• o 
II II 
> * u 
u. a < 
z o u. 

• 
•• ro 
• II 

r-4   CO 
II  o 
X  CD 
UJ   -J 
> Q. 
Z O 

«-o 
• o 

■c o 
II   II 

(VJ <M 
I- Z 
U. UJ 
a of 
a a. 
x H 

(M   II 
i-i ro 
II O 

<-i Z 
fsj UJ 
Z Z 
UJ 
Q    * 
a   • 

<o 
» II 

(M rg 
II O 

«Vi Z 
^ UJ 
z z 

II 
•■ CO 

o o 
«\J z 
• UJ 

II •-• 
> 
00    • 
< o 
u. m 
x •-< 

n 
•• H- 

O 00 
II   UJ 

ac >-  - 
UJ u.   • 
3 Z O 

-o 
*»• o 
m m 
O-H 
• n 

n ro 
-1Z 
a. UJ 
UJ ac 
oc a 
x»- 

o 
x 

• » • 
o  • o 
x o o   •■ 
<© x -H   • 

r-     o 
• •. • ^-i 

O «Ox 
O O O f^ 
O o ro 
«VJ O » 

(M   •    • 

• o 
••   • •. 
• o • • 

o o • o 
o o o 

m 

II 

Ii. 
o 

eg 
N 
a. 

u 
u. 
u 

o 
a 

o   • o   • 
o     o 

•• o • o 
• CO    • »H 

O st  O    II 
II   II II -J 
-i > Jl O) 
(ß oz z 
< U '-" < 
o uu a. 
3 DO oo » 

rg 
• 

rg 
n 
o 
z 

3 
u. 
o 

9.1-32 



■a 

D 
C 

C 
o u 

^D 

m r- in (Nl m l^J u\ 
a in -r —1 00 o m 
-* fVJ in <M O o o 
if» I\J m O o o o 
• • • • • • • 
c 00 

o 
o o o o 

< 

< 
a 

3 
X 
o 

o o z 
z ^ 3 
< < 

00 I i/) 
_l o a H- 00 
O _J UJ 2 UJ 
a; Q < a < 00 
►- z h- _J •«I 
2 < O i- -J o 
O t- o0 UJ 
a > 3 a. s -J LU O 3 
z OD at Of *-4 

o z O i^ a. ►- 
»—« LU h- XI < 
l- to o _J >- rvl 
< 00 3 (D ct oc »■^ 

»- < oc < UJ < QC 
00 t- Q M ►—1 3 

-J o0 2 1—4 _J i^ 

z < LLI _i o •—< 00 
ai 2 >- a UJ ^^ X OJ 
ot i—t a: X 3 X 3 a 
o Ü. o uj u. 3 < a 

9.1-34 



■a 
D 
3 
C 

C 
O 
u 

W1 »t 
ac c < 
_i UJ 

O C (^ 
o o o 

>» 
u. rvj uj 

o 0> 
i/t ac 
Z      oc 
a    -c 

(^ CO f^ f^ 
o o o o 
LU UJ UJ UJ 
^4 00 O CD 
O ITN O ro 
rvj o •-' r^ 
fM CP <N4 fTl 
m -< t-< r- •   • •   • 
C C O O 

oo 
UJ UJ 
(M (M 
OO 
OO 
o c 
<NJ eg •   • 
-)0 

4- 
o 
UJ 

M O 

f-H  UJ 

o o 
00 

O       OOOOOOOOOC 

UJ        UJUJUJUJUJUJUJLLJ-L'aj 
\t\     (Nir^OfOO-fOfOi/^Ln 

^        ^J^-t^^jO-p-O-HOo 

r~-OfM(\jt>-<T'00i-"^r<^^ — 

«1 
o 
UJ 
l-- 
— ro rr ry 
OO C O 
i\J 
f«- LL' UJ UJ 
• M * r-« 

O 03 h- o 
m 0s c 
IT  •* c 
m (M — c 

ococooooooooc 
*>        mm 

UJ 
_] 
CD < 

1^ 
o 
o 

rsi rsitr\ 

COO 

UJ UJ UJ 
fvj O in 
-. o-< 
CO  OfNJ 
— lf> <t 
^< ro ^ 

ro 
o OOCOOOOO 

O CO 

UJ LUUJUJUJUJUJUJUJ 
i/\ inoO'H-j'iri-H-H 
i*i fooor->f>i-if>t- 
a> o>(M(Moo.j-r-cooo 
O 000<-'>Öl/>0"^ 
'<— —•—.-^OO^rsiO^rriiTitNj 
• (^ •-< fV   •••••••   • 

OOOOOOOOOOOO 

«^UJ UJ Uj 
o « « 
O tfi O» 
(M ITi ^ 
o «t o 
0^ CO fH •    •   • 
O O O 

c c oc 

I/) 
Of 
UJ 
a 

a 
a 

IM 

oc 

o ? z 
z ^ UJ 
•-* z X 00 
a: t- UJ a. i- 
UJ zx •-• 3 
UJ UJ UJ 3 -1 
z Z ac a »I 

»-• «» UJ 3 <**. UJ a. 
o K t- ac u o 
z z ^^ SO • *- 4^ 
UJ UJ z 82 f* IS> (\J 

X 3 UJ O0 
t- a. ac **i •— ►- z 

z z o o K a- Z O oo O 
o uj z z z -i CO o • UJ _i « 
— X o o- UJ OCUJ «/) — -< _i to oo < h- <M> 

»- a. - — oc > «X O 1/) O UJ UJ — < o 
< Ol- 1- UJ UJ u.< — _J *^   ^H oc ac a ac • tap 

3-J< «UJ O I a Z D lO I < < UJ  UJ O OO oo 
-ItU -J z z 1 u. O Q. UJ UJ a. a. a. a. < UJ UJ 

< > 3 »-4   M-* X ooc — O -1 > 00 ^ oo o 1- Y- o -1 
> UJ £ U O UJ K z« > a o < O Z z z CC 
UJ O 0C UJ Z K 2 -■< < a •-' ►- t-l- Q t- o w z UJ a < < 

c C UJ OOK UJ ac I   00 oo oo Z oo oo ^^ X 
O UJ 

o 
O O u. > Z X *- 3 UJ UJ UJ UJ <  UJ -i UJ ac a t- Z 
z z t- UJ WO UJ a. oc ►- > t- *->- H < K -J UJ o "■< K < t- — _1 o Ul 
< <1- ox as x o O O O u Z u UJ z 3 Z >- z oc -i Z a. 
•     a < < 3 Q. -J Q. < t- O Ot- Z t- *-« UJ z — O UJ O 0C UJ < < < X 

t- z UJ OC QC i/l o uj Q. u. I z z X — I z X X •1 _l UJ Z z c X OJ   • Z UJ 
l/) O o »- u. -J > 3 3 O 3 30 _l O I at UJ o o < a. ^^ a UJ >- l/) UJ 
tu »- z 
»- ^ o 

z a: 1/1 m UJ i/) Z — o o — O — UJ o o > z o i- U1 « z 00 o UJt- O0 
O- 3 > Q < -lacac-JO -JOUJ «i UJ  t- <j 3 3 ^-i z < o-z 3 

• UJ O O < O 'iJ 1- X u. O ou. (- u. < t- z -1 Q O 0< < z -H  OC   — oo o 
K a UJ a z Z < < 00O o UJ ui ac oc <. — < < (-UJ 
z 2 a UJ X z UJ 2 Z -J z 1- t- X O-lX zz 
UJ UJ <  00 •-I X K o M  »*    N* < < o z < < 4 
z z -i u >/) a X z 1—* KZ Z o -J z -1 -J X » 00 UI -J -J 

£< _J "- -JO < UJ t-   00 i—i »-^ i—. *—« —j I-I < < < K ► J _l -J 

O ac UJ Z 3 -i oc X < uu -1 <  < z UJ z ** CH oc < 00 O UJ UI 
-IU. O 3 O. UJ o K ac oc «t- »- X o « »— (- o 0C UJ -« a. u 
UJ £ 00 •-• a > UJ O oo UJ < O 00 00 UJ o 00  < 1—« aj3 UJ O I 3o0 
> -. — > 0C UJ OJOC UJ a a < 3  3 o UJ -< ac Z Z UJ ac a. 4 UJ oc — 
UJ < x < a o u. a > O 00 U. OO OO < ►- X t- »-t —> i x a O 3 > a x 
o 2 •> ^4 o 
I z 
o -J •-< 
oc <. oc 
<i fcN ac 
UJ K 3 
tA »1 U 
UJ 
OC 

z 
•-4 9.1- 35 

UJ 
oc 



«r o 
t—\ 

X» 
0) m 
3 eg 
c f<40 —' ~* W K 4 

•tH 
4-1 
c 

oo o o o o 

o ill UJ UJ tu UJ 111 •* 
u mo o m oo (\j • 1—' »-< a> O oo rg eo O 

mf^ o t^ ^ o . ^r^ NO a M r^ 
^o o CM o> a 4- m «*> 

o oc o o o o 

BO 
o 
o 

X 
UJ 
»- 
to 
> 
to 

o 

9.1-36 

IU Z 
U UJ 
Z       £ 
< a 
z    •-< 
UJ        3 
►-    o 
Z uiai 
M o 
< Zco x *£ zo 
i^ UJUJ 
UJ  K Z •- z< 
K >-» -I 
•-H  < -J 
-i £ at 

O UJ >/) < o« u. < r 

z o 

z o « a 
z ^ — z 
< < 
oc oc 

o < z < 
z 
X 
< 
oc 

•jj o 
UJ   QC 
a. a 



4) 
U 
3 
♦J 
(J 
3 

•!-> 

in 
o 
u 

o 
o. 

o 

V 
U 

3> 
•H 
u. 

^■^ i 
u 

u                 6 

-.11 
01                01                                         0) 
e          »H          u              > 

5          to          u             (3 
j»          -o oi      B              >^ 
C oi      e u      a 

1     * 1     ^ 
1   c oi u      oi e     -H              «J 

<r o, c      a «a      3              e 

<0 u e     u oi oi (S*             i •- b o)          u o          e o) o) 
* 0   «J         UJBCM         00)60 

a C         3 -H   cd   3        -H U.   (8 r a-H in o n e o      <J      C 
3JQUO)SOIO)      itMia 
msec      *JC      wox 

<0«>,C<0ÖOW4J 
moi-t^w-H^cooe 

^H^tM-H    COr-lM    a<0   «8 
«iUO)0)i-l3COIC'Jl^^ 
0   -H    a   U   -H            (J   -H    (3   *J    60 
•HXOmuMmaidco 
■HOIh'HlOU-HkikiOVi 
a. > a. x u* <x t* t* u o» 

^   1 
u 

1 

u 
*i               > 

00 C               CO 
S e 0)           o      u 
o 10          -H 

•H 0)          »- a          «J 
^ t-t            0!    00 •H   <J         (0        u 

•^ U         01   c 3   B        *J        C 
n s'sg's  i 
3 01        to O O. -H   a 4)   41 0' >         CO a -H  c tn 4) 60 

3   3 -H   C (K   ID u U H < iH O   o* "»   ID        C 
(0          00 60 0) U   M   M   h   « 

C        H H   0 S 
n eo          *-> 

C          C   C 
0          -H  -W 

•H          C   C ^  c »H ^ 0 E 
4J     CO    -H   -H -4  vH    10   «J   «   m 
««An 0»    C   -H   n-l    U   Wl 
U    »J    U    t 10    U   •r'    U   U   U    60 

O w w w < 

4J   Ift    «.   ^(  ^H   C   0 
10 jH   K   C   C   0   »J 
a s: H >-' M u a. 

60 
c 

t c /*» 
0) g *J 
0) c 
5   >• a 

•H 8 S1   ä 3 3 
W        6 

M 
^ 0)  *J U   (A 5 >         *-i   c IA   C 

w 01   <-•   <A   Oj   (A          41 
O Q   C   >.  6   IU          1» 

V   O s.^    1 
*« g H  -H 

1    t* o       u iA a. ■-) (A io 
•H>«e^0O4)D( 
iJ           CL   3   fH   -H    l->   t) 

(A          U "   1 
M tH 4)  -H   10 a 
Od U t-i n w 

*■ 
a •HBOMOIflOkl 

c SbfH       > a> a. io 
10 -H   0) 

•H a u a 01   0)   1 
3 •H-H v a v > M x 

«*^   (A   >   3  Q 
en oi o 0)   60  1 

E a U4   10    I 
0)   01   0)   O         u  u  u *->   W    4J U   §   1 o OOQ0)CIA(A(fl (A          10 

u* e o o) <u oi 
*J4)0iai-lHHH 
u 6 o f-i «j 

41  >4   4) O X 
H        H 4J 

«J 60 ä§ a OJlO-HiHiHUiJ'O "O   c <-< 
0) •-»-C4)3£XC C  -H  £ m h 
u 4J IM   O   U   Q.60U33 3   r-l    60 a 4J 60 t 
e B^f4(0OM«H0 O   O -H u <->   C  O 
0 O-H     >-H     klrHi-1     Ui M   O H O 10   O   Wi   1 
o u<<x&.^u-cj U H t«- < QUA. 

9.1-37 



Figure 9.1-2.    First Unit Manufacturing Cost Element Structure 
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Figure 9.1-3.     Body Structure Cost Elements 
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SECTION 10 

OPTIMIZATION TECHNIQUES 

Two program modules are available for optimization studies: 

1. The variational optimization program option ATOP,II, 
References  1 and 2.    This option can be applied to 
any system of nonlinear ordinary differential equations 
by a slight program modification. 

2. The multivariable search method contained in program 
AESOP, References 3, 4, and 5. 

This program contains thirteen algorithms for solving nonlinear finite 
dimensioned optimization problems.    AESOP is available as a separate program 
module in the ODIN/MFV and also as an integral part of the ATOP II program 
of section 7.3. 

REFERENCES: 

1. Hague,  D.  S., Three Degree of Freedom Problem Optimization Formulation, 
Part  1, Volume Ill—Analytical  Development, McDonnell-Douglas Corporation 
October  1964. 

2. Mobley,   R.  L.  and Vorwald, R.  R. , Three Degrc« of Freedom Problem Opti- 
mization Formulation, Part 2, Volume III--Userls Manual, FDL-TDR-64-1, 
McDonnell-Douglas Corporation, October 1964. 

3. Hague,  D. S. and Glatt, C.  R., An Introduction to Multivariable Search 
Techniques  for Parameter Optimization   (and Program AESOP),  NASA CR-73200, 
April   1968. 

4. Hague,   D.  S.  and Glatt, C.  R., A Guide to the Automated Engineering and 
Scientific Optimization Program--AESOP, NASA CR-73201, April  1968. 

5. Hague,  D.  S.  and Glatt, C.  R., Application of Multivariable Search 
Techniques to the Optimal Design of Hypersonic Cruise Vehicles, NASA 
CR-73202,  April   1968. 
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10.] THE VARIATIONAL STEEPEST DESCENT METHOD 

10.1.1 The Problem Statement 

Point mass notion Is governed by three second order 
differential equations of position together with a first 
order differential equation governing the mass. By suit- 
ably defining additional state variables, it is possible 
to reduce these equations to a set of first order differ- 
ential equations.  Point mass motion is, therefore, governed 
by a set of first order differential equations. The form 
of these equations is 

ji^ - jf ^(t), «.(t), t^j 

D ■ 1,2 If 
■ - 1,2 M (1) 

That it, there are N state variables whose derivatives 
xn(t) are defined by N first order differential equations 
involving the state variables, together with M control vari- 
ables,  a (t), and t, the independent variable itself. 

Constraints may be imposed on a set of functions of the 
state variables and time at the end of the trajectory.  In 
this case, a set of constraint functions of the form 

*p( * j'p^' T)j " 0 
p- 1,2 P (2) 

can be constructed which the final trajectory must satisfy. 
Any one of the constraints may be used as a cut-off function 
which, when satisfied, will terminate a particular trajectory. 
The cut-off function can, therefore, be written in the form 

n-nMT), Tj (3) 

and determines the trajectory termination time T.  In all, 
then, when the cut-off function is included, there are 
(P + 1) end constraints. 

Finally, it may be that some other function of the state 
variables and time at the end of the trajectory is to be 
optimized.  Hence, a pay-off function 

♦ -M*n(T), TJ (4) 
which is to be maximized or minimized, can be constructed. 
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Now, suppose that a nominal trajectory is available.  The 
requirements of this trajectory are modest; it must satisfy 
the cut-off condition, Equation (3), but it need not optimize 
the pay-off function or satisfy the constraint equations.  To 
generate this nominal trajectory by integrating Equations (1), 
the vehicle characteristics, the initial state variable values, 
and a nominal control variable history must be known. Once 
this nominal trajectory is available, the steepest descent 
process can be applied.  To do this, the trajectory showing the 
greatest improvement in the pay-off function, while at the 
same time eliminating a given amount of the end point errors 
as measured by Equations (2) for a given size of control vari- 
able perturbation, is obtained by application of the Variational 
Calculus. 

Equations (2) provide an end point error measure, for they 
will only be satisfied if the end points have been achieved. 
Therefore, any non-zero <J/p represents an end point error which 
must be corrected. A convenient measure of the control variable 
perturbation can be defined by the scalar quantity, 

DP2-^  [*a(t)jrw(t)lj««(t)j dt (5) 

where W is any arbitrary symmetric matrix.  In the CPSB  where 
all control variables have a similar ability to affect the 
trajectory, W is taken equal to the unit matrix, and DP2 be- 
comes the integrated square of the control variable perturbations 
6a(t).  It might be noted that if Equation 5 is to have meaning, 
it is essential that all control variables have the same dimen- 
sions.  To meet this condition, the control variables can be 
expressed in non-dimensional form. 

The constraint on control variable perturbation size repre- 
sented by Equation (5) is an essential element of the steepest 
descent process; for the optimum perturbation will be found by 
local linearization of the non-linear trajectory equations about 
the nominal path.  To insure validity of the linearized approx- 
imation, the analysis must be limited to small control variable 
perturbations by means of Equation (5) which provides an integ- 
ral measure of the local perturbation magnitudes. 

10.1.2  Single Stage Analysis 

The steepest descent process has been outlined above. To 
implement this method, an analysis of all perturbations about 
the nominal trajectory must be undertaken.  In the present 
report, all perturbations will be linearized; only first 
order perturbations in the control and state variables will be 
considered. The objective of the linearized analysis is 
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determination of the optimum control variable perturbation in 
the sense discussed in the previous section. 

Denoting variables on the nominal trajectory by a bar 

[oB(t) [ nominal - "„<*) 
and 

)L(t)>nominal - | 'Si('t) 

(6) 

(7) 

where there are M control variables and N state variables. 

Now consider a small perturbation to the control variable 
history#6a (t); this in turn will cause a small perturbation in 
the state variable history, 6x(t).  The new values of the vari- 
ables become 

Mt) ■ h{t) Mt) 

and 

x(t)    x(t,)( . U-J >  ) 

■») 

(Q) 

The nominal  state variable  and perturbed  state variable 
histories can also be written as 

{*(*)} - {x(t0)| .  j    |f^x (t), ä (t), t)| a 

|x(t)|  - |x(t0)|  4    (       hh *  ix,   Z  >6a,   tj| dt 

(10) 

(11) 

Subtracting Equation (10) from Equation (11) and using 
Taylor's expansion to first order, 

where 

f - f (x(t), n   (t), tj 

(12) 

(.131 

and where the repeated index indicates a summation over all 
possible valuer.  Differentiation leads to 

JT «x(t)| Al-    JX" -v «L «am (14a) 

I'M ^ 



or in matrix  form 

where 

|r{Mt)}.[F]{«x}+[o]{5a} (14b) 

Fij       33^    and Gij       9aj (15) 

Here the (i,j)  element lies in the i*1 row and jth column of 
the matrices; F is an N x N matrix and G is an N x M matrix. 

The effect of these perturbations on pay-off, cut-off, and 
constraint functions must now be determined. A general method 
for obtaining these effects, known as the 'adjoint method,' 
Reference 13,is to define a new set of variables by the equations 

[x(t)]t -[FdOJ'jxft)] (16) 
By specifying various boundary conditions on the X,  the 

changes in all  functions of interest can be found in turn.     To 
show this pre-multiply Equation   (14)   by  A'   and Equation   (16) 
by äx',  transpose the seoond of these equations and sum with 
the first giving 

H^H'W'H -H'Wl'fW'Hh 
i* (17) 

which may be written as 

jk(x'..)j-[*]fo]{..} ,1,, 
Integrating Equation (18) over the trajectory 

{.•^-(x'.xK-fJ^HH« (19) 
Now define three distinct sets of X functions by applying 

the following boundary conditions at t ■ T: 

IT 
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M • |Ur|,; M (20a, 

(20b) 

(20c) 



Equation (16) may now be integrated in the reverse direction 
(I.e., from T to t_) to obtain the functions, iX^it)}, {Xn(t)}, 
and {X^(t)).    0 <P       " 

Substituting each of these functions into Equation (19) in 
turn and noting that 

MJW ■ LIJW- '♦t-r <"» 

(21c) 

It follows that 

wt-T ■5tolx40]Wdt ^V^^^^J} 

«t-r ■C[xnlL0jWdt+[xn(to)Ji*c(to)} 

(22a) 

(22b) 

(22c) 

Now,  Equations   (22)   give the changes in pay-off  function, 
cut-off function and  constraint functions at  the terminal  time 
of the nominal  trajectory;   however,  on the perturbed  trajectory, 
the cut-off will usually occur at  some perturbed time, T + /.T. 
In this case,   the total change in the above quantities becomes 

(23b) 

(23c) 
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Equations (23) supply the change in pay-off, cut-off, and 
constraint functions on the perturbed trajectory. 

The time perturbation in Equations (23a) and (23c) may be 
eliminated by noting that, by definition of the cut-off function. 
Equation (23b) must be zero. 

... *T .. ^;W[°]W^yM) (24) 

Substituting Equation C24) into Equations (23a) and (23c) 

rTi      in*     i        i i/ v (25a} 

where 

d* ■£ W [o]{'a H+ [wwj {*«(to j 

H mi M" Hi*0}dt+[w^]{^ (25b) 
o 

M"M -fffifä (26a) 

L   J   L J        n(T) 
(26b) 

Equations (25) reveal the significance of the \  functions, 
originally defined by Equations (16) and (20).  At time t., 
XfrQ  gives the sensitivity of <MT) to small perturbations In the 
state variables at t0.  Similarly, X(j)n(t) measures the sensi- 
tivity of <ti(T) to small perturbations in the state variables at 
any time t. The sensitivity of the constraints dii» to small 
state variable perturbations at any time is likewise defined 
by each row of the function ^»(t)« 

A measure of the sensitivity of a trajectory to control 
variable perturbations can be obtained from the quantities XA'^G 
and X^'ßG. Consider a pulse control variable perturbation at 
time t', that is, öft-t'), where 6 is the Dirac delta function. 
With this type of control variable perturbation, it can be seen 
from Equations (25) that the changes in pay-off and constraint 
functions will be XAJJ (t')'GU') and X,j,n (t*)'Gft') , respectively, 
for fixed initial conditions. 

In order to apply the steepest-descent process, the perfor- 
mance function change, Equation (20a), must be maximized; subject 
to specified changes in the constraints. Equation (25b); and a 
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given ■ii« perturbation to the control variables. Equation (5). 
This can be achieved by constructing an augmented function in 
the manner of Lagrange which Is to be maximized instead of dfy. 
For the present problem, the augmented function is 

ü ■{ NH Wdt + |y to^to)} 

+H)£ MI0] Wdt + Mto)]' Hto,}| 

** f WWW" 
(27) 

where the v are P undetermined Lagranglan multipliers, and u 
is a single undetermined Lagranglan multiplier.  The objective 
now Is to find that variation of the control variable history 
which will maximize U. 

Consider a variation of 6a , that is a 6 (6a).  Then, 
it is always possible to write any 6a distribution in the form 

|ia|-|A(t)| k, or  [iaj- [A(t)Jk (28) 

where A(t) prescribes the perturbation shape;and k, its mag- 
nitude. Now that part of Equation (27) which depends on 6a, 
the perturbation in the control variable, can be written in 
the form 

U.^QJ^H 
4t * kL"j(oM'[o]lA(t)}4t 

(29) 

So that 

rT 
g-Jtknj[o]{*(t)}dt^jjJxf(1][o]{A(t)}at 

"O 

•T 
♦ 2: 4 LA(t)j[w]|A(t)}ät 

»t*> 

(30) 
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or 

i\J 

+ 2^[k . A(t)J [w]|ik  . A(t)U dt 

L^oH'JWH'HHHjf«'«') «t 

(31) 

where  it has been noted  from Equation   (28)   that 

6{6a)   = A(t)   6k (32) 

Now, since Equation (31) holds for any A(t)x it follows 
that it is a general relationship. Further,for U to be an ex- 
tremal, 6Ü must be zero. 

If Ü has been_maxiraized by means of a control variable 
perturbation 6a, 60 must be stationary for all small pertur- 
bations to the 6cx, that is, for all 6 (6a).  The only way in 
which Equation (31) can be zero for all 6(6a) is for the 
coefficient of 6 (6.a) to be identically zero. That this last 
statement is true follows from considering the case where, over 
some finite time interval between t0 and T, the coefficient of 
6 (6a) is, say, positive.  If this were the case, we could 
choose a 6 (6a) distribution that was also positive in this 
same interval and zero elsewhere between t0 and T.  It would 
follow that 0 was also positive, and, hence, 0 could not be 
maximum.  A similar argument holds when 6(6a) is negative over 
any interval in t0 to T.  Hence, the coefficient of 6(6o) must 
be identically zero in the whole interval  t0 <. t <, T.  This 
argument is essentially based on that presented by Goldstein, 
Reference 14. It follows that 

[MM'JMW--*«HM 
(33) 
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Transposing, noting that W Is symmatric, and folvlng for 6a, 

Substituting Equation (34) into Equation (25b) 

H---MM+M'}! (35a) 

where 

and 

{iß}  -{^-[W^'^o)} <35b) 

M'f [^'[^[^[^'{U4* (36b) 
For subsequent use define the integral 

o 

The multipliers v can be expressed in terms of the multipliers 
y by Equation (35a) 

M-WH^KM (37) 

Substituting Equation (34) into Equation (5) 

^■^^^{•IH'JIWH'JMM}     ,39, 

Transposing the second term in the right hand side bracket 

(39) 

Substituting Equation (37) in Equation (39) 

10.1-9 



and noting that    jfyJ      is symmetrical gives 

V2 ^ - I„ - [lWJ [I,,]-1 {I,*} * V2 [«J [l^ {«} (40) 

So that 

")fDP* -  Id^J    RZfl  {im Ld/3J  pJif1 {5} (41) 

Substituting Equation   (41)   into Equation   (37),  the  remaining 
Lagrangian multipliers are obtained in the form 

(42) 

The optimum control perturbation is found by substituting 
Equations (41) and (42) back into Equation (34) and is 

X   /DP2  LdflirWJ-Mdfll 

With this equation the steepest-descent control pertur- 
bation has been determined.  Perturbing the control variables 
according to Equation (43) gives the optimum change in the 
trajectory as discussed in the section entitled, "Problem 
Statement," with the added effect of changes in the initial 
value of the state variables included through the term in dB. 
The appropriate sign to use on the first term of equation (43) 
can be determined by evaluating dfy>     Substituting the optimum 
control perturbation into Equation (25a) results in the 
equation shown on the following page. 
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d* [ g 1 { m * ~ [ d ĵ id/3}̂  
Mtvl^M + [WVj { *4*o)\ (44) 

i-h« ^K8 the.quantity in the radical must be positive to assure 
mM««- xf f®!,1" *u r? a*'. l t f o l l o w A that the negative sign 

t a J ^ e n w £ e n m i n i m i z i n g t h e p a y o f f f u n c t i o n and t h e 
p o s i t i v e s i g n when m a x i m i z i n g t h e p a y o f f f u n c t i o n . 

10 .1 .3 Combining Continuous Control and F i n i t e 
Paraireter Optimization 

Many vehic le f l i g h t path opt imizat ion problems involve continuous cont ro l 
and f i n i t e parameter opt imizat ion. For example, with a mul t i - s tage system 
the optimal cont ro l and s tage points T s may be requi red . These problems 
may be solved in an analogous manner t o t h a t employed f o r continuous cont ro l 
alone opt imizat ion. A coirbined pe r tu rba t ion s t eps i ze paraireter , DC ,̂ i s 
def ined by 

' - » , 
(45) ° T-1 

Equations which are analogous to those of (39) and (35a) are obtained 

C — j 1x52 " Jt J I w(tJ { } d t + £ 
—lich a re analogous to those of (39) and (35a, 

- (Jw . IM) - 2 [jj^J • 

•L'J[W+W]{'}-° 
••M'JM'M} * [j«] * ["•«"] (0} -0 

(46) 

(47) 

where t he funct ions J ^ , Jipif,/ L \ L \ p \ p , and 6T a r e def ined in 
Reference 1. I t can be shown, Reference 1, t h a t I 
perturbations Tg a re given by 

the optimal s tage point 

{4*3} - +[v.J 1[B^ |{X^N} - 4 vj"1 {̂ 0 * L**}J 

< t / — V (J* + W - LJ*+ + L4+} 
(48) 

' KJ 1 [B,] [fyou] + Lw] _1{ar} 
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with a similar expression for the optiirol control perturbations.    A more 
general forttulation yet is provided by Petersen, Reference 12, where not 
only stage points but any finite set of parameters in a whole class can 
be incorporated into the "ariational steepest-descent formulation. 

It is enphasized that Section 10.1 pro^ddes only an outline of the ATOP II 
variaticnal fomulation.   Conplete details including past applications 
can be obtained from References 1 to 15. 

lu.1.4   Same Past ATOP II Applications 

The success of the variational steepest-descent method in solution of aircraft 
perfonrance optimization problems is evident from the streng support given 
to this technique by a series of contracts let by leading Government research 
centers ooncemed with this area.   The reason for this support is clear v*ien 
performance gains obtained are examined.    Figure 10.1-1 presents the 1962 time 
to cliitb reoord flights of the McDonnell P-4B aircraft.    Figure 10.1-2 illus- 
trates how closely tliese paths follcw the minimum time ascent paths predicted 
by the References 1 and 2 program.    Figure 10.1-3 provides a comparison 
between flight handbook performance estimates, a minimum time clinb obtained 
by the References 1 and 2 program, and an attenpt by Marine Col. Yunck to fly 
the predicted optinum. 

The predicted optimal path and the path flown by Col. Yunck both produce a 
23 per cent irrprovement in aircraft perfontance over the flight handbook. 
During the Cuban crisis of the early sixties results of this type were 
produced routinely fron the References 1 and 2 program to aid in an Air Force 
readiness studies.    It should be noted that unlike optimization studies in 
other technology fields, these performance gains are obtained without vehicle 
modification.    To obtain these perfoimanoe gains while retaining flight hand- 
book methods vwuld have required a 23 per cent increase in aircraft design 
capability, several years' effort and several billion dollars to replace an 
existing fleet of aircraft which could achieve this capability simply by 
being flown in the optinum manner.   This one exanple serves as a lasting 
case of 

1. the high cost associated with an over-sinplified approach 
to performance optindzation,  and 

2. the insignificant oonputational cost of adequate performance 
optimization studies for production aircraft when ccrpared 
to the resulting payoff. 

Further details of these F-4B performance optimization studies may be obtained 
from Reference 5. 

In general,  the variational steepest-descent method will usually converge 
quickly and reliably for short duration airbreathing trajectories, for 
booster ascent problems, and for orbital mneuver problems.    Figures 10.1-4 
o 10.1-6 illustrate the behavior of the method on several short duration 
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airbreathing trajectory optimization problems. Each problem is solved from 
two nominal paths. In each case the two final optimal paths are in essential 
agreement. Figure 10.1-4(a) presents a maxiirum terminal velocity descent 
fran 35,000 feet at 800 feet per second to 500 feet level flight in a fixed 
time of 75 seconds. Figure 10.1-4(b) is a maxinum altitude in fixed tine (75 
seconds) path to a level flight condition. Figure 10.1-5 is a minimum time 
intercept from the same initial conditions. A target is corning in frcm 80 
nautical miles at constant altitude and Mach number. In this exanple, the 
intercept range and time are not known prior to solution. Once a solution 
is obtained, the result can readily be verified; for it is the mininum tine 
path to the then known interception point. In all examples the cptimal paths 
obtained frcm each nominal are indistinguishable from each other. The 
corresponding control histories are also quite well defined, Figure 10.1-6. 
These examples are taken frcm those contained in Reference 15. The inter-
ception of Figure 10.1-5 is the sinplest type of two-vehicle problem. For 
exanple, the target may accelerate as in the problem of Figure 10.1-7 which 
is taken from Reference 15. The figure again reveals no apparent difference 
between the optimal flight profiles obtained from each of the two nominal 
paths enployed. 
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10.2    PROGRAM AESOP:     COM^JTER PRÜGRAM FOR MULTIVARIABLE SEARCH 

10.2.1    The Design  Cycle 

During the early  fifties the moderately-sized digital  computer began to 
appear  in quantity at  aerospace  industrial   establishments.    The  impact 
of  these machines on  the aerospace-vehicle design process has grown 
steadily since  that   time, and   it   is  now commonplace to encounter a variety 
of  large-scale computers in the CDC 6600,   UNIVAC  1108,  and  IBM 360 series 
at large governmental  and  industrial  aerospace concerns.     Initially,  the 
use of  the digital  computer was limited  to a  few relatively complex ele- 
ments of  the vehicle design process.     Problems  typified by the flutter 
speed  calculation which  requires  computation  of  unsteady  flow about  an 
oscillating   three-dimensional  airfoil   surface,   the  calculation of  vibration 
modes of  a  three-dimensional   elastic   structure,  and  the solution of  large- 
order matrix  eigenvalue problems,   taxed  early machines to  their full 
capacity.     The  structural dynamlcist  was  rapidly joined by engineers  In 
other disciplinos  with  problems of   comparable  complexity,   the aerodynamics 
specialist   using  more  precise definition of   the vehicle  three-dimensional 
surface,   the  structures  specialist   employing extremely  large matrices,   the 
performance   specialist   employing  tlie variational   calculus,   and  so  on. 
Business applications  soon appeared   in quantity,  and   in some establishments 
functions  such as accounting,  payroll,  and   inventory control  began to 
utilize larger amounts of computer capacity than  the design process  itself. 
Finally,  with  the  introduction of  numerically controlled machine-tools, 
the manufacturing  field began to  establish a  requirement  for  the digital 
computer. 

The need  for   today's  large-scale digital  computer   is,   therefore,  clearly 
established;  many specialists In engineering disciplines find the capacity 
of  Lüüay's  xarge-scale computer  tne  factor  limiting further developments 
in their  field.     Three-dimensional   real  gas calculations,  for example, 
are still  by and large impractical  for design purposes with today's computer 
speed-storage combination.     Certain classes of  atmospheric  flight  path 
optimization calculation require many hours of   large-scale digital  computer 
time for solution,   and other examples are easily forthcoming. 

Throughout   Increasing use of the digital  computer,   the essence of  the 
design process In the aerospace Industry,  that of design selection and de- 
velopment,   has remained  relatively untouched.     Typically,  a nominal design 
Is selected  on  the basis of experience,  judgment,   and gross level  preliminary 
studies.     The design  is exairined by various  specialist  group's.     In the case 
of an aircraft  design,   these will   Include: 

AKRODYANAMICS 
STRUCTURES 
PROPULSION 
STRUCTURAL DYNAMICS AND AKROELASTICITY 
PERFORMANCE 

Each discipline will  engage  in a critical  assessment  of  the design from  its 
particular  specialist   aspect.    Trade  studies  in which the specialist  per- 
turbs prime airplane design parameters,  weight,  wing area,  wing  sweep, 
fuselage size,   etc,  will  be undertaken,     A considerable degree of overlap 
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exists in these trade studies. Thus, the structural engineer requires 
the air-load distribution on the vehicle, essentially an aerodynamic 
problem. The aeroelastician requires vehicle deflections under specified 
types of loading, an aerodynamic and structural problem, etc. Tradition-
ally, the disciplines have tended to work independently; when the structural 
engineer requires air-loads, he tends to compute them himself. In this 
he typifies practically all the specialist disciplines. Primarily, the 
structural engineer is performing a vehicle structures trade; he does not 
wish to complicate the problem beyond that point. 

Each discipline, therefore, performs its own trade studies, and it is left 
to the vehicle designer to perform the overall system analysis leading 
to an improved design. This is not a straightforward problem. The aero-
dynamicist sees a better design resulting from a thinner wing; the drag 
is less. The structural engineer sees a better design resulting from a 
thicker wing; the vehicle structural weight is less for given loads. On 
the first iteration, the structural dynamicist may not have finished his 
calculations, hence structural dynamics feed-back may not be available. 

On the basis of the trades, the designer selects a new design, and the 
process is repeated. This is the traditional airplane design cycle. The 
weaknesses of the traditional design cycle have recently created considerable 
interest in a new approach to vehicle design based on simulation of the 
entire interdisciplinary design process within the computer. Initially, 
these attempts concentrated on achievement of a consistent interdisciplinary 
point design evaluation. References 1 and 2 typify NASA approaches to this 
problem. While these applications deal primarily with transports for the 
1980's, other programs are being developed for application to today's air-
craft designs both by NAbA ana in industry. Typical oT LIIIE. work is the 
General Dynamics program SYNAC of Reference 3. 

Computerized airplane design simulations are illustrated schematically in 
Figure 1. Vehicle parameters vnich determine gross characteristics of a 
particular design, wing-area, thickness-chord ratio, fuselage length, 
engine-size, etc., are supplied to a geometry program. Detailed geometrical 
characteristics are computed and used to compute aerodynamic, propulsive, 
structural, and mission characteristics. From this data vehicle performance 
characteristics, such as payload, range, landing and take-off speed, time-
to-climb, etc., can be computed. With computerized tools of this type, 
the designer can specify a selected set of values for the vehicle design 
parameters, and the corresponding performance characteristics are computed 
automatically within the computer. Internal computations are consistent, 
repeatable, and in-step with each other. Vehicle trade studies can be 
carried out by the designer directly without the necessity of calling upon 
the engineering specialist. The specialist has constructed a "black box" 
program within the design simulation expressing his requirements. Pre-
liminary design and vehicle definition can proceed until the designer has 
evolved a satisfactory design. At this point, the specialist must re-
enter the picture, critically examining the final design using a depth of 
analysis currently prohibitive in the repetitive design simulation itself. 

Preliminary design and veh.'cle definition can be expedited by use of com-
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puter aided design techniques such as multivariable optimization. The re-
mainder of this paper discusses these techniques and there application to 
performance optimization at the complete system level. 

10.2.2 Multivariable Optimization 

The airplane design problem is essentially a large scale, non-linear multi-
variable optimization problem. Independent variables are the gross geometric 
and physical parameters defining the configuration in detail — the vehicle 
design parameters. Dependent variables are the system performance character-
istics — range, payload, gross weight, landing and take-off speed, direct 
operating cost, etc. Corresponding to a given set oi design parameters, 5", 
a unique set of performance characteristics Y, are obtained. 

F = F (a) (10.2.1) 

In the design process one of these characteristics will be selected for 
minimization or maximization. This is the payoff function 

$» "= • (a) (10.2.2) / 

In the case of cost, $ will be: minimized; in the case of range, $ will be 
maximized. In some designs, the payoff criteria to employ will not be self-
evident to the designer. In this case he may seek to define value function, 
V, which involves some combination of the performance characteristics 

V = V (F) (10.2.3) 

The value function is then employed as the payoff function. An alternative 
approach and one more readily interpreted is that of seeking constrained 
extremes. Constraint functions, are selected from the performance 
characteristics. 

These constraints can always be defined such that 

tji = iji(a) ~ 0 (10.2.U) 

With this approach, for example, the designer seeks the maximum range 
vehicle having a given take-off and landing speed. A general technique for 
incorporating constraints into the optimization formulation is the well-known 
"penalty function" approach. Here, an augmented payoff function, is 
constructed, in the minimization case 

M 
<)>=$+ I 

i=l 
(10.2.5) 
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The W are a Set of positive constraint weighting factors. Provided the W 
are sufficiently larĝ  in magnitude, minimization of Equation (5) corres- 1 

ponds to minimization-equation (2) in the presence of the constraints 
Equation (4). In practice, the W may be determined in adaptive fashion 
on the basis of individual constraint behavior. Alternative approaches 
to the penalty function approach are available. For example, the steepest-

r ° ySOnJ reference 21 • whi<* permits explicit elimination 
onstraint errors, and the methods proposed by Morrison, reference 26, 

and Kowalik, et al, reference 27, both of which convert the constrained 
extremal problem into a sequence of unconstrained extremal problems. 

The designer may wish to impose inequality constraints on the design. For 
example, he may seek the maximum range vehicle whose take-off speed is 
fixed but whose landing speed does not exceed some specified value. In-
equality constraints of this type can readily be transformed into the 
equality constraint form, Equation (4). Suppose the inequality is to be 
placed on the i performance function; then define a constraint, iK , such 

•j - F,2; Pt , 0 

= 0 ; Fi i o (10.2.6) 

Constraining to zero is now equivalent to the constraint F < 0. 
j i — 

Frequently the designer imposes inequality constraints directl" on the 
design parameters. Thus, he may require the best fuselage length in the 
range 200 to 300 feet. These limits will be dictated by a'priori knowledge 

the vehicle and its operating environment. Generally, then, theudesign 
parameters are subject to lower and upper limiting values, a and a , such 

" - a - ̂  (10.2.7) 

thC regi°n °f feasible designs to a hyper-rectangle 
/7% f f? ? multi-dimensional design parameter space. Equations (1) through 
( ) define in symbolic fashion the aerospace vehicle design problem. Con-
ceptually, they define most industrial design problems; for, in practice, 
the designer must always seek to express his problem in terms of a finite 
number of parameters 

Methods for solution of non-linear multivariable optimization problem have 
received considerable attention during the sixties. In general, solutions 
are obtained by the iterative search procedures which are collectively be-
coming known as optimal seeking methods."4 The increasing interest in 
these techniques stems both from their ready application through the digital 
computer and the ease with which the designer can grasp their theoretical 
basis. Generally, the non-linear optimal seeking method has i'.s basis in 
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logic rather than the higher branches of analytic mathematics. In essense, 
the technique corresponds quite closely to the designers traditional design 
cycle. Parameters are perturbed; the system is evaluated, and, on the 
basis of resulting performance characteristics, a new design is evolved. 
Figure 2 presents a schematic diagram of the optimal seeking approach. A 
nominal design, "â , is supplied to the optimization algorithm. The 
optimizer, in turn, supplies the design parameter values to a digital model 
of the system being designed. This system functions in "black box" fashion 
and returns the corresponding performance characteristics, F, to the 
optimizer. Based on inspection of these characteristics, a new design, 7, 
is supplied to the system, and the process repeats in iterative fashion 
until the optimal performance <{> = <{>* for the constraint levels 1JT = TJ is 
attained. 

It can be seen that the optimization process is largely divorced from the 
system model. This fact permits construction of generalized optimization 
programs which can readily be coupled to digital system models. These 
models may be expressly constructed with this object in mind, or, equally, 
they may be existing digital system models constructed for conventional 
designer control and perturbâ ign. An example of this type of generalized 
optimization program is AESOP ' (Automated Engineering and Scientific 
Optimization Program) recently constructed under contract to the National 
Aeronautics and Space Administration's Office of Advanced Research and 
Technology. This optimization program has been successfully applied to a 
variety of engineering design optimization problemŝ * ' ' some of which 
are listed in Figure 3. 

The success of AESOP is largely due to the provision of several alternate 
-1_ - 1 4. V — ^ ..ifcU J - *. l_ - - T L f l ~ ~ - 1. , t. , 1 J o c u i b i i a x gy\j i. A L IUUO w A b i i x u k i t e , p t u g i a i u i i i i c a c a c a i v . u c a i u a j> u c 

either separately or in conjunction with each other. Techniques for search 
acceleration are incorporated as is a general method for location of more 
than one extremal. A schematic diagram of the optimization program is pre-
sented in Figure 4. The search algorithms include the following. 

Sectioning search exhaustively searches the range of each 
parameter in turn for the one-dimensional optimum. The 
values of the parameters are fixed at the optima as they are 
achieved. The procedure is repeated until no further gain is 
possible. The parameter order can be chosen by the user or 
selected at random. This search can be used for evaluating 
non-optimum sensitivities about any point in the parameter 
space since each search essentially describes a one-dimensional 
cut through the multi-dimensional design parameter space. 

Creeping search is similar to sectioning in that the para-
meters are perturbed in turn one at a time. In the creeping 
algorithm, however, the parameters initially undergo only 
small incremental changes in the favorable performance di-
rection. On repetitive cycles the step size is increased 
independently in each parameter until further gain is im-
possible in either increasing or decreasing directions. An 
order of magnitude reduction in stepsize is then effected, 
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and the process is repeated. At any given moment some para-
meter stepsizes may be increasing while others are decreasing. 
Ultimately, all stepsizes are reduced to prespecified minimum 
values and the search is discontinued. 

fendom point search is essentially a Monte Carlo technique which 
distributes points uniformly in the control parameter space. 
After a prespecified number of evaluations of the objective 
function, the control vector providing the best performance 
characteristics is retained. 

Magnify search scales all the control parameters uniformly 
in the favorable direction until the local optimum is 
achieved. 

Steepest descent search relies on the numerical partial de-
rivatives of the objective function with respect to the 
control parameters to predict a favorable direction. In effect, 
a tangent plane is fitted to the objective function surface at 
the starting point. Numerical derivatives are computed by 
two-sided perturbation of each design parameter and are thus 
correct to second order. In its simplest form the search 
proceeds in the gradient direction. Experience has shown 
that gradient direction search is often very inefficient. 
Ridge lines are rapidly located; from that point gradient 
search becomes a sequence of oscillatory perturbations along 
the ridge. Algorithm extensions have been incorporated in 
AESOP which allow the search to proceed in a weighted gradient 
uircction. T'uc weighting matrix employed as a perturbation 
measure is adaptially determined within the program by non-
dimensionalization of the search hyper-rectangle, local 
partial circularization of the payoff function contours, and, 
most important, by an adaptive learning mechanism based on 
previous search behavior. 

Quadratic search fits a second order surface to the payoff 
function at a nominal design point. The extremal of the 
approximating quadratic surface is predicted, and the search 
proceeds along the ray defined by (a) the initial point and 
(b) the predicted extremal point. This technique, although 
developed as a search procedure is also useful for predicting 
optimal second-order sensitivities about the optimal design 
point. 

Davidon search or deflected gradient method essentially com-
bines features of steepest descent and quadratic searches. 
The procedure initially searches in the gradient direction. 
Recursive relationships permit development of approximate 
second order information from successive ray searches. This 
information is used to develop a weighting matrix which 
provides quadratic convergence. The method can become some-
what ill-conditioned if the payoff response surface does not 
exhibit almost quadratic form in the search region. 
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Pattern search can be applied after successive applications 
of any combination of other searches. It uses the starting 
point from the first search and the final point from the 
last search to define a new search ray. This ray is searched 
in the favorable direction for the local optimum. It is 
essentially an acceleration technique exploring gross di-
rections revealed by other organized search algorithms. 

Random ray search proceeds on the basis of small randomly 
selected design parameter perturbations. Perturbation 
magnitude is adaptively determined on basis of past per-
formance characteristic behavior. This can be very efficient 
when used in conjunction with pattern search when there 
are many interacting design parameters. 

In addition to the nine searches which assume unimodality of the performance 
response surface, AESOP contains a method of locating more than one ex-
tremal. The program multiple extremal technique consists of design para-
meter space warping. A transformation is applied to the parameter space 
such that all the extremals of the performance response function are re-
tained in the transformed space but the relative locations are altered 
in an inverse exponential manner about an arbitrary point in the original 
space. In practice the transformation is performed about some previously 
discovered extremal point. Subsequent searches in the transformed space 
then have a reduced probability of finding the same extremal. This 
probability depends on the exponential order of the transformation selected 
by the user. 

10.2.3 Sub-System Optimization 

Sub-system optimization, as defined in this paper, refers to the optimization 
of the aerospace vehicle from the aspect of a single discipline. To-date 
applications of optimization theory to vehicle design in a single discipline 
have been abundantly reported. 

11 12 In the field of supersonic aerodynamics, the results of Jones , Lomax , 
and Heaslett typify analytic approaches to this problem through the 
variational calculus. Woodward^has demonstrated the power of numerical 
approaches to optimal aerodynamic shaping problems when payoff and con-
straints are related to vehicle surface slopes in a linear fashion. An 
excellent survey of recent developments in the general aerodynamic opti-
mization problem is that of Miele . 

In the structural design area considerable progress has been made through 
the combination of specialized optimal seeking methods and large scale , 
structural matrix analysis. This work is typified by that of Gellatley , 
Venkayya^, and others. A summary of much of this activity is provided by 
the recent Air Force sponsored Conference on Matrix Methods-*-®. 

Performance optimization studies for spacecraft have been reported ex-
tensively. State-of-the-art in this area can be assessed from the work of 
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Jezewski and Rozendaal . In the past few years this area has produced 
a Prolific number of papers in the AIAA Journal, the Journal of Optimi-
zation Theory and Application, and elsewhe-e. Atmospheric flight path 
optimization has received considerably less attention. The state of 
o p t i m i z a t i o n theory application in this area is summarized by the work of 
Ru owski20, Bryson*!, Hague22, a n d Landgraf23. T h e dominant approacJ in 
all performance optimization work to-date has been the variational 
calculus. 

for oo?!n?^JeSi8ner C O" f r o n t e d w i t h t h e outpouring of special techniques 
for optimization in each area and the myriad of assumptions and approxi-
mations made to produce a tractable problem is understandably confused. 
pecialists in optimization theory itself experience difficulty keeping 

abreast of developments in more than one area. The major objective of this 
paper is to demonstrate that, at the expense of some elegance in technique 
hinoH form of the solution, optimization problems involving com-
bined aerospace vehicle design disciplines can be solved by the straight-
forward non-linear optimal seeking method. 

10.2.b Aerospace Vehicle System Performance Design Optimization 

It is apparent from Figures 1 and 2 that the total system performance design 
optimization problem can be considered as a large scale multivariable 
X ? ^ P r 0 b l e m - W h e n t h e system designer examines the results of 
vr>hfJf d* s c i p l l n* t r a d e studies in an attempt to arrive at an improved 
vehicle design, he is applying the techniques of optimal seeking methods. 

h""". " v 
dfi8n expGrience for successful application? "Hencer'therrhas^^ 

not be ame^h^ r° ^ V 6 h i C l e S y S t e m P e r f ° ™ a n « optimization would 
not be amenable to routine automation within the computer. The major intent 

the present paper is to demonstrate that this is not so; rather the 
vehicle performance optimization problem differs only in the degree of 

discussed^above^" ̂  fr°m ^ t y P i C 3 1 s u b - s y s t e m optimization problems 

10.2.U.1 Vehicle and Mission Characteristics. 

The results presented below are obtained from a hypersonic airplane design 
optimization program?, constructed under contract* to the National Aero-

se«chSCentrPaCTi
AdrainiStrati0n,S M i S S l° n A n a l y s i s Di 'ision at Ames Re-

search Center. The program has two major elements. A hypersonic air-
multivariah^p'n Pro6ra® c°nstructed by NASA personnel*.2 a n d the generalized 
DaD">r T optlmization program AESOp5,6 d i s c u s s e d i n Section 2 of this 
(\ISTV ! 1 8 nu S t u d i e d ^-date include a hypersonic transport 
I I J , tigure 5 and a hypersonic research aircraft (HRA), Figure 6. Both 
aircraft presented illustrate configurations arrived at by application of 
the multivariable search techniques presented previously. The HRA con-
figuration of Figure 6 was determined by in-house studies at NASA. The 
applications described below are based on the HST concept of Figure 5. 

* Contract NAS2-4507 NASA Headquarters OART Mission Analysis Division, 
Ames Research Center 
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The vehicle under  study  is a   500,000 pound liquid  hydrogen  fueled,   subsonic 
burning turboramjet  powered,   delta winged hypersonic  transport aircraft 
with a range of  5500 nautical miles.     The objective of   the study* was se- 
lection of  the vehicle geometry,  propulsion,  and Mission characteristics 
which maximize the number of  passengers carried over the design flight 
range  subject  to certain constraints such as vehicle  takeoff  distance, 
landing  speed,  and  sonic  boom ground overpressure. 

The design synthesis developed  by NASA is similar  to  that   shown schemati- 
cally  in Figure 1.     The  synthesis commences with basic   geometry,  propulsion 
and mission characteristics.     This  information is supplied  to a detailed 
geometry packae^.     Aerodynamic  coefficients are determined   from the  geo- 
metry description and  stored  as a   function of Mach number and  angle of 
attack.     Engine data  is determined   from an engine design module based on 
data  supplied  by engine manufacturers.     Mission performance   is computed 
from preselected climb-cruise-descent   profile.     Structural  and  equipment 
weight   is determined   from historical  data developed  under  a   separate 
contract  to NASA.     The  remaining mass,   considered   to  be  payload,   is apport- 
ioned  to passengers and passenger  equipment.    This design  synthesis  is the 
culmination    of  several  years  effort  on the part  of  bo  h NASA personnel and 
several NASA contractors. 

10.2.^.2    Vehicle Characteristics  Optimization. 

Initially,   five primary design  parameters are chosen  for optlm.il   selection 
on  the  basis of  unconstrained  maximum passenger capability.     The parameters 
are wing loading,  aspect  ratio,   fuselage  fineness ratio,   an  engine sizing 
parameter,  and engine compressor  pressure limit.     A nominal  design, 
Figure  5,  produced  220 passengers.    After approximately  50 point design 
evaluations by AESOP using  the adaptive creeping  search,   the optimal design 
achieved  253 passengers over  the  specified range.     Performance convergence 
of  the optimization process   is also  shown  (solid  line)   in Figure  7  in terms 
of  number of passengers attained versus number of design  evaluations. 
Confidence  in the solution was obtained by an independent optimization 
calculation using a different  nominal  design.    This design was arbitrarily 
chosen as that  resulting  from selection of  the maximum allowable value for 
all   five design parameters  being perturbed.     Again,   the  payoff   function 
converges to about   253 passengers.   Figure 7.     Nominal  and  final  values of 
the design parameters are given in the table accompanying Figure  7. 

Convergence of  the design  parameters  themselves   is   illustr ited   in  Figures 
8 and  9.     Initially  small  perturbations are produced   in  the direction of 
favorable performance.     Perturbations are increased on successive cycles un- 
til  further gain in either direction  is  impossible.    The perturbation step- 
size  in that  parameter  reduces,  and  the process  is  repeated  until  convergence 
to  the optimal design point   is achieved.     It may be noted  from Figures 8 and 
9 that  control parameters do  net converge to  identical  values  from the two 
nominal designs; although payoff  function values are practically  identical. 
Sensitivity of  the objective  function to  changes   in control   parameters  is 
low near  the optimum.    The  "hill"  is smooth.     It  may also  be noted  in 
Figure 9 that  large  perturbations occur  in the engine  pressure parameter 
even after convergence of   the payoff  function, an  indication that  englr. 
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pressure is an Insensitive parameter.     This fact   is also evidenced   in 
Figure  10 which illustrates a one-dimensional cut  in the enginp pressure- 
payoff   function plane produced  by  the  sectioning search discussed   in 
Section 2 of  this paper.     Similar cuts are presented  for  fuselage  fine- 
ness  ratio and aspect ratio  in Figure 11  and  12.     Fuselage  fineness ratio 
is a  sensitive but apparently uncoupled design parameter.     Cuts  in  the 
fuselage  fineness ratio/payoff   function plane  possess  the  same  shape about 
noninal  and  optimal  design  points.     This  is not   true of  wins  aspect   ratio. 
If   the designer  had  the  task of   determining optimal  aspect   ratio   from 
sensitivities about  the nominal   point  design,   he would  choose   the  lower 
acrej-fable  limit.     When the design   is optimized,   the aspect   ratio  lies 
in  the middle of   the acceptable  range. 

Solution of  this five-parameter  problem using several different  nominals 
and  search techniques provided  confidence of  the ability of mullivariable 
search  techniques  in solution of vehicle  performance optimization  problems. 
A more  complex example is presented   in Figure 13.    Here  the original   five 
parameters are combined with five additional  parameters:     thrust  deflection 
angle,   wing and  stabilizer thickness  ratios,  and aspect  ratios of  the 
horizontal and vertical  stabilizer.     The configuration wh-ch carried  220 
passengers over  5500 nautical miles was used as a nominal  point design. 
After approximately 75 perturbations  of  these  ten design control   parameters, 
the HST passenger carrying  capability was   260.     The  five  additional   design 
degrees of   freedom resulted  in  seven additional  passengers,  a   logical 
result  of  the  expansion of  the  parameter  space.     The computational  require- 
ments   to  achieve  this result   are  significant.     Although the  problem required 
selection of   ten design parameters,   the  number of  evaluations   to  define 
the optimal design was only 50 percent  more  than that  required   in  the  five 
design  parameter problem. 

10.2.U.3    Vehicle Mission Optimization. 

Vehicle mission or  trajectory optimization problems traditionally  have 
been  solved  by variational  calculus;   for optimai vehicle control  must  be 
established at  all  instants of   time.     Variational optimization techniques 
involve large computer requirements  for  time  integration of  the equations 
of motion in the atmosphere.     While optimization in which continuous  control 
and  a   finite number of design parameters are simultaneously considered  is 
feasible,  reference 25,  this approach  is both unwieldy and  not  necessarily 
representative of  the actual design optimization problem. 

The mission analyst may,  however,   treat  his problem by a more  elemental 
means  with  little  loss  in accuracy.     Using  a reduced   set   of  motion  equations, 
involving elimination of  flight  path angle rate  terns,  the analyst  can 
uniquely describe  the motion of   the  vehicle   in the Mach-altitude  plane  and 
compute  the mission time  history".     This  technique is representative of  the 
actual   performance and  is well   suited  to  parameter optimization.     The array 
of  altitude parameters at  arbitrary Mach number points are taken as  the 
problem parameters.     Performance criteria   selected  in  the  present   study  is 
the  same as  Chat  employed  previously,   payload  at   the mission  end.     Figure 
14   presents a  typical unconstrained  optimal   flight   path obtained   In  the 
study.     The  resultant Mach-altItude  profile has all  the  expected  characteristics 
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for this type of vehicle. A subsonic climb is followed by a dive and zoom 
through the transonic region. The aircraft then climbs steadily before 
leveling out at Mach 3 where the turbojet engine performance efficiency 
begins to decrease. Climb performance improves again at about Mach 4 
where the ramjet engine begins to operate efficiently. A 3 psf ground 
sonic boom overpressure constraint is displayed in Figure 14. Flight path 
optimization in the presence of this constraint results in a path lying 
along the constraint boundary in the region 1 < M < 3. 

10.2.U.It Combined Vehicle Design Parameter and Mission Optimization. 

Combined design and trajectory optimization studies in this paper involve 
selection of the ten design parameters and the trajectory parameters 
previourly employed. The object remains that of maximizing passenger 
carrying capability over the 5500 nautical mile mission. Design constraints 
of sonic boom overpressure, take-off distance, and landing speed were 
sequentially applied. The results of these calculations are compared to 
earlier results in Figure 15 and the nominal design which achieves 220 
passengers. The five-variable solutions of Section 4.1 produce a payload 
of approximately 253 passengers independently of the search technique 
employed. Introduction of five additional parameters, Section 4.2, per-
mitted seven more or a 260 passenger payload capability. Trajectory 
optimization alone permitted no significant gain in performance over the 
nominal design when the sonic boom constraint was applied. By permitting 
penetration of the sonic boom boundary, a gain of nine passengers is 
possible. Based on results obtained to that point, the designer might 
assume that combining both trajectory and design parameter optimization, 
approximately 269 passengers could be oxpected in the unconstrained case. 

sue.. o. calculation is performed, liuwevei, <± payload of 2o6 passengers 
is achieved. This result indicates a strong coupling between design and 
trajectory parameters. This is quite significant to the vehicle designer; 
for current aircraft design practice usually separates the selection of 
optimal design parameters and optimal mission profile. 

The effect of adding vehicle operating constraints sequentially is tabulated 
in Figure 15. It can be seen that addition of the sonic boom constraint 
reduces payload to 265 passengers, a loss of approximately 20 passengers. 
Satisfaction of a take-off constraint (clearance of a 50 feet high obstacle 
wichin 10,000 feet of ground roll commencement) reduces payload capability 
to 246 passengers, a loss of twenty ^ditional passengers from the sonic 
boom constrained solution. Finally, simultaneous satisfaction of sonic boom, 
take-off, and a landing approach speed constraint of 140 knots reduces the 
optimal payload to 222 passengers. 

10.2 .5 Conclusion 

The aerospace vehicle performance optimization problem has been discussed in 
some detail. It has been pointed out that multivariable parameter optimization, 
or optimal seeking methods, are well-suited to solution of system optimi-
zation on a performance basis. 

Multivariable parameter optimization techniques are discussed in some detail 
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as Is a generalized parameter optimization digital computer program, AESOP. 
This program has seen extensive application both to aerospace subsystem 
and total system design from an engineering aspect. The program is capable 
of rapid coupling to either existing system models or to system models 
specifically created for this purpose.  In the examples of system optimi- 
zation presented designs appear reasonable from the engineering aspect. 

It should be noted that true system performance must include the impact 
of economic factors in addition to the engineering design parameters. The 
combination of large scale aerospace vehicle design and cost synthesis 
when coupled to the optimal seeking methods hold the prospect of a true, 
quantitative systems analysis approach, free of the often unrealistic 
limitations imposed by linear and quadratic programming approaches. 
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FIGURE 10.2-1. 

HYPERSONIC TRANSPORT SYNTHESIS 
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FIGURE 10.2-2. 
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FIGURE 10.2-5. 

NOMINAL VEHICLE CONFIGURATION 
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FIGURE 10.2-7. 

OBJECTIVE FUNCTION CONVERGENCE 
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FIGURE  10.2-9. 

ENGINE PARAMETER CONVERGENCE - FIVE VARIABLE PROBLEM 
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FIGURE 10.2-10. 

NOMINALAND OPTIMAL SENSITIVITIES 
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FIGURE 10.2-11. 

NOMINAL AND OPTIMAL SENSITIVITIES 
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FIGURE 10.2-12. 

NOMINAL AND OPTIMAL SENSITIVITIES 
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FIGURE 10.2-1»». 

UNCONSTRAINED OPTIMAL HYPERSONIC CRUISE VEHICLE 
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FIGURE   10.2-15. 

RESULTS OF MAJOR OPTIMIZATION CALCULATIONS 
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SECTION 11 

PRECOMPILER TECHNIQUES 

The ODIN system contains a generalized precompiler program, MACRO FORTRAN. 
This string processor allows the user to construct his own programming 
language, for example, extended FORTRAN. The MACRO FORTRAN program was 
obtained under Aerophysics Research Corporation funds from The Boeing 
Company. 
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11.1  MACRO FORTRAN PRECOMPILER 

11.1.1 General Information 

11.1.1.1 Precüinpllatlon. 

Precompllatlon Is a process by which a source program Is examined 
and transformed, by means of prescribed algorithms, into a 
resultant source programt Normally, a precompiler accepts input 
programs in which the problem solver is able to Etat? procedures 
in a concise, problem-oriented manner. The resultant program is 
then a language acceptable to an operating system compiler. 

Problem- 
Oriented 
Program?; 

precompiler 
Processor 

V 
System- 
Compatible 
Programs 

Several  broad  areas of computing to  which prccompilation may be 
applied  are  1)    Creation of special-purpose languages  for pro- 
grammers and  engineers,   o.g.,   character manipulation or plotting 
languages;   ?)    Enrichment of existing languages,   e.g.,  FOKTHAN 
or COBOL;     3)    Simulation of the lanjurgcs of other coniputers; 
*♦)    Creation of control language;; which provide a convenient 
means  of linking  existing software  roitincs  together to perform 
eome computing task. 

11.1.1.2    MA" Software. 

In order  to assist  programmers  in developing opecial-purpose 
precompilers  30  that  they may be used  as odditional computing 
tools whenever applicable,   the  following software has been 
Implemented: 

1.    The basic   framework  for any procorapiler,   e.g.,   I/O provisions, 
operating syntcn interfaces,  diagnostic  facilitico,  character 
Banipulatlon routines,   etc. 

All   thnt  remains  to be dono  to make  this a complete pre- 
compiler  oriented  toward a specific   tapk  is  to supply  the 
transformation  algorithms  for the  probloM-oriented statements 
desired  and  attach  ther.e  to  chc   framework.     'Hie rer.ult  will 
be  a  complete  appllrntion-orientcd  precompiler. 
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2.    A language processor which makes the task of coding trans- 
formation algorithms a relatively simple procedure. 

The linkage of the coded algorithms to  the precompiler frame- 
work is automatic when this language is used.    This language 
is called the MAC language and it includes all FORTRAN IV 
statements plus a set of statements for identifying problem- 
oriented statements,  manipulating character strings,  and 
communicating with the precompiler framework. 

11.1.1.3   MAC Precompilers. 

To develop a special-purpose precompiler once the necessary trans- 
formations have been formulated,  the programmer need only code 
these transformations as individual MAC language subprograms and 
supply these to the computer with appropriate control information. 
The precompiler produced may be used to prcprocess programs 
immediately or it may be saved for use on subsequent computer runs. 

A complete MAO language program defining a precompiler will consist 
of several subprograms,  called macro block subprograms,   and one 
main program),  called a control block.    Each subprogram will normally 
be devoted to identifying one specific kind of problem-oriented 
statement,  determining which variation of that statement is 
currently being processed,  and constructing new statements  for 
inclusion in the transformed program.    In a MAC language main 
program the programmer simply specifies,  in a prescribed format, 
the names of all macro block subprograms which are to be a part 
of the user precompiler being constructed.     After being processed 
by MAC,  a control  block main program becones the interface between 
the operating system,  the precompiler framework,   and  the procesued 
macro block subprograms. 

It may be noted that all precompilers created under this system, 
regardless of their intended application,  are built on the sane 
basic precompiler  framework.    Any subprogram defining a 
problciji-oriented statement may be attached  to any precompiler. 
In this sense precompiler designers have,  under the MAC system, 
the facility for exchanging worthwhile ideas with little or no 
re-prograrami ng. 
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11.1.1.1* Coding Conventions. 

Since the MAC language is an extension of FORTRAN IV, the 
conventions are the sane as for FORTRAN IV. The programner can 
manipulate variables, type names, assign common blocks, etc., 
in almost all cases. The exceptions are noted in the manual. 

Input is SO-column card images that are put into complete 
statement form before analysis, i.e., columns 1-72 of first 
card of statement plus columns 7-72 of all continuation cards. 
Columns 73-80 of all cards are lost during the precompiler 
generation. 

All FORTRAN comment cards are sent directly to the transformed 
program file without analysis. 

11.1.1.5 Restrictions. 

1) A MAC statement should not be used to end a DO loop and 
should not appear at the right side of a logical IF. 

2) Variable names J0O00 through J9999, ROOGO through R9999i 
and any name beginning with the combination QX are reserved 
for use by the MAC system. 

3) Statement labels should not exceed 89999«  Labels above 
this are reserved for use by the MAC system. 

11.1.1.6 Internal Data Format. 

A program must have some way of identifying stored data so that 
it can be manipulated. In FORTRAN, of course, we use variables 
and arrays. All data which is to be identified and manipulated 
by "pure" (non-FORTRAN) MAC statements must be in MAC strings. 

Each string is identified by an integer length variable and a 
name, the value of the length variable being the number of 
ueablo characters in the string starting with the character 
referred to by the name. Nortially, MAC does not type string names 
as they arc manipulated via subroutines. 

Because the strings are stored in arrays of fixed words and the 
length variables are FORTRAN variablen, it in possible for the 
progm^^or to rr^nipulatc ther.o words via FORTRAN stnlem^nts. 
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It IB the pro^raraier's responsibility to not violate the MAC 
fonaat.    One of the big pdvantagos of strings  is  their machine 
Independence.    Since word size io machine dependent,   the 
progracuor should carefully labal all FOKTKAN nanipulationa of 
atrinn words to allow eaay conversion to ether machines.    It is 
rocomaended  that  the equivalent MAC statements be included as 
comments. 

11.1.1.T    String References. 

To allow MAC to identify string names in MAC statements, string 
names are delimited by periods (.) unless otherwise declared by 
the programmer.     If S is a string 

.S. 

.S(I,J). 

.S((K)). 

.Sslr, 

references the entire string, 
references the partial string of 
characters I through J of S. 
references the Kth character string of S. 
references ihr  Ith substring of S if S is 
in partitioned  form.     (Section  3.7 )• 

11.1.1.8    Explanation of Symbols. 

The follo-.fin^ eyinbol  conventions are used  in  the  follov.'ing 
general stciteraont   forr.a  (Section 1,9): 

A MAC language word  thai must be written  exactly as given. 

A prograr.raer-defined or FORTRAN  langunge word. 

any legal  name in the FORTRAN soaso excepting J0000 
through J9999,  ROOOO through R9999,  and any nemo 
beginning with QX. 

any name followed by optional dinenaion infornation, 
e.g., XYZ or ST (O't)). 

an optioned   'blank-forcing'   character 

In all  of the MAC statements actual  blanks ere ignored. 
If a coder desires to opecify meaningful  blanks as 
part of come  literal  te:;t in a MAC statement,  ho may 
do eo by  placing Gor.e character  in  the position in 
that  stntomAnt  and  then using it   to  reprcr.ont   the 
character  blank  in a literal  vithin  that statement. 
The coder should  be careful  to coloct a chf.r.-.ctcr 
for thin  function that it; not bein^ ur.od  for anything 
eleo within  that MAC statement. 

naaeD 

f 
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.EPOS. any one of the four forms (Entire, Character,  Partial, 
or Substring) 

any positive or negative statement number 

A positive number points to the statement which is to 
receive control if the desired test is successful.    If 
the test is unsuccessful control passes to the next 
sequential statement. 

In the case of a negative number,   the alternatives are 
reversed. 

tdS A character position designator (card column designator 
if the character string is a statement image) 

A designator of this type may be any integer constant, 
variable,  or expression surrounded by delimiters.    The 
delimiter will be the dollar sign  (3)  unless some other 
character is declared for this purpose by the coder. 

proto- A MAC language description of a character string or 
type statement that is to be identified. 

A prototype may contain any combination of identification 
text,   entire string names,  and position designators 
provided  no  two string names appear adjacent   to  one 
another.    Identification is made on  the basis of position 
designators and  identification text alone.     String 
names arc the naxes of chr.racter strings to bo appro- 
priately  filled If the identification match is  succcscful. 

TPF Transformed program file - the file of transformed 
statements. 

string any combination of literal  text,   string references 
expression (any type),  and position designators. 

•E, an entire strirg name 

.EPCSL.        any one of the  four string reference  ;'or(r.«? or a literal 

A description of the individual MAC statements will now be given 
along with examples of their use. 

11.1.1.9    General Statement Forma. 

In general,   the MAC statements are as follows: 
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CONTROL BLOCK name 

CONTROL BLOCK OVERLAv name 

USE name 

MACRO BLOCK name 

IMAGE (      Int var ,  narae    ) 

STRING (    int var.   t  nameD        ) ,,,.,  (      int var    ,  name D ) 

IDENTIFY^.EPCS.fT/)5d5 prototype 

1^ SdS string expression 

•f 8d8 string expression 

iß SdS string expression 

BUILD/.E.  SdS string expression 

SUBSTRING^. SPCS.     INTO    .E.    ON    .EPCSL. 

COMPAREp.EPCS.     {[/)     .EPCSL. 

MOVE int expression FROH .IL . SdS INTO .E .     Sd S 

HOVK .P./TO  "l.P. 
I INTO] 

COMPRESS     .E. 

COMPRESS    .E.     ALL BUT integer 

CONVERT int expression to  .E. 

CONVERT    .E. TO integer variable 

^INTEGER' 
DEFItlE      (REAL      >        .EP. 

1 LABEL 

/INTHGER) 

< RFAL      > 
LABEL    ( 

ORIGIN      / REAL      >        integer expression 
(^ LABEL 

WARNINGS      any appropriate diagnostic note 

ERRORS any appropriate diagnostic note 

ABOHT3 any appropriate diagnost: c note 

11.1-6 



WARNINGS?^ 8dS string expreaoion 

ERRORSS^     SdS etring exprosaion 

ABORTS^     SdS string expression 

CANCEL 
LEVEL 

LINK TO 

DELIMIT 

SWITCH 

REINIT 

END 

FORMAT i? 

RESTORE 

naoo 

STRING 
COLU:^'1 

FIND 
TYPE 

MAC 

any one character (excluding blank) 

intagor varinble 

(format statement) 

Sd? string e^prc-Esion 

edl,d2S .El. fd3,d't5 .22,  etc. 

SET^RINT) UNIT      intoger expression 

intoccr cxproaaion 

(PRINT)/? 

(READ) 

SET (Ri;f\D)  U.'JIT 

Symbols auch aartt/,   SdS,  etc.,  arc explained in Section 1.8. 
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11.1.2 Main Program Statements 

11.1.2.1 Introduction. 

The main program initializes various switches, calls the I/O 
section to input a statement, and then turns control over to the 
various analysis subprograms. Upon return from each such sub-
program, a check is made to determine if the statement was accepted 
and, if not, it is sent to the next analysis subprogram* If no 
more subprograms exist, the etatement is sent to the transformed 
program file (TPF). 

°n*y the statements in this chapter and comment cards may appear 
in the main program. A programmer can circumvent this by writing 
his own FORTRAN main program; however, this is not recommended 
because the main program interfaces with the system I/O. 

11.1.2.2 Control Block 
Control Block Overlay 

The first statement of the main program, or control block, is the 
above plus a precompiler name and file names. 

CONTROL BLOCK OVERLAY allows the programmer to specify the main 
program be made into a 6600 overlay. MAC v/ill build a (0, 0) level 
and a (l, 0) level overlay having the name specified by the 
programmer. For precompilers not using the reinitialize feature 
(section 3.17), the only function of the (0, 0) level will 
be to call the (1, 0) level overlay. 

11.1.2.3 Use. 

Tells MAC to generate coding to transfer control to the namod 
analysis subprogram. 

11.1.2.1+ End. 

Signals the end of the main program. 
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11.1.2.5 Example. 

CONTROL BLOCK OVERLAY NAME(F1,F2,...,FN) 
USE        ALPHA1 
USE        ALPHA2(I) 
USE        ALPHAJ 
END 

The files Fl, F2t...,FN are best described by looking at the program 
card generated from the CONTROL BLOCK card. 

PROGRAM NAME(F1, NFIRST, L,F2, F3, F«t, F5,...( FN, 
TAPES, TAPE13, TAPE18, TAPE5=F2, TAPE6=F3, 
TAPE77=F1) 

The progran nane becones NAME and as such is the name of the pre- 
compiler being built by the user. The files declared on the 
progran card are described in the table on the next page. 

Note;       The following file nawes should not be declared by 
a user: 

INPUT 
OUTPUT 
QXCON 
TAPE 8 
TAPE 13 
TAPE 77 
L 
NFIRST 
REINIT 
TAPE 18 
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11.1.3   Analysis Block St^'ementa 

11.1.3.1    Introduction. 

Aaalysio or macro blocks aro wrltton to analyze Input otateoonts 
and, if noccosary,  convert then to soae output language.    It is 
in these blocks that the procoapilor language is defined since 
only in those blocks will the prograoaor be able to "see" input 
and generate output.    All FORTRAN IV statenents are pomieoiblo 
in thooe blocks. 

It is rocommonded that each block be written to accept only ono 
type of input etatomont.    These modules can then be uood by any 
other MAC precompiler and the procoapilor and language are easily 
■odified. 

11.1.3.2    Macro Block. 

The first etatemont in a macro block subprogram should bo of tho 
form 

MACRO P.TOCK mm 

This is slnilor in function to tho SUBROUTINE otatonent in a 
FORTRAN eubjiro^raa but a MAC lan^uc^o cubprogra-M doao not receive 
argunonts through o calling soquonco.    (A calling ooquence can bo 
included if do&ired.) 

"MACRO BLOCK nnno" cauoeo MAC to gonorate at least tho folloulng 
sequence of FORTRAN statoaunts 

SUBROUTINE namo 
CCMmON/QXBNAM/QXH.'LME 
DATA QXHAlt/n B n/tua/ 
QXNAMEaQXNA!4 

These last three statomontu can bo uood ao a debugging aid since, 
if tho procrw-jor r^ko for a dump cf that ono co23on block uhonovor 
his progriü has an abnon'il halt, ho can quickly dotoraino uhich 
macro block woo boing executed.    Aftor checkout of rrxro blocho, 
tho Btatcnent "MACRO BIOCK nruao" can bo changed to "SUBROUTINE 
nnr.io"  to eltrinato co.jpilor dlognootics duo to data appoaring 
aftor "QXNAJIE - QXNAMH, 
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11.1.3.3 String Image. 

All MAC Toriableo (etrin^a) must bs dofinod with either of these 
two Btatcoenta. The etrlng declaration consiot of ordered poire 
(II, 12) with II the naao of the length variable aoaoclatod with 
the string name 12. II must be a FORTRAN integer variable or else 
typed intogor. 12 doas not have a typo unleao the programraor 
■mnlpulatos it via FORTRAN statements. 

The naxlmun string length can bs declared or Implied. The 
statement 

STRING (LA, A((N))) 

will reserve N character positions for the string A.    N cannot 
excood 1326 and for N a 1326 the programmer nocd not specify 
N, i.e., 

STRING (LA,  A((1326)))   =  STRING (LA,  A)     . 

All input statements appear in A spoclol string of nnximua size. 
The progrottnor deaignntco the na-no of this string by the IMAHS 
statement.    The particular nnno ucod is lecal to each block,  but 
the accu'JL area reserved la conon to nil blocks having an 
IMAGE statement.    Only one largo string is declared in each 
uacro block.    The foru of the I"AGE otatonent is 

IMAGE  (LA,   A) 

All strings and their length voriablcc erxe^t ir.^.^o atrip''3. 
con bo put into com.-non olocks by the progromnor. Ac etringo 
are nanipulatod in MAC statements, the length of the strings 
are automatically updated. 

11.1.3.^ Identify. 

This is one of the more powerful etatomonts in MAC.    The initial 
string is checked for the spociflcd literal pattern end if tho 
pattern io found,  the remaining characters aro placed in the 
named stringu.    Tho fonj of tho statement io 

IDBrriFI/^.S.     (V )    prototype 

where  .S, la an EPOS string, y LB a statcmont label,  and prototype 
is any conbination of literals,  colurm dolimltoro,  fjid strin^c that 
oatiufy Rule 3 bolow.     (-'/>i) mcarg trrnnfor tO/{iif uncuccooaful, 
(f^i)  or  (^1 ) means  tn.nnfer to /^l if cuccoasful.     In general,   tho 
prototype will bc^ln »dth  a column doliuitor and have  atring nanon 
eoparntcd by literals or coluun dolioitürj. 



Three rules oust be obaerrod when coding this statement: 

1) leading or intereporaoi blanke are ignored,  but trailing 
ones are not; 

2) any succcseful IDINTIFY statenent sets the FIND switch 
(Section 3.l8) on; 

5)  two etring nanoa cannot be ioracdiately adjacent. 

Rule 1 dooo not cause problems if tho ID^HflFY otatcaont alwayo 
terminates with a etring elnce thon all trcilins charactero are 
put in this string. 

Rule 2 ooauii that  tho projrt>:.-.Mor doco not have to eliminate the 
ioago strins to prevent it  froa eppoarin^ in the TPF.    It alec 
meono the pro^renner rony I030 on inn^e string if an ID'vNTirY 
ta ouccoaoful on nny atrin^. 

Rule 5 is  fairly obvious oinco  if two etringc are adjacent,   it 
is  impossible  to dttoruinc how mtiny  characters arc to go into 
each string.     If COIUM doliraitera  or literals arc u.-jcd botv^oon 
the strin^a»  no diagnostic will apponr« 

As tho follo'jin3 exe.iplco nho./, thin  otattmont  is particularly 
useful in bronking input «tatcrjcnta  into compoiicnl eitrin^c, 

Exi.'.'3plo 1 - Suppo;   th^ problcn-oricntcd statc.-j'nt being 
conaidorcd in of tho foi-u 

PLOT ON op^/ opt^/ oi)t3 

where opt.   iß  tho nozio of tho plotting device to ba uocd, 
opt- io        the typo of plot desired,  and opt,  io a lict of 
tho array;i contrir.irg tho data points to bo plotted.    Thon a 
macro block subprevrun to identify ouch a statcr.out and icolote 
the optional inforuation for  lurthor analycis could be written 

KACRO BLOCK XPLOT 
IMAGE Cli/S) 
STRING (IJML((6))),(U,A((2't))),(LD,B((2i»))),(LC,C) 
ID^fffFY  .S.   (-100)  SIS  .L.  S73 PLOT ON.A./.B./.C. 

(further analyolo) 

100 kWUHN 
END 
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If the ioo^e of the atntcaant being processed contained 

bbb^bbbPLOTbbONbDEVICEbA/bLINEAR/bX, bY, bXX, bYY 

then identification would be positive and stringa LjA^, 
and C would  be adjusted to  the  following: 

L would be  filled with bbb^b 
LL would be set to six 

A would be filled with bDEVICEbA 
LA would be set to nine 

B would be  filled with bLINEAR 
LB would be sat to seven 

C would bo filled with bX.bY.bXX.blY 
LC would be sot to thirteen 

Control would then pass to the next sequential statement. 

Because of the way the IDENTIFY statement is written in this 
•xaaplo,  blanks in the iuxgo statcaont do not affect- tho  test 
for identification.    If the originator of this problcc-oricntcd 
etatement hod desired,  he could have specified that tho words 
PLOT ON had  to be separated by at least one  blank.    Tho IDENTIFY 
line for this would bo 

IDENTm*   .S.  (-100)  815.L.S78 PLOT • ON.A./.B./.C. 

In this case  tho character * is  treated es a tncaninfful  blank 
within the identification text. 

Bcnnple 2 -    .IDENTIFY .ABC.   (+80)  J7S CLOSE PLOT 

This lino says to look into string ABC beginning at 
Character 7 for tho pattern CLOSEPLOT.    Leadin^ or 
intervening blanks should be ignored.    ANY CHAfiACTEHS 
following  the T will cause tho identification test to 
fall,  e.g.,   the patterns 

CLOSE PLOTTED 
or CLOSE PLOT X 
or CLOSEbPLOTb 

would be rejected by the identify tost.     Acceptable patterns 
might be 

CLOSEPLOT 
or CLOSE PLOT 
or CLOSE     PLOT 
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Euuplt 3 - IDENTIFY 9 .T«K-  .  (16)  11$ KETHIEVE 9 DATA  .CODE. 

Thlo lino says  to look into the Kth substring of T for tha 
words RETRIEVE and DATA.    Thoao words nmat be separated by 
at least one blnnk, as signified by the character 9.    If found, 
properly update string CODE with the remaining characters of 
the substring and transfer control to statement l6. 

Example ** - IDENTIFY*  .R(J,J+6) .(-60)  Ut  

This lino says  to transfer control to statement 60 if tho 
referenced seven characters arc not all blanko. 

Exaaple 5 - IDENTIFY .S.  (-10)  Sl8  .A.  S78  .B.  $305 .C. 

10 CONTINUE 

This IDENTIFY will always be succossful.    Upon completion, 
.A.  »  .S(l(6)   .   ;   .B. = .5(7,29)   .   ,   .C =  .5(30,LS)  . vhori 
IS is the length variablo for  ,5.     . 

NOTE:     Immediately following the IDr.'iTIFY line in a raacro biock, 
it is generally a good practice  to remove the blanks from Ihoso 
individual ch   -actor strings in which blanks are not significant. 
This  technique  will oitiplify the subsequent analyoic to bo 
perforccd on such ctrir^i,    Hcaoval of blanks uay be accociplithod 
conveniently by uain^ th^ C0I1PRF5S statenont which will bo 
described in Saction 3«10. 

11.1.3.5    *. 1. $ 

The ,1,1.,  and i stattaonto assist tho MAC language coder in 
constructing statemonts and cause these  to be included in tho 
transforraod program.    The meaning of tho throe symbols is as 
follows. 

^    Include this line in the transformed progrc^ ^n place. 

1    Include this lina in tho tranoforuod program at the tojs, 

Tho transforaod progrcu will bo rearranged so that all linoa 
of this typo appear first.    This is useful  for including typo 
statemonts,  common statements,  etc.,  in the prograu. 
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NOTE: Imaodiatoly bofore rearranging the transformed program, 
the first line in that program ie checked to determine whether 
it in a SUBROUTINE, FUNCTION, or BLOCK DATA statement. If 
it is, that line will remain first in the rearranged program. 

t Include this line in the transformed program in place, but 
flag; it as a statement roquiring further analysis. 

If any flogged statements are prosont in the transformed program 
after the initial precompilation pans, another pass will be made 
so that those flagged lines can ba sont through the macro blocks 
for analysis as possible problem-orionted statements. If this 
analysis producc3 new flagged linc3, another precompilation pass 
will bo made, and so forth. It should bo rioted that oxtra 
proconjpilation pa^ooo roquire extra computer timoj however, 
the additional tino is not much greater than neodod to process 
tho same number of input statements as there are S statements. 

Exampio 1 - ̂ $78 CALL .A. (.S(I,1+5).,1H.3((J)).) 

The included line would contain six blanks in columns one through 
eix followed by a concatenation of the following: 

The characters CALL 
Tho characters in string A 
A left par^ithocin 
The six character^, I through I+5» of string S 
The charactero 1H 
Tho Jth character of string T 
A right parenthesis 

Example Z 'J 513 .L. GO / 10 / .LOC. 

The included lino would contain tho charactero from string L 
in columns one through six. Th<rn, beginning in column covon 
would bo 

GObTOb 

followed by the contents of string IOC. 

Example 3 - ' 7 SlOS .S=K= . 77 .R»L=. 

Tbs included lino would contain blanks in columns one through nine. 
This would be follov/od by tho characters from the Kth substring of 
S. This would finally bo followed by thrco blanks and tho char-
acters from the Lth substring of R. 
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11.1.3.6 Build 

The PPILD statement is similar to the 1, and J> stateaonts already 
discuf-eod except that the string which i6 constructed in this case 
is not included in the transformed program. Instead, it is stored 
in a specified string within the macro block subprogram. Ao an 
examplo, consider the following: 

BUILD..X. SJS CALL .A. (.B(l3,l8).) 

This line says to build into string X the following: 

Blanks in columns one through J-l, 
the characters CALL, 
the characters from string A, then a (, 
the characters 13—18 from string B, 
and finally a ). 

The former contents of string X are erased. 

11.1.3.7 Substring. 

The purpose of th.j SUBSTRING statement is to separate a given pattern 
of characters into a set of substrings* These substrings irj'.y then 
bo referenced individually by using the bracketed subscript fern. 
AB an example, consider the following: 

Then the statements 

SUBSTRING .A. INTO .B. ON Y 
SUBSTRING" .A. INTO .C. Oil X7 

would produce tho 'partitioned' strings B and C containing theso 
substrings 

B substring) C substrings) 

X empty 4 

Assume t h a t s t r i n g A c o n t a i n s the f o l l o w i n g c h a r a c t e r p a t t e r n : 

XYAXYBXYC 

AX 
BX 
C 

A 
B 
C 

In this exanple the associated longth cells of string/3 B and C 
would each be sot to four. Tho length cells of partitioned string:! 
will contain the nur.'bcr of substrings present rather than the numb:r 
of chRructers present. 
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As another example,   assumo etring X contains 

A,BU.J),C 

then the statements 

LEVEL CANCEL 
SUBSTRING  .X.  INTO  .W. ON , 
LEV a.. HF5T0HS 
SUB5TRING  .X,   IHTO  .R.  ON , 

would produce 

W {k substrings)      R  (3 subntrin^a) 

A A 
B(l B(1,J) 
J) C 
C 

This illustrates  the effect of the LEVEL statement.    This statement 
is meaningful only in conjunction with the SUPSTKING statenient. 
When the  level  is  in a  'rectored'  condition,   the only soparators 
valid are  those which are not enclosed  within parenthecos  (i.e., 
thooe which are at  zero parenthesis level).     When  the level is in 
a 'cancelled'   jtatus,   all  separators are valid. 

The level  sotting  for  each macro block ia indopondent of the 
Bettings  for the  other blocks.    The   'restored'   or  'on'   status 
is assu/nod  for each block at the beginning of prccompilation. 
Once altered,  however,   level settings  vra not reset automatically. 
Thus,   if conl2-ol  is  given up by u ddcro block at a  time who» 
the level  is in a cancelled statun,   this statua will  be retained 
at the next entry  to  that block. 

11.1.3.8   Compare. 

The COMPARE ctatcnent  is  for  testing two character patterns  for 
equality.     In order  for tv/o patterns  to be equal  thay must bo 
Identical in all respects including number of characters.      For 
example,  suppose 

string .A. contains ANOLEbOrbATTACK 
and Bubstring .B^r-..    contains ANGLBOFATTACK 

then the lino 

COMPARE   .A,   (-20)   .B-=>. 
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would cause control to go to statemont 20 due to the inequality 
of the two patterns involved.    However,  the line 

COMPARE*   .A.   (-20)  ANGLE'OF*ATTACK 

would produce a valid equality and the next sequential 
statement would receive control« 

11.1.3.9    Move. 

The HOVE etatement provides for movement of characters within 
strings or from one string to another.    For example,  the line 

MOVE J-l FROM  .A.  87S INTO  .B.  8KS 

is interpreted as "move J-l characters from string A boglnning 
with character seven into string B beginning at character position 
"K".    If strings A and B contained the respective patterns 

123^7890 
and ABCDEFGHIJKLMNOP 

and J-l and K wer" two and six respectively,   then the final 
pattern in B woulu be 

ABCDE73HIJKLJL4I0P 

and the associated length of string B would be unchanged. 

As an exrjnplo ol  joining two strings with the KOVB statement is 
the following: 

STRING  (LR,R),   (NX,X) 

HOVE LR FROM .R. $18 INTO .X. $NX+1$ 

FND* 

In this example, all of the charactorc in string R are moved Into 
string X following the characters which were previously there. 
After execution of this atateraont, NX is properly adjusted to the 
new length of string A. 
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An alternate  form of the HOVE statement is the following: 

NOVE.C Uxo     .C 

This form is best explained by the following example: 

MOVE .Ad.J).  TO  .B(K,L). 

case a) (J-l + l) 2- (L-K + l) 

moves L-K + 1 characters of string A beginning at position I 
into string B starting at position K, 

case b)   (J-I + 1)< (L-K + 1) 

moves J-I + 1 characters of string A beginning at position I 
into string B starting at position K. In addition, (L-K) - 
(J-I) blnnks are moved into string B starting at position 
K ♦ (J-I +1) 

11.1.3.10    Compress. 

The COMPRESS stat'-ncnt rcaovos  blankr.  from an entire string and 
appropriately decroaron  its  arr.ociated  length.    If,   for example, 
string A had length nevon and contained LINbLOG 

COMPRESS   .A. 

would reduce  the  length  to six  and string A would  then contain 
LINLOG. 

A second  form of the COMPRESS  statc-tnent removes all  but a 
specified number of consecutive blanks  from a string.    Suppose 
string X had a lengf,h of 10 and  contained PLOTbbbbON. 

COMPRESS   .X.   ALL BUT 1 

would reduce  the length  to seven and X  would  then contain PLOTbON. 
Similnrly, 

COMPiU^S   .X.   ALL PUT J 

would alter  string X  to  the  form PLOTbbbON with a length of nine. 
If  tho Integer  following P.UT in greater than the number of conoecutivo 
blankr, no cevr^anion in done.     In the caao whore  tho integer in roro, 
thin fifcorvl   forn  rrduccn   to  tho   firnt   form  of  the  coaprer.n  Ktatcment. 
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11.1.3.11    Convert. 

The CONVSRT statement provides a convenient neams for converting 
FORTRAN integers into equivalent character strings and character 
strings of decimal integers into FORTRAN integers. For example, 
if J had the value 57 and K had the value 72, 

CONVERT J+K-l TO    ,7. 

would produce the three characters 128 in string V,    The 
statement 

CONVERT  .V.  TO I 

would aseign the value 128 to the variable I, 

11.1.3.12.     Define Origin. 

The DEFINE statement enables the MAC language coder to   'make-up' 
unique statement labels,   integer variable naracr.,  and real variable 
nanes so that thoy may be used as coraponont  parts of stateraents 
to be included  in the transformed program. 

For example,   the linos 

STRltlG (LA.AMLE^BMLC^MLD.D) 

DEFINE REAL  .A. 
DEFINE IN^EGKR  .B. 
DO I = 1,3 
DEFINE LABEL  .C(I,8-7,I*8)< 

10   CONTINUE 
DEFINE REAL  .D(l5,19). 

would rcGult in etringo A,B,C,  and D boing filled aa folloua: 

A    R00O1 
LA    would have  the value  five 

B   J0001 
LB   would have the value  five 
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C    90001bbb90002bbb90003bbb 
IXi   would have the value 21* or its previous value,  whichever 

is greater 

D   ppppppFppppppppR0OO2  (p represents previous character) 
LD   would have the value  19 or its previous value,  whichever 

is greater 

Each successive request,  regardless of which macro block the request 
Is from, results in the next available item of its type being defined 
and stored appropriately. 

Storing of the requested item is done differently depending on whether 
the receiving string is in entire or partial  form.    If  the entire form 
is used,  the former string contents are erased and the length is 
adjusted to five.    If the partial  form is used,   the requested item 
is moved into the beginning of the partial string and blcjiko are used 
to fill out the rest of the portial string field.    The length is 
adjusted only if the string is lengthened in this case. 

The ORIGIN statement  enables  the MAC language coder to preset  thu 
initial value of the defined labels or variables  to values other 
than xOOOl.    For example,  if I has the value 50 and J the value 17, 
the etatcmer^ts 

ORIGIN LABEL 1-2'J 
ORIGIN *REÄL 32 
ORIGIN niTBOgg J+62 

will cause  the  first label  generated to bo 90016,   the  first variable 
generated  to be R0O32,  and   the first integer generated  to bo J0079« 

11.1.3.13    WARNING$ 
ERROR$ 
ABORT$ 

WARNINGS$ 
ERRORS$ 
ABORT$ 

These statements permit the macro blcck coder to provide npproprinto 
diagnostics for usoro of his procorapilor.    The "plural" atateraonto 
are included to allow the programmer to output dynnnic moosageo, 
i.e.,  to be written ns a ^,   1^,  or i line.    The proper stntoraont  to 
be used when a mistake or ambiguity in dotoctcd in a problcn-orientcd 
statement depends upon the  degrco of ocriouanor'n as  follcwr.: 
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WARNINGS note... 
WARNINGSS 

This should be used if tho oistako found is 
not too serious and precompilation can 
continue provided certain aseuuptiona are 
made about what the user meant. 

ERRORS   note...    This is for more serious errors in which 
ERRORS $ the macro block coder does not feol it is safe 

to 'guoss' what is maant. Precompilation will 
continue so that anyother errors in the user 
program may be detected. No transformed 
program will be produced. 

ABORTS  note...    After this type of diagnostic note is printed 
ABORTSS for the user, his precompilation is aborted. 

No transformed program is produced. 

Normally, the most desirable statement to use is ERRORS or ERR0RS8 
since it will not allow an orronoouo transformed program to be built 
but it will allow precompilation to continue so that any additional 
errors may bo detected. 

An example use of the diagnostic facility is as follows: 

IDENTIFY .3. (-100) $7$ ANALYZE .X. STRUCTURE 
COMPRESS .X. 
COMPAHf.X. (>)) WING 
COMPARE .X. ('♦O) TAIL 
COMPARE .X. (50) FUSELAGE 
ERRORS WING, TAIL, OR FUSELAGE OPTION MISSING 

xOR MISSPELLED 
RETURN 

JO CONTINUE 
(Include wing analysis lines in the transformed program) 

kO  CONTINUE 
(include tail analysis lines in the transformed program) 

50 CONTINUE 
(include fuselage analysis lines in the transformed program) 

100 RETURN 

11.1.3.U Level. 

The two forms of this otateraont,  LEVEL CANCEL and LEVEL RESTORE 
have already been discueced in conjunction with tho SUBSTRING 
statement (Section 3*7)• 
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11.1.3.15 LINK TO. 

Just as one FORTRAN subroutine may use another via CALL, one 
macro block may use another via LINK TO. An example of the 
us« of this statement might be 

MACRO BLOCK COHP 
IMAGE (LS.S) 
STRING (LW/JMLX.X) 

• 

C SAVE THE CURRENT IMAGE IN STRING X 
BUILD .X. 818 .5. 

C SET UP IMAGE WITH NEW STATEMENT 
BUILD .5. 573 ANALYZE .W. 

C TRANSFER TO THE BLOCK WHICH CAN 
C TRANSFORM A STATEMENT OF THIS TYPE 

LINK TO XBLK 
C RESTORE THE IMAGE 

BUILD .S. SIS .X. 

END 

Tho above tick could also hnvo boon cccoapllshtd requiring on extra 
procompilntion pass by using 

8 87? ANALYZE   .W, 

instead of tho link  tcchniqu3.     In this enso  the ANALYZE otntcmont 
would have boon included in tho tranaforaod projrr.ra during tho  first 
procompilntion pasn.    Then a second pass vould occur,   this tino 
using tho transforntd program as data, co that any linen of thio 
typo (8) could be properly procoficcd.    On thin paao tho ANALYZE 
line would bo identified and  traneforniod by cvacro block XBLK. 

11.1.3.16    DELIMIT. 

This statcaont allovo projjranaors to declare cjiy non-blank character 
to be a string or column delimiter.    By uning different dolinltoru, 
the period  (.) or dollar sicn  (8) may bo freed  for uoo an norr-irvl 
text characters.     For oxcraplc. 
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DELIMIT STRING + 
COMPARE +A+ (20) 12E9.»» 
DELIMIT COLUMN / 
• / 7 / FORMAT CE12.'* ,5BC;A B CS) 
DELIMIT STRING . 
DELIMIT COLUMN S 

(back to standard delimiters again) 

NOTE: DELIMIT is a 'pseudo-statement*, not an executablo statemont. 
DELIMIT affects all 6tatemont6 following it (within one subprogram) 
until Mother DELIMIT i6 encountered. 

.1.3.17 REINIT MAC. 

Occasionally, a programmer is unable to build his precompiler in ono 
run beoauoo the control card buffer cannot hold all the required 
cards. By using the REINIT MAC statouont to signal the end of the 
separate blocks, the programmer can batch the precompiler through 
MAC with one MAC control card. MAC will treat a REINIT MAC card 
as though it had read a 7-8-9 card and then continue on to proceGS 
the next block. 

MAC-built precompilers can have tho above feature by using the 
CONTROL BLOCK C'.r.PL\'£ (Section 2,2). Tho programmer must identify 
his COT "reinit" statement. The macro block wh^re thio ia dono must 
aleo, upon successful identification, set a cell to allov the 
auxi.lli.ary routines to reinitialise correctly. Thi6 ia done by 
including a labeled common 

C0MM0N/QXMACH/I1, 12 

in the macro block, and setting 12 to non-zero when tho "roinit" 
card is found. It i6 recommended that the "reinit" statement bo 
a non-FORTRAN statement. 

1.3.18 FORMAT. 

MAC will accept FOP-MAT statemento with implied Hollerith counts 
and convert them to FORTRAN FORMAT statements. The Hollerith data 
is dolimited by a programnicr-doaignatod character that directly 
follows FORMAT. The form is 

FORMAT^? ( Hollerith data conversion specs. Hollerith 
data conv. specs, etc.) 
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11.1.3.19     (PRINT) 
(READ) 
SET   (PRINT)  UNIT 
SET  (READ) UNIT 

The programmer can read card images or write from the units 
specified.    If SgT (PRINT) UNIT is not used 6 is assumed, and if 
SET (READ) UNIT is not used 5 is assumed.    Note that  the unit can 
ho changed during execution. 

The (PRINT)  outputs 120 characters per line with every line except 
the first starting with a blank.    The  (READ)inputs 80 character 
card images and puts the specified characters into the specified 
strings starting in character position 1 of all the strings.    The 
character designators and string names are matched up in order of 
occurrence.    The forms are 

(PRINT)p %d% string expresr.ion 
(READ) Sdl8,d28  .El.  $d3fdit5 .E2.  etc. 
SET (PRINT) UNIT integer variable 
SET (READ) UNIT integer variable 

11.1.3.20    SWITCH. 

This Btateneut gives the MAC Inn^uag» coder    access  to several 
internal switches or flag cells which are normally used only by 
the basic precompiler  framev/crk.     Two  forms of this statement  are 
currently available. 

SWITCH FIND integer variablo1 

SWITCH TYPE integer variable.. 

If either or both of these statements appear in a macro block 
subprogram,  the declared integer variables will be properly cqulvaloncod 
to the appropriate flag cells in the framework routines.    For 
example,   to equate the integer variable UK to the internal FIND 
switch the following MAC language statement would be used. 

SWITCH FIND IJX 

The functions of these two switch cells will now be discussed. 

The FIND SWITCH indicates whether or not a successful IDENTIFY 
has occurred within a macro block.     Each tine a source statement 
is  placed  in the image string so that  it may be examined by  the 
various macro blocks,  the find switch is set to zero.    The control 
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block program will now transfer to each of the macro blocks in turn. 
Unon return from each macro block,  the control block tests this cell 
to determine if it is still zero.    If so,  the process continues.    If 
not,  this indicates that the source line has been properly identified 
and does not need to be passed on to the remaining macro blocks.     Any 
successful  IDilNTIFY test in a macro block will cause the find switch 
to be set non-zero.    An unsuccessful  test will not change the setting. 
This switch modification is done automatically by the routines which 
do the actual character testing.    Thus,  if a programmer obtains a 
successful IDENTIFY within a macro block,  then decides,  on the basis 
of certain analysis and  testing,   that the current image contents should 
be passed on to the remaining blocks,   the programmer should set the 
declared integer variable back to zero before returning.     (UK = 0 
for the above example) 

Note:    If a source statement is passed through all of the macro blocks 
and the find switch is still zero,   that statement will be included in 
the transformed program unchanged. 

The TYPE switch will contain the integer value 1, 2,  3i  ^i or 5 
depending on whether the conventions to be assumed (continuations, 
comments,  etc., in the source program and the transformed program)  are 
NON-STANDARD,   FORTHAN,  CCBOL, SLEUTH,  or ASCENT.    The basic precompiler 
framework is set up to expect FOKTRAN conventions (type 2) in the 
source and  transfonr'-d programs as being the normal case.    In view of 
this,   most programmeva will not be concerned with the type switch. 

fappose,  however,  that the ABC precompiler is to transform programs 
which use conventions other  than those of FORTRAN. 

-|>ABC precompiler- 

Progrwu X Program Y 

In this case,   the first statement of program X must be or.-' of the 
following: 

NON STANDARD 
COBOL 
SLEUTH 
IBMAP 

A statement of this kind is a 'pseudo-statement' which causes the 
basic precompiler framework  to change the type switch setting froa 
its assumed value of 2 (for FORTRAN)   to a new value of 1, 3,  *»,  or 5, 
respectively.    This line is  then discarded and is not passed through 
ABC's macro blocks.    Each remaining line of program X will then be sent 
through the macro blocks as an 80 column card imare rather than a stato- 
ment imap;e as is done if FORTPAN continuations,  etc.,  can be assumed. 
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Although the above declarations properly set the type switch value, 
COBOL, SLEUTH and IBMAP conventions are currently treated as though 
they wore NON STANDARD. Proper considerations for these conventions 
nay be included in the basic, framework at a later date. Thus, if a 
precompiler is being designed to preprocess programs using conventions 
other than those of FORTRAN, the MAC language programmer oust provide 
for the treatment of continuations, comments, etc., himself. 

Similarly, lines to be included in program Y are sent out as card 
Images. If an output line is less than 80 columns, the remainder 
is filled out appropriately with blanks. 

Since the type switch is available for testing by the programmer, 
• macro block could be set up so that it identifies a given problem-
oriented line, tests the type switch to determine which of several 
languages le being pre-processed, then outputs the appropriate transformed 
lines in the language, (e.g., FORTRAN, COBOL, etc.) 

The programmer can change the input or output at any time during 
execution. This can be used to allow non-standard input with FORTRAN 
output, etc. The programmer should not change the switch indiscriminately. 
Intermediate results are in a MAC format and only TPF output appears 
in the specified format at the end of the precompilation. 
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11.1.U Examples 

11.1.U.1 Example 1. 

Several example macro blocks will now be illustrated. These are, 
admittedly, quite simple and are intended only to show the complete 
coding of some elementary transforms. 

Identify and transform a statement of the type 

k2 REWIND TAPES 1, 3, KTAPE 

into the following 

I»2 CONTINUE 
REWIND 1 
REWIND 3 
REWIND KTAPE 

M/CRO BLOCK QTAPE 
IMAGE TLS.S) 
STRING (LL,L((6))),(LX,X),(LY,Y) 
IDENTIFY .S. (-10) 515 .L. 878 REWIND TAPES .X. 
• 818 .L. CONTINUE 
SUBSTRING .X. JNTO ,Y. ON , 
DO 5 I=i,LY 
• 875 REWIND .Y=I=. 

5 CONTINUE 
10 RETURN 

END 

11.1.U.2 Example 2. 

Identify and transform a statement of the type 

16 READ INPUT TAPE JTAPE, FMT, A, B, C 

into the following 

16 READ (JTAPE, FMT) A, B, C 

MACRO BLOCK RD 
IMAGE (LS.'S) 
STRING. (LL,L((6))),(LT,T((12))) 
STRING (LF,F((12))),(LI.I3T,LIoT) 
IDENTIFY .S. (-20) 8l8 .L. 873 READ INPUT TAPE 

x .T. , .F. , .LIST. 
• 8lS .L. 878 REkD ( .T. , .F. ) .LI.ST. 

20 RETUHN 
END 
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11.1.U.3 Example 3. 

Identify and transform statements of the form 

10 WRITE OUTPUT TAPS 6, 12 
or 20 WRITE OUTPUT TAPE K, FMT, X, Y 

into the following 

10 WRITE ( 6, 12) 
or 20 WRITE ( K, FMT) S, Y reepectively 

MACHO BLOCK WRT 
IMAGE (LS.S) 
STRING (LTIT((12))),(LX,S),(LF,F((12))) 
IDENTIFY .S. (-30)S73 WRITE OUTPUT TAPE .T. , .X. 
IDENTIFY .X. (20) M  .F. , .X. 

C NO LIST, FORMAT ONLY 
• «15 .3(1,6). 37J WRITE (.T.,.X.) 
RETURN 

20 CONTINUE 
C LIST PRESENT 

• Si« .5(1,6). 875 WRITE (.T.,.F.).X. 
30 RETURN 

END 

11.1.14.1* Example k. 

Consider a stateuent of the for.-n 

OUTPUT list 

which will cause the specified list of variables to be printed in a 
standard format and also to be 'titled' so that it may be properly 
identified. The resultant output is similar to the NAMEL18T 
output in FORTRAN IV.  A statement of this type could be useful as 
a debugging tool for FORTRAN users or it could be used in lieu of 
the formatted WRITE statement by inexperienced programmers or by 
students. 

Macro block XOUT would transform a program such as 

SUBROUTINE GAMMA 

OUTPUT A, B, CALC 

12 OUTPUT (0(1), 1=1, 10) 
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11.1.1+ Examples 

ll.l.b.l Example 1. 

Several example macro blocks will now be illustrated. These are, 
admittedly, quite simple and are intended only to show the complete 
coding of some elementary transforms. 

Identify and transform a statement of the type 

1|2 REWIND TAPES 1, 3, KTAPE 

intc the following 

k2 CONTINUE 
REWIND 1 
REWIND 3 
REWIND KTAPE 

MACRO BLOCK QTAPE 
IMAGE TLS.S) 
STRING (LL,L((6))),(LX,X),(LY,Y) 
IDENTIFY .S. (-10) 313 .L. 878 REWIND TAPES .X. 
^ 515 .L. CONTINUE 
SUBSTRING .X. JMTO .Y. ON , 
DO 5 I=i,LY 
* 575 REWIND .Y=I=. 

5 CONTINUE 
10 RETURN 

END 

11.1.U.2 Example 2. 

Identify and transform a statement of the type 

16 READ INPUT TAPE JTAPE, FMT, A, B, C 

into the following 

16 READ (JTAPE, FMT) A, B, C 

MACRO BLOCK RD 
IMAGE (LS,S) 
STRING, (LLIL((6))),(LT,T((12))) 
STRING (LF,F((12))),(LLIST,LI3T) 
IDENTIFY .S. (-20) 815 ,L. 873 READ INPUT TAPE 

x .T. , ,F. , .LIST. 
1 31S .L. 573 REKD ( .T. , .F. ) .LIST. 

20 RETURN 
END 
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into the following: 

SUBROUTINE GAMMA 
DIMENSION J000l(2) 
DATA J0001/8HA,B,CALC/ 
DIMENSION J0002(3) 
DATA J0002/13H(C(l),1=1,10)/ 

90001 FORMAT (1H0, lP8EHt.5) 
90002 FORMAT (lHO, 11A10) 

WRITE (6,90002) J0001 
WRITE (6,90001) A,B,CALC 

12 WRITE (6,90002) J0002 
WRITE (6,90001) (C(l),l=l,10) 

This transformed program is set up to output and appropriately title 
the desired items. 

In addition to showing the complete transformation algorithm, macro 
block XOUT illustrates the use of ten of the MAC statements. 

MACRO BLOCK XOUT 
IMAGE (LS,S) 
STRING (LLIST,LIST),(LLA,LA((6))),(LLB,LB((6))) 
STRING (LD,D((12))),(LINT,INT((6))) 
DATA INIT/23/ 
IDENTIFY .S. (-100) S?3 OUTPUT .LIST. 
COMPRESS .LIST. 
IF(INIT.EQ.O) GO TO 10 
INIT = 0 
DEFINE LABEL .LA. 
DEFINE LABEL .LB. 

C WATCH OUT FOR THE DECIMAL POINT IN THE FORMAT 
DELIMIT STRING + 
• 818 +LB+ $73 FORMAT(lHO,Ip8E1^.5) 
* 813 +LA+ 373 F0RMAT(1H0,19A6) 
DELIMIT STRING . 

10 CONVERT (LLIST+5)/6 TO .D. 
DEFINE INTEGER .INT. 
1 + 873 DIMENSION • .INT. (.D.) 
CONVERT LLIST TO .D. 
1 + 873 DATA + .INT./.D.H.LIST./ 
• 818 .S(l,6) 373 WRITE(6,.LA.) .INT. 
* 873 WRITE (6,.LB.) .LIST. 

100 RETURN 
END 

.1-30 



11.1.U.5 Example 5. 

Thio example provides a tool which makea the writing of complicated 
FORMAT statements less susceptible to coder and keypunch errors 
because of incorrect Hollerith counts. This is accomplished by 
Macro Blook FMT which extends the flexibility of the existing FORMAT 
statement in that it allows a FORTRAN programmer to define a Hollerith 
delimiter for any F0RMA1 in which one is desired. The delimiter may 
be any available character, and it changes dynamically from FORMAT 
to FORMAT. J 

For example, the statements 

10 FORMAT • (*1* , E12A, 'EXAMPLE FORMAT*, A6, •TEST*) 
20 FORMAT 3 (3 THIS ONE USES THE COLLAR SIGN 5) 
30 FORMAT ALPHA (ALPHA COMPLEX PATTERN ALPHA) 

would be transformed by the FMT algorithm into 

10 FORMAT(lHl, E12.<t, 1*»H EXAMPLE FORMAT, A6, LITEST) 
20 FORMAT(, 31H THIS ONE USES THE DOLLAR SIGN ) 
30 FORMAT(17H CQMPLEX PATTERN ) 

respectively. 

Any formats which do not have a delimiter pattern before the initial 
left parenthesis will remain unchanged by block FMT. 

Formats which have a delimiter pattern but do not use it within the 
body of the F0RMA1 will simply have the pattern removed by FMT. 

If a delimiter pattern appears an odd number of times within the 
body of the FORMAT, an error message will be given stating 

ALPHA DELIMITERS NOT PAIRED CORRECTLY 

and no erroneous transformed program will be produced. 

MACRO BLOCK FMT 
IMAGE (LS,S) 
STRING (LR,R),(L0,Q),(LP,P((l8))),(LL,L((l2))) 
IDENTIFY .S. (-100 315 .L. $73 FORMAT .R. ( .Q. 
COMPRESS .R. 
I F (LR.GT.O) GO TO 10 
• S i 3 . S . 
RETURN 
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10 LEVEL CANCEL 
SUBSTRING .Q. INTO .S . ON .R. 
IF (LS .GT. l ) GO TC 20 
• $13 . L . S73 FORMATC.Q. 
RETURN 

20 IF (LS/2 + LS/2 .NJS. LS) GO TO 30 
ERRORS ALPHA DELIMITERS NOT PAIRED CORRECTLY 
RETURN 

30 BUILD .Q. 315 .L. 373 FORMAT( .S=l=. 
DO ho 1=2,LS,2 
BUILD 31S ,S=I=. 
CONVERT LR TO .P, 
BUILD .Q. SIS .Q. .P. H .R. .S=I+1=. 

i|0 CONTINUE 
• SIS .Q. 

J00 RETURN 
END 
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11.1 .5 Typical Control Cards 

CHARGE CARD 
JOB CARD 

G F L O O O O O . 
L AREL«MACMAC.R» V S N = X X X X . 
P F L • 1 0 0 0 0 • 
PFWIND(MACMAC) 
COPYRF (MACMAC«MAr,FO!?, 1 ) 
COPYRF(MACMAC»MACLIR»1 ) 
COPVPF(MACMAC»AUTOLAY, 1 ) 
PFL»1POOOO. 
I -ACFOR. 
P F L . ^ O O O O . 
REWlNnC3XCOM) 
P U M ( S , » . Q X C O N ) 
AUTOL AY (NFWPfjM »LGO« MACL TP ) 
PEW I M O ( N F W P n * ) 
PFL * 7 7 7 / (AS WFQi l IPFI ) HY NEW°GM) 
NFWPGM, 
000P000^00000000OOC000 

SOII&CF DECK C O N T A I M M G MAC STATEMENTS) 
fioooooooonooooooooonoo 

A'JTOLAY T c X T CAWDS 
(SEE AE^OPHYSICS PESEArtCH COMPUTATION T N - 1 ? ? ) 

ooocoooooooooooooooooo 
OATA OFCK TO RE PPOCFSSF.Q Ry ,gfcwpr,M) 

'•coooooooooooooooooooc 
cooooooooooooooooooooo 
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TABLE I.  TABLE OF FILE USAGE 

POSITION 
ON CONTROL POSITION 

FILE BLOCK ON PROGRAM USE ON PROGRAM 
NAME CARD CARD CARD 

n 

NFIRST not prosont 

not present 

5 

The name of the file containing 
the transformed program frou 
precompiler NAME, 

If this parameter is FIRST, all 
information on file Fl is ignored, 

If this parameter is present and 
is not L the MAC listing vill be 
suppressed. 

Name of the input file, norcially 
INPUT 

Name of the output file, normally 
OUTPUT 

User declared files ucod by NAME 

User declared files uned by NAME 

PN 

TAPE 8 

TAPE 13 

TAPE 18 

TAPE 5 

TAPE 6 

TAPE 77 

N 

not present 

not present 

not p sent 

not present 

not present 

not present 

N+2 

NO 

N+»» 

N*5 

N+6 

N-»7 

N+8 

user declared files used by NAME 

Scratch file used by NAME 

Scratch file used by NAME 

Scratch file used by NAME 

Equated to F2 

Equated to F3 

Equated to Fl 
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CONTROL 
BLvCK 

ANALYSIS 
RLOCK 

CHARACTER 
MANIP. 
BLOCK 

FIGURE 11.1-1  LOGICAL MAP OF A MAC 
PRECOMPILER. 
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SECTION  12 

ÜRAP11ICS 

12.1    PROGRAM PLOTTER:     INDEPENDENT PLOT PROGRAM 

Program PLOTTER provides  a generalized x-y plotting and contour drawing capa- 
bility in the ODIN system.    Plot data may be stored in files  created by other 
elements   in the ODIN system and plotted output can be obtained on CALCOMP or 
COMPLOT printer devices by subsequent  execution of PLOTTER.     The PLOTTER 
program may also be used as a stand alone plot program by  input  of all  data 
including plot arrays. 

Section  7.2 contains several  illustrations of the program's  contour drawing 
ability.     A typical plot  obtained   from the  x-y plot  option   is   presented  in 
Figure  12.1-1. 

Data input  is  through NAMELIST PLOTIN. 
follows. 

A description  of all   input   variables 
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»LOTIN NAMFLTST DAT» 

NAME      DEFAUI.T(S) 

NPAGF     0 

ALTVAL    .FALSF. 

NPF« 0 

CALCOM .FALSF. 

PPINTR .FALSE. 

NOHSFP NOME 

NAMES .FALSE. 

ORSPLT    12t»7777 

OHSTH NONE 

pjPUT     0 

NDMP       NONE 

12.1-2 

DF~CPTPTION OF INPUT 

PAHE NUMBER OF THF PLOT MP^TNTFP ONLY) 

LOGICAL VARIABLE» IF .T»l)E. OATA WILL "F 
READ AS ORSFWVATION FUNCTION'S. OTHF^WISE 
DATA WILL HE READ AS Pi OT AORAY«; 
FOP ALT\/AL = .FALSE. PLOT ARPAYS ARE LOADED. 
A(l ) ♦ — «ACN) ♦R(l).—R(M).Cn )—C(N) , 
FOO ALTVAL=.TRUE. PLOT APRAyS APE LOAOED . 
A(n,R(l),C(l) . .A(M) ,P(N) .C(f|), 

NU^REW   OF   WORDS  OF   TITLF   TO   (?E   READ 
IF   NOT   ZERO»   NREM   10-CMftPACTEP   WORDS   WILL 
HE   READ    IMMEDIATELY   AFTF"   T^E   "fPLOTlN   NftMFI 1ST 

LOGICAL   VARIABLE»   IF   .T-'ME,   CALCOMP   PLOTS   WILL 
HE   GENEWATED. 

LOGICAL   VARIABLE»   IF   .TPUF.   PPINTF-?  PLOTS   i-TLL 
HE   (GENERATED. 

NUMBER   OF   OBSERVATIOM   FUMCTlONS    (OP   PLOT   ARPAYS) 

LOGICAL   VAPIAHLE»   IF   .T^HE.   NOBSER   Mx- 
CHARACTFR   NAMES   WILL   RF   PEAH    IN   l?A^   F'iRMAT 
FOLLOWING   THE   REMARKS   (JF   A^'Y).   TMFSF    ARt 
THF   PLOT   ARRAY   TITLES. 

INTEGER   DEFINITION  OF   THF   P| OT   FUNCTIOMS 
EACH   PAIR   OF   PLOT   ARRAYS   OP   (JRSEKVATION   FU^fTIOnS 
IS   DEFINED   *Y   A   4-Dir,lT   ^'UM».ER»    THF   FI^sT    T'"0 
REPRESENT   THE   INDEPENDFMT   V/ARIABLE.   THE   SErnNO 
TWO   REPRESENT   THE   OgPFNOFNT   VARIABLE   ACCORDING 
TO   THE    INPUT   ORDER   OF   TMF   P| OT   AKRAYS-OHS   FllNCTIUNS 
A   7ERO   INDICATES   THE   ENn  OF   ONE   CHART.   MORF 
CHARTS   CAM   HE   GENFRATFn  IIP   TO   A   LI^IT   OF 
l?f    ENTRIES   IN   THE   ORSPl T   A^RAY.   U^FR   SHOULD 
ENTER   A   VALUE   OF   7777   ArTE"   THF   LAST   CHART, 

PLOT   DATA   IN   ONE   OF   THF   ("OLI OWING   FORMATS. 
FOP   ALTVAL=.FALSE,   PLOT   ARRAYS   ARE   LOADED, 
Ad) ,— ,A(N) »Bd),—RC'O.Cd )—C(N), 
FOP   ALTVAL=.TRUE.   PLOT   APRAVS   ARE   I OADED   « 
Ad) »M(l)»C(l). ,A(M) ,tJ(N) .C(M), 

ZE^O   FOR   READING   PLOT   OATA   rROM   CAPOS 
• GT.O   FOR  READING  PLOT   OATA   FOO-1   UNIT    IS 

NUMttFP   OF   P| OT   POINTS   Pro   FMNCTIONtOP   ARPAy) 
THERE    IS   AN    INTERNAL   LIMIT   nf   ?\3   tOI'JTS. 



STOP .FALSE. 

SCALEF 10CM.0 

XM/F 6. ; 

Y<;iZE 8.r 

MYX .FALSE. 

STAPTX 0.0 

^CALFX 1.Ü 

MYY .FALSE. 

STAPTY o.o 

^CALEY 1.0 

LINTYP 0 

INTEO I 

PEMSIZ 0.?1 

XMESH NONE 

YMFSH NONE 

CONTOW .FrLSF, 

N7CUTS NONE 

7CIITS NOME 

DIALOG .FALSE. 

LOGICAL VARIABLE» IF .TPME. PROGRAM WILL STOP 

SCALE FACTOR ARRAY» ONE FOR EACH Pi OT AWRAV 
OR ObSERVc MON FUNCTION 

X-AXIS LENGTH IN INCHES 

Y-AXIS LENGTH IN INCHES 

LOGICAL VARIABLE« IF .TPHE. USER MAY 
INPUT STARTX AND SCALEX 

STARTING VALUE FOR X-AXTS 

UNITS PER INCH FOR X 

LOGICAL VARIABLE» IE .TRUt. USFR MAY 
INPUT STARTY AND SCALEY 

STARTING VALUE FOR Y-AxTS 

UNITS PER INCH FOR Y 

CONTROL PARAMETER WHICH OEsrRlHES THE TYPE uF LlNF 
TO PE DRAWN THROUGH THF OAT« POINTS.  THF vAGNÄTUDE 
DETERMINES THE FREQUENCY OF PLOTTED SY^ROLS 
I.F, LINTYPs'» MEANS FVFOY FOURTH POINT 

LINTYP=0 STRAIGHT I TNF^ WITH SPECTFIEO 
SYMROI. AT THE END UF THF LINF 
(SEE INTFO» 

LINTYP=* LINES ANO SYMRQLS 
LINTYP=- SYMRÜLS ONLY 

INTEGER FROM 0 TO ?2 INOTCATING THF PLOT SYMHOL. 
THF FIRST 20 ARE STANOA»^ MASA SYMROL SET. 
(21 AND 2?   ARE . ANO ♦) 

HEIGHT OF TITLE FOR CALCOMP 
SHOULD RE MULTIPLE 0^" 0.07 

ARRAY OF POINTS OFFlNlNO Tur X-AXTS 
OF A CONTOUR PLOT 

ARRAY Or POINTS DEFINING TH^ Y-AXI«. 
OF A CONTOUR PLOT 

LOGICAL \ARJABLE« IF .TPHE. A CONTOUR PLOT 
WILL «F SENERATED FROM OPST" DATA 
CALCOM MUST HE SET .TRlIF, 

NU'^EP OF CONTOURS REOtlF^TPn 

VAi UE^ OF THE CONTOURS 

LOGICAL VARIABLE» IF .T^'iE. DATA BA«;E 
OUTPUT ROUTINE WILL RE CALLf-D 

12.1-3 



XMOVE 8.^ 

YMOVE 0.0 

NSKIPR ' 

RLOCK 

NAX IS 

GPID 

.FALSE, 

PFWIND .FALSE, 

NSKIPF 

.FALSE. 

NUMP15 .FALSE. 

X-niSTANCE HtTWFEU PLOT npyr-iNs 

Y-DISTANCE BETWEEN PLOT DRAINS 

NUMBER OF OBER^ATION Fl1M(*TTPNS TU SKIP ON 
UNIT 15 BEFORE STARTING TO °E AD DATA 

LOGICAL VARIABLE* IF .T^l'E.. BINARY BLOCKING 
OF THE OBSERVATION UNIT <151 WILL RF FXPECTFD. 

LOGICAL VARIABLE* IF . T»« «E .. OBSERVATION 
TAPF (UNIT IS) WILL RF RFWQUND REFOPE 
READING FROM IT. 

NUMRER OF OBSERVATION FUNCTION FILFS THAT 
WILL RE SKIPPED ON UNIT 15 "EFOR STARTING 
TO READ DATA FROM IT. 

NUMRER OF TIMES THE CA|,COMP PEN WILL 
TRACE THE X- AND Y-AXFS (IN^L ANOT ATI ON) 

LOGICAL VARIABLE* IF .T=>I'E. ONE INCH GRID 
WILL RE GENERATED ON CAL<~0MO PLOTS. 

LOGICAL VARIABLE* IF TPIIF. MUMP WILL 
BE READ FROM UNIT 15 
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SECTION  13 

IN  LINE COMPILATION 

13.1    PROGRAM MYPROGRAM:     COMPILATION AT EXECUTION TIME CAPABILITY 

The OUIN/MFV system has the  ability to compile,  store,  and execute a user- 
designated program at execution time.    The program to be compiled and its 
associated data form part of the normal ODIN input stream.    In actuality, 
two ODIN programs perform the compile  and execute sequence.    These are 
"COMPILER" and "MYPROGRAM."    The inpu    stream associated with the in-line 
compile and execute process  is as  follows: 

'EXECUTE COMI ILER' 

(Insert progr-.n to be compiled here) 

Tgg    End of File Card 

'EXECUTE MYPROGRAM' 

(Insert data for compiled program 
at  this point) 

ygg    End of File Card 

The compiled program is saved in the ODIN system as MYPROGRAM and the 
appropriate Job Control  Language  (JCL)   cards to execute MYPROGRAM form 
part of the ODIN control card data base CCDATA.    There  are no limitations 
on the program to be compiled as MYPROGRAM other than those limitations 
imposed by the FORTRAN compiler itself. 

13.1.1    Use of Data Base Names  in Source Code 

The ability to compile at execution time allows programs to be generated 
which use data base value in the code.    This  is  a result of the source code 
being examined by the DIALOG executive program prior to compilation.     At 
this  time any data base names contained in the source code are replaced by 
their numeric values  in the normal ODIN manner as explained in Section 2. 

13,1.2    Use of Overlays 

The program to be compiled may contain as many overlays as permitted by 
the CDC 6600  loading system. 
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13.1.3    Separation of Compile and Execute Functions 

The compile and execute  functions  are separated to permit multiple execution 
of MYPKOGRAM without  the  necessity of a  recompilation,   for example, 

EXECUTE COMPILER 

EXECUTE MYPKOGRAM 

EXECUTE MYPKOGRAM 

EXECUTE MYPKOGRAM 

13.1.4    Redefining MYPKOGRAM 

At  any  point   in  the Oi)IN   input stream MYPKOGRAM can  be  redefined  by new 
source  cards,  that   is, by   inserting the  additional   ODIN job control   language 
cards 

EXECUTE COMPILER 

I.XliCirri, MYPKOGRAM 

witli  the  associated  source  and data  input  cards   as  discussed previously. 
This   redefinition  of MYPROGRAM can occur at   any  point   in  the ODIN  input  stream 
and be  repeated  as  often  as desired by  the user;   for example 

EXECUTE COMPILER 

EXECUTE MYPKOGRAM 

EXECUTE COMPILER 

EXECUTE MYPKOGRAM 

13.1.5    Multiple MYPKOGKAMs 

In the preliminary ODIN/MFV as installed at Wright-Patterson Air Force Base 
three MYPKOGKAM4     can be  employed simultaneously   in  the ODIN simulation. 
These programs  are designated 

MYPKOGRAM 
MYPR0GRAM2 
MYPROGRAMJ 

lach of the  three  programs  may be  redefined  independently or executed  as 
discussed above. 
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13.1.6 Other Languages 

The basic set of MYPROGRAMs are defined as FORTRAN source language statements. 
However, by a simple update of the ODIN control card data base, CCDATA, any 
or all programs could be written in any language available to the CDC 6600 
computer being employed. For example, COBOL or COMPASS source codes can be 
readily employed as the basis for any of the MYPROGRAM's. However, the type 
of source code used for a given MYPROGRAM cannot be altered during an ODIN 
simulation at the present time. 

13.1.7 MAIN PROGRAM Card 

The MYPROGRAM MAIN PROGRAM cards employed must be in the form: 

PROGRAM NAME(INPUT, OUTPUT, TAPE5= INPUT, TAPE6=0IJTPUT,TAPE78) 

Tape 78 is reserved for information which must be transferred into the ODIN 
data base from the compiled program by the usual NAMELIST write procedure of 
Section 2. 
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SECTION 14 
OVERLAY CONSTRUCTION 

14.1 PROGRAM AUTOLAY: AUTOMATIC OVERLAY CONSTRUCTION FOR CDC 6600 COMPUTER 

In construct ng a program overlay file, an Aerophysics Research Corporation 
developed utility program AUTOLAY is used. AUTOLAY is a user library simu-
lation copy routine developed by Aerophysics Research Corpox-ation to take 
most of the work out of building overlay or normal load files. 

AUTOLAY is called by a control card and reads text cards. 

14.1 AUTOLAY Control Card 

The AUTOLAY control cards is 

AUTOLAY (OUTFILE, LIB1, LIB2, . . LIBi) 

where OUTFILE is the name of the disk or tape file upon which the output (the 
program overlay file") is to be written, and LIBI, LIB2, . . LIBi (1 < i < 
6) are the names of the user supplied library files containing subprograms 
output from a CDC 6600 compiler or assembler in relocatable object form (odd 
parity). 

14.1.2 AUTOLAY Text Card 

Th' ort'er and content of the text cards define the output file. They are 
frse form in columns 1 through 72, blanks ignored. The text cards are listed 
be. •>* 

ident 

where ident is a subprogram name. The purpose of the ident card is to name 
the main program. Once the main program name is known, it and all the 
routines it calls or references, and all they call or reference that were 
available in the library files are copied onto the output file specified. 

Usually only the one card naming the main program need be given except for 
certain cases such as Block Data routines that are necessary but not speci-
fically called or referenced by any program. (In the case of an otherwise 
unnamed Block Data routine, the additional ident card would contain only 
BLKDATA). Another instance might be one in which the order of loading was 
important to guarantee that the longest named COMMON reference would come 
first. The order would be forced by the insertion of additional cards 
containing the names of the routines in the order required. 

OVERLAY (, fn,I l t l2) 

Overlay text cards are necessary to properly define the structure of the 
file to be built for overlay loading. These cards cause an overlay loader 
directive record containing all the information on the text card to be 
written on the OUTFILE. The order and form of this text card must be 
exactly as defined in the Scope Reference Manual or the FORTRAN Reference 
Manual, with the exception of the starting column. 
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An ident text card containing the name of the main program in the overlay 
must follow each overlay text card. 

Given correct overlay and ident text cards, AUTOLAY will correctly build 
an overlay structure file; no routine needed or defined in a more fundamental 
overlay will be placed in a less fundamental level. If an ident card incor-
rectly attempts to call a routine that somehow has been placed in the more 
fundamental level either through a previous ident text card of through a call 
by a subroutine at that level, the ident card is ignored, and an informative 
diagnostic is printed. It is possible to have several 0,0 level overlay 
cards in the text stream if the purpose is to build different overlay 
structured programs. 

*WE0F* 

This text card causes an end of file to be written on the OIJTFILE after all 
the preceding text cards are processed. (A file mark might be between two 
separate overlay structured programs being output in a single run). 

14.1.3 AUTOLAY Details and Limitations 

For perhaps 98 per cent of all the times AUTOLAY is used, S00008 will be 
sufficient field length. AUTOLAY will abort if the following internal tables 
overflow: 

Name of Table Size 

Library Subprogram Name 768 

Subprogram Entry Points 1280 

Subprogram External References 3840 

Current Overlay Need Stack 383 

Working Storage Buffer variable (see below) 

The working storage buffer size can be determined by subtracting 40500s from 
the field length. It is difficult to determine what the minimum size 
required will be unless the lengths of the relocatable binary records 
present on the user library files are known. The length of the longest 
record determines the minimum working storage buffer size. (Note: this 
length is not the amount of core required to load the subprogram for 
execution but the number of words output by the compiler or assembler). 
In other words, it is proportional to the number of binary cards that would 
be punched out, were the subprogram punched out, not necessarily related to 
the size of any arrays dimensioned inside the subprogram. This length can 
be obtained exactly, if necessary, from the information output by a "LIBLIST" 
of the library files, and should be rounded upward to the nearest 1000s 
when figuring the minimum field length necessary for AUTOLAY. 
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AUTOLAY rewinds each user library file starting with the first mentioned 
then transfers every routine contained in it to a random access file, rewinds 
the library file, and then repeats this process with the next user library 
file mentioned for every file given. 

If during the transfer process a subprogram is found that has a name dupli-
cating one found previously, the latter subprogram is skipped, an informative 
diagnostic printed, and the process continues. This is handily put to use 
when one wishes to use a newer version of a routine instead of the version 
contained in one of the user library files, e.g., by placing the name of the 
newer library file to the left of the older version, the user causes the 
duplicate routines on the later file to be ignored. 

Entry points must be unique to one subprogram. If two or more have the same 
entry point names, AUTOLAY output may be scrambled. The responsibility for 
proper overlay text card sequence is entirely the user's. Incorrect sequencing 
as defined in the Scope and FORTRAN Reference manuals will not be flagged 
until an attempt is made to load the OIJTFILE. 

The OUTFILE is rewound at the beginning and end of AUTOLAY. It will be ended 
with one end of file mark unless more are forced through *WEOF* cards at 
the end of the text cards. 

The random access file mentioned earlier is called RANSCR and must be a disk 
file; however, at the conclusion of AUTOLAY it can be rewound and copied by 
the normal control cards (REWIND and COPYBF) if the user wishes to save a new 
version of the user library. This file contains all of the routines found 
in the library files input to AUTOLAY minus any duplicate routines, overlay 
cards, and compiler or assembly error records. 

The present version does not allow the use of INPUT (the card reader) as a 
library file. 

14.1.4 AUTOLAY Examples 

Example 1. The initial installation of AUTOLAY as 1 permanent file: 

RFL,60000. 

FTN. 

LOAD(LGO) 

NOGO. 

CATALG(AUTOLAY.AUTOLAY,ID=ARCLIB01,EX=ARC1, 

CN=ARC1,MD=ARC1,RP=999) 

end of record 

AUTOLAY eource deck 

end of record 14.1-3 



Examp1e 2. The initial installation of the program overlay file 

The following deck set up is used for the initial generation of the program 
overlay file NEWPGM on tape ARC01. 

REQUEST NEWPGM,HI. (ARC01/HT&G) 
RFL,60000. 

RUN(S,,,,, ,77000) 

ATTACH(AUTOLAY,AUTOLAY) 

AUTOLAY(NEWPGM,LGO) 

FORTRAN source decks 

OVERLAY(PROGRAM,0,0) 

MAIN 

OVERLAY(PROGRAM,1,0) 

MAIN1 

OVERLAY(PROGRAM,2,0) 

MAIN2 + 

OVERLAY(PROGRAM,3,0) 

MAIN3 

OVERLAY(PROGRAM,I4,0) 
MAIN)) 

OVERIAY(PROGRAM,5,0) 

MAIN5 

0VERLAY(PR0GRAM,6,0) 

MAIN6 

OVERLAY(PROGRAM,7,0) 

MAIN7 

4 
end of record 
0nd of file 

14.1-4 



Example 3.    Modification of the program overlay file. 

The following deck set up is used when making modifications to the program: 

REQUEST 0IJ)PGM,HI.       UäCöI/HORIHC) 

REQUEST NEWPOM.HI.       {ARC02/B.1SG) 

RFL,60000. 

RUN(S,,,,,,77000) 

ATTACH(AUTOLAY,AUTOLAY) 

AUTOLAY (NEWPGM, LGO .OLDPGM) 

«nd of voord 

Modified §ouro* d*ok» 
end of record 

OVERLAY (PROGRAM ,0,0) 

MAIN 

OVERLAY (PROGRAM,! ,0) 

MAIN1 

OVERLAY(PROGRAM,2,0) 

MAIN2 

OVERLAY (PROGRAM ,3,0) 

MAIN3 

OVERLAY(PROGRAM ,U ,0) 

MAINl» 

0VERLAY(PR0GRAM,5,0) 

MAIMS 

0VERLAY(PR0GRAM,6,0) 

MAIN6 

OVERLAY (PROGRAM ,7.0) 

MAIN7 

end of record 

end of fiU 

14.1-5 



APPliNUIX I 

AN INTRODUCTION TO DIALOG: 

A DESIGN INTEGRATION AND ANALYSIS LANGUAGE 

I-i 



ABSTRACT 

A design integration  and analysis   language has  been   implemented in 

a CDC 6C00 series  computer  code  called DIALOG.     It   controls   the sequence 

of execution and data management   function for a community  of  interdependent 

design  computer programs.     The  language  includes   a FORTRAN-like  loop and 

bypass  logic on  groups  of independent  programs.     Each  individual  program 

constitutes a single member  of the  design network.     As   a result,  of this 

development of DIALOG,  any  existing checked out computer program  is   imme- 

diately  available  for  inclusion  in  the1   community.     Flach program can   access 

a dynamically maintained design data base which   forms  the   common   information 

link  among the programs  of the community. 
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APPENDIX I 

AN INTRODUCTION TO DIALOG: 

A DESIGN  INTEGRATION AND ANALYSIS LANGUAGE 

WITH OPEN-ENDED GROWTH  CAPABILITY 

by C.   R.   Glatt,  D.  A.  Watson,  R.  T.  Jones,  and D.  S.  Hague 

Aerophyaias Research Corporation 

1.     SUMMARY 

A program aommunity concept called ODIN has been implemented on the 

CDC 6600 computer which  features 

a. Multiple  computer program execution 

b. Mutual  data commiuiication among programs 

The  concept,  shown schematically  in Figure 1,  allows interdependent 

design programs  to be sequentially executed in  a single Job stream while 

maintaining individual program identity.     Communication between programs 

is through a dynamically  constructed design data base.     Any subset  of the 

total input or output  from the individual programs may be communicated to 

the  data base  or  from the data base to any of the other programs  in the 

community. 

DIALOG is  the  control and communication executive  computer program 

which implements  a aorwrunity of programs  concept.     Figure 1 shows  the 

relationship between DIALOG and the ODIN library of independent technology 

modules.     DIALOG draws  on the ODIN community  for design elements  and 

controls  the  computational sequence  involved  in synthesizing and optimizing 

a given vehicle design.     All interdisciplinary data is  stored in the design 

data base of engineering information.     Any  design element may access and 

modify the  data base through the  DIALOG executive. 
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As a result of the development of DIALOG,  any program can be included 

in the ODIN community on;e its interface requirements are established. 

The program intercommunication techniques consist of 

1. A  language for aantrolling the exeautian cf an  arbitrary 

network of independent programs by simplf." commands, as 

shown in Figure 2. 

2. A control card data base for storing infarmation with 

regard to the execution of individual programs.    These 

data base  files  can be updated either by a separate run 

or dynamically in the simulation. 

3. A dynamiaally constructed data base containing all inter- 

program data.    These data can be saved at user-selected 

points in the simulation.    The data base size  can b^ 

adjusted Dy the user. 

I4.    A  language for automatiaally retrieving data base infor- 

mation as input to any program in the synthesis.    An 

advanced information access and retrieval system was 

developed and included as an integral part  of the DIALOG 

executive.    The language requires no modification to the 

ODIN program. 

5. A simple technique  for allowing any program in the syathesis 

to update the data base.    The technique does not influence 

the normal stand-alone operation of the program. 

6. A user-oriented method for generating reduced size/reduced 

scope   modules   from the parent programs. 

7. A capability for generating one or more stylized reports as 

a part of the normal computer output. 
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CONTROL LOGIC PROGRAM FLOW 

DL^IGN POINT1 

EXECUTE SSSP 
Data for SSSP 

EXECUTE DAPCA 
Data for DAPCA 

EXECUTE AESOP 
Data for AESOP 

LOOP TO POINTE 
IF JJJ.CT.EQ 

I 
|   LOOP TO P0INT1 

I 
I    DESIGN POINTE 

EXECUTE REPORT 
1 Data for REPORT 

I 
I 
I END SinULATION 

TART 

*>    DESIGN POINT 1 

Figure 2.  ODIN Control Logic 
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8. The operational flexibility of batch or interactive 

modes of operation. 

All elements of the program intercommunication system are directly 

controlled by the independent executive program DIALOG. Significant 

advantages of this technique over a single design synthesis program are 

listed below. 

1. Rapid response to ever changing design requirements. The 

user has the choice of design synthesis model complexity 

through replacement of independent functional modules or 

enrichment by inclusion of new or additional functional 

modules. 

2. The data base reflects the status of the current design. 

Individual programs such as aerodynamics, structures, or 

graphics, can be exercised by using data base information 

without need for execution of other functional modules. 

3. The developer of new technological modules is unconstrained 

by the requirements of the synthesis. New computer programs 

are immediately available for inclusion in the community of 

programs. 

U. The elapsed time for design analysis is significantly reduced 

by performing the bulk of the information transfer in the 

computer. An improvement in data quality results from more 

accurate transfer of information. 

5. Tho contributors to the design process place 

dence in the results due to the use of proven 

technological modules. 

greater confi-

independent 



2. INTRODUCTION 

The design of an aerospace vehicle demands the involvement of specialists 

from all engineering disciplines. Many design iterations are usually required. 

Each discipline generally is constrained by the requirements of other disci-

plines, and much laborious data communication is required at each step. 

Automation of the individual disciplines has played a key role in the design 

process for more than a decade. Structural analysis and system performance 

have led the way in computer applications. More recent attempts at merging 

the technologies into a single preliminary design tool are exemplified bv 

Reference 1. Here, a complete synthesis of the design and mission analysis 

is contained in a single computer program. 

Concurrent with the development of integrated design computer programs 

were efforts at optimization of the designs themselves. A modular approach 

to optimization is reported in Reference 2. This approach was employed when 

the programs of Reference 1 and Reference 2 were coupled. The results 

reported in Reference 3 indicate that optimization of the design process is 

possible; in a mathematical sense it represent̂  a much simpler optimization 

problem than many single discipline problems. 

The confidence gained in early simulation attempts has led to the 

development of more detailed and complex modules. References h through 6 
are examples of advanced simulation programs. However, most modern day 

programs tend to suffer from one or more of the following discrepancies: 

1. Lack of depth in analysis 

2. Insufficient data intercommunication 

3. Poor response to rapidly changing requirements 

The practical value of a simulation technique is measured by its useful 

life. That is, it should be open ended from the point of view of additions, 

deletions, substitutions, and improvements in engineering capability. The 

techniques should impose no constraints on development in new technology 

areas. One recent development reported in Reference 7 addressed these 



problems by  retaining the  functional identity of individual technologies 

but demanded a special input-output  format supplied  by the executive. 

The ODIN concept  implemented by  the DIALOG executive  Is  an effort to 

overcome most of the shortcomings  inherent  in its  predecessors. 

I-T 



3. GENERAL DESCRIPTION OF DIALOG 

An independent executive computer program called DIALOG has been 

developed for linking separately developed computer programs in an 

arbitrary network, the objective being to study complex engineering 

systems whose elements are represented by other computer programs. 

Any subset of the incoming or outgoing data of a member program may 

be communicated to the other members through DIALOG. The objective 

of the development is to implement the Optimal Design Integration concept, 
ODIN. 

3.1 ODIN Concept 

The ODIN concept allows a aormamity of interdependent design, 
mission and sizing programs to be sequentially executed in an arbitrary 

network while maintaining full individual program identity. Communication 

between programs is maintained through a dynamically constructed design 
data base. Any subset of the total input or output from the individual 

programs may be communicated to the data base, and any subset of data 

may be communicated to any of the other programs in the community. The 

Zanguage for controlling the execution of computer programs and the flow 
of engineering information is contained in the DIALOG executive computer 
program. 

3.2 DIALOG Executive 

The DIALOG functions are shown schematically in Figure 3. It pre-

processes the program control directives resulting in the creation or 

updating of a control file. This file establishes the network of computer 

program executions which will perform the intended design activity. As 

the computer processes the control file, DIALOG is repeatedly executed 

after each design program. At each successive execution DIALOG extracts 

selected information from the design program output and install* or updates 

the information in the data base. Additionally, DIALOG interrogates the 

input stream of the succeeding design program and merges data base infor-

mation with it. In practice, the DIALOG program is essentially transparent 
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to the user, appearing only as  an input language which augments the input 

of existing design programs. 

The design activities  can include the performance of design integ- 

ration function,  creation of reduced size modules  and special purpose 

programs,  and data handling functions.    Provisions have been made for 

stylized report generation including graphical data.    The use of inter- 

active graphics  can be tied to any or all the design activities  at the 

user's option. 

The objective  in the development  of DIALOG was  to provide a technique 

which would permit the simulation of the design process in an open-ended 

manner.    Modules of varying complexity from all disciplines can be selected 

to suit the level of detail involvrd.    Free  flow of information  from one 

module to the other is provided in a hands-off manner; yet manual override 

capability is provided at appropriate points. 

The objectives of earlier developments are not entirely dissimilar, 

but the efforts to achieve these objectives have been directed toward a 

single coraputer program containing all necessary modules and subroutines 

with a main executive program.    The result is a software system which 

strains the core capacity of even the largest computers.    They have relied 

heavily on the overlay  feature available on most machines  to solve the 

core  limit problem.     The overlay technique involves  splitting the analysis 

into several separately executed  links with a block of core reserved in 

the root for resident data required by two or more of the subordinate 

links.    The resident  data contains the engineering information referenced 

by location.    As the complexity of the program increases, the resident 

data requirements  limit the size of the links; the number of links increases 

until a point is  reached where the overhead expense   (peripheral processing 

cost) of overlay seriously detracts  from the usefulness  of the program. 

The resultant program is  closed-ended; deletion and replacement of 

functional modules  is  difficult, since there is an  inevitable waste of 

core due to uncertainty  of previous  allocation of the  space. 
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The ODIN concept essentially replaces the overlay structured program 

with a sequence of independently executed programs which perform the same 

functions.     Instead of drawing on and replacing the resident data in the 

root link,  each program simply reads and writes data in the normal manner; 

i.e.,  card, tape, or disk.     DIALOG is designed essentially to perform the 

root link function in a separate program execution.    It extracts  information 

and merges data base information with the input stream of other programs. 

Since the data base is dynamically constructed, it need only  contain that 

information of interest to the present simulation.    The result   is  a concept 

that allows  an indefinite number of program modules representing the design 

activity yet the core requirement  is no larger than the largest  module  in 

the simulation. 

The success of DIALOG is  largely attributable to two ancillary develop- 

ments,  RANDAC and CCLINK.     RANDAC is  a Rapid and Accurate Name-Oriented 

Directory Access Code,  described in Reference 8, which  forms  the basis   for 

the data base construction and intercommunication capability.     Appendix A 

provides  a description of the database construction and access  techniques. 

CCLINK is a Control Card LINKage program which provides the multiple program 

execution capability on the  CDC 6000 series computers.    This program is 

described in Appendix B.     DIALOG combines the capabilities  of RANDAC and 

CCLINK to form a unified approach to vehicle design synthesis. 

3.3    Control Card Data Base 

DIALOG contains FORTRAN-like branching logic  for controlling the   flow 

of computer programs through the machine.    It performs this  function in 

the environment of a aontrol card iata base, assembling a sequence of 

machine instructions based on simple user commands.    Each data base entry 

is  a subset of machine instructions  for performing some task such as 

execution of a computer program,  saving some data or compiling some source 

code.     The branching capability  permits  conditional transfer to alternate 

sequences  of program executions.     Sizing and optimization loops  are easily 

constructed using the DIALOG language. 
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3.U    Design Data Base 

DIALOG dynamically maintains  a data base of engineering information 

from user supplied information as well as  information from the Community 

of ODIN programs.  It is executed at the beginning of the sequence of 

design programs to initialize the data base then is executed repeatedly 

after each  design program, as  shown in Figure h.    At each successive 

execution DIALOG extracts  selected information from the  design program 

output and installs or updates  the information in the data base.     Addi- 

tionally,   DIALOG interrogates  the  input  stream of the succeeding design 

program and merges  data base  information with it.     In practice,  the 

DIALOG program is essentially  transparent to the user,  appearing only  as 

an input   language which augments  the input of existing design programs. 

3.5    Information Storage  and Retrieval 

DIALOG contains an advanced computer code for storing and  retrieving 

information by name.    The primary objective of this method,  called indirect 

access,  is to reduce computer time required to locate information.    In 

a directory of n items, the  commonly used method of linear probing tech- 

niques  requires an average of n/2 probes  to locate a given  item of infor- 

mation.     The average number of probes  required to locate an item in the 

directory is independent of directory size.    This number is usually less 

than two and typically approaches  one. 

3.6    Units  Conversion and Scaling 

The  DIALOG language  contains  a FORTRAN-like scaling capability  for 

the convenience of the user.     Any va-iable residing in the data base may 

be altered by any combination of arithmetic operations before being passed 

to the user program.    Alternately, the saalod variable may be restored in 

the data base.    The operations  may be addition, subtraction, multiplication, 

division,  or exponentiation.     The operands may be constants  or data base 

variables.     In special cases,  entire arrays may be scaled by a single 

statement. 
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3.7    Report Generation 

The  DIALOG program contains  a built-in  report generation  capability 

which permits the user to format stylized reports based on data base 

information.     Reports may be requested at  any point in the simulation 

and may be  merged with independently generated graphical output  data. 
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h.    THE DIALOG LANGUAGE 

The DIALOG language consists of Qommuniaation commands and aontrol 

directives as  shown schen^.tically in  Figure 5.     It  is  designed to augment 

the normal input  stream of the ODIN programs.     As  such,   all information 

intended  for interpretation by DIALOG must be delimited.     Communication 

commands   are generally imbedded in the  ODIN program data.    They control 

the  flow of information  from the design data base to the ODIN program 

modules.     As  such,   they  form the common  information  link among the ODIN 

community  of programs.     It will be shown that  a special  output   file  from 

each ODIN program is  itself a communication command to DIALOG.     It passes 

information  from the ODIN program to the design  data base.    The special 

output  file does not affect the normal operation of the ODIN program. 

The  control  directives define the   flow of ODIN program modulej  through 

the computer.    The control directives  pertaining to the  individual programs 

generelly precede  the  data for the program.     A set  of eight control  direc- 

tives have been  coded which provide user oriented  control and minimize 

the amount of usual  control information  required to execute an ODIN simu- 

lation.     In the  ODIN  community of programs,  the  user at  Langley Research 

Center will need the  following control   cards  to  launch  a simulation; 

JOB,  

USER.  

FTETOH(A368:),L3PR ,B0TH,0D1NRLV,CCDATA) 

CCLINK(ODINRLV) 

"^89 

The execution of these control cards   results   in   fetching and linking to 

the ODIN  system.     All other ODIN module  control will  be defined by control 

directives,and all  intercommunication will  be  defined by  communication 

commands. 
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l*.l Control Directives 

The control directives are a set of simple commands summarized in 

Figure 6. They are used to establish the network of programs which will 

be executed in the design simulation. They are placed sequentially prior 

to the data (if any) associated with the directive. Associated data is 
always followed by an end of record. Each record may be augmented by 

other directives but must precede the directive which has data associated 

with it. Figure 7 is f<n example of a set of control directives repre-

senting the simulation of a space shuttle preliminary design cost optimi-

zation. In the example, a fresh copy of DBASE is specified, and control 

cards are temporarily updated. The input format follows the communication 

rules defined in Section b.2. 

The next command initializes the AESOP data base required outside the 

AESOP loop. DESIGN P0INT1 identifies the beginning of the AESOP loop. 

The next four sets of data are straightforward EXECUTE instructions followed 

by the appropriate data files. The LOOP directive specilies a branch to 

P0INT1, specified earlier in the sequence. 

The IF directive is a condition on the LOOP directive; JJJ must be a 

data base name. EXECUTE REPORT is a special DIALOG command which permits 

the user to stylize a report in his own format. This report may include 

information as required from the data base. This is discussed in detail 

in Section U.3. The 'END statement must be the last instruction in the 

simulation. 

In summary, the user defines a sequence of EXECUTE directives for the 

ODIN programs by name. Following each EXECUTE directive is the data for the 

program to be executed. Design loops may be defined by the DESIGN and LOOP 

directives. The DESIGN directive defines a unique point in the sequence 

where control may be returned. The LOOP directive may be conditional upon 

satisfying any number of IF directives. 

The INITAL directive provides a fresh copy of the named file; for 

example, 

'INITAL DBASE' 
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r 
*   'EXECUTE    name' 

INITAL name' 

A scenario directive for executing a program 
or function by name.    Any name for which a 
prestcred set of control cards has been defined 
is legal. 

File handling directive for initializing files; 
the three acceptable names  are 

DBASE* - design data base 
CCDATA*- control card data base 
LUSOP    - AESOP data base 

»   'UPDATE    name1 Same as  INITAL except that LUSOP is not accep- 
table. 

'DESIGN name' 

'LOOP TO name' 

Scenario directive defining a point in the 
execution sequence   (like a FORTRAN statement 
label); name is any data base name. 

Branching instruction referring to a design 
name.    It can be conditional or unconditioned. 

'IF name.OP.name'   Condition for branching.     Any number of 
conditions may be specified on separate cards 
after a LOOP directive.     If more than one 
condition is  specified,   .OR.  is implied. That 
is, any of the conditions satisfied will 
trigger the branch instruction. 

•RESTRT' Means use the existing data base.    It must 
have previously been defined and stored. 

t    OP is a conditional operator (LT,LE,EQ,GE,GT) 

*    Data is expected; end of reaorxl (T89)  is  required. 

Figure 6.    Control Directives 
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•IHITAL DBASE» 
Data Base Initialization Data 

789- End of Record 

•UPDATE CCARDS' 
Updates to Control Card Data Base 

789.  End of Record 

'INITAL AESOP' 

•DESIGN POrNTl' 

'EXECUTE SSSP1 

[Data for SSSP 

789, End of Record 

•EXECUTE DAPCH' 

{Data for DAPCA 

789  End of Record 

•EXECUTE AESOP' 
{Data for AESOP 

789 End of Record 

'LOOP TO POINTl' 

•IF JJJ.LT.15' 

'EXECUTE REPORT' 
{Data for REPORT 

789^  End of Record 

'END ODIN' 

67f % 
End of Information 

Figure  7.     ODIN/RLV Control Directives 
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blanks all information in the design data base and prepares to accept 

newly defined entries with the information which follows. The UPDATE 

directory loads the current file and prepares to accept updates. 

The END directive signifies the end of the input and the end of the 

simulation. This directive (must be present) is used to terminate reading 

of input and also to normally terminate execution of the simulation. 

lj.2 Communication Commands 

The communication commands provide a means of dynamically maintaining 
a data base of engineering information pertaining to the design being 

simulated. They control all exchange of information within the program 

community. These commands can be freely interspersed within the ODIN 

program data. They are generally used for identifying, adding, modifying, 

scaling, and printing <ata base information, retrieving and replacing 

scaled information from the design data base for use by the ODIN programs 

in the simulation, and identifying and printing ODIN program module input 
data. 

The communication commands consist of three types: the replacement 
command in which data base names placed on an input card are replaced with 
data base information, the action cormands which cause the alteration or 
manipulation of data base variables, and the logic commands which alter the 
flow of information in DIALOG. 

k.2.1 Replacement <?nmmnnrl. Among the DIALOG functions is a passive 

replacement command which augments the normal input of any ODIN program 

module. The input stream of the individual programs are read by DIALOG, 

and the communication commands are interpreted. Based on the instructions 

encountered, DIALOG builds a modified input stream which is acceptable to 

the ODIN program module and contains the desired data base information. 

The ODIN module is then executed in the normal batch mode with its normal 

input format and is totally unaware that it forms an element of a design 

simulation. 
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U.2.1.1 Simple replacement. The replacement commands consist of 

simple element replacement and array transfer. For element replacement, 

the user places the name of the desired data base variable on the input 

data card enclosed with DIALOG delimiters; the delimiters define the field 

to be used. For example, suppose the normal card input were a series of 

six numbers in fields of ten columns each 

1- 2. 3. k. 5. 6. 

If the user desired that the fifth number be taken from the data base and 

if the data base name were BETA, the card would read 

1- 2. 3. k. 'BETA ' 6. 

DIALOG would isolate the word BETA by identifying the delimiters, locate 

the name BETA in the data base directory; retrieve the value associated 

with BETA, and replace the name and delimiters by the most significant 

part of the data base value within the field defined by the delimiters. 
There must be no imbedded blanks between the first delimiter and the data 

base name. In the case of an integer, the number would be right adjusted 
in that field. Each time the program is executed, the user program would 

receive the current data base value of BETA. Logical variables, .TRUE, 

and .FALSE.,and hollerith information are also permitted. Further, an 

element of an array such as A(3) may also be used in the replacement, function. 

h.2.1.2 Replacement with scaling. In addition to simple replacement, 

DIALOG has the capability of scaling data base values before replacement. 

Suppose the previous example required that BETA be scaled by a factor of 

two, then the input card would read 

2. 3. 1». 'BETA*2. ' 6. 

The scal ing law in DIALOG conforms to simple ari thmetic operations such 
as addi t ion, subtract ion, mul t ip l ica t ion , d iv is ion, and exponentiation 
performed in a sequential manner. Mixed mode arithmetic is not allowed. 
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A thorough knowledge of the arithmetic structure of data base  information 

is  expected of the  user.     The  factors used for scaling can be  constants or 

other database variable names,  i.e., 

•BETA+GAMIA' 

and up to ten operations   can be performed before  replacement.     The rules 

for using communication  commands   are  set  forth  in  Figure  8.     Each operation 

applies  to the  result of ail previous operations.     In  the expression 

'A+I^C+U' 

B is  added to A,   the  result  multiplied by  C,  and that  result  added to D. 

14.2.1.3    Array replacement.     In addition to simple  replacement, DIALOG 

has  the capability of transferring entire arrays   from the data base to the 

user's  input stream.     This  command is  limited to namelist  or other suitable 

free  field input packages.     Its  usage is identical with simple replacement. 

The user places the data base  array name in the  input  stream enclosed by 

DIALOG delimiters.     DIALOG identifies the array  and places  all  values  from 

the data base  into the input stream udding card  records  as  required to 

perform this   function. 

The scaling rules  of Figure  8 apply to array transfer as well   as simple 

replacement.     In the expression A#B where A is  an  array and where  D is a 

scalar, each element of A is multiplied by the scalar B before  replacement. 

If A and B were ai. ays,  the  arrays would be multiplied  together element by 

element until the array with the least elements were  exhausted;   i.e.,  the 

resultant array  is   limited to the  length of the smallest  array   in  the expression. 

h,2.2    Action  Commands.     Action commands  consist  of five  types:    ADD, 

DELETE,  DEFINE,   INITAL,   and   .   (comment).     They  permit  the  addition,   deletion, 

definition,  initialization of data base information,  and comments  pertaining 

to user data;  they  are  itemized  in  Figure 9.     In  general,  these  commands  are 

placed in the data stream with  suitable delimiters.     They are  interpreted 

and executed by DIALOG,  but not  seen by the ODIN  modules.     All   five  commands 





USER INTERACTION WITH THE DATA BASE 

'ADD A=B,. Used to create a new data base entry or alter the 

information associated with an existing data base entry 

A is a new or existing data base entry, scalar or vector. 

B is the update information which can be real, integer 

or logical constants, variables, or scaled combinations 

of scalar or vector elements. 

Multiple commands can be executed. 

•DELETE A,B,.. . • Used to delete entries in the data base. Multiple 

deletions can be executed. 

DEFINE A-n, description' Used to define new or existing entries in the data 

base 

A is the new or existing data base entry 

n is the desired number of data base locations; it is 

ignored if the entry exists; the default is 1 of 

omitted. 

description is the hollerith information associated 

with the variable A. 

'INITAL A=B» Used to initialize the data base. The rules are the 

same as for the ADD command. 

'. comment' Used to identify ODIN program data. DIALOG replaces the 

comment and delimiters with blanks in the ODIN program 

data deck. 

Figure 9. Action Commands 
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permit the same general  format;  a single  command opens  the way  to any 

number of actions of the same type separated by conuna.1:. 

'COMMAND act. on,action,action' 

^.2.2.1    ADD command.    The ADD command has  the  followint7  format: 

'ADD A=B, 

where A is a new or existing data base variable-, B can be real, integer, 

logical hollerith, or another data base name. B can also be a combination 

of data base names and numbers such as C*D or C*12. or I*2+J.  However, 

combinations cannot start with a number since A=12*B would impTy that A is 

an array of 1? values all equal to B.  This array initialization (A=n*X) 

is not considered mixed mode arithmetic and is interpreted correctly. 

Similar acceptable forms of the ADD command are 

1. 'ADD A=B,C,D,E'      A is an array of four elements whose values 

are the values of the data base variables 

B,C,D,E, if they exist. If they do not exist 

in  the data base, B,C,D,  or E are stored as 

elements  of A. 

2. 'ADD A=B, OD'       A is a scalar or the first element of an 

existing array whose value will be the value 

of the data base B.  C is a scalar or the 

first element of an array whose value will 

be the value of the data base variable D. 

In general, more than one variable may be 

added or modified with a single command. 

Continuation cards may be used. 

3. 'ADD A=B,,C, D*E'     A is a two-element array whose elements are 

the combination, B*C and the combination D*E. 

In general, all the scaling rules of Figure 3 

apply to each element of an array. 
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k.     'ADD ^=12*5.' A is an array of twelve elements which will 

be loaded with 5.0.     In general, this is 

the only oorrbination which permits  a leading 

number.    All other combinations must have 

leading names.    For example, A = -B    or 

A = -1*B would not be acceptable.    The user 

would have to use A = B*-l. 

k.2.2.2    The DELETE command.     The  DELETE command has  the following 

format: 

'DELETE A1 

A is the name of a data base variable. This command deletes the name from 

the data base directory but does not delete the space allocated in the data 

base.  Multiple variables may be deleted as follows: 

'DELETE A,B,C,' 

until a second delimiter is encountered. 

U.2.2.3    The DEFINE command.     This  command is used for defining data 

base variables.    The definitions are stored In the data base directory and 

are  recalled when the data b ise information is  recalled.    The  format  of 

the DEFINE command is 

•DEFINE A=n, FIRST LETTERS 

where A is the name of a new or existing variable,  and n is the number of 

elements if A is a new array.     It  is ignored if A is  an existing data base 

entry.     If omitted, n  defaults to 1.    The information  following the  comma 

is  a dtring of hollerJth information defining the data base variable A. 

k.2,2.k    Special ADD-iike  commands.    The INIT command is  used to 

initialize the data base with information needed by the ODIN simulation 
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but not already existing in the data base.    The format and rules  are all 

the same as  for the ADD command 

'INIT A=B, 

In reality the word INIT is   optional;  any word up to ten characters may be 

used.    All commands are stored in the data base directory as the  first 

word of the description.    This scheme is used to identify the origin of 

every piece of information in the data base.    The output from every ODIN 

module is  a special namelist  file.     DIALOG treats the namelist name as 

an ADD-like command based on the value of BUILD (see Section k.2.3).  The 

information added from this  file is  assigned the namelist name as part of 

the description.    The namelist name can and should be descriptive of the 

originating module.    In this manner, th'   user can easily identify the 

origin of a particular piece of data has-?  information.     Figure 10  is  a 

anapehot of the data base during a sample simulation identifying the names, 

locations,  lengths, values, origins,  and descriptions of all entries in 

the data base. 

l+.i\2.5    The  .   (comment)  command.    This  command is used to identify 

u°er data.     It represents  information which will not be seen by the ODIN 

program nor passed to the data base.    DIALOG interprets it as  a meaningless 

data and simply replaces the information with blanks.    The  format  for the 

command is 

'.   THIS IS A COMMENT' 

The comment is enclosed with data base delimiters.    The   (.) signifies  the 

information which follows  (including the command and delimiters) is to be 

ignored, that is, replaced by blanks.    The comment may be used on a data 

card or on a separate card.     If a separate card is used, the entire card 

is  ignored. 

k.2.3    Logic Commands.     Logic commands control the  flow of information 

within the DIALOG program.     They are in the form of data base entries  or 

keywords which are interrogated at each pass through DIALOG.    Depending on 
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its presence and/or its value, DIALOG performs some special function. 

The following keywords currently have significance in the DIALOG program. 

1.     BUILD=n Keyword providing disposition of previously unde- 

fined names in the special ODIN module output files, 

n = 0, Ignore undefined names 

n ■ 1, Add undefined names and values to data base 

2.  CRDSKP=n Controls the number of cards or records to be 

skipped before looking for more data base infor- 

mation. This keyword facilitates a reduction in 

processing time for the ODIN module input data; 

always reset to zero. 

3. DBDUMP    Keyword providing for the printing of all names, 

values, origin, and definitions in the data base. 

Figure A3 is an example of this report. 

h.    ELTIME    Prints the elapsed time after each ODIN module. 

5. INDUMP    Keyword providing for printing the modified input 

for the next ODIN module, just as the ODIN module 

will see it. 

6. OUTDMF    Keyword providing for printing the special output 

file from ODIN program modules.  It contains the 

candidate information for the ODIN data base. 

RUNID Hollerith identification given to the simulation. 

U.3    Report Generation and Graphics 

One of the primary functions of a good design simulation is the 

communication of input and output information to the design staff.  Each 

member is  interested in a specific subset  of irformation and generally 

does not want to be burdened with unneeded data.    Providing Just the right 
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amount of data would seem an extremely difficult task for a simulation 

with the flexibility of the ODIN system.    However, the unique feature of 

the DIALOG executive which permits the user to manipulate design programs 

at the input/output level also provides the basic capability required for 

automatic report generation. 

U.3.1    Stylized reports.    During the  initial phase of coordinating 

the simulation requirements the design specialists staff selects subsets 

of the data base information to be communicated to each staff member for 

analysis.    The  format of the individual reports are tailored to the needs 

of the  individuals  receiving the information.    Once the format is estab- 

lished,  it is keypunched on data cards with data base information being 

identified by name in the manner described in Section h.?..2.    These data 

cards become a report file which can be  fed to the DIALOG executive  at 

any point in the  simulation.    The report is generated by the control direc- 

tive  'EXECUTE REPORT'.    DIALOG interrogates the report  file for data base 

names  and replaces the name and delimitors with the appropriate data base 

information.    The  file is then printed resulting in a summary report on 

the current status of the design.    Lager modifications to the format are 

as simple as changine a data card. 

A mini-report exemplifying this technique is shown in Figure  11. 

Many of the  features of the DIALOG language including scaling and adding 

data base information are being used in a completely free field report 

format.    The first column of each card is reserved for printer carriage 

control providing a convenient means  of paging and spacing for report 

clarity.    Figure  11 also shows the printed results of the report file as 

augmented by data base information. 

U.3.2    Graphics.    DIALOG contains  no graphics within the program. 

Instead,  two independent plot programs.  References 9 and 10, have been 

provided which can plot input information, information from the data 

base,  or information  from special binary  files.    These programs have 

several plot device options.    There is  a quiok look printer plot which 

provides  low resolution plotted information  from the on-Hue printer. 

Figure  12 exemplifies the quality of Information  from this option. 
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Figure 11.    Example Input  and Output  for Report 
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A report quality CALCOMP plot may be generated and plotted off-line. 

This option permits scales and annotation on the graph. Figure 13 exem- 

plifies this type o1' chart from the CALCOMP option. 

The program may be used in an interactive mode on the CDC 250 display 

console. Plots which are generated and displayed can be scaled and regen- 

erated to suit the user requirements. Hard copy may be obtained directly 

from the console. Figure Ik  is an example output from the CDC 250 hard 

copy opti on. 
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Figure lU. Example of CDC 250 Hard Copy Opt 
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5.  DIALOG USAGE EXAMPLES 

The ODIN simulation concept requires only five control cards to 

initiate regardless of the type of synthesis to be performed. 

JOB  

USER  

FETCH (A3682,SPR ,BOTH,ODINRLV,CCDATA) 

CCLINK(ODINRLV) 

TSo end of record 

All program control is handled through the DIALOG control direativoe. All 

data intercommunication is handled through DIALOG corrrrmiaation aommande. 

These DIALOG  functions  are discusE"d in Section  h. 

Five sample cases using the DIALOG executive are discussed below. 

1. A sample  optimization problem involving the  use of SSSP, DAPOA, 

and AESOP.    Two parameters, engine thrust and booster mass  ratio, were 

selected as the performance criteria.    Figure 15 shows the DIALOG control 

directives and flow diagram for this example.    Results of this study are 

discussed in Appendix C. 

2. An example of construction and storage of a control card data 

base using DIALOG is shown in Figure 16.    This setup is equally applicable 

to construction and storage of a design data base.     In the  latter case 

initialization data would be included for  'INITAL DBASE.' 

3. A coupling of the TNCYCL and PLOTTR program.  Figure  IT, demonstrates 

the ability to generate engine cycle analysis data and to plot the essential 

information with no special programming provisions.     PLOTTR is equally useful 

for obtaininr plotted information from any analysis program. 

h.    The use of FORTRAN language to augment the existing synthesis 

capabilities of the ODIN program community is accomplished by a user written 

FOPTRAN program (it  could be any lan^iage) which can be compiled and 
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executed durinp; ari ODIN  simulation.     Figure 18 shows  the procedure in 

isolation.     Note that, the  FORTRAN program itself can  draw on  data base 

information  for array  dimensions and data. 

5.     A coupling of the VAMP and  HABACP computer programs   to demonstrate 

the ability of DIALOG to handle  geometry perturbations  i.i  a compatible 

manner  for differing geometry  input  schemes.    Figure  19 shows  the geometry 

perturbations  for VAMP.     The exact same perturbations were made  for HABACP 

although  the panels  are  defined differently. 

Both batch and on-line  graphics   capability arc automatically available 

with ODIN due to the  flexible  coupling of independent programs  through the 

DIALOG executive.    The ODIN concept  permits any analysis  program which has 

on-line  or butch graphics   capability  to be used  in an ODIN simulation,   for 

example,  the HABACP program,   the VAMP program, etc.     Furthermore,  two inde- 

pendent  plot programs,   IMAGE  and PLO'ITR, were developed specifically  for 

Oi)IN batch and on-line  graphics.    The   : mage program displays  vehicle  config- 

uration   'pictures.'     PLOTTR displays   analysis-type plotted information.   Each 

display may be manipulated with regard to location and magnification on the 

CRT.     This  is  accomplished through  a  Langley Research Center-developed 

■ oftwarc   system available with  any  CDC PSO graphics program. 

Finally, the  Independent  EDIT program developed  at  Langley permits the 

on-line editing of any  file of information available to the current  Job. 

This  is  particularly  useful  to the ODIN  concept  since multiple programs  are 

being executed.    The input,  output,   and program control  files  can be edited 

in an  in-line manner or under  abnormal  termination conditions. 

Batch and on-line graphics application for the same problem is shown 

in Figure .'0 . Her»-, the basic analysis modules are augmented by the graphics 

capabilities of EDIT, PIOTTR, and IMAGE. The efficient use of the inter- 

active mode depends on the use of the standard CDC utility, RFL. Typical 

core requirements are indicated in Figure ?0. Although the maximum field 

length   for the Job  is   l'»0,000  octal,   the majority of central  processing 
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time will be spent  in the EDIT, PLOTTR,  and  IMAGF programs.    These typically 

require less  than  30,000.    The RFL utility  permits  adjustment of field 

length  to accomodate the program currently  in  core. 
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APPENDIX  I-A 

D/TA BASE CONSTRUCTION 

The data base consists o? a free storage array where desired 

information is stored and a directory of unique nane-oriented iden- 

tifiers for the stored information.    The directory acts as a table 

of contents and identifies the location of the data and the number 

of elements that reside in the free storage array.    A brief description 

of the variable can also be stored in the directory.    An advanced 

keyword access technique called RANDAC (Reliable and Accurate Name- 

Oriented Directory Access Code) has been developed for storing and 

accessing data in the data base through the use of the name-oriented 

directory.    Approximately 10,000 variables per second can be located 

using this technique.     DIALOG makes extensive use of RANDAC for commu- 

nicating information to and from the data base. 

1.     DATA BASE SIZE 

The DIALOG program has been written such that both the design data 

base and the data base directory can be varied in length.    Further, the 

data base directory can be expanded to provide more definitive infor- 

mation.    The nominal size of the design daca base is  300 elements.    This 

can be expanded to the limits of the computer or approximately 50,000 

elements  (on the CDC 6600) with the alteration of a single dimension in 

the DIALOG main program.     In addition, more than one data base may be 

defined for any one simulation. 

The nominal size of the data base directory is 70 entries including 

four words of definitive information.    Both the number of entries and the 

length of the definition can be expanded or contracted as simply as the 

design data base discussed above. 
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2.     DESCRIPTION OF INDIRECT ACCESS METHOD 

Indirect access techniques like RANDAC employ similar algorithms. 

Items are entered into a directory using a pointer, or probe, which is 

computed from the name  of the item by means of some hash coding scheme. 

As long as no two inserted items have the same hash code,  retrieval of 

the information can be performed in  a single step regardless of the size 

of the directory. 

However, when two items have the same hash code,  a aollieion is 

said to exist.     If a collision is encountered upon entering aii item, an 

alternate directoiy location must be defined.    This  is  accomplished by 

chaining the collision  location to the alternate  location  in the directory. 

Upon retrievfvl of the  colliding item, the collision must be resolved by 

following the chain until the item is  found. 

2.1    Hash Coding the  Key 

Every  character used by the computer has  a unique numerical  represen- 

tation.    Combinations of characters which  form words also display unique- 

ness characteristics.     For exanyle,  the word GPAK does not have the same 

numerical representation as  FPAK.    This uniqueness  characteristic is used 

by RANDAC in assigning a value to the directory probe, a candidate entry 

location in the directory. 

If the directory were very large (say 2 -1, where k is the computer 

word length) then hash coding would not be necessary. The unique numerical 

representation would be used as the probe. For smaller directories, the 

minimum requirement for hash coding is to modify the numerical represen- 

tation of the key with the length of the directory. This provides a probe 

value which is within the limits of the directory but may not point to a 

unique location in the  directory. 

The objective of hash  coding is to spread the calculated addresses 

uniformly over the available directory locations thereby  reducing the 

number of collisions which  may occur. 
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These methoda are broadly subdivided into  logical and arithmjtia. 

Logical methods seek to eliminate adverse characteristics, such as imbedded 

blanks, which tend to group items with dominant numerical characteristics. 

Arithmetic methods seek to alter the numerical  representation into a more 

unique form by performing some  arithmetic operation on  it. 

The hash codi .g technique used in RANDAC performs no logical or 

arithmetic operation on the key.     It has been shown in tests of many 

directories  that  operations  performed on the key are  a greater penalty in 

time than the  resolution of the collisions hash coding seeks  to avoid.  The 

number of collisions  typically  runs   from 10 to 20 per cent  for uncoded 

keys.    This  means that more than 80 per cent of the variables  can be 

accessed with a single operation.     If hash coding is  used beyond the 

normal MOD function,  100 per cent of the variables  require more than one 

operation.    Further, there is  no guarantee that  the cod^d key will signi- 

ficantly reduce the collisions. 

2.2    Resolving Collisions 

After the initial entry has been made  into a directory,  the possibility 

exists for the computed addresses of new keys to duplicate existing entries 

causing a collision between the storage locations allocated to each.    Alter- 

nate locations must be established for colliding entries.     In general, when 

the table is nearly  full, many collisions may occur while probing the table 

for an empty slot.    Hence, some procedure is needed which generates addi- 

tional calculated addresses until an empty slot  is  found, probing the entire 

table if necessai7.    Of course,  the same procedure for generating additional 

calculated addresses  must le used when the item is  locked up  later. 

In practice, when the  RANDAC routine  is   initially  called,   it is not 

necessary to specifV whether  an  item is being entered or being looked up. 

What is required of the routine is  to determine  the address  at which the 

offered key belongs and to report whether the key was  already entered. Then 

the  calling routine can make the entry or extract the information, as 
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appropriate.    The procedure then will be to generate successive hash 

addresses until encountering either the location that oontatna the deaired 

key or unused location.    In the latter case the key can be entered in the 

unused location. 

2.3    Storage and Retrieval Method 

The RANDAC method of storage and retrieval involves a directory entry 

of four basic elements: 

KEY A unique literal representation which identifies the 

information being stored.    It may be one or more words 

which are hash coded into an address called a probe. 

VALUE One or more words of Information associated with the KEY 

HASH TABLE Table of directory entry locations addressed by the probe. 

This table is appended to and the same length as the 

directory. 

COLLISION TABLE     Table of alternate directory locations which ahedn direc- 

tory entries with the same hash address or probe. 

These four elements form the width of the directory which can be variable 

depending upon how many words are used for the KEY and VALUE.    Figure Al shows 

a schematic of the directory layout.    The length of the directory is also 

specified by the user. 

When a FIND operation is requested, the key is  converted into a hash 

address,  KTRO'JE. 

1.    If the hash table at that address is empty, the logical variable 

FOUND Is returned as   .FALSE.    The user then has the option of installing 

a new directory entry with an INSTAL operation.    In this case, the directory 

entry is made at the next  available location, KFREE.    That  location is loaded 
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in the hash table at the probe address, and the next  available  location, 

KFREE, is bumped by one entry. 

t?.    If the hash table at the probe address  is occupied,  the directory 

entry associated with the hash table entry is  compared with the key. 

LJa.     If the key  compares,  then the logical variable  FOUND is  returned 

as   .THUE.    The  user has  the option of installing new information at 

that location with  INSTAL operation or deleting the entry with a 

DELETE operation. 

2b.    If the key does not  compare, then the collision location, which 

is part of the directory entry, is checked for an alternate directory 

location. 

2c.    If the collision location is occupied, the directory  entry 

associated with that address  is compared with the key.     Items 2a 

through 2c are repeated until either the key is  located in the 

directory or the collision location is empty. 

3.    If the collision location is empty, the variable FOUND is returned 

as   .FALSE.    The user has the option of Installing the new directory entry. 

In this case,  the next available directory location is  used,  and the address 

of that entry is loaded into the collision location of the last  entry in the 

chain.    KFREE is bumped by one entry.    In the event that  a directory entry 

is deleted,  the current value of KFREE is stored in the collision locations 

of the deleted entry,  and the deleted entry location is used for KFREE. 
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APPENDIX I-B 

MULTIPLE PROGRAM EXECUTION 

Multiple program execution is the key to success for the DIALOG concept. 

The objective is to provide a vehicle design synthesis made up of several 

individu.il design/mission programs. This is desirable from the designer's 

standpoint because it makes the synthesis highly modular and quite amenable 

to design concept changes. From the user's standpoint, it places little 

additional learning burden in excess of the knowledge required to use the 

individual programs. Further, the computer core requirements do not exceed 

the requirements of the individual programs. 

The full benefit of the DIALOG program is realized when a control file 

is built and executed in the same Job stream. The user can select by input 

the program stream he wishes to execute. Each program has a catalogued 
procedure, a file containing the necessary control cards to execute the 

program. This procedure is stored in the control card data base. Further, 

the user can specify matching and/or optimization loops within the program 

community. The use of catalogued procedures requires a system level 

utility program which allows the user to specify alternate files for Job 

control (other than card input). A special utility program developed for 

DIALOG called CCLINK provides all the capability needed. Versions of this 

utility are operational on all Control Data Corporation CYBERNET computers 

and is in general use throughout the country. CCLINK has been designed to 

minimize the impact on the SCOPE system. 

1. DESCRIPTION OF CCLINK 

CCLINK is a program designed for the 6000 series computers which allows 

the user to transfer to an alternate control card file for job control. 

Conditional branching to selected files can be accomplished by testing an 

index register. The value in the index register is controlled by the ancil-

lary program SETIDEX. CCLINK offers the user the ability to execute 

multiple program Jobs with relatively few control cards. Further, it 

provides a looping capability useful in design matching and optimization 
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problems.    Other advantages of CCLINK include 

• Reduces  card handling errors 

• Reduces errors due to bad control cards 

• Provides standard procedures for heavily used programs 

• Maintains minimum core requirements for all catalogued prog3-ams 

In general, CCLINK simplifies the use of the computer resulting in fewer 

errors.    This is a benefit to all users. 

2.     USE OF CCLINK 

CCLINK is a control card-callable program which reloads th"? control 

card buffer from a given file.    The execution of CCLINK is dependent on 

the validity of the relation of the control card index register and the 

comparison integer with respect to one of the conditional operators. 

The index register is nominally set to zero and can be incremented 

or decremented by the control card SETIDEX{i); where i is positive or 

negative increment. 

Call format: 

CCLINK(Ifn,xx,n) 

where 

Ifn    ■ the logical  file name of the linkage file 

xx      «a conditional operator  (one of the following) 

LT (less  than);  link  if CCIR LT<n 

LE (less, equal) 

GT (greater than) 

GE (greater, equal) 

EQ (equal) 

NE (not equal) 

omitted  (unconditional linkage implied) 

n        = the comparison integer 
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Figure Bl Is an example of CCLINK including use of the indexing 

feature SETIDEX.    The SETIDEX feature which is not essential to the 

DIALOG system does provide useful capability for controlling program 

execution loops. 

Assume the user had a library of programs which he could execute 

sequentially to perform an interdisciplinary design function.     Further, 

assume the sequence of the program required execution ten times  in order 

to satisfy the scaling and matching requirements.    Figure Bl shows a 

schematic of the sequence to be performed and the sequential execution 

of four programs  followed by the incrementing of an index.    The sequence 

of programs is iteratively executed until the value of the index reaches 

ten.    At this value the simulation Job is terminated.    The control card 

set up for doing this Job with CCLINK and SETIDEX is shown in Figure  Bl. 

An additional capability of the CCLINK software package is the 

FORTRAN callable routine LINK.     LINK is a run compiled program loaded 

with the user library which permits the user to specify the next control 

card file to be used following termination of the current program.    The 

calling sequence is 

CALL LINK  (Ifn) 

where Ifn is the logical file name from which the next control card 

will be obtained.    This program gives the user complete logical control 

over the sequence of programs to be executed. 

3.    SYSTEM INTERFACE REQUIREMENTS FOR CCLINK 

The CCLINK software package consists of four progrsuns/subprograms. 

They basically allow the use of alternate control ca^-l files on the  CDC 

6000 series computers.    These programs  are listed below and are  followed 

by a brief description of the scope system Interface requirements. 
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■inn  
Builds a file, USERFIL, from the first    1 
file of the input stream.                                1 

1                                 COI'YUF,INPUT,!JSr.KFlL. 

I                               REWIND,UßKRFI I,. Establishes the SCOPE file pointer at       1 
the becinnlnc of file USERFIL.                      1 

1                               CCLIHK.USKKKTIi. Transfers control to file USERFIL.             1 

7-0-q 

i 
End of file indicator preceeding input     1 

Control cards required to access, load    1 
and execute one or more user prograins.     1 

luSKRFIL     i 
1 
;KTIDEX,+I. Incremontc tho CCLIHK index counter           1 

by +1.                                                         1 

CCLINK,USERFIL,LT,1C. Transfers control to file USERFIL, if       1 
CCI.INK index counter is less than 10,       i 
otherwise exits.                                                   1 

EXIT. • Job terminates when this  statement             1 
is executed.                                                        1 

1                              6-Y-8-9 End of Job indicator following last           1 
statement of Job.                                                 1 

i                               NOTE:    The file pointer to file USERFIL is initially positioned at         1 
1                                            the becinning of this file, and is not altered during                    1 
1                                              execution of thi;; Job.                                                                                      i 

Figure Bl.  Example Use of (VI,INK 
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1. CCL is  a PPU program that handles  setting or clearing the 

index and the actual linking of control cards.    It must 

be loaded with the system. 

2. CCLINK is  a CPU program that  calls  CCL to  return the  index 

value,  tests  the index against  conditions  on the control 

card,   and calls  CCL to  link the  control  card,  if necessary. 

3. SETIDEX is  a CPU program that  calls  CCL to alter the index. 

LINK is  a RUN FORTRAN-callable  routine  to  call  CCL to link 

the control  card.     It  is  stored with the  user programs. 

Almost all Scope  3 systems will accept  these programs without modi- 

fication.     The  theory of operation is that  1AJ uses   a one-word FSP entry 

to define  the noxt  record of the  control  card source.     CCL re-establishes 

that word with  a pointer to a user-provided  file.     A control feature  is 

provided by the use of eighteen bits  in  the  control point area which is 

referred to as  the index.    The cards establishing the  location of these 

eighteen bits are marked in the source decks.    They should be installed 

into the SCPTEXT.     Index setting and testing need not be used, eliminating 

the need for control point area storage. 
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APPENDIX I-C 

ODIN SIMULATION EXAMPLE 

1. Summary 

This report presents the results of a recent optimization study 

using DIALOG.    The objective was to determine the optimal engine 

size and mass distribution of the stages of a two-stage, fully 

reusable launch system having common liquid rocket engines.    The 

vehicle's mass calculation and trajectory simulation were synthe- 

sized by the SSSP computer program of Reference 01.    The optimal 

design solution WP^  obtained by a straightforward multivariable 

search procedure available through the use of AESOP described in 

Reference 02. 

A cost sensitivity analysis was performed at the end of the study 

using the program DAPCA described in Reference 03.      These four 

programs  are a part of the ODIN  (Optimal Design INtegration) design 

program community constructed for Langley Research Center.    They 

were linked as shown in Figure 1 to form the synthesis reported in 

this note. 

A significant improvement in pay load was achieved as illustrated by 

the results given below. 

Payload, 
Pounds 

Vacuum 
Thrust Pounds 

Mass Ratio                 1 
WSTARTBURN'WEMDBURN 

NOMINAL 

j       OPTIMUM 

28500 

31850 

U70000 

527000 

3.01(5  {VSTG=10li00 FPS) 

2.715  (V8TO«9160 FPS) 

The results  indicate a twelve per cent  change  in both mass ratio and 

vacuum thrust of the engines from the nominal.    The change in mass 

parameter had a significant effect on staging velocity as indicated 

in the table. 
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Figure  1.     Schematic of Sample ODIN/RLV Model 
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2.      Introduction 

Recent study contracts with NASA Langley Research Center and the Air 

Force Flight Dynamics Laboratory have lead to the development of a 

new concept in modular programming.    One objective of the study efforts 

was   :o facilitate the  formation of very large design synthesis programs. 

This report exemplifies the use of the concept. 

It basically consists of multiple program execution where each program 

is a separately developed and doaumented aomputer program which performs 

a particular technological function.    By selective stringing of several 

programs together an interdisciplinary design  function can be performed. 

The difficulty associated with stringing programs arises in comimuiicating 

information from one program to another in an efficient and reliable 

manner.    This difficulty has led to the development of the DIALOG system 

described in Reference  Ch. 

DIALOG is a computer program which dynamically constructs and maintains 

a data base of information.    It is executed before and after each tech- 

nology program forming the synthesis.    Its function is to merge data 

from the preceding program with the data base and extract information 

from the data base needed by the next program.    It has been successfully 

used for a number of synthesis applications. 

This report presents an example of an ODIN/RLV synthesis using the 

DIALOG concept.     In the synthesis, the mission and sizing is simulated by 

the SSSP program of Reference Cl,      and the optimization of the selected 

design parameters is performed by the program, AESOP, of Reference C2. 

The test results are probably not significant in the overall shuttle 

design context but serve to exemplify the use of the DIALOG system for 

forming very large synthesis programs. 
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3.     The CDIN/RLV Mission and Vehicle Model 

The two-stage space shuttle concept is shown in Figure 2.    The two 

vehicles are mated and launched vertically with the orhiter attached 

in a piggy back fashion on the booster.    A typical mission is 

logistics resupply of an orbital space station. 

During the boost phase only the booster engines are operating.    At 

staging, when the booster has depleted its main propellents, the 

stages separate, and the booster performs a glide/decelerate man- 

euver to subsonic velocity where the turbojet engines axe started 

and cruiseback is initiated for a conventional airplane type landing 

at an airfield in the proximity of the launch site.    Subsonic cruise 

range to the launch site is about UOO nautical miles.    After staging 

the orbiter engines are ignited, and the stage accelerates to orbit, 

docks at the space station and transfers passengers and cargo to the 

station.    A gliding/maneuvering entry into the earth's atmosphere is 

made so that the vehicle arrives over the landing site.    Turbojet 

engines are ignited, and the vehicle makes a conventional airplane 

type landing. 

•OOSTER OPERATION 

u/       — "■ 
START 

TRANSITION 
TO UVU fllCHT 

OOOFEtT 

Figure 2.    The Two-Stage Space Shuttle Concept 
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3.1   Trajectory Profile. 

A baseline ascent trajectory profile was established within the SSSP 

program.    The terminal conditions for the ascent trajectory are perigee 

injection into an elliptic parking orbit (50 nautical miles perigee 

altitude with 100 nautical miles apogee altitude).    This parking orbit 

provides a reasonable start for space station logistics and other 

missions.    Insertion at this low altitude provides good performance 

and allows an efficient entry trajectory for the booster stage.    The 

orbiter entry trajectory is initiated by retro from orbit and is, 

therefore, not dependent on the ascent trajectory and is not simulated 

in SSSP. 

The ascent trajectory sequence is as follows: 

1. Vertical rise for a specified time  (ih seconds) 

2. Pitchover (10 seconds) 

3. Gravity turn (o = 0 between thrust and velocity 

vector) maneuver to booster propellant depletion, 

stage separation  (booster entry Initiated), 

k.    Orbiter bum with linear cotangent steering 

(cot ^ B A + Bt) to perigee insertion 

A multiplier on the pitrth rate during the initial pitchover 

maneuver is iteratively determined to yield a specified dynamic 

pressure at stage separation.    The separation dynamic pressure 

of two psf was chosen to yield a near-optimal ascent trajectory, 

a "cool" booster entry trajectory with short cruise range require- 

ments and an acceptable environment for stage separation if 

necessary. 

The orbiter flight is then simulated with the two parameters A and B 

(the cotangent of the pitch attitude being linear in time) being deter- 

mined to yield specified injection altitude  (hf)  and injection flight 
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path angle  (Y^) at  attainment of the specified injection velocity 

(Vf).    The weight  iteration necessary to make propellant extended 

by the orbiter to achieve Vf agree with the weight-sizing propellant 

computations  is  iteratively computed in SSSP.     The  simplified pitch 

control program yields near-optimal performance for a wide variety 

of vehicle parameters and yields good convergence properties fjr the 

trajectory iterations. 

At stage separation the trajectory conditions   (Vs, hs, Ys, etc.) are 

stored for use in determining the cruise fuel requirements of the 

booster stage.     This  determination may be accomplished with a number 

of program options  all of which are described in  detail  in Referenced, 

and are based on the cruise range requirement  for the mission and 

Breguet's equation  for the  fuel required for a constant  L/D cruise. 

Subsonic L/D and specific fuel consumption are input  constants.    The 

option used for determination of the example booster cruise requirement 

was 

Flyback range to the launch site as a function of the 

dynamic pressure at itage separation.     Since dynamic 

pressure was  constant as determined by the iteration 

above, the flyback range was also constant.     Some 

error is  involved in this assumption    for the second 

part of the optimization since the staging velocity 

varied considerably during the perturbations. 

3.2    Vehicle Characteristics and Constraints. 

The fundamental concept of the present Space Shuttle synthesis is the 

complete reusability of both stages with the maximum use of such 

common hardware items as the main rocket engines.    The booster and 

orbiter engines  are essentially the same; although a larger number of 

engines will be installed on the booster than on the orbiter (e.g., 

elevtn booster engines and two orbiter engines)  and an extendable skirt 

was added to the orbiter nozzle to improve vacuum performance.    The 

computation sequence in the SSSP was chosen to best provide this propulsion 
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system commonality.    SSSP input specifies the ratio of the booster 

to orbiter vacuum thrust, T-^/TQ, the number of engines per stage, 

and the thrust and the specific impulses  (vacuum and sea level) of 

each type. 

Man rai ing the vehicle  for a wide variety of possible passenger types 

imposes a limit on loads of three g's.    This requires throttling of 

the rocket engines during the main burn after a specified axial load 

is  reached. 

Structural, dynsjnic,  and thermodynamic constraints   (such as maximum 

aq. loading, balance,  heating,  etc.)  are not  considered in the SSSP. 

The effects of these constraints can be analyzed externally by 

monitoring and using SSSP trajectory, weights,  and geometry data. 

Alternately,  the simulation  can be augmented by program modules that 

adequately represent  the effects of these  constraints.    The  SSSP 

provides  for a number of basic options as described in Reference 1 

which may be utilized to constrain the basic vehicle  design  or to 

investigate alternative  approaches to the space  shuttle concept.  The 

option used in the present example was 

Fixed GLOW with an iteration for determination 

of the payload 

Fixed size common engines were assumed for both the booster and the 

orbiter stages. 

3.3   Weights and Geometry. 

The weight/volume portion of the SSSP is a library of weight and volume 

equations for the components of space shuttle vehicles.    The subprogram 

accepts inputs in the  form of coefficients to various weights and 

volume equations written in terms of the geometry of a particular 

vehicle type.    It uses existing weight data plus inputs describing 

the thermal protection system, propulsion and other subsystems, as 

well as performance mass ratios and other mission requirements derived 

from the trajectory  subprogram.     The second generation weight breakdown 
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in MII1-M-3831O was used as a guide to determine the level of detail 

and order of weight output listings.    Weight equations for each 

component or group of components were written by incorporating 

appropriate provisions for varying weights correctly as the vehicle 

weight and/or size changes.    Volume equations for important volume 

components axe also included.    An iteration process is employed so 

that component weights/volumes and overall weights/volumes are 

mutually consistent. 

The SSSP program solves the following basic problem:    for a specified 

pay load weight and mass ratio, find the stage gross weight and volume. 

This problem is solved separately for the orbiter and booster stages; 

then iterations are performed to satisfy the specified mission fixed 

GLOW constraint. 

The weight equations used in SSSP rely heavily on a unit weight approach, 

with any sophistication based more on selection of proper weight coef- 

ficients for input rather than on the equations themselves.    This 

method gives the user more latitude    for Judgment and permits the 

same equations to be used for a wide range of vehicles.    To do this, 

however, a data library of vehicle weight coefficients obtained from 

detailed design studies must be available.    The source for the example 

problem is the Weight/Volume Handbook, Volume II, of Reference 1.    The 

Weight/Volume Handbook contains the compilation of all the weight/ 

sizing equations  utilized in the SSSP subprogram and a procedure for 

obtaining the proper coefficients that are input for each equation. 

3.h   Other Limitations on the Simulations. 

The sample case involves a LO2/LH2 fueled Space Shuttle configuration 

which existed as an initial point design developed by personnel at 

the NASA Manned Spacecraft Center in early 1970.    This configuration 

was converted to the SSSP input requirements for the example problem. 
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Each stage has a single vertical surface and win      with a fourteen 

degree leading edge sweep.     The theoretical  (gross) wing area is 

fixed,  and the orbiter and booster wing loading is computed internally 

at the initial entry and initial flyback conditions, respectively. 

The thermal protection system assumes coverage of the total body wetted 

area excluding the aerodynamic  surfaces.     However, the  corresponding 

weight coefficient is an average value that is representative of a 

combined insulation-cover panel weight less than 0.75 lb/ft2 on the 

upper surface and greater than 1.75 Ib/ft^ on the lower surface. 

The orbiter has two main engines and the booster has eleven.     Both 

stages have fixed gimble system weights.    The subsonic  cruise engines 

for both stages operate with  LH2 propellant stored in main tanks.     Each 

stage has a ten per cent contingency factor applied to the dry weight. 

The system payload volume is  fixed at 10,600 ft^.     The orbiter main 

propellant flight performance  reserves are based on 225   fps total 

characteristic velocity   (-0.75 per cent of mission velocity to parking 

orbit  insertion) with a 1500  fps  incremental velocity requirement 

(O/F mixture ratio = 5)  reserved for the post-insertion or on-orbit 

myneuverL.    The booster  flight performance reserve  is  fixed at 1370 

lb;5.   of propellants.    For both stages the main impulse propellants 

(including reserves) utilize an 0/F mixture ratio = 6 for the sizing 

basis.     The booster sizing base  includes  fixing the main impulse 

mass  ratio at a value of 3.0^*5  for the nominal evaluation.    This ntio 

was seleated as a aontrol parameter for ttie optimisation runs. 

'ihe stage burn sequence selected was that of the sequential stage 

burnü      The orbiter main engine unit thrust  (vacuum) was  fixed initially 

at  ^O K lbs/engine and later varied as an AESOP parameter.     The booster 

main engine unit thrust  at  vacuum conditions was set  at  0.968556 of 

the  orbiter thrust  level to account  for the   iifference  in the nozzle 

configurations.    The  specific impulses values  for each  ascent  flight 

phase were cons'ant  for each stage. 
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The booster gross weight was specified at an input value of 3,38U,390 

pounds and the pay load was used as the performance criteria by AESOP. 

The booster reference range method selected was that based on the 

staging dynamic pressure with the cruise fuel method being the simpli- 

fied single segment mode of operation. 

The ascent trajectory mission profile includes the following bases: 

1. Built-in atmosphere tables used from liftoff to parking orbit 

insertion. 

2. Table input combined axial aerodynamic characteristics for boost 

phase only, no normal aerodynamic coefficients and no aerodynamics 

for orbiter ascent phase, 

3. Launch pad at KSC coordinates,  launch azimuth =  37.65 degrees 

U.    Fourteen-second vertical rise from liftoff, ten-second pitcuover, 

target to a two psf staging dynamic pressure, linear cotangent steering 

during orbiter bum. 

5. Throttle booster engines at axial load of 2.5 g limit; orbiter engines 

at 3.0 g limit. 

6. Terminate simulation sections 01 on 2.5 g limit; (02 automatic on 

booster propellant depletion); 03 and 0^ on three seconds and four 

seconds (relative), respectively; 05 on eighty seconds (relative); 

06 on 3.0 g limit; 07 automatic on specified insertion velocity. 

7. Perigee parking orbit insertion at 51/100 nautical miles in 55- 

degree inclination orbit. 
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1*. Payload Optimization 

The performance criteria for the example problem was chosen to be 

payload. The objective was to maximize payload while constraining 

the gross lift-off weight (GLOW) to 3381*390 pounds. Two pptimization 

problems were posed. A one-parameter problem varying the vacuum 

thrust of the common engines from its nominal value of 1*70000 (which 

produced 28500 pound payload) resulted in an improvement in payload 

over 1000 pounds. A two-parameter problem was then posed which 

included vacuum thrust but added mass ratio of the booster to the 

AESOP parameter list. Mass ratio (MR) is defined as the ratio of 

mass at the start of the burn to the mass at the end of the burn. 

The SSSP program was set up to solve for the size of the orbiter 

which yields the fixed GLOW. Therefore, the variation in the mass 

ratio of the booster, in effect, varies the mass distribution between 

the stages and has a direct influence on the staging velocity. The 

two-parameter solution used the best one-parameter solution as a 

nominal. This yielded an additional 2300 pounds of payload over the 

one-parameter solution. 

1*. 1 Selection of Engine Vacuum Thrust. 

In the selection of vacuum thrust the function of SSSP was to evaluate 

the influence of vacuum thrust on payload. The function of AESOP 

was to perturb the value of thrust bused on the value of payload 

generated by SSSP. Special considerations in communicating the infor-

mation between programs is given in Section 5. 

The sectioning search in AESOP was used to maximize the payload. The 

result of this search is presented in Figure 3. The nominal and best 

performance are compared in the table below. 

PERFORMANCE VACUUM THRUST PAYLOAD 

Nominal 

Best 

1*70000 lbs. 

505000 lbs. 

28500 

29560 
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U.2    Selection of Booster and Engine Size. 

In the second optimization study, the booster mass ratio was added 

to the AESOP parameter list »and payload was retained as the perfor- 

mance criteria.    Mass  ratio is the ratio of the initial mass to the 

mass at engine cutoff.    For a fixed GLOW, this parameter is a measure 

of the booster size. 

Figure U shows  a chronological history of the payload as the values 

of thrust and mass ratio were perturbed.    The first series of calcu- 

lations using random ray search resulted in a spurious perturbation 

on the eighth evaluation (parameter driven to the boundaries) which 

yielded a significant increase in performance.    This chance improve- 

ment was accepted eis the nominal for the second series of calculations 

using the creeping search.    Upon widening the boundaries,  further 

gains are produced as the creeping search was continued. 

A sectioning search on booster mass ratio was performed at  the 

twenty-sixth evaluation to determine the sensitivity on the param- 

eters.    The results are shown in Figure 5.    Here, the vacuum thrust 

was  fixed at 50U000 pounds,  and the mass ratio was allowed to vary 

over a wide range.    The results indicated slightly more than 500 

pounds to be gained by altering the mass ratio.     In reality, a great 

deal of payload was gained by perturbing the mass  ratio and thrust 

simultaneously. 

This can be easily seen in Figure 6, a contour map of payloads as 

a function of the two parameters:    vacuum thrust    and mass  ratio. 

The section at evaluation twenty-six only located the ridge line 

shown dotted.    The maximum payload is shown at a considerably higher 

thrust  value. 
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^•3 Cost Sensitivity. 

A cost sensitivity analysis was performed at the optimum payload 

point using the program DAPCA, a computer program for determining 

aircraft development and production costs, described in Reference 

C3. The DAPCA computer program computes development and production 

costs for the major subsystems of flyaway aircraft, engines, air-

frames, etc. Avionics cost is input. The cost output generated by 

the program is in the form of cost-quantity, unit and cumulative 

average, improvement curves. Most of the input relates to aircraft 

and engine performance characteristics, such as gross weight, speed, 
engine type, engine thrust, etc. 

The program was developed primarily for horizontal take-off aircraft 

so the basic methodology underlying the program is not strictly 

applicable to the reusable launch vehicle. However, the costing 

principles are not unlike those used in more applicable programs 

such as Reference 5. The latter program is also available for use 
in ODIN. 

The coupling of DAPCA for the ODIN/RLV synthesis involved the exe-

cution of the program twice, once for the booster and once for the 

orbiter. The cost sensitivity was based on first unit cost. For 

the booster, the gross weight waS the launch weight; the speed was 

staging velocity. The thrust for both the booster and orbiter was 

the rocket engine vacuum thrust (common engines). For the orbiter, 

the gross weight was the weight at staging; the speed was the 

difference between insertion and staging velocity. The results 
are shown in the following table. 

TVAC 
1000 

MR BOOSTER 
COST 

$1,000,000 

ORBITER 
COST 

$1 ,000 ,000 

TOTAL 
COST 

$1,000,000 

PAYLOAD 
LB 

527 2.715 39759 11*850 5l<609 3181*7 
527 2 .725 39889 IU80J1 5^693 3181*6 
527 2 .705 39626 1^896 5*1522 318UU 
529 2 .715 39890 11*878 5U768 318l<6 
525 2 .715 39628 11*821 5UUI49 318U6 
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5. Data Intercommunication 

Between SSSP and AESOP 

The data requirements are largely identical with the individual 

programs involved. The exceptions are associated with the data 

extracted from the data base. In these specific cases, the user 

replaces the value ordinarily input on the data card with a data 

base variable name isolated by special delimiters. In the normal 

sequence of calculations, DIALOG reads the input data prior to 

execution of the user program and builds a new input stream modi-

fied by the values associated with the data base names identified. 

The discussion that follows exemplifies the special considerations 

for the one-parameter selection of vacuum thrust. The simulation 

consisted basically of two functional programs, SSSP and AESOP. 

The input to these programs are modified by the user to extract 

selected data base values. SSSP generates the payload for a fixed 

GLOW, and DIALOG merges it in the data base. AESOP extracts the 

payload and generates parameter perturbations, and DIALOG merges 

them into the data base. 

In the sequence of calculations, the data base is initialized with 

the control parameter 

ALPHA=U70000., 

This name and value are placed in the data base by DIALOG, which 

also reads the entire SSSP input searching for key words denoted 

by the delimiters SnamtS. The vacuum thrust in the SSSP program 

is defined as C(l29) ar.J. the input card for the simulation is 

punched as follows: 

C(129) = SALPHAg, 
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DIALOG identifies the vord ALPHA as a data base variable and 

replaces it and the special delimiters with the data base value 

C(129) = UT0000., 

For the  one-parameter problem,  the DIALOG  function is  complete. 

The SSSP input  has been modified with the  selected data base 

values   (in this  case, only vacuum thrust). 

The SSSP program is then executed with the modified input  stream. 

It doesn't know that a data base  value  is being used.    The program 

executes  as  if it were the  only Job in  the  stream.    All the normal 

output functions  are available  as well as   a special name  list output 

the only physical modification  to the SSSP program.     These data 

are used by  the DIALOG program.     One of the  special namelist output 

variables  is  WPAYLO, the payload in orbit  as  determined by  the  SSSP 

program. 

WPAYLO =  28500., 

This name  and value are placed in the data base by DIALOG.    This 

completes the  SSSP function; the simulation continues  to AESOP. 

AESOP is  a separately executed program with the primary  function 

of perturbing the control parameters   (thrust,  in this  case) based 

on changes  in performance   (WPAYLO).    This   function x^ performed 

by reading the performance  as  input and writing the control param- 

eter perturbations as output.     Using the DIALOG system, both are 

data base variables.    AESOP is unaware of the system which it  is 

optimizing.     It  simply executes  as an isolated program.     The user 

of ODIN/RLV specifies  the performance criteria, 

FUNCTNdHWPAYLOg, 

as part  of the  curd input  along with  the  other AESOP inputs  such  as 

search procedures.    DIALOG  recognized the word WPAYLO as  a data base 
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variable  and replaces  it and the  delimiters @ with the  data base 

value 

FUNCTN(1)=28500. , 

In this manner AESOP obtains the current performance of the system 

from the  data base.     Upon execution AESOP perturbs the control param- 

eter AliPHACl),  an  AEHOP array element which cojncides with  the  data 

base name AIiPHA.    This  array is written  in  the special   name] ist   file 

to be  interrogated by  DIALOG.     DIALOG alters  the original value of 

ALPHA to the perturbed value as  determined by ARSOP. 

This completes the SSSP/AESOP optimization nominal evaluation.     The 

parameter has been perturbed,  and  the new value placed in  the data 

base.     The  simulation  is  repetitively recycled in this  manner until 

the optimization  is terminated by  AESOP. 
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6.    Sample Output  from DIALOG 

Figures 7 through 11 show the design data base  configuralion 

during one evaluation of the synthesis. 

Figure 7 - After Initialization 

Figure 8 - After SGSP 

Figure 9 - After DAPCA  (booster) 

Figure  10 - After DAPCA  (orbiter) 

Figure  11 - After AESOP 

All variable name? and definitions together with some initial 

values were created at initialization, Figure 7. Updates are 

indicated in  Figures  8 through 11 by the name. 
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7.     Conclusions 

The significant conclusion from this report is not the payload 

obtained from the calculations; although this is another of a 

long history of AESOP optimization examples where little additional 

effort was required to make an optimal design program out of a 

point design program.    The significance is rather that a rapid 

method has been developed for doing design synthesis work which 

is a reliable, modular, and efficient alternative to other methods, 

which generally involve considerable reprogramming effort. 

The DIALOG system allocs the user to essentially build a synthesis 

thxvugh input selecting the model complexity from a library of 

programs representing literally hundreds of man-years of effort 

in both engineering and programming talent.    This can be done in 

a short period of time.     Often,  results are obtained within a 

few hours of conceiving the problem.    The speed is usually limited 

by the user's  familiarity with the individual programs. 
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