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CALIBRATION OF TIlE NOL LARGE SCALE GAP TEST;I IUGONIUT DATA FOR

POLYMETHYL MI•THACRYLATE

Prepared by:

oi. 0. Erkman, D. J. Edwards, A. R. Clairmont, Jr., and Donna Price

ABSTRACTi More accurate calibrations of peak pressure (P) vs gap
length (x) are presented for the NOL large scale gap test for both
pentolite and tetryl donor charges. These calibrations are derived
from particle velocity and shock velocity measurements in the poly-
methyl methracrylate (PMMNA) attenuator. Particlo velocities are
recorded by the electiomagaetic velocity gage: shock velocities are
determined from streak camera records of the progress of shocks
through the attenuators. The new calibrations will allow direct
comparison on a peak pressure basis of the results of tests performed
in the past, mostly with tetryl donor charges, and those which have
been performed recently with pentolite donor charges. All future gap
tests will use pentolite donor charges.

As indicated above, we measured both shock velocity (U) and particle
velocity (u). However, the Hugoniot of PMMA was selected by comparing
these U-u data with low pressure U-u data recently published by
Sandia Corporation; the experimental design and accuracy of the latter
work is superior to those of the gap test for Hugoniot determination.
The Hugoniot so obtained was used in conjunction with our u-x data
to produce the desired calibration curves (P-x).

The new tetryl calibration has about 20% greater P at 140 cards than
that of the previously published calibration. This is largely due
to the much improved definition of the wave interaction in the
attenuator at a distance of about 35 mm from the donor charge which
results in an abrupt change in the slope of the u-x curve at that
distance. This phenomenon is also observed in the streak camera
records of the progress of shocks through the attenuator; the shock
velocity vs distance curve derived from the records has a hump at
30-40 mm from the donor. The new calibration curve does not cross
the old curve; therefore the relative ranking of explosives by gap
sensitivity will not be changed by the use of tho new relation.

*
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The pentolite calibration curve gives larger values of P than does
the tetryl calibration for x < 200 cards '50 mm). "'he difference is
not significant experimentally because it i.i the ordor of magnitude
of errors in both calibrations. Excludinq the niordal range
(x < 10 mm), the greatest difference is 2.6 kbar, 6r 7%, at 140-
150 cards. For x > 200 cards, the two new calibrations are coincident.

Aoproved by: JOSEPH DACONS, Acting Chief
Advanced Chemistry Division
Chemistry Research Department

NAVAL ORDNANCE LABORATORY
White Oak, Silver Spring, Maryland
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The work described in this report was carried out under Task IR-59,
Trarqiticn i'om Doflagration to Detonation, of NOL's IndepcndenL
Research Program. The results are more accurate calibrations of the
NOL large scale gap test for both tetryl and pentolite donor charges
and a more accurate representation of the Hugoniot of PMMA. These
results are of importance to the study of the shock sensitivity of
explosives and propellants.
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i. INTRODUCTION

Two major and related objectives of this work are (a) to "
recalibrate the large scale gap test (LSGT)' and (b) to select the
best Hugoniot for polymethyl methacrvlate (PWMA). A calibration
(or a check of it) has to be made whenever a new lot of donor pellets
is received. The present recalibration differs from such a routine
check in that we are able for the first time to measure particle
velocity directly and accurately (to ± 0.03 mm/ sec), and also because
exact data (shock velocity, U, vs particle velocity, u) defining the'
Hugoniot of P.MMA in the lower pressure range have been published
only recently. Use of the new method, the new data, and improved
optics and data reduction for determinations of U showed that both
of our old calibrations1 (tetryl and pentolite loaded PMMA) are less
accurate than is justified by our present improved capabilities.

An accurate Hugoniot (shock velocity, U, vs particle velocity, u)
for PMMA, the attenuator in the LSGT, is necessary to carry out a
calibration by measuring only one of these variables as a function of
attenuator thickness. Unfortunately, the Hugoniots prooosed for PPAMA
are legion. Heretofor we have used our U-u values1 derived from
indirect measurements; those values were definitely less precise than
our present ones. Publication of exact data in the lower pressure
region, in combination with our own improved measurements of U and u,
allows us to construct what we consider an accurate PMYA Hugoniot
over the pressure range of the gap test.

2. METHODS FOR CALIBRATIN(r GAP TESTS

This section gives a brief review of methods that have been used,
or could be used, to calibrate gap tests. For some of these, an
analysis is given of the error inherent in the method. One method
is direct: manganin pressure gages could be used. 2 By doing exper-
iments in which the gage was at different distances from the explo-
sive, a P vs x relation would result. This direct method is seldom
us.-od, possibly because it is still relatively new. For this reason,
P,, Lrror analysis will be given here.

. ost jap calibrations are based on the well known relation between
.r'.:u.r, op, shock velocity, U, the particle velocity, u, and the

U• = U u(i)
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and

U= a +bu (2)

where a and b are known constants of the gap material. The linear
relation between U and u is one way of describing the Hugoniot of a
material. For many materials, the linear relation holds over a wide
range, starting at low pressure. However the Hugoniot of PMMA is
noticeably curved at low pressure as will be discussed in a later
section. The linear relation will be useful in considering the errors
inherent in the methods discussed in the following.

If the Hugoniot is known, measurina U as a function of :. gives a
pressure calibration. This is the usual method of calibrating gap
tests. The dependency of shock velocity on distance is obtained by
differentiating streak camera records which give snock position vs
time. The errors involved in this method can be estimated by combining
Equations (1) and (2) and taking the total differential, AP, and
dividing by P;

Signs on the last two terms have been changecO from negative to
positive. Notice that the coefficients of the first term is greatei
than 1.0. This means, of course, that the error in P is greater than
that in U; in this sense, the calculation of P amplifies the error in
U. Also, when U-a, this amplification is more serious so that the
accuracy of the calibration at low pressure is worse than that at
high pressure.

Shock velocity, U, is obtained by either a numerical or graphical
differentiation of time-distance data, usually from streak camera
records. Accuracy of these methods is difficult to estimate; it is
generally conceded that differentiation of -;rmerical data is not a
highly accurate process. Our data are probably somewhat inaccurate
also, ý._ we have two sources of error in oor values of U. We can
obtain some feel for the problem by taking the difference between
values of U from two different sets of data -- ;ee Section 3. This
difference is a maximum of 0.12 for U z 4.0 nmn/wsec, or about 3%.
Hence our error in P from this source is i1 % because the coefficient
in Equation (3) is

(2 x 4.0 - 2.5)/(4.0 - 2.5) 3.7

2
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The range of U is from 6.0 to 3.0 mm/psec in our calibration. A 3%
error in U then contributes from 8% to 21% to the error in P over
this ranqe. This is the chief fault of this method. Accurate values
of U are very difficult to obtain e d the error in P, on a r,'lative,
or oercentaqe basis is even larger an that in U. In the ab•ove it
was assumed that U could be measurec to the same percentaqe error
vovr the range 6.0 to 3.0. Had we a; ;umcd that the absolute error

is 0.12 over the range, our percent error would be 28% in T at the

l lower value of U.

Equation (3) shows that the error in a is also amplified, while
that of b is only added in the accumulation. Thnse constants are
usually determined by a least squares method. Values of a and b,
and in most cases, their respective quadratic mean errors (Q4ME's)
are as follows ior some representative data.

Source of data a b

High pressure data of Price
and Liddiard 3  2.554 ±0.017 1.618 0.019

70 mm camera data of Liddiard
and Price 4  2.554ý).015 1.693±0.016

Hauver and Melani 5  2.68 1.61

For a given set of data, the constants are well determined -- their
QME's are small. The variation in the v-llues of i is about 0.13, or
5% of the average value of a. The variation in b is also about 5%.
These, when added to the above estimate for the contribution of the
error in U, give a range in the variation of P of from 18% to 31% for
U varving from 6 to 3 mm/psec. These possible errors are greater than
desirable -- other methods should be examined in the hope of obtaining
a more accurate calibration.

An alternate method is to measure the rnarticle velocity as a
function of x. Again, it is assumed that the Hugoniot is known. For
an analysis of the error of this method, it is also assumed that the
U,u relation is linear. Combining Equations (1) and (2) as before and
taking the total differential gives

A P + u + 2ý -" b Ab (4)P u) u a U-TY

where it has been convenient to retain U in place of the quantity
(a + bu). Here none of the coefficients behave badly. That is,
none of them tend to increase greatly, which is an advantaqe of this

3
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method. The coefficienrts are il, I"Unct~ i onS of u, ao , it, a of ,itaot.

to tabulate them over a range of valuoi of u, 'ul. Ta Aro qvin in
Table 1, for which U A 2.576 + 1.602 u. Note theit thio fir•Vl:, dld thlrd
coefficients increase with u. Theos do not increuda oat antophio'a31,
however. Assume that Au - 0.01, and that Aa/i R Ab/b i 0.05, (oV" 5%,
Note that over the range 0. 1 - u 1 ,.8, tlhu error ill u rinagom from
10% to 0.6%. The errors in P (in W) arae given •n Table I undor the
heading E1 . These range from 16% down to 3.7A while U vwrioti from
2.74 to 6.1. This is considerably butter than tho rus~ults for the
preceding case.

The values assuried for the errors in u, A and b may not be
realistic; smal 1 x values could have been used for tho arrorts ill the
constants, f! example. The values which were usod ar• conni-stent
with those used in the previous example, however. Ill the oa.,' of u,
the error may be larger than that assumed, In Section 4 it will be
shown that replicate shots give a snread as grotat as 0.03 and
0.04 mm/psec. These values would increase the estimated error in P
considerably. We can hope that the curve we draw thhrough the points
on a plot of u vs x gives values of u which art more accurate than
0.04 in absolute value over most of the range. That is, the smoothing
which results when a curve is fitted to the points reduces the error
in u at individual values of x.

A disadvantage of measuring u vs x for gap calibration is that
many experiments must be done to establish the relation. The relation
turned out to be somewhat more complicated than was anticipated, as
will be pointed out in Section 4. In contrast, the method based on
measuring U, requires, in principle, only a sinqge streak camera
record for the calibration. The work has rarely been this easy; it
is found that each record gives a somewhat different cuive, possibly
due to variations in the experiment, as well as in reading and inter-
preting the record. Usually the average of several shots is used for
a calibration. But far fewer shots are required than when particle
velocity is measured.

Finally, both u and U can be measured as functions of x. Then
the error in P is

AP Au AU
SU U (5)

The error in P in % is given in the last column of Table 1, based on
Au/u = 0.01 and AU/U = 0.05 (see preceding example). These errors,
Ej in Table 1, are comparable to those labeled El. We have the
alternatives -- if the Hugoniot is well known, measuring u is suffi-
cient. Otherwise, measure both u and U as functions of x. A variant
of this latter method was used when free surface velocity was measured
as a function of the gap length. 4 The calibration of this report is
a variant also. We measure both u and U as functions of x, extract
Hugoniot data from the measurements, then use the u vs x relation to
obtain P vs x.

4
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M il fi fWiniiA~nkj thio rtj ld. oi' hcAg, hop ItAruly, holov ml to oko

* ~ omo~'~r tho iI1¾oI', 'I'Io OEI5vort 'A.I' ovo)tily vA4miodj 0, lpApt! in

of Vliot wdv@a fromt tha ptwipho~ry of thio oindov. III Work With

Q.it-iollu AVI- oxoluklod trom ht ilt) ~1~ propoi doLt11n, 111)11(1 it~
i~i ~V~tS~'4C to ~ U11" A mIt"itt A.l All Ulo (q.A whiolh h~iwi %Alro(Ady hooln

oioi'~din Qarot~tl atiiv '1'1101 tho piofotrr~ ~od 110040fo
o0d ib uAtnq 00 9AP toot, wo"iId L10 to 110Anr 010~ Irolo~ voloo-ity iu~s
A~ funution of xt ktaing~ tho c;atum~iitic: kjuiot du ham~ 1jti dono
in th4ia work,

3. SHIOCK VELOCITY IN PMMA 8I11CREJD BIY PI4NTOIUW

'1hia mootion qivea in Auc-ount of? the mi aturometit of tho Mhook
\vP10itj1ityll to PMIA Atnklator of 01P L,917T whon ponto1lito* io~ %UsQCI
da tho donor explottie in tho paan, Illont (JAI) tanits 11 ' va boon
oaliravd 1,y tho pro oedure dwcribod in tho roi.Iinder of this
souation, That; in, the allock volocity wan daten'n'.nod all a function

* ~of the lonqtti of the attonuatorl 0ihon the ilugonlot equation of state
of tho atton'uat1iVn matoriai w~s utied to co(voirt ahook volocitioa
to proaUrol. Now, we Aro not. so dopkindont on the shocP. valocity
moauuauntoij indepondant; reasuretwents of narticlo ve loci ty have
als~o been made. Some of1 the res~ults of this seotion will .)ob usud
in Qonjunction with part~iole velocity iii ururemnts to otabl~ial a
better Iluq~oniot for P)MMA, aoe Secation 5.

Exer1 eintal . The experimental arangamunt for meaauriniq shock
veocity in Wthe PMMA attenuator is given by Liddiard and Pricq4 and
at1herN. Ementially tasmarangemuent wa iaa nthis work.
The exception is that no baffle was used between the Pentolite and
tho PMIMA, Thle PMMA was prepared so that the distance betwoen flats,
see FiqurFJ 1, was 50.8 mmn or slightly greater. Trhis arrangement
seems to be adequate, at least. in most oziso, to prevent', the deto-
nation product gases from interfering with photographinci the aiilock
front.

-- - - -- - - - In --- -m--- -- -- -- - - - - -- - - - - - -

*Tile pentolito pellets were obtained from NAD, Crano, 1ndiana. They
replace graphited tetryl pellets, q * =1.51 g/cc, wh-ch are no longer

* aNail~abla. The pentolite pellets are identified as Faderal Stock
No. 1375-991-8891. They are described in BUWEPS drawing No. 210 8395,
"Pellet, Pentolite, Donor, Standard", and are pressed ho a density

* of 1.56 q/ce as per "Advisory Process For The Pressing Of Standard
Donor Pentolite Pellets", NAWFEPS OD 29872, 16 June, 1964. See
tho Anpondix, for comments on the uniformity of thle dimensions of
thle pollets.

6
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Spt i i ' cat i ot. frou r p rd 1)u I- i. i q th Io , it t o 1 r,(il t 1 11 i otit m ,A.t
(I o i . in In V'. iII gu n 1 a O. h yII intlort4 wu ro 111nol i 11od Anid pro i nhod inl the
opti4 c.8shop of tho Nat.Ifiono IIuronk or'~tid d n t'.irt inq with 6 3 inml

(2. iloh ) ditoto CAW ~~Vod, 'Th~y Wo~r(I t' rotl from Lho opt ica~l
dia~tor t'I on t'opurtok oil cy i ~nklurti uuiod I n oaIrl 1 ir work. 'ilict, iti, th.n
f I i t wo ro not roundo (I(Iurin1g( t I i po I izrflinq o porittio n to for m a
ia'rrol lon, Als (o, tho ondi0 of the ft1 l LB 'or k )t pjara10el to the
axis of tho cylindrs.

Othor 8yato-lm improvemtontq augqcloutd in ,roiforence (6) wore (a) use
of a bottor lens in tho lIqht aoure , (b) itass window in tho camera
no r t , (c) parallol lilht through thu sample, (d) better f'ocu~sinq of
the camora and (o) rostricting the lonoth beinq oosorved. These
imuorovoments will be discussed in turn.

Liqht for observing the shock tront in the PIMMA is obtained by
discharging a capacitor through a bridgewiro. The light is colli-
mated by using a simpl~e lens. In the pant, thoso have been 152 mm
diametor:, 356 mm focal longth plano convex lenses (the same as or
similar to Stock Number 1.189 in the Cataloq of Edmund Scientific
Company). These lenses show definite striations when observed
obliquely in reflected light. Lenses used in this work were 91 nmn
in diameter and had a focal length of 215 mm. These were obtained
from A. Jaeqers as Stock Nufber 29A2567. Although these are not
hicTh quality lenses, they do not show the striations mentioned above,
and are therefore considerably better than those used previously.

Glass windows were used in the camera *ort for the shots reported
here. These windows were cut from "Select" quality plate glass
1.0 inch thick. Use of glass windows gives demonstrably better still
photographs in the streak camera. The improvement is assumed to
carry over to the photographing of dynamic events.

During shot setup, the light source and the collimating lens
were arranged to give parallel light through the specimen. The reason
for this arrangement was discussed in reference (6). The use of
parallel light makes it impossible to photograph a 10 cm length of thrc
specimen because the aperture in the camera port is only 8.8 cm in
diameter. The field of view was restricted to about 60 mm. For two
shots, the section observed was between 0 and 60 nLm from the loaded
end of the specimen. For the second pair of shots, the section
between about 40 and 110 mm from the loaded end was observed. As
noted in reference (6), this arrangement qives more nearly optimal
recording on the film. That is, the slope of the trace on the film
was closer to unity than in earlier work. The camera writing speed
was 4.0 nmm/visec; a speed of 5.0 mnn/wsec would have improved the
records for the first pair of shots (x . 60 nun).

The camera was focused on the plane containing the axis of
symmetry of the PMMA cylinder. The reason for this is also given
in reference (6).

8
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Data Reduction. The stroak cameira records give the position of the
r~,as A function of time, T. These r~oo~rds are "road"

on a Universal Toleroador an descibod previously.,I There results
a set of digitizod data (living pairs of values of x and T. Those
data were smoothed and differantiated using the method descr~ibed in
reference (6). This method was called the local smoothing and differ-
antiation (lsd) method. The first step of the method consists of
getting a "smoothed" value of T for a particular value of x by lc]asl
square fitting a quadratic to the four neighboring points. The
quadratic is then solved for the new value of the time, Ts. Each
point in tie sot of data is treated similarly to generate a now set,
Ts v8 x.

The xOT set of data is differentiated by fitting a quadratic
to three points. This gives an exact fit (except for round off
error) to the points. The shock velocity is determined from the
derivative of the quadratic at the second of the three points being
considered. There result tables of x, Ts and U-1. Finallv. the
values of U-1 are smoothed in the same manner that was used for
smoothing values of time except that a straight line, rather than a
quadratic, is used tc fit five points instead of four.

In the numerical work, x is used as the independent variable
for reasons given in reference (6). Hence the derivative mentioned
above is the reciprocal of the shock velocity, i.e., dT/dx.

Results of the first trial at reducing the data for the four
shots are given in Figure 2 and Tables 2 through 5. In the figure,
the shock velocity, U, is given as a function of the distance, x.
In the tables, the first and second columns give T and x, respectively
in units of "counts" on the Telereader; in the next two columns they
are given in psec and mm respectively. The fifth column gives the
shock velocity in mm/psec as evaluated by processes discussed above.
First divided differences in x and T (here T is used as the indepen-
dent variable) are given in the last column of each table. Divided
differences are useful in evaluating the quality of the data in the
following discussion.

For Shots 865 and 867, the camera recorded shock travel from
x = 0.0 to about 60 mm. Results for Shot 865 appear to be good
(comparable with the better shots in reference (6), for example).
This judgment is based on observing the behavior of U in Figure 2,
and on the divided differences in Table 2. These latter generally
decrease with increasing x as they should. There are "irregularities"
in the differences; the sixth value is greater than the preceding
value so that AU/Ax > 0.0. This would not happen if each pair of
values of x and T lay on a smooth curve. (Note: The first entry in
Column 6 has no meaning). Continuing the examination, the 13th is
greater than the two preceding it. These irregularities in the data
did not defeat the scheme used to obtain the values of U -- note the
results in Column 5, Table 2 and in Figure 2.

9
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TABLE 2

DATA AND RESULTS FOR SHOT 865

TIME DISTANCE TIME DISTANCE U DIFF,
COUNTS COUNTS 14SEC MM MM/p.SEC NM/jASEC

0.0 16.0 .000 ,255 8.783 0.000
10.0 39*0 9038 *622 7,'664 9*769
19.0 5560 *072 *478 7.041 7.568
35.0 76.0 ,131 1.213 6.511 5.599
59.0 106.0 .221 1.691 6.130 5*334
90.0 153.0 o337 2*441 5*880 6.462

13660 214.0 ,509 3,414 5.764 5*657
174.0 267.0 .651 4.260 5.665 5.948
219.0 327.0 *820 5.217 5.521 5*687
268.0 39060 1,003 6*222 5.379 5.485
316.0 447.0 1.182 7*132 5,292 5*068
371.0 512.0 1.388 8.169 5,212 5.044
455.0 617,0 1.702 9.844 5*127 5*334
546.0 72590 2,042 11*567 50031 5*066
643.0 844.0 2*405 13e466 4*920 5.235
771.0 988.0 2*883 15.763 4o758 4*803
905.0 1128.0 3*384 17,997 4.617 4.462
999.0 1233.0 3*735 199671 4.529 4.769

1122.0 1362.0 4,195 21.730 4,445 4.479
1309.0 1549.0 4.893 24.714 4*354 4o272
1459.0 1703.0 5.453 27.171 4.284 4.385
1626.0 1870.0 6.077 29*835 4*208 4*272
1812.0 2052.0 6.772 32.739 4.119 4.180
1961.0 2105.0 7.328 35.021 4.044 4.100
2131.0 2356.0 7,963 37.589 3.949 4.046
2276.0 248660 8.504 39.664 39860 3*832
2411.0 2609.0 9.008 41*626 3*772 3*893
2586.0 2764.0 9.662 44.099 3.651 3.785
2715.0 2872.0 10,143 45,P 2 3,571 3*579
2854.0 2984.0 10.662 47.boc 3,495 3o445
2974.0 3084*0 11.110 49.205 3.441 39562
3103.0 3184.0 11.591 50*800 39401 3.315
3123.0 3197.0 11.666 51.007 3.394 2.781
3222.0 3284.0 12.035 52.395 39371 3.756
33b..0 3386.0 12.561 549023 30350 3,094
3479,0 3480.0 12.994 55.523 3.331 3.464
3600.0 3574.0 13.446 57,022 3.312 3,322
3715.0 3662.0 13.875 58.426 3.289 3*272
3790.0 3720.0 14.155 59.352 3,274 3.307
3867.0 3779.0 14.442 60.293 3,258 3&276

11



-- i r,-,w '.n ,,l

NOLTR 73-15

;.Thot 867 gave results which are inferior to those of 865, see
Table 3 and Figure 2. Values of U are too small for x < 5 mun, and
for x > 47 mm. This "badness" is in the digital data and presumably
"in the streak camera trace itself -- it is not an artifact of the
numerical operations. This conclusion is substantiated by the
behavior of the differences in Table 3. Values of the differences
do not decrease with x smoothly. The same situation is observed
between 49.6 and 51.3 mm, and near the end of the table.

For Shot 866 (x varies from 47 to 109 mm), U increases with x
for 47 <_ x :_ 51 and for 75 L x < 82, see Table 4. The first 3 values
of the differences bear out the first observation. The increase of
U with x near 80 mm may be due to the data which resulted in the
value 3.211 for the difference at 80.3 amm. For this shot also, there
are irregularities in the data which are not due to the numerical
methods. Unfortunately, the numerical methods cannot remove the
irregularities.

Results for Shot 8619 (Table 5) are much the same as those of
Shot 866 discussed immediately above. There must be a reproducible
cause for the peculiar behavior observed at the beginning of each of
these records. It was thought that this behavior was due to inaccu-
rate flats near the ends of the PMMA cylinders. More care in
preparing these flats has not eliminated the trouble. In the
following, these irregular results (at the beginning of the records,
and the oscillatory behavior later in the records of 866 and 868,
see Figure 2) are treated as errors, and the deviations from the
expected results are eliminated, or at least, smoothed.

Defects in the results could possibly be reduced by using more
forceful smoothing of the x,T and the x,U- 1 data using graphical or
numerical methods. It was done by removing those data which appear
to be the chief causes of the trouble. This is a subjective process;
it was guided by examining the behavior of U and the divided differ-
ences in Figure 2 and in Tables 2 through 5. Data eliminated are the
following:

Shot No. Data Removed For Values of x of

863 none

867 0.0 through 4.54 mm
49.6 through 52.1 mm
55.7 through 57.7 mm

866 47.1 through 49.9 mm

868 44.2 through 47.9 mm

The revised sets of data were treated in the same way as the
originals, see above. Results, which are shown in Figure 3 are less

12
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TABLE 3

DATA AND RESULTS FOR SHOT 867

TIME DISTANCE TIME DISTANCE U DIFF.
COUNTS COUNTS /ISEC MM MM/jsSEC MM/ISEC

0.0 0.0 0.000 0.000 5.618 0.000
23.0 43.0 #086 s680 5.610 7.912
66.0 88.0 a246 1.392 5.601 4.439
107.0 145.0 .399 2.294 5.596 5.892
'5510 209.0 .579 3*307 5.573 5.651
214.0 287.0 s799 4.541 5.527 5.604
276.0 368,0 1.030 5.822 5.448 5.538
330.0 440.0 1.232 6.961 5.358 5.651
405,0 531.0 1.512 8.401 5.219 5.144
488.0 632.0 1.821 9.999 5.079 5.159
551.0 707.0 2.056 11.185 46984 5*048
658.0 828.0 2.456 13.099 4.855 4.796
733.0 916.0 2t735 14.492 4.773 4.975
882.0 1080.0 3.291 17.086 4.641 4*668

1I045.0 1256.0 3.899 19.871 4.519 4.580

1205.0 1419.0 4*496 22.449 4.420 4.322
1335.0 1556.0 4o981 24.617 4.345 4.470
1446.0 1670.0 5o395 26.420 4*290 4.357
1564.0 1788.0 5.835 28.287 4.234 4.242
1682.0 1904.0 6.275 30.122 4o168 4.171
1799.0 2018*0 6o711 31.926 4.091 4.134
1905.0 2122.0 74106 33.571 4.010 4.163
2014.0 2227.0 7.513 35.233 3.931 4.087
2153.0 2?49*0 8*031 37.163 3.842 3.725
230990 2487,0 8.612 39.346 3.755 3.754
2457,0 2617.0 9o164 41.403 3*685 3.728
2571.0 2717.0 9*589 42.985 3.634 35723
2666.0 2796.0 9*943 44.234 3*587 3*530
2774.0 28890, 10.346 45*706 3*525 3.655
2913.0 3003.0 10.864 47.50q 3v466 3*481
3014.0 3084.0 11#240 48.791 3.461 3.404
3083.0 3137.0 119497 49.629 3.444 3.261
3126.0 3173.0 11.658 50.199 3.450 3*553
3162.0 3207.0 11.792 50.737 3.398 4.007
3174.0 3211.0 11.837 50.800 3.421 1.417
3207.0 3240.0 11.960 51.259 3.367 3.730
3277.0 3292.0 12.220 52.081 3.335 3.154
3343.0 3345.0 12.466 52.920 3.302 3.409
3415.0 3403.0 12.735 53.838 3.307 3.419
349990 3465.0 13.048 54.818 3.279 3.134
3566.0 3519.0 13,297 55.673 3o243 3.421
3625.0 3564.0 13.517 56.385 3*163 3.238
3688.0 3612.0 13.752 57#144 3.083 3.235
3742.0 3649,0 13*953 57.729 3*023 2.909

13
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TABLE 4

DATA AND RESULTS FOR SHOT 866TIME DISTANCE TIME DISTANCE U DIFF.COUNTS COUNTS gSEC MM MM/LSEC MM/ýAslC
0.0 0*0 0.000 47.130 3.291 0•00065.0 5000 0242 47.921 3.314 3.262153.0 119.0 .571 49e013 3.346 30325224,0 177.0 .836 49.930 3.362 3.464311.0 248.0 1.160 51.054 3.364 3.461387,0 307.0 1.444 51.987 3.353 30292474*0 37500 1.768 53.063 3.334 3,115588.0 464.0 2.194 54.471 3.312 3*.711724.0 572.0 2.701 56.179 3.293 3.368888.0 695.0 3.313 58.125 3o277 301811028.0 805.0 3.835 5q,866 3.262 303321160.0 906.0 4.327 61.463 39246 3.2451362.0 1062,0 5.081 63.931 3.216 3.2751536.0 1192.0 5*730 65.988 3.184 3o1691725,0 1333.0 6*435 68.219 3*14 3*1641862.0 1438.0 6.946 69.880 3.116" 3.2512001.0 1535.0 7,464 71.415 3¢094 2*9612133,0 1632.0 7.956 72.949 3.080 3.1172292*0 1747.0 8.54q 74.769 3.077 3.0682453,0 1863.0 9.150 76.604 3.082 3.0562634.0 1992.0 9.825 78.645 3.092 3.0232774.0 2098.0 10.347 80.322 3.097 3.2112933.0 2214.0 10.940 82.157 3.097 3.0953100.0 2337.0 11,563 84,103 3.088 3.1243262.0 2453.0 12.167 85*938 3*077 3.0383410.0 2560.0 12.719 87.631 3.066 3.0673548.0 2661.0 13.234 89e229 3.056 3.1053716.0 2781.0 13,860 91.127 3.045 3*0303886,0 2902.0 14,404 93.041 39036 300194034.0 3011.0 15.046 94,766 3.029 3.1244207.0 3130.0 15.692 96,649 39022 2.9184337.0 3223,0 16.176 98,120 3.017 3*0354477.0 3325,0 16.699 99,734 30010 3.0914608.0 3418,0 17.187 1019205 3,004 3.0124761.0 3524.0 17.758 102.882 2.996 2.9394946,0 3654.0 18,448 104.939 2*98? 2.9815091.0 3757,0 18*9PR 106.568 2.980 3.0135212.0 3842.0 19,440 107.913 2o978 2*980

5317.0 3915.0 19.831 109s068 2.977 2*950

14
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TABLE 5

DATA AND RESULTS FOR SHOT 868

TIME DISTANCE TIME DISTANCE U DIFF.
COUNTS COUNTS LSEC MM MM/USEC MM/jsSEC

0.0 0.0 0.000 44.248 3.459 0.00076.0 58.0 ,283 45.172 3.475 3.266
139.0 113.0 .518 46.049 3.482673
211.0 172.0 *786 46.989 3.489 3.506
21 ,9 0 226*0 51 6 0 93 8 3*750

"273.0 226.0 1.07 47.850 3.470 3.726343,0 279.0 1.278 48.695 3.436 3.240403,0 326.0 1.501 49.444 3.404 3.352469.0 382.0 16747 500337 3.371 3.630529.0 427.0 19971 51e054 3.357 3.210
594,0 476.0 2.213 51.835 3.341 3.226689.0 552.0 2.567 53.046 3.325 3.423

'A 79 2 .0 6 32 .0 2 .9 50 54 .322 3 .312 3 .324
896,0 712.0 3.338 55e597 3.308 3.292996.0 789.0 3,710 56.824 3.298 3.2951111.0 875c 4*139 58.195 3.288 3s2001257,0 993,0 4.682 60*076 39271 3.4581389,0 1092.0 5*174 61.654 3*257 3.2101541.0 1204.0 5.740 63.439 3.235 3.1531707,0 1331.0 6,359 65.464 3,208 3,2741868.0 1453.0 6.958 67,408 3.181 3.2432m1390 1559,0 7,498 69.098 3.158 3.1282155.0 1664.0 8s027 70.771 3.137 3,1642282.0 1756.0 8.500 72*238 3,124 3.1002402.0 1843.0 8.947 73o625 3.122 3.1032519,0 1928.0 9.383 74.980 3.129 3.1092647.0 2021.0 9.860 76.462 3.138 3.1092816,0 2146.0 10.489 78.454 3.147 3,1652996.0 228200 11.160 80.622 3.145 3.2333138,0 2386.0 11.689 82.280 3.136 3.1343326.0 2522.0 12.389 84.448 3.115 3.0963457.0 2618.0 12.877 85.978 3,102 3.1363580.0 2707.0 13.335 87,397 3*094 3*0973688.0 2783.0 13.737 88.608 3.087 3.0123850.0 2901.0 14#341 90.489 3.074 3.1173948,0 2973.0 14,706 91.637 3.059 3.1444088.0 ?07?.0 15*227 93.215 3.040 3.0264205.0 3156.0 15.663 949554 3.028 3.073

4377.0 3273.0 16,303 96.419 3*024 2,0l14528.0 3380.0 16.866 98.124 3.032 3t0334668.0 3479,0 17.387 99,702 3.041 3.0264775.0 3556*C 17.'86 100.920 3.046 3.0804921.0 3663.0 1P.329 102.635 3.042 3.1365041.O •746,0 ld.776 103.958 3.033 2o960
5174.0 7839,0 19.272 105.440 3.018 2.9935267.0 3907,0 19.618 106.524 3.015 391295323.0 3944,0 19.827 107.114 3.014 2.8285380,0 3985,0 20.039 107.768 3.012 3.078

r 
"'[. .



... .. . ...

NQLTR 73-15

0(S

01
0z

00

00

0*

16 1



NOLTR 73-15

erratic than those of Figure 2, as was expected. Yt is now necessary
to combine all the data to give a single U vs x curve. This could
be done graphically. Instead, a new set of res!ults giving U at each
mm in x for each shot are obtained by interpolating in the sets
described above. Representative samples of these new sets are given
in 'iable 6. The last column gives the differences in U for replicate
shots; these tell something about the precision of the work. Note
that these differences are greatest at 35 and 40 mm. This is the
middle region of the "hump" previously observed in the U vs x curve. 4

It may be caused by interaction of rarefaction waves with the shock
wave as has been mentioned above. This interaction apparently
introduces some imprecision in our measurement of shock velocity.

Having values of U at equally spaced values of x for each pair
of shots permits us to combine the results by averaging. Results
for Shots 865 and 867 are averaged for 6 L x -e- 49; Shots 866 and 868
are averaqed for 50 < x < 105. These new results are displayed in
Figure 4.

The oscillations in the U,x curve of Figure 4 may or may not be
real -- they are in the digital data, an observation borne out by
the behavior of the divided differences. Here it is assumed that
AU/Ax should be negative for all values of x. This condition can be
forced on the results by fitting the averaged data (see above) with
a cubic for 40 < x _ 105 mm. There results

U = 7.416 - 0.151 x + 0.00179 x 2 - 0.00000713 x 3  (6)

which fits the data well, see the solid curve in Figure 4. The
cubic has an inflection point (second derivative is zero) at 83,5 mm;
it appears to cause no trouble. As desired, the first derivative
remains negative over the interval of x in the data. For the final
set of U,x data, the cubic is used for 45 < x < 105 mm. Por
8 _L x < 45 mm the averaged data are used -- these data are not fitted
to a function. The use of these intervals insures that the two sets
of data join smoothly. These data are all shown in Figure 4; a
sampling is shown in Column 2 of Table 7.

If we relied on measurements of shock velocities for the
calibration of the gap test for pentolite, we would have to obtain
results in the interval 0.0 < x < 8 mm. Because the shock velocity
decrrases with x very rapidly in this interval, it is much more
difficult to measure than elsewhere. In the past, the Chapman-Jouguet
variables have been evaluated for the explosive. Then a shock imped-
ance method was used to calculate the pressure, particle velocity
and shock velocity at the interface. This procedure ignores any
effect of the finite reaction zone in the explosive. Here, we do
not really need the shock velocities close to the explosive because
we have particle velocity measurements instead (see next Section).

17
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Table 6

SPREAD IN SHOCK V13LOCITY BETWIEN SHOTS
(Interpolated Data)

U, mm/usec
x Shot ShoT -lot'Dif ••'n

mmtt 865 867 866 868

5 5.5,51
10 5.124 5.065 0.059
15 4.807 4.732 0.075
20 4.498 4.504 0.006
25 4.346 4.333 0.013
30 4.208 4.173 0.035
35 4.045 3.941 0.104
40 3.851 3.730 0.120
45 3.604 3.562 0.042
50 3.428 3.388 0.040
55 3.300 3.313 0.U13
60 3.264 3.272 0.008
65 3.201 3.214 0.013
70 3.108 3.143 0.035
75 3.073 3.130 0.057
80 3.097 3.148 0.051
85 3.083 3.107 0.024
90 3.050 3.080 0.030
95 3.028 3.016 0.012

100 3.010 3.048 0.038

18
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COMPAR1ISON 0.' SHOCK VE},LfOCIT T1IES FROM T111HE
P1RTS OF 8140T8 UIN•I IE)}N'OIITI

UONOR AND ONO, SUIT USINQ TH.1TlX'L UONORS

Uia tanoo Shook Volocity

Work And 716 Throuqh 500 Cali - CaliW-
(Lot 3) (•it 2) (14o•t 2) tiOll• tiohll

0,0 6.24 6.35 5.95 (6.00) (6.24)
5.0 5.55 5.41 5.34 (5.39) (5.58)

10.0 5.10 5.05 4.93 4.94 5.09
1510 4.77 4.78 4,6.8 4.63 4.76
20.0 4.50 4,57 4.43 4.39 4.46
25,0 4.34 4,35 4.25 4.19 4.22
30I0 4.19 4,10 4.11 4,01 4.04
35.0 3.99 3.96 3,90 3.04 3.04
40,0 3.77 3.77 3.71 3.66 3.66
45.0 3.58 3.50 3.58 3.50 3.50
50.0 3.43 J.,4U J.4ý 3.40 3,,40

55.0 3.32 3.2B 3.30 3.34 3.34
60,0 3.23 3.23 3.27 3.28 3.28
65.0 3.17 3.22 3.26
70.0 3.14 3.15 3.25 3.20 3.20
75.0 3.11 3.13 3.21
80.0 3.10 3.11 3.16 3.15 3.15
85.0 3.09 3.13 3.16
90.0 3.08 3.12 3.15 3.12 3.12
95.0 3.06 3.02 3.14

100.0 3.02 2.98 3.06 3.10 3.10

NOTE: Second column is kor our new stock of pentolite.

Third and fourth columns are for pentolite described in
reference (1)

Shot 715 - rejord covered 0 & x & 55 mm
Shot 716 - covered -45 x 105 mm
Shots 578 through 580 - records covered 0 & x 110 mm

20
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Coaia)drim olI With l-ro vi oun iilut l, At, t,.IiI point it, ia of ,int' orost
Ci~tp oi~~t1u &tf)I~~ prooolt.~ i)q Au)ct;ion Wi.th floimo of thoso
obt.iinad pr.oviousti. lhe tic'" o"uu•.tl aro q ivoll in Table 7, Columns 1

a1 n~ d oa nýi~i V I" u iU LI a i. ThOM 1"OL1 tM 1n Column 3j thuqh
will bo diocuqsnd in tuArn it•4 , fn I. )ow i nq. Thu uxplonivo used in
the shots representod by tho .t: Iti C('oluttn 3 and 4 is pantolito
fromu1 Lot 2 nua s re .fu ro con (1,) i' (t,) ,

Column 3 in 'T'able 7 ,liva• tUi ruuul.lts: from tho "closo-up" shots
doac•ilbed in refer•on•o (6 ) r I" -, 715, thio catetora viewed abou-
50 I%11 of the spocimen adjacenta to L o uxplofilvo . For Shot 716, tae
oameret viewed the rogion From about .0 to 100 mm from the explosive.
Values of U in Column 3 wore obtain ai by smoothing and differen-
tiating the data from the rocordn as described above. The discrep-
ancies betweon values of U in Columns 2 and 3 and Columns 2 and 4
for )% . 10 mim aro of no consequonce. The reason for this is that
no attempt was made to force the results given in Columns 3 and 4
to the selected value of U at x - 0.0. Agreement over most of the
ranqe of x is good. Note, however, the value of U at 85 mm in
Column 3 is greater than the value at 80 nmm. Such "oscillations"
were removed from the results in Column 2 by fitting a cubic to
the data for x greater than about 44 mm. The two columns are in
agreement to tl% for almost all values of x a 10 mm. This means that
the two lots of pentolite are indistinguishable.

The values of U in the fourth column of Table 7 are from
Shots 578, 579 and 580. They were called "regular shots" in
reference (6); for these the camera recorded a field of view somewhat
greater than 100 mm. These values agree with those in Column 2
less well than do those of Column 3. Note that these regular shots
give values of U which are greater than those in the preceding two
columns for x > 55 mm. Pentolite from Lot 2 was used for the shots
which yielded the data in Columns 3 and 4. If we relied on the
results from the regular shots (Column 4) we would conclude that
pentolite from Lot 2 was more energetic than that from Lot 3,
(Column 2). It is probable that the data from the close up shots
(Column 3) are the more accurate, and, as noted above, the two lots

of pentolite are indistinguishable when the data are obtained and
reduced in the same manner.

The numbers in Column 5 of Table 7 represent the last calibration
of the LSGT with tetryl. For x a 55 mm, the shock velocities of
tetryl are greater than those given for the new lot of pentolite in
Column 2. Because pentolite is the more powerful explosive, the
opposite is expected. Again, it is probable that the new data are
the more accurate; if so, the earlier tetryl calibration curve gives
values of U which are too large for x > 55 mm. This difference was
one of the reasons for using the electromagnetic gage to measure
particle velocities in PMA attenuators when shocked by pentolite
and by tetryl.

21
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Comparison of Column 2 with Column 5 shows that our present
values of U for pentolite are greater than those for tetryl for
x < 50 ymm. This indicates, of course, that pentolite (1.56 g/cc) is
more powerful. than tetryl (1.51 g/cc), and that the P vs x curve of
pentolite will lie above that of tetryl. The above remarks are
based on the assumption that each set of results is accurate.
Because different techniques were used in obtaining the two sets of
data, one set may be more accurate than the other. Again, measure-
ments of particle velocity in the PMMA attenuator help resolve the
issue.

Because particle velocities have been measured in the PMMA
attenuator for both explosives, there is no point in converting the
values of U obtained in this section to pressures. These data will
be used in a later section to help establish a Hugoniot for PMMA,
which, along with the particle velocities, will determine the pressure
as a function of distance.

4. PARTICLE VELOCý.TY MEASUREMENTS

Particle velocity, u, in the PMMA attenuator is measured
directly using the electromagnetic velocity (EMV) gage. The gage
consists of an aluminum foil (0.0005 inch thick) as shown in
Figure 5a. The gage is formed by wrapping the foil around piece A
where the dimension Z is carefully measured. The part of the foil
around the bottom of piece A is called the base. Pieces B and C
are cemented (using chloroform) to piece A and the foil and to a
PMM4A cylinder whose length has been measured. This whole assembly
is then placed under 2000 psi for 20 minutes to remove any air
bubbles. The booster pellets and the detonator holder are then added
to the assembly which is placed in a magnetic field. The assembly
is oriented as shown in Figure 5a, so that the shock from the donor
charge causes the base of the gage to move across lines of magnetic
flux, generating an emf

V = H'u.10- 4  (7)

where the units are volts, gauss, mm/psec and mm, respectively.
Note that the legs of the gage do not generate an emf. The legs
of the foil are attached to a coaxial cable, see Figure 5b. The
50 ohm resistor is used to impedance match the gage to the cable;
the oscilloscope end of the cable is also impedance matched through
a voltage divider so that two oscilloscopes can be used.

Typical oscilloscope records are shown in Figures 6a through 6c.
For the record in Figure 6a, the PMMA cylinder was 5 mm long. The
rise time for this record was very short, approximately 20 nano-
seconds (ns). After 350 ns, Llie record shows some noise. This is
probably induced by breaking of the PMMA or by the explosive gases
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expanding around the edges of the PMMA cylinder. A cardboard gas
shield fitted to the PMMA cylinder retards these gases sufficiently
so that tie noise does not destroy the usefulness of the early part
of the record.

The record shown in Figure 6b is from a shot in which the PIM4A
cylinder was 35.2 mm long. The rise time is about 40 ns. The
curious feature of the record is the overshoot which lasts about
40 ns. It is doubtful if this is a function of the circuitry. It
may be due to the behavior of PMMA under rapid loading -- the material
may show relaxation effects. It is possible, of course, that wave
interactions actually produce such a velocity profile. The over-
shoot has been ignored in the determination of the peak particle
velocity.

Figure 6c is a 2 microsecond record of the particle velocity
for a 100.1 mm long cylinder. Rise time is again short, and there
is a slight overshoot. The remainder of the record indicates that
the particle velocity is relatively constant.

Records are read and digitized by using a Universal Telereader,
after which plots are made; see Figure 7 for plots of the records
shown in Figures 6a - 6c. The peak particle velocities can be
inferred by a linear extrapolation of the curves to zero time. As
noted above, the overshoot on a record is ignored. Usually, the
extrapolation is based on a visually selected section of the record
about 0.5 microseconds long. Most of the results were obtained
by then fitting this section by least squares to a straight line
over the selected interval of the record.

Peak particle velocities for tetryl donorst are given in Table 8
along with the interval of time of the record used in obtaining the
peak velocity. Also included in the table are comments concerning
some of the records. Asterisks following the shot number means that
the record is from a Hewlett-Packard oscilloscope. The time base
for these records is usually 5 microseconds so that they show less
iarly detail than those from the Tektronix oscilloscope, for which

the time base is usually 1 microsecond.

All records obtained are listed in Table 8, but some of these
records were unacceptable because of noise or form (116, 121, 244,
241*) and were therefore discarded. Other records which were not
ured fall into two groups: (1) those obtained at 0 < x < 0.86 mm
and (2) those obtained with the Hewlett-Packard (HP175) oscilloscope.
We found in earlier work that particle velocities above the theo-
retical (2.20 mm/wsec at x = 0 for tetryl loading of PIMMA) were
measured at small or no attenuation, apd attributed this to the
effect of the reaction zone in tetryl.0 The reaction zone was not
considered in deriving the theoretical value; instead the C-J

----------------------------------------------------------------------------
tGraphited tetryl pressed to a density of 1.51 ± 0.1 g/cc; it
contains 0.5%C.
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TABLE 8

PEAK PARTICLE VELOCITIES FOR TETRYL DONOR

SHOT X U TIME INTERVAL COMMENTS
NO MM MM/MSEC FOR LS FIT

289 0.0 2.11 0,05-0.16 POINT INITIATED
185 0.0 2.39 i MIL FOIL, PLANE WAVE BOOSTER, 25 MM OF TETRYL
106 0*25 2*31 SOME NOISE ON RECORD* NOT USED

118 0*25 2#26 NOT USED, RECORD ONLY 0.2 USEC LONG
120 0*25 2°21 NOT USED
108 0.86 2o25
183 0.86 2.22
119 2.0 2.05
117 3.0 1.88 0.02-0.22
116 4*0 1.61 0.03-0.22 NOISY RiiCORD# NOT USED
241 5.0 1.74 0,05-0.34 NOISY RECORD, NO GAS SHIELD
244 5.0 1.78 0,11-0.59 NOISY RECORD, NO GAS SHIELD
241* 5.0 1.76 0.35-1.10 NOISY RECORD, NOT USED
258 5.0 1,75 0.04-0.34 GAS SHIELD REDUCED NOISE
242 10oo lo4Q 0.15-0.64 NOISY RECORD
240 15.0 1.30 0416-0.33 0.2 USEC RISE TIME
240* 15.0 1.38 0.40-1.50 NOT USED, COULD ALSO BE READ AS 1v30 ON PLATEAU
121 20.0 .14 0.02-0,20 SHORT RECORD# FLAT, NOT USED
243 20,0 1.19 0.13-0.64
239* 25.0 1.11 0.05-0.46 OVERSHOOT
231 30,0 1.01 0.06-0.56 OVERSHOOT
231* 30.0 1.03 0.30-1.00 OVERSHOOT# NOT USED
222 35*0 00892 0,22-0.72
222* 35.0 0.912 0.20-0.80 NOT USED
230 35.2 0.904 0.08-0.60 OVERSHOOT
230* 35.2 0.91 0,08-0.90 OVERSHOOT* NOT USED
232 39*9 0.735 0.05-0,55
232* 39*9 0.741 0.05-090 NOT USED
218 45.0 0.625 0,10-0,60
220 55.0 0.436 0.15-0.65 OVERSHOOT
220* 55.0 0.44 0.14-0.90 NOT USED
233 65*1 0.309 0.06-0"65
234 80.1 0,192 0.06-0.56
246 80*0 0.20 0.15-0.63 OVERSHOOT
245 89.6 0.126 0,10-0.98 NOT USED
247 89.8 0.169 0,14-0,66
223 100.0 0.151 0.29-1.00 OVERSHOOT
248 100.1 0.135 0.11-064 OVERSHOOT

*HEWLETT-PACKARD 175 OSCILI.OSCOPEo TIME BASE CA. 5 jSEC. ALL OTHER RECORDS FROM
TEKTRONIX 454 OSCILLOSCOPE# TIME BASE CA. 1 ASEC
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pressure at the end of the reaction zone was used as the loading
pressure of the PMMA. Subsequent work has shown that measurements
at small attenuation are not reproducible; this is attributed to
the very steep slope of the pressure-time curve produced by the
standard tetryl donor of the LSGT. For this reason, all values
at x < 10 mm are considered nominal even in the range x _> 0.86 mm
where measurements of u seem reproducible. Moreover, this nominal
range is started (x = 0) at a value measured with a plane wave
boosted tetryl loading of the PMMA. Beyond x ?> 10 mm, the original
pressure spike has .been broadened so that its duration. seems suffi-
cient to impart a particle velocity to the foil consistent with
the maximum amplitude of the pressure pulse. In group (1),
Shots 289, 106, 118, and 120 have not been used.

In group (2), the HP175 records are, with one exception, from
the same shots on which Tektronix records were made. Since we
consiler the latter to be in principle more accurate, the only HP
record we have used is that from Shot 239 on which no Tektronix
record was obtained. The justification for using that particular
record is the generally close agreement between the HP and Tektronix
results for the same shot, as shown by the data of Table 8.

The data selected, as above, from Table 8 are plotted in
Figure 8a which also shows two additional points rejected for incon-
sistency with the rest of the data. The final calibration data have
been joined by use of a French curve. That was done as a preliminary
to further study, and to illus":rate the marked similarity between
the u-x curve of Figure 8a and the U-x curve of Figure 4 (previous
section) in exhibiting "humps" centered at x = 30-35 mm.

It is important to note that the data retained at x = 0 is
from Shot 185; this used A 0.001 inch thick foil, a plane wave
booster and only 25 mm of tetryl. This configuration gives a larger
velocity (by 0.28 mm/wsec) than that using 51 mm of tetryl initiated
at a point; see Shot 289 in Table 8. The reason for this is that
the plane wave configuration gives a longer pulse to which the foil
can respond more readily. Thus the results are more representative
of the particle velocity at the interf3ce than are those from point
detonated charges.

An estimate of the precision of the measurements shown in
Figure 8a can be obtained by examining the replicate (or nearly so)
shots listed in Table 9. The absolute differences within the sets
varies from 0.008 to 0.04 mm/wsec. These ranges, as percentages of
the average value of the set of replicate shots, vary from 0.9 to
11.2%. (The value of 32% at x " 90 mm has been rejected as intol-
erable, and the data of Shot 245 have been discarded as inconsistent
with values observed at the adjacent stations, x = 80 and x = 100 nam.
See Figure 8a.) Because the measured value u varies by a factor
of 10 for 5 !. x : 100 mm, it is not possible to obtain the same
percentage error over the range. At 5 mm, the shock is attenuating
rapidly and the flow of the detonation products frequently causes
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Table 9

RESULTS FROM REPLICATE SHOTS (TETRYL DONOR)

Shot # x Peak Particle Velocity Range 100 x range, %
mm mm/psec mm/lisec average

241 5.0 1.74
244 5.0 1.78 0.040 2.3
258 5.0 1.75

222 35.0 0.912
230 35.2 0.904 0.008 0.9

234 80.1 0.192
246 80.0 0.200 0.008 4.1

245 89.6 0.126*
247 89.8 0.169 0.043 32.0*

223 100.0 0.151
248 100.1 0.135 0.016 11.2

*Rejected on basis of consistency.
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electrical noise. Here, the value of u is relatively large, so that
a range of 0.04 in the value of u does not make a large percentage
error. At 100 mm, the shock is attenuating very little, and the
difference between values, 0.016 is small. As a percentage, however,
the range is large because of the small magnitude of u. At this time,
we cannot measure values of u as small as 0.15 mm/psec as precisely
as we would like to.

Another approach to estimating the error in an EMV gage
measurement is given in the Appendix. That estimate is for the
determination of a single value of u from an oscilloscope record.
The results are useful here, even though we have been discussing
Deak values of u which we obtain by fitting the data to a straight
line and extrapolating back to zero time. The estimated error ranges
from 6.2% for u = 0.10 mm/psec to 5.6% for u = 2.0 mm/psec. The
slight variation of the error with the magnitude of u is due to the
reading of the calibrating voltage on a three digit voltmeter. With
a more precise voltmeter, the error would be independent of the value
of u. This comes about because we change the gain of the oscillo-
scope amplifier so that we have about the same deflection on the
record regardless of the actual value of u which is expected. This
is equivalent to changing scales, for example, on a voltmeter, so
that all readings are taken with about the same deflection of the
indicator. This independence of the estimated error of the magnitude
of the value of u is counter to our experience with replicate shots
as described above. This disagreement may be due to thE fact that
our experimental arrangements are not reproducible, as noted in the
Appendix.

Figure 8b shows the calibration data and the data computed using
WONDY 9 for tetryl loading of PMIIA. Although the two curves seem
nearly the same at small x values, the experimental is definitely
above the computed curve in the range 15 L x < 35 mm. Possible
reasons for this are one or more of the following:

a. Our extrapolation procedure leads to too high values of u.

b. The shock loading pressure (C-J, not von Neumann) from
tetryl was too low.*

c. The Hugoniot used for PMMA was inaccurate.

Case a alone is quite inadequate to explain the discrepancy. The
velocity of the gage should be equal to or less than the material
velocity. Hence if we replace the values obtained by extrapolating
to zero time with the maximum value of u actually recorded, it should
be :<_ the true particle velocity. Examination of the records shows that

*Because of zoning in the tetryl, the actual value of the pressure in
the computation will be less than the nominal C-J pressure which it
approaches only as the zone size approaches zero. In the WONDY
computation the zone size was 0.05 cm in tetryl and 0.01 cm in PMMA.

31



NOLTR 73-15

2.2 -

0
2.0-

0

1.8 WONDY IV RESULTS

0 EXPERIMENTAL RESULTS
u

S1.6-

6*0

• .0 .
,0

1.2 0

uJ

* °,, 1.2 -

0.8
0

C1 6 4Y

0

0.2

0.0

0 10 20 30 40 50 60 70 80 90 100
DISTANCE, mm

FIG. 8b EXPERIMENTAL RESULTS COMPARED WITH RESULTS COMPUTED USING WONDY

32

';!=."'v . •N



~tu'h ~ ~O~dOuu iithipi# Vrttlwo of x loW011 1110 ki h~uvi ~hl by Oý 0 A 111i

mkit Clio~t Ml I. olo W"a~ nW~ t iU1 to~t ox"J ull 14 AIoki~t wý%' ith 14 a 1 h10
WO~u~ IIAVOt# 411'04kly I~ ~t 11101OOHi ooiid C, U~t io llm tWor kwol uIll Cho

w'k htukl (04140 b) WAR 0o 10Ow or too 1mueb lowuti-d hy
tho gono 9440 or b%%-h. h 'flwtugionot; datad Uid (~i '1 o)wA thit.
durivoc f u ~roil tho proviouti 1,8(", mi ~t~~ad )iulto' llif, 4ookiato
t~hani th"110 dor vofl from tho akont Worlt Cotio b too low Ali illitt 4

Wo akotho A~timump tionm tlii~t tho. Hijuounitot unod will kqi e A
ovirvo of App 4:iiatoly 010 ooekt; Mhapts And khat, the Aahouk lo'Ading

proflaro AI '.ulQC ill th" Comlit)atialo, *Wam too low, Iloorklinkq1y,
the. WLONI) ourvo of Fig4uro t~b thv boon raimed (by 0,O.IX5 ptrt ill
Figuro OQ Ro that it al-roimtops tilts eporininAl uv in tho rdnfcic

0 ~. ~~5 111111. ThiN M1uotraton atrongiiy auqceat. thAt. the an-aA g
flow .04 onn -di vmoni iolai I Co-ý) 0 .-. ix 3A mwin, And h000opw0H tw-imlnonona 1
withi tho arrivoi of atronq latoral raref~atian wavan at; about

x - 3 mm, ThiM aeto im roinforued by thei datA troa Lwant whloh
will now be dosoribad.

1ritura Sa 1Mu~ld be uteio to make qrnphiqal intorpoltitin bmw beween
da t i po inU t iHowevetr, analy t i 'al ro lat~iomui whA ch f it tho dkit~a Aro
far IUoro confvennlC. fur Vx Interpo lation, oreovor, in thita oiloo suouh
fit F prove holpful in inttorpratinq the data\.

A oolynomial could be uand to fit tho data over tho ontire
ran(10 of x, or a sot. of pol yno~ml ils could cio uoud to fit subnot n
of' the data, (in thism casie, a eurve vary liko the Ul-'N ourvo of
Ficiure 4 of the previoun rioction would probably ho obtab nud) . Po~ I
naminills have Wid features, as has boon rellated before. 7  In ,An (AttompL
to discov'er a more appropriato function, the daita were plotted on
siemi -lo Oner the sonii -log~ plot ahown in IFiquro 9, the d kta

betwen an 35nmiappear to be exponential1 in a manner s imiltar
to that found in the radioactive decay of~ two isotopou haVinoý signlf-
icantly different half-lives. The appropriate function sooms to bo:

u -A exp (-Bx) + C exp (-Dx)(8

This i'unction fits the data very well: see Table 10. The cooffi-
cients, in the order in which they appear in Lho above equation, and
their quadratic mean errors (QME's) aret

Coefficient 2 ME

1.7342 0.043
0.018512 0.001
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Table 10

FIT TO TETRYL D \ FOR x . 35.2 nun
FUNCTION IS u = -!xp(-Bx)+C exp(-Dx)

u
x u (Calculated) Residuals

mm mm/iisec mm/psec mmr/r.sec

0.00 2.390 2.39441 .004
0.86 2.250 2.22600 -. 024
0.86 2.220 2.22600 .006
2.00 2.050 2.04874 -. 001
3.00 1.880 1.92604 .046
5.00 1.740 1,74415 .004
5.00 1.780 1.74415 -. 036
5.00 1.750 1.74415 -. 006

10.00 1.490 1.48141 -. 009
15.00 1.300 1.32354 -. 024
20.00 1.190 1.19983 -. 010
25.00 1.110 1.09206 -. 018
30.00 1.010 0.99506 -. 015
35.00 0.892 0.90694 .015
35.20 0.904 0.90358 .000
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The QME of the fit is 0.019. The residuals are given in the fourth
column of Table 10. The largest residual is for x = 3.0 mm; it is
0.046, or about 2.5% of the measured value. A residual of this size
is tolerable in view of the range between replicates as discussed
above, and also that x = 3 mm is within the range of "nominal" cali-
bration. Outside this range of u, (i.e., x < 10 mm) the largest
residual, on a percentage basis, is l.P%.

There appears to be a distinct change in the slope of the u vs x
relation nt about 35 mm, see Figure 8c. Data beyond 35 mm must be
fitted with another function. As shown in the semi-log plot of
Figure 9, two straight lines can be drawn through the data; the first
serves for 35 <_ x , 75 mm, while the second serves for 75 :._ x <. 100.
Thus it appears, at first glance, that two or more functions are
required, and that a distinct change in slope might be introduced
at 75 mm. An examination of Figure 8a shows that a discontinuity in
the slope of the u-x curve at 75 mm is not evident. Moreover, it is
not necessary to separate these data into two subsets for x > 35 mm.
The strategy is to fit the quantity (u - A) vs x. That is, subtracting
a judiciously chosen value of A from the values of u yields a straight
line plot on semi-log paper. The results of such a fit are given in
Table 11. The coefficients and their QME's for the relation

u = A + B exp(-Cx) (9)

are

Coefficient QME

0.0921 0.0065
3.7038 0.135
0.0435 0.0011

The QME of the fit, 0.008, is about half of the QME of the fit
given in Table 10. Examination of the residuals shows that the fit
is really very good, considering that the function has only 3 param-
eters. Unavoidably, the residuals for very low u values are a high
percentage of u.

It must be noted in passing that some of the data shown in
Table 11 are from shots using pentolite donors. In a later section,
it will be noted that tetryl and pentolite give values of particle
velocity which are not distinguishable at high attenuations. Hence,
the u vs x curves are allowed to converge for some value of x less
than 80 ram.

Note that in Table 11, two or three values of u are given for
several individual values of x. If all values of u were given tLe
samo weight, the function would have fitted these multivalued points
more closely than the single value points. This was prevented by
giving the multivalued points a weight of 1.0, while the single
valued points were given a weight of 2.0.
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Table 11

FIT TO TETRYL DATA FOR x . 35 nmn
AND PENTOLITE DATA FOR x >. 80 mm
THE FUNCTION IS u = A+B exp(-Cx)

x u Weight u Residual
mm mm/psec (Calculated) mm/i.sec

mm/psec

35.0 .89200 1.0 .90010 .008
35.2 .90400 1.0 .89310 -. 011
39.9 .73500 2.0 .74499 .010
45.0 .62500 2.0 .61509 -. 010
55.0 .43600 2.0 .43061 -. 005
65.1 .30900 2.0 .31025 .001
80.0 .20000 1.0 .20620 .006
80.0 .19400 1.0 .20620 .012
80.1 .19200 1.0 .20571 .014
89.8 .16900 1.0 .16660 -. 002

100.0 .15100 1.0 .13991 -. 011
100.0 .14100 1.0 .13991 -. 001
100.1 .13500 1.0 .13970 .005
101.6 .14800 1.0 .13670 -. 011
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Figure 10 shows the u-x data plotted along with the solid lines
of the fitted equations (Equations (8) and (9)). This treatment
has resolved the "hump" of Figure 8a into a cusp between the two
analytic curves near x = 35 mm, at about the location of the maximum
amplitude of the so-called hump. Figure 10 illustrates much more
clearly than Figure 8c, the termination of one-dimensional flow by
the arrival of a lateral rarefaction at the axis.

Not enough measurements were made in the earlier work to
reveal the cusp which is evident in the new data at about 35 mm.
it anpears that the slope of the u vs x curve changes azruotly at
this distance. This is doubtlessly caused by the interactinn of
rarefaction waves which originate at the periphery of the Pu1MA
cylinder at the interface between it and the explosive. 1'he strength
of this rarefaction increases because of radial convergence. qhen
it reaches the axis of the PMMA cylinder, it causes an abrupt chanqe
in the flow due not only to its strength but also to the gradient
of flow variables across it. Another manifestation of this wave
interaction was pointed out in a orevious section where the shock
velocity was measured as a function of x. Indeed, the similarities
of Figures 4 (previous section) and 8a indicate that a similar
analytical treatment of the U-x data might result in showing a cusp
at x = 35 mm in the shock velocity data also.

Kamegai and Erkmanl 0 used a two-dimensional elastic-elastic code,
HEMP, to study the diverging shock wave in the PF4?A in the LSGT
configuration. This earlier work was done without knowledge of the
-article velocity measurements discussed above. Two different grid
sizes, 0.06 cm sq. and 0.12 cm sq., were used in the 2-D work.
Unfortunately, only the 0.12 cm sq. zone results covers the range
0 to 100 ,m. As shown in Figure 11, the 2-D study reproduces th3
shane of the u vs x curve obtained by the ::',V method but the code
results are larger. These larger values of u may be due to the use
of a smaller value of - (and correspondinqly higher value of PCJ)
for the explosive gases; a y of 2.54 was used while experimental
work1 1 yields a y of 3.00. With this in mind, the calculated and
exoerimental u vs x curves agree well. Shifting the computed curve
down about 0.07 mm/iisec gives better aqreement, of course, and, more
important, clearly illustrates the same tyne of abrupt change in
slope at !ý 35 mm in the computed curve. An analytical treatment
.-imilar to that used on the experimental data might well demonstrate
a cuso in the 2-D curve,* and appears to be a more reliable way to
locate the arrival of the lateral rarefaction than the method chosen
in reference (10). That method was based on finding where the
calculated shock front deviated from s,)oerical expansion. The result
was that the flow seemed to be soherical out to z 50 mm where the
side rarefaction finally reached the axis of the cylinder. It now

*Of course, 2-D computations of more closely Rpaced ocints should
do the same thing.
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appears that the front is affected by lateral rarefactions at about
.35 mm; beyond that distance the shock is two-dimensional.

In previous work, velocities of the free surfaces of the ends
of cylinders such as shown in Figure 5a were measured. If the
shocked PMMA behaves as an inviscid fluid, the particle velocity
is half the measured free surface velocity. Figure 12 shows the
difference between this estimate and the measured particle velocities
in PMMA. Representative values are as follows:

Gap Length u, mm/psec Difference
mm Free Surface Method EMV Method mm/PsPc

20 1.09 1.19 0.10
45 0.54 0.63 0.09
75 0.21 0.22 0.01

100 0.145 0.151 0.006

The free surface method gives significantly smaller values of u at
20 and 45 mm. At 75 and 100 mm the two methods are in substantial
agreement. Thus the new work shows significantly larger particle
velocities of moderate (and presumably, low) attenuations; this will
result in larger pressure also. It is chiefly the improvement in
values of u that requires the present recalibration of both the
tetryl and the pentolite loaded PMMA.

Data from shots using pentolite donors are given in Table 12
and in Figure 13. Table 12 has the same format as Table 8 for ease
in comparing results. Another aid in comparing the two sets of
data -s the curve in Figure 13 which represents the fits to the
tetryl data. For 10 _ x s_ 65 mm, pentolite donors give slightly
greater values of u. This is to be expected because pentolite has
an ustimated Chapman-Jouguet pressure of 216 kbar while tetryl has
a CJ pressure of 190 kbar. 1 1 This difference, for some unknown
reason, is not apparent in our data for x ( 10 ram.

It should be remarked at this point that for any x > 10 ram,
the difference between u measured for pentolite and tetryl loading
is experimentally insignificant. This is indicated both by our
error analysis and by the range found for replicate measurements.
However, most pentolite data were consistently above the analogous
tetryl data. Hence we have presented two distinct calibration (u-x)
curves with the small differences between them shown in Figure 13.

Again, we report results from the Hewlitt Packard oscilloscope
but do not use them in the subsequent curve fitting. Results of
Shot 260 were not used because of the use of a "radial foil" (i.e.,
the leads from the pickup came out of the PMMA cylinder parallel to
a radius rather than as shown in Figure 5a). Shot 261 was rejected
because it gave results that were less than those in tetryl shocked
PMMA at the same position. The same is true of Shot 210.
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TABLE 12

PEAK PARTICLE VELOCITIES FOR PENTOLITE DONOR

SHOT X U TIME INTERVAL COMMENTS
NO. MM MM/.SEC FOR LS FIT

286 0.0 2.37 0.06"'0.17
277 5.0 1.80 0.03-0,45
278 5.0 1.74 0.018-0.96
275 10.0 1.494 0.05-0.54
261 10.0 1.39 0.12-0.63 NOT USED, LOWER THAN TETRYL
262 10.0 1.51 0.09-0.35
276 15.0 1.351 0.10-0.35
263 20.0 1.257 0.13-0.63
264 20.0 1.22 0.04-0.39 OVERSHOOT
270 25.0 1.12 0.13-0.65
260 25.0 1*09 0.10-0.60 RADIAL FOIL, NOT USED
271 25.0 1.11 0.05-0.56 TYPICAL RECORD
235 30.0 1.038 0.06-0.45 TYPICAL RECORD
235* ?0.0 1.05 0.20-1.50 NOT USED
265 30.0 1.01 0*07-0.56
225 35.0 0.942 0.05-0.55
225' 35.0 0#945 0.10-0.85 NOT USED
229 38.1 0.826 0.05-0.55 TEST WITH TWO PIECES OF PMMA, NOT USED236 39.9 0.786 0.03-0.47
236* 39.9 0.787 0.20-1.00 NOT USED
219 45.0 0.661 0.09-0.60
210 45.0 0.613 0,10-1.10 LESS TdAN TETRYL AT SAME DISTANCE
211 54,9 0.431 0.27-1.09
221 55,0 0.451 0.07-0.,60
237 65.1 0.313 0,03-1.00 EYE FIT IS USED
266 80.0 0194 0.09-0.54
224 100.0 0.141 0.09-0.60
194 101.6 0.149 0.10-0.60

*HEWLETT-PACKARD 175 OSCILLOSCOPE, TIME BASE CA. 5A SEC. ALL OTHER RECORDS FROMTEKTRONIX 454 OSCILLOSCOPE, TIME BASE CA. i 1SFC
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Our experience with tho cnlibrýtjtiton for t'ot,•,y elhowod thAtd wO
could expect erratio results clonse to, find -t., tho intorfaon. A• t
the interface, usinq a 511 mm long point i•litt.-I tod pont oito ollrjo,
we measured a particle vtlocity of 2,37 mm/ ii/i, Wi o ax tot ,h.at,
results from a plane wave booiteod (PW14) elw, rqt.•, , | t Q, u1 11111m of p•)Olt-
lite, would be greater thain 2.37, cis it for tLt': y1 iwte above,
The difference for tetryl was 0,28 mini/Hoo. We .idd thim i1oomont
to the value from Shot 28(i, Tablc 12, to obt:fln '.65 n mnt/Ioie as our
interface value. As will be', shown later, Lhli qivuw u* a reawo'dble
calibration in the n•;tinal reqion, 0 -. x -. )0 mm.

The pentolite data aro fitted with the double oxponontial,
Equation (8), over the first 35 Rwi. The coeff'icenta and thoir QMV&'•
are

COO ff iciont 0M.12

1.773 0.032
0.0184 010008
0,876 0.036
0.349 0.032

Residuals, which are given in Table 13, are all less than 0.03 in
absolute value. The results of the fit are displayed in Figuro 13
along with the fit to the tetryl data, and the experimental pentolite
data. The fit appears to be adequate for interpolating over this
part of the experimental data.

Data for pentolite at x -, 35 mm are fitted with Equation (9)
for which the coefficients, in order, and their QMB's are

Coefficient QME

0.0905 0.0075
4.0877 0,1588
0.0445 0.0012

The data and residuals are given in Table 14. In obtaining this fit,
data for tetryl shots were included for x _ 80.0 mm. Results of t-l[s
fit are also shown in Figure 13. Note that the results for tatryl
and pentolite converge for x > 65 mm. The slight differences in the
two curves for x > 65 mm has no practical significance.

The two curves which represent the tetryl data cross at
x = 34.65 mm; those representing pentolite, at 36 mm. When the two
u,x curves are plotted on a very large scale and compared in the
region 33 /. x L 38 mm, they are practically coincident after one is
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Whifted 1.35 "Vil, th* di, fr@tnoa tfound in location (if the rfrafaction
wave ft)r ,11 two botaro. Tho fact that thWt8o locatiollo ditfor

htA jn ,intoroatrin'i offct• in our pro@ure u,.br~t .,n• this will be
daowribad in A la tor woution.

In aumnmaryf tho peak particle valovIty in tUhu PMMA attenuator
ot tho L,0T for tatryl donor charges i v•en by

u 1.7342 axp(-0.018,2 x) + 0.6602 exp(-0.2794 x)

for x . 34.65 tiv (10)

and

u w, 0.0921 , 3.7038 exp(-0.0435 x) for x > 34.65 mm., (11)

For pmntolita donor olharyou, the roults aro

U - 1.7735 oxp(-0,01841 x) + 0.8765 exp(-0.3495 x)

for x ,.. 36 nun (12)

and

U- 0,0905 + 4.0877 exp(-0.04451 x) for x > 36 nim. (13)

5. IIUGONIOT OF PMMA

The end result of a (lap omalibration is a curve relating pressure
to length of gap. Thu data presentod in the two preoeding sections
could be used to provide the calibration. That is, Zor evory value
of x, we have values of u and U which define a value of P. Our data,
howeB•er, are not entirely accurate as has been noted in previous
sections, One way to examine the accurauy of the data is to study
the Hugoniot curve which results by plotting U as a function of u.
Then our results can be compared with results previously reported.

In the following discussion, we will be interested in pressures
up to about 200 kbar. This is well. below t e phase change in PMMA
which takes place between 212 and 276 kbar.ý

Data on the flugonint of PMMA are available in the LLL compendium. 1 2

Most of the data that were available in 1965 were reviewed by Deal
who noted that there was a large amount of scatter in the data. 1 3 He
questioned the reproducibility of the material used in the experi-
ments -- few authors gave a thorough characterization of the plastic
used. Sonam of tUa Mcatter may well be due to differences in material.
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Difforent toohniquos may 4l1so have contributed to the scatter. Since
196,5, data have been acquired with now techniques on easily identified
matorials. The most aar arate of thnsn uses optical interferomotry.
Data take i wiph thin teclhnique at Sandia Laboratories in the range of
1-60 kbar 4413 are used in the following as a chack on our data.
Rlosults from Genoral Mot 5rs16 confir:m the low prossure results reported
by Sandia. Both sets of data are from samples cut from sheet stock
of Ploxiglas, producod by Rohm and Haas and designated Plexi-
glas II UVA, an ultraviolet absorbing grade. This is the same material
which we uso, the exception being that we use bar stock. As noted
above, optical interferometry wets used to study shocks in PrMA at
Sandia. At Genoral Motors, the data was acquired by the use of
transducers, a method which is fairly new in this type of work.
Bocauso the data from Sandia extends over a greater range of pressures,
we depend on them in the following discussion.

Tn these recent works, it has been shown that PMMA behaves in a
complicated way when stressed by shock waves. It is generally conceded
that the material is viscoelastic, and oxhibits strain rate effects.
There is also evidence that it behaves elastoplastically, at least
whern shocked to states above 25 kbar. One observation in rofer-
once (14) is that the shock 7olocity in an impactod piece of PMMA
depends on the thickness of the piece. That is, even though there
is no interaction of waves from the back of the projectile with the
shock front in the sample, tho shock velocity changa- wil.t distance.
This is consistent with the observation that. PMMA is a viscoelastic
solid. Another observation is that, for example, impact by a PMMA
projectile at a velocity of about 0.6 imn/pjsec produces an abrupt rise
of particle velocity to about 0.20 mm/psec, followed by a slower rise
to about 0.30 mrn/wsec. The latter is equivaleut to a pressure of
about 12.3 kbar. This same typo of behavior is observed at 19.4 kbar,
while at 60 kbar the entire loading event is abrupt as it would be in
a metal. 1 5 At low pressures, we really should not use the words
"shock" and "Hugoniot" when we describe the response of PMMA when it
is impacted by a projectile, or loaded by an explosive. For conven-
ience, however, we will continue to use the familiar nomenclature.
When we use the term "shock wave", we mean the entire loading process
which takes place in PMMA whether or not it is entirely abrupt.

Our experimental relation between U and u is shown in Figure 14.
This is a graph of the data presented in the previous two sections of
this report for pentolite donor charges. Each point in the graph
corresponds to a value of x, the distance from the donor explosive.
Some representative values of x are indicated on the graph as an
aid in the following discussion. Our results are not linear, even
at the high pressure end of our set of data. A consequence of this
is that extrapolation is more of a problem than it would be if our
data were linear at the higher pressures. A procedure for extrap-
olating will be discussed below. Curvature at low pressure is
expected. Data acquired previously at NOL showed that PMIA had an
anomolous Hugoniot. 4 Data from SRI, 1 7 Sandia Laboratoriesl, 1 5 and
General Motors1 6 confirm the observation of this behavior.
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Schuler and Nunziato1 4 have an expression which fits their data
and that of Barker and Hollenbach. 1 3  They chose to relate the stress
to the strain rather than to relate shock and particle velocities.
Their expression is

a = 87.066c + 858.71e 2 - 7063.2303 + 22040.8c4 (14)

where a is the stress in kbars and e is the strain (engineering).
Using the relation

- 1 - V/V 0  (15)

where V is the specific volume and V0 is the specific volume at
ambient stress, and the Hugoniot relations, there results,

C = u/U (16)

a = P0 uU (17)

The above relations permit the construction of a u,U curve from the
Sandia relation, Equation (14). With this representation, we have a
continuous curve covering about 60 kbar of the PMMA Hugoniot. Curva-
ture at low pressure is more pronounced than it is in our data, see
Figure 14. This curvature is substantiated by the results from
General Motors 1 6 which are also shown in Figure 14. Schuler and
Nunziato 1 5 did not use the two points from Barker and Hollenbach 1 4

for which u is about 0.61 and 0.625 mm/psec in their determination of
the constants in Equation (14). Their reason for not usinq these data
is that they were obtained from experiments in which the projectiles
were tungsten carbide. These experiments could not be analysed as
satisfactorily as the other experiments in which the projectiles were
PMMA. Hence they decided to ignore these two points rather than to
take a chance on less than satisfactory results.

The curve shown in Figure 14 for the Schuler and Nunziato1 5 data
was constructed from "equilibrium" values of particle velocity. In
some instances, a time interval as long as one psec was required for
the instantaneous u to build up to its higher equilibrium value.
Since this build-up time is often greater than our time of measurement
of u, there is some question of the applicability of the equilibrium
curve to our data. To be sure, when the Liddiard4 data (U, 1/2 ufs)
are corrected to U, u data by means of Figure 12, they fall on the
equilibrium curve. However, this may be a fortuitous agreement.

The difference between the curve derived from Equation (14) and
the curve which represents our data is small. This is shown in
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Figure 15 where the difference in pressure between the two represen-
tations is plotted as a function of x. In constructing this plot, we
used the U vs x data reported in Section 3 and the u vs x of Section 4
of this report for pentolite donors. Pressure, based on the Sandia
curve, is also shown on the plot. The difference in pressure is less
than a kbar except for x < 13 mm. Hence either representation could
be used in our calibration over the range of pressure up to about
80 kbar.

we need to extend our Hugoniot representation to about 200 kbar
so we can obtain a nominal calibration for the LSGT for small gaps.
Examining Figure 14 shows that we could use the Sandia curve for the
extrapolation -- it reproduces our data to within experimental error
up to a particle velocity of 1.5 mm/psec (90 kbar). This agreement
may be fortuitious as will be demonstrated in the following. Some of
the data reported by Coleburn 1 8 are shown in Figure 14; these indicate
that the extrapolated Sandia curve is too steep. The slope of the
curve is about 1.9 for 0.9 : u E. 1.9 mm/psec. Coleburn fitted his
data with a quadratic which has a slope of about 1.47 at u = 1.5.
Values of the slope of straight line •i~s to PMMA Iugoniot data in
this range have been reported as 1.61JJ and 1.69.' It was decided
not to risk using the extrapolation with the steep slope, so we tried
finding a straight line through a part of our data which could be used
for extrapolation. Placing a straight edge on the plot shows that a
straight line can be drawn through two subsets of the data. These
subsets are for 0.595 L u :. 0.749 and 1.002 ý. u L 1.324. Ignoring
the non-linearity of the intermediate data is justified as follows.
Those data which sag below the straight line come from measurements
for x between 31 and 41 mm. It must be recalled that the u vs x curve
was treated so that a cusp appeared at about 35 mm. If wave inter-
action in the cylinder of PMMA can produce this anomolous behavior in
the particle velocity curve, it can surely produce similar behavior
in the shock velocity. We may have smoothed the x,t data and the
U,x data so that we suppressed some of the effects of wave interaction
on the results. We do observe a hump in the U,x curve at about 35 mm.
Treated differently, this hump might look more like the cusp which
appears in our treatment of the particle velocity. The results might
also eliminate the sag in our U,u curve. Furthermore, the greatest
divergences in shock velocities were observed at 35 and 40 mm, see
Table 6. These considerations do not prove that those points which
we ignore are really in error -- they do point to the possibility.

The data at the top end of our curve (u > 1.324) come from
locations within 16 mm of the donor explosive. In this region the
shock velocity changes rapidly, with the result that the streak camera
records are difficult to differentiate. One of the two records
gave very poor data over the first 8 mm. H-ere too, a reasonable case
is available for ignoring the nonlinear data at the high pressure end
of our curve. The fact that nonlinearity in this region of the U,u
curve has not been reported by other investigators has also been
considered.
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The line mentioned above is represented by

U = 2.561 + 1.595 u. (18)

In previous work with tetryl donor charges the coefficients were
found to be 2.57 and 1.61 respectively. 4  Considering all the possi-
bilities of errors in measurements and in interpretation, the two
results are in good agreement.

At low pressures (low u and U), we are at the other extreme of
our experimental measurements. There seems little doubt that the
Sandial 4 ,15 measurements should be more accurate than any we can make.
Consequently we have fitted the Sandia data, shown in Table 15, with
a cubic constrained to become tangent to the straight line of Equa-
tion (18). Thus our final selectior for the Hugoriot is

U = 2.7228 + 4.0667u - 10.9051u 2 + 10.6912u 3 , 0.03 < u :_ 0.5363 (19)

and

U = 2.561 + 1.595u, u > 0.5363. (18')

Figure 16 shows Equations (19) and (18') as the solid line curve,
the Sandia data from which Equation (19) was obtained, and the low
pressure U,u data of the present work. The latter, discarded in
selecting the Hugoniot, lead to differences of < 0.3 kbar (at the
same x or u value) in the pressure computed with the Hugoniot of
Equation (19) and those computed with the discarded U,u data (see
Figure 15).

6. PRESSURE-DISTANCE CALIBRATION FOR TIHE LSGT

We now have the particle velocity vs distance relation for the
PMM.A attenuator of the LSGT in analytical form for both tetryl and
pentolite donor charges (Section 4). These constitute our primary
calibration curves for reasons presented in the error analysis. In
addition, we have analytical expressions relating the particle and
shock velocities along the PMMA Hugoniot (Equations (18') and (19) of
the previous section). From the above combination we can calculate
the pressure in the attenuator at any distance from either donor
charge by using

P = u U (20)

where po is the density of PMMA, taken to be 1.185 g/cc. Table 16
gives the computed pressures at 5-10 mm intervals in x.
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Table 15

CUBIC FIT TO LOW PRESSURE
HUGONIOT DATA FOR PMMA

(SANDIA CORPORATION DATA)

U
U U (Calculated) Residual

mm/psec nun/psec mm/lisec mm/psec

.03045 2.843 2.83685 -0.006
.03066 2.844 2.83757 -0.006
.07555 2.968 2.97243 0.004
.07580 2.959 2.97308 0.014
.1542 3.127 3.12981 0.003
.1545 3.130 3.13025 0.000
.2250 3.199 3.20754 0.009
.3206 3.268 3.25804 -0.009
.3196 3.268 3.25767 -0.010
.4801 3.349 3.34476 -0.004
.4805 3.342 3.34516 0.003
.228 3.22 3.20986 -0.010
.500 3.32 3.36629 -0.046

NOTE: Last two points from Schuler and Nunzxato; remainder
from Barker and Hollenbach.
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Table 16

PRESSURE-DISTANCE DATA FROM
CALIBRATIONS OF THIS R'.PORT

P, Kbarx,mm Tetryl P Kt6at

0 181.0 213.1
110.4 113.0S10 86.4 88.2

15 73.3 75.420 63.6 65.825 55.7 57.7

30 48.9 50.7
35 42.6 44.640 32.9 35.1
45 25.8 27.350 20.6 21.5

5S 16.9 17.560 14.1 14.570 10.3 10.4
80 7.8 7.890 6.2 6.1

100 5.2 1.i

V 58



NOLTR 73-15

Since the unit of length used in the gap test is the thickness
of a card (0.01 inch), it is convenient to tabulate the pressure at
one card intervals. This can easily be done by use of a digital
computer; Tables 17 and 18 contain the final calibration values for
tetryl and pentolite donors, respectively. The gap length in these
tables is the sum of the number in the left column and the number
at the top of a column. Each table gives P for zero through 400
cards. Although pressure is reported to 0.1 kbar, the fractional
part is not significant.

A rigorous analysis of the possible error in the pressure has not
been carried out. An analysis of the error expected in the measured
pirticle velocity gives an estimate of ±6% in an individual determi-
nation (see Appendix). Replicate measurements over the range of
0.2-1.5 mm/psec show differences of 4% or less and, therefore, suggest
the ±6% is probably pessimistic; however, replicates at 0.15 mm/psec
show a difference of 11%. The error in P must be at least as large
as the error in u; it is probably somewhat larger because of any error
in the Hugoniot we have selected.

As in the case of particle velocity, at any given x 2 10 mm
(39 cards), the difference in pressure, obtained by tetryl and
pentolite loading, is not experimentally significant. The numerical
difference (values of Table 18 minus those of Table 17) runs from
32 kbar at x = 0 cards to 0 at 400 cards. The maximum percentage
difference, in the range x >.. 10 cards, is about 7% (2.6 kbr)T and
occurs at x of 140-150 cards. This is the direct result of a similar
maximum difference in particle velncity caused by differences in the
location of the rarefaction waves (cusps in the fitted u-x curves) in
the two cases.* It was remarked in Section 4, that shifting one of
the u-x curves by 1.35 mm (or about 5 cards) resulted in coincidence
of the two curves. In agreement with this, Tables 17 and 18 show
that the pressure at x cards for tetryl is the same (±0.1 kbar) as
that at (x + 5) cards for pentolite in the range of 70-230 cards. At
greater attenuations, of course, the pressure is the same (:-0.1 kbar)
for the same number of cards; this is true for the range 260-400 cards.

In eirlier work, 1 two pairs of tests were carried out in the
region 70-230 cards. For the same acceptor and different donors
(tetryl and pentolite), the pairs showed differences of one and zero
cards in the two respective 50% gaps. This is not the 5 card differ-
ence expected, but it indicates the same pressure amplitade within
the expected error. The expected error is just too large to _'esolve
the effect of different pressure profiles of the same amplitude.

*Use of our U,u data or the Sandia equilibrium U,u data instead of
the Hugoniot we have chosen has no effect on the size of this differ-
ence. The Sandia data result in lower absolute pressure values; at
x 2- 80 cards, the maximum difference is 1.5 kbar and 1 kbar,
respectively, for tetryl and pentolite.
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APPENDIX A

ESTIMATION OF ERRORS FOR MEASUREMENT OF PARTICLE VELOCITY
WITH THE ELECTROMAGNETIC GAGE

The basic equation for the electromagnetic gage is

u = 104 v/Hk (Al)

where u is the particle velocity (mm/jisec), v is the output of the
gage (volts), H is the magnetic field strength (gauss) and k is the
length of the base of the gage (mm). The quantity k is measured
directly with a micrometer so that an estimate of error is straight-
forward. H is measured with a gaussmeter prior to the shot as will
be described later. The quantity v is measured indirectly and can
be in error because of several sources. It is measured by using an
oscilloscope which must be calibrated before each shot. A reference
line is placed on the film by triggering the scope manually, see
Figure Al. A voltage, E, is then applied to the input to the scope

and it is manually triggered again, giving reference line 2. Then
the experiment is performed, giving a trace -- see Figure Al for an
illustrative example. When the film record is read, the separation
of the two reference lines is measured. Call this distance x as
shown in the figure. Next, the trace is read; this amounts to mea-
suring the vertical distance from the base line -- the dashed line
in Figure Al -- to a point on the trace. For a particular point on
the trace, call this displacement y. We assume that the scope is
linear so that displacement of the trace is proportional to the
voltage, or

vI = E y /x. (A2)

The voltage v, is not that generated by the gage; it is the output of
the circuit shown in Figure A2. The foil is represented as a voltage
generator having negligible resistance with a resistance r in series.The reason for incorporating this resistance is given e5-,,,here.

The load resistor, R, is that of the terminating resistor at the
oscilloscope. From the diagram it is evident that

v = vI (R + r) /R = E y (R + r) / x R (A3)

A-1
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REFERENCE LINE 2

REFERENCE LINE 1

FIG. Al IDEALIZED OSCILLOSCOPE RECORD

SGENERATOR ... '•TO SCOPE
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FIG. A2 CIRCUIT OF EMV GAGE

A2



NOLTR 73-15

Thus the particle velocity is given by

u = 10 4 E y (R + r)/(HX x R). (A4)

In order to estimate the error in u, Equation (A4) is differen-
tiated logarithmetically, giving

Au _A + AE. + Ax Ay + (AR+Ar) + AR + AH (A5)--u - E -x y )(R+r) R

where all negative signs have been changed to positive. We must
estimate the uncertainty in each quantity, AE, AZ, etc., so that
their cumulative effect on the particle velocity can be calculated.
This is the simplest way to estimate the error. A more sophisticated
method (which gives more optimistic results) is to compute Au/u by
taking the root mean square of the values of the terms on the right
hand side of Equation (A5). Note that the result will be a relative
value, a nondimensional number. It will be more convenient to deal
with percentages in the following so that each side of Equation (A5)
is multiplied by 100%.

The first term involves £, the length of the base of the EMV gage.
For most of our work, this length is determined by the thickness of
a piece of PMMA or explosive around which the foil is wrapped part
way. The thickness of the test material varies from 2.5 to 10.0 mm
and is measured using a micrometer. Assuming these measurements are
accurate to ±0.013 mm (0.0005 inch), the accuracy is ±0.48% for the
short pickup and ±0.12% for the longest pickup. The reason for using
short pickups is to minimize the effects of curvature on the rise
time of the signal. That is, when we place a gage within 50 mm of the
point of initiation of an explosive, we use a short pickup. Some of
our close-in measurements may be in error due to the inaccurate mea-
surements of the base lrength of the gage. Note, however, under these
circumstances, the particle velocity is large, so that other sources
of errors are at their minimum.

The next term, AE/E, is the error in measuring the volt ge applied
to the scope for calibration. This voltage is supplied by a small
DC power supply. It is measured with a Model 7050 Fairchild digital
multimeter. For temperatures between 15 and 35*C, the accuracy of the
multimeter is claimed to be ±0.1% of the reading, ±1 digit. We use
the 1.5 volt scale so that one digit is 10-3 volts. Thus the % error
is ±0.1(1.0 + E) / E; this function is plotted in Figure A3. Our
estimated error obviously becomes more troublesome when we have to
measure small voltages. Our lowest voltage is about 0.15 volts for

t which we can expect an error of about 1%. The error due to this
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source is the same for all points read off any one record. It will
differ, of course, from one record to the next to the extent to which
we change the calibrating voltage.

The quantity, x, is a measure of the displacement of the oscillo-
scope beam due to the calibrating voltage, E. This displacement is
read with a Universal Telereader. It is doubtful if the measuring
instrument is limiting our accuracy in this case. Rather, our accu-
racy is limited by the ability of the operator to place a crosswire
accurately on the image of the trace. These traces, which are placed
on the film prior to a shot, are usually narrow and distinct and are

* therefore relatively easy to measure. The operator claims that a
reading can be repeated to within ±10 counts. The distance being mea-
sured on the film is usually about 20 mm, or 1600 counts on the

*' Telereader. If both lines are read to the same precision, this
distance is uncertain to ±20 counts, or 1.25%. This error is the same
for any one record. It does not change much from record to record even
though the particle velocity may vary by a factor of 20. This is due
to the fact that we change the gain of the amplifiers of the scope to
give about 20 mm displacement each time we calibrate the scope. We
assume, of course, that the amplifiers are linear.

The next term involves y, the quantity which represents the
displacement of a point on the dynamic record from the base line, see
Figure Ao. In the usual case, we meaoure a diTplacement of about
Fi0 mm on the film, or about 800 count on the Telereader scale. Again
we assume that the Telereader is so accurate that it does not limit
our accuracy. The crosswires can be reset on a trace, and on the
baseline, to within about ±10 counts. Thus the displacement of the
trace is uncertain to ±20 counts, or about 2.6%. As in the case of
the measurement of x as discussed above, the error due to the measure-
ment of y does not change from record to record. The reason is the
same, we change the amplification of the scope so that the trace is
displaced about the same in each shot. Because we are usually mea-
suring a decaying signal, the error does change some over each indi-
vidual trace.

Reported results never depend on the reading of a single point
on the trace of a iecord. Many points are read so that a plot of u
vs time can be constructed. A subset of the points may be fitted to
a straight line so that the value of u can be obtained at zero time
(an extrapolation back through the rise time of the signal). In other
cases, lines are drawn through the data to locate more or less distinct
changes of slope of the trace. This graphical treatment has been used
to determine the Chapman-Jouguet particle velocity and the reaction
time in explosives. Analysis of the errors under these more compli-
cated circumstances has not been made. The error reported here
applies to the reading of only a single point on the trace of an
oscilloscope record.

We use a Rawson-Lush Model 824 rotating coil gaussmeter to measure
the field, H. The accuracy of this instrument is 0.1% or 0.5 gauss,
whichever is larger. We work with fields whose strength vary from
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400 to 1000 gausses, so that our accuracy varies from 0.12% to 0.1%.
Errors of this magnitude are negligible. Our method of operation may
introduce other errors in the field, however. The magnet is energized
and the field is measured before the experiment is completely assem-
bled. The current to the magnet is measured on a 0-50 ampere ammeter
calibrated to 0.25% of full scale. The current is then reduced to
zero, the leads to the magnet are disconnected for reasons of safety,
and the experiment including *Lhe explosive, is put into place. Imme-
diately before firing, the current to the magnet is restored to the
same value as before. Firing takes place within 3 to 5 minutes of
the time that the current is restored. Drift in the output of the
power supply during this short time is negligible.* If the magnet
assembly was not disturbed during the final assembly of the experiment,
and if the ammeter readings were the same, we should have the same
field as that during the measurement with the gaussmeter. Reading
the ammeter may introduce an error in the field strength. The meter
has - -. , or scale which helps eliminate parallax during reading. On
rep,_aed trials to check on this possibility, the field is returned
to within 1.0 gauss of the original reading. This gives an error of
0.25% at 400 gauss and 0.1% at 1000 gauss. We hope that in routine
operation that we do this well.

Both of the resistors in the circuit, see Figure Al, have nominal
values of 50 ohms. They are used to terminate the signal cable so
that the reflection of electrical signals will be minimized. The
precision of the resistor, R, which is located at the oscilloscope,
is ±0.5%. Hence the value of AR/R is also ±0.5%. The resistor, r,
is an inexpensive carbon resistor which is destroyed in the experiment.
Its resistance is measured on a bridge to a precision of ±0.25% prior
to assemblying the shot. Converting the percentages given above to
increments of resistances gives 0.38% for the term (AR + Ar)/(R + r).
Hence we have a total error from the resistors of 0.88%. This value
can be reduced by a careful measurement of the resistance at the
oscilloscope (resistor R). Note that in the above that the resistance
of the cable has been neglected.

The errors are summarized below for three values of u. This
illustrates how the error in the three digit voltmeter changes the
error as u is changed. The error in y is included in the table so
that the results do not apply, for example, to the determination of
a peak value of u which usually depends on fitting many values of u
to a function for extrapolation to zero time.

In the analysis of error given above, we assumed that experimental
arrangements were reproducible. There may be variations in the

*The power supply is an Electronic Measurements ;."del SCR 120-20,

three phase, constant current instrumeht.
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SUMMARY OF ERRORS

u, mm/psec 2.0 1.0 0.1

A2/2 0.50 0.5 0.5
AE/E 0.14 0.24 0.75
Ax/x 1.26 1.26 1.26
Ay/y 2.6 2.6 2.6
(AR+Ar)/ (R+r) 0.38 0.38 0.38

AR/R 0.5 0.5 0.5
AH/H 0.215 0.25 0.25

Sum of Errors 5.63 5.73 6.24

density of the PMMA from sample to sample. The same is true of the
pentolite pellets. The PMMA samples are machined in a Jlathe so that
they are at least in the correct geometrical shape. The pressed
pentolite pellets are somewhat barrel shaped -- the diameters of the
midplane of the pellets are about 0.003 inch greater than the diam-
eter of their faces. The faces are bulged so that on the axis the
pellets are 0.005 to 0.006 inch thicker than they are at their edges.
Thus when two pellets are stacked, it is possible to have a gap
0.012 inch thick over part of the area between them. This interferes
with the transfer of detonation from one pellet to another, introduces
a tilt in the detonation wave, and distorts the Taylor wave. At Lhe
explosive/PMMA interface, the gap may be 0.006 inch over part of the
surface (assuming the PIMA is flat on the end). Again this introduces
tilt in the shock wave in the PMMA and distorts the rarefaction wave
which follows the shock front.

The shape of tetryl pellets are closer to that of a cylinder.
They may be as much as 0.002 inch thicker on their axes than at their
edges. Their diameters may be 0.002 inch too great at their midplanes.

Our calibration work might have been easier if we had machined the
pressed pellets into true cylindrical forms. Then, however, the
calibration would not have corresponded to the actual situation in
the gap test.
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