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gram behavior in actual systems.
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page fetch frequency in storage hierarchy systems is formalized and
It is proven that there exist cyclic program reference
patterns that can cause page fetch frequency to increase signifi-
cantly if the page size used is decreased (e.g., reduced by half).
Furthermore, it is proven in Theorem 3 that the limit to this
increase is a linear function of primary store size.
example, on a typical current-day paging system with a large
primary store, the number of page fetches encountered during the
execution of a program could increase 200-fold if the page size

Thus, for

The concept of temporal locality versus spatial locality is
postulated to explain the relationship between page size and pro-

This concept is used to dev«lop

a technique called the "tuple-coupling" approach.

Consistent with the results above and by generalizing conven-
tional two-level storage systems, a design for a general multiple
level storage hierarchy system is presented.
and implementation techngiues to be used are discussed.
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CHAPTER 1,
INTRODUCTION AND PLAN OF THESIS

1.0 [atroduction

The primary joal of this thesis is to provide insight
fato and shed additisnmal light on several key probleas in
the design and aanalysis of general storage hierarchy

systeas, @

1.1 Sigpificance of Probles

The importance of research in storage hierarchy systeas
has been pointed out by Prof. 7. J. Corbatd recently in the

8IT Project MAC Prograss Report VIII (July 1971):

"By now, it has bacome accepted lcre in the computer
system field that use of automatic managesment
algorithas for memory systeas, constructed of
saveral levels with different access times, can
pcovide a significant simplification of frograsaing
effort, .,. Unfortunately, behind the mask of
acceptance hides a worrisome lack of knovwledge
bahind how to engineer a amultilevel aemory systea
with appropriate algorithas which are matched to the
1oad and hardware characteristics."

dn aultiple levael storage bierarchies, Prot. J. H,




Storaje Hierarchy Systess 10

Saltzar vas even aore explicit (subject notes ou

"Information Systeas®, MII, 1972, p. 4-58):

"An interestiny problem arises if one has three or
aore techanologies to deal with., ... The probles of
ptedicting the perforsance of a three level, 1
autosatically wmanaged system 1s not at all weal
understood. ... Although the need for more than one
l lavel has already been argued, there is currently uno

kaovn criterion for introducing three, four, or N
lavels for a given systea. ... Although there are by
nov many iaplesantations of two level wmemory
systeas, the dynasic sanagement of a three or more
lavel mesory syst2a 1is such an uncharted area that
there do naot yat exist examples of practical
algorithas wvhich one can examine,"

1.2 jpecific Goals and Accomplishments

Phe specific joals and acccaplishments of this thesis,
vaicn are further elaporated later, are:
* Analyze the affect of «certain paraseters, such as
page size, upon the performance of a storage
systes,

e Develop a <coacept of locality based upon both

spatial ani teaporal adjacency in address
reference pitterns that exglains certain dnoaalies
discovered in actual paging systeas,

e Propose, formalize, and measure the pertormance ot . |
nev “spatial-reaoval” storage management

algyorithes, 1u particular “tuple-coupling",

e Design i practicadal algorithnm for ettective
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sanagemeat of wsultiple level storagye MiwlaLlny
Systeas an) demoastrate its wffectiveness uniug

some sisulatad system loads,

1.3 Ganagal Structure of Thesis

The key plan of this thesis is to Lavestigate several

Stucial probless and requirements of aultiple level storaye

= hiecacchy systeams, Particular areas are identified and
corcesponding theori2s developed and proven, A nev and

jeaeral desigan for storage hiecarchy systeas is also

presmated and evaluated. Pinally, eapirical measurements are

ptesented to validate and calibrate the overall desiyn and

specific theoretical -onjectures.,

Fhis thesis is organizationally divided ianto 8
chaptars., The structure can be best introduced by outlining

the content of the following chapters in the sections below.

1.3.1 Chapter 2: Motivation for Storage Hierarchy Systeas

This chapter prasents a ferspective on the storage
hieracchy problem and the motivation for such systems, It
is primarily vwritten for the benefit of people knowledgeable
in the general computer field but who are not especiaily

experianced in storage hierarchy systeas. For the expert
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céalec, this chapter 2xposes the birases ana orientdations ot
tae author 4and thus sets the tone for the resmainder ol the
taesis., This chapter also briefly reviews tne histor; ot

research in storage systeas and cites numerous refecrences,

1. 3,2 Chapter 3: Pormalization of Storage Hierarchy Systems

A description and formalization of the basic
Sharacteristics of storage hieratchy systems is presented in
tais chapter, This is followed by a summary and critical
analysis of research that directly relates to the specific

joals of this thesis,

1. 3.3 Chapter 4: A Storage Hierzrchy Systea

In this chapter the key coacepts of the proposed
storage hierarchy system are presented and discussed. The

principle and novel techniques are briefly described below:

1.3,3,1 Continuous Hierarchy

lhe ratio of parformance between adjacent levels is
kept moderate (e.g., a factor of 100 or less) to wminimize
discontinuities or awkward special-case algorithas, Tnis is
in1 contrast to many current systems with inter-level ratios

of 1000 or aore,

T T Y T TR T B T A T

T T A Em——
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1.3.3.2 shadov Storage and Page Splittiug

Information is transferred in decreasing smaller size
blocks as it is passel up from low pertormance levels ot the
hierarchy toward the "request generator" at the uppermost
level. Thus, the information that is finally received by the
raquest generator has left a "shadow" behind in the iower
levels., The significanze and rationale for this technique is

further elaborated in Chapter 6,

1.3.3.3 Automatiz Management

In order to reduce the 1load on the central processor
and provide for more 2fficient and parallel operatiomas, the
storaje nmanageaent function will be distributed and
incorporated into tha storage levels (e.g., "™intelligent"®
davice controllers [1], etc.). This technique also reduces

the complexity of the operatiny system software,

1.3.3.4 Direct Transfer

Storaje transfers between two adjacent levels need rnot
have any effect upon nor require the assistance of any cther )

l2vals (e.g., there 1is no need to move information from
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lavel n to level 1 and then frca level 1 to level n-1 it
only level n to level n-1 wvwas needed; this two step process
Ls often required on conteaporary systems). Direct transter
13 accomplishel by synchronizing non-mechanical storagye
Jevices or by wusing “"rubber-band"™ buffers [33] between
2lectro-mechanical storage devices.

©

1¢3.3.5 Read Through

Storage transfers, as noted above, are only macde
b2tvea2n adjacent levels of the hierarchy, such as from level
n to 1level n-1, But, each level, such as level n-1, can
connect its input bus (from lower level n) to its output bus
(to higher level n-2) so that the data can be read throygh
(Le2., transferred to level n-2 wvhile being stored in level
a-1). A similar, though specialized, technigue is already
usel in certain systa2as, such as the 1IBM System/370 Hodels

155 and 165 cache syst2as [52].

This results ia performance similar to a direct
connection from each level to the request generator but it

proviles much more control in the storaye levels and a auch

simpler structure,
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1.3.3.6 Store Behind

8y usingy the excess capacity of the inter-level

Siann2ls, there is a continual tlov of altered data rroam tuc

aigher levels to the lowest level permanent stcraye, Thus,

tae actual updated information is stored behind (after) the

store initiation froa the Cequest dgenerator, The updated

iaforaation is propagated down, level by level, Whenever

iiaforaation is alterei at a particular level, it is tayged

as altered and is sch2duled for a "store behind" operation.

1.3.4 Chapter 5: Analysis of Page Size Counsiderations

Jne of the amost important parameters of a storage
hieracrchy system is the Page size chosen as the unit of

transfer between two levels of the bierarchy, In this

caaptar, the factors influencing page size are exasined fronm

the device charactaristics viewpoint and the progran

o2havior viewpoint,

Jf particular concern, it has been noticed by Hatfield

[(47) and Seligyman (78] and formalized in Chapter 5 that:

"fhere exists a page trace, P, and demand-fetch
FIFO-reaoval or LidU-removal inter-level storage
systems, 5 and 5', with page sizes N and N'=N/2,
Caspectively, suzn that the ratio, r, of fetch
fcejquency £' to f exceeds 2, M

—— c Pl
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Fhig result runs counter tc the hoped for behavicr of
dacreased page sizes as noted by Denning [25]:

" ... small pages permit a great deal of coupression

without loss of 2fficiency. Small paye sizes will

yield siganificant improvenents in storage
utilization oo "

In this chapter the significance of this problem is
l2monstrated by proving that even "well-behaved" removal
alyorithms, such as stack algorithms (63 ), are not imamune to
this adverse performance behavior,. Furthermore, the nature
ot this phenomenon is analyzed and bounds on its Lehavior

are daveloped,

13,5 Chapter 6: Spatial vs., Temporal Locality Model or

Program Behavior

A primary rationale for hierarchical storage systeas is
based upon the "Principle of Locality", Unfortunately, this
pcinciple is still 1 poorly understood, or at least
controversial, phencuanon. It is difficult to deteramine the
origiaal "discoverer" of this pranciple but 1t 18
iatearasting to note that its definition has changed in time.
For 2xample, Denning (29, p.3), in 1968 loosely described

locality as:
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"the idea that a computation will, during an
interval of time, favor a subset of the information
available to it,»

Lﬁter, in 1970, Denning [26, pPe18C] wuaetined it wore
precisely based upon the concepts of "workinyg set" ana
"refecence density", which for a page i .at time K:

a(i,k) = Pr(reference r(k)=i],
S1Ca that R(k) is tae ranking of all n pages based upoun
a(i,k); thus:

WPRINCIPLE OP L)OCALITY: The rankings R(x) are
strict aund the expected ranking lifetimes long."

This is a much more restrictive definition of locality than

bis earlier gemeral concept,

In fact, wmany current storage manageaent systeas vere
devised first, a general gmodel wvas then constructed to
d3scribe the systea, and tinally a “"formal" definition oL
locality was developad to be consistent wvith the storage
Banajeuwent wmodel., This 1s a reasonable strateygy as long a.
tae undeclyinj concepts ot "the principle ot locality"™ arce
uot last 1n the prosass, Unfortunately, this appears to

hav2 happened on sev2ral occasions. [n particular, aosu!

papalac definitions ot locality tend to be useless Lot
analyziny or axplaininj either the vtelationship of page size

upon programs behavior or tue r1a@pact of Jeneralizing Lt e
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tdo-1l2vel storage systems to wsultiple level hierarchical

storaje systeas,

In this chapter i new view cf locality 1is presented (or
a0 d2li-view resurrect2i since it most closely resembles some

o€ th2 very early descriptions of locality). In particular,

B T AR ARly - — . WX ey

it is shown that th2 general «concept of locality can be
subdivided into two separate factors, teamporal locality and

spatial localjty. Th2sa concapts are defined and justified

and then used to explain some peculiar phencaena

("anosalies") observei in actual two-level storage systeas.

By wmeans of address traces and storage systea
sisplifications, the t2mporal and sgatiai locality behavior
of actual programs is; emperically seasured, These results
are used to reinforca anl calibrate the stcrage hierarchy

systes design present2i in Chapter 4.

1.3.6 Chapter 7: Spatial Removal Storaye Hanagement

Algorithas

Vvarious anierarchy storaye management algotithss, such
18 tetch (a.3., desand-fetch) and temporal cemoval (e.g.,
tirst-in first-out (FIFD), least cecently used (LKU), etc.)
nive oeen Jeveloped, prisarily tor tewo-level baieracchies.

lhere appedar to Dbo ud spatiul reasoval algyorithss descrabed
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L1 th2 literature., Based upon Chapter &, several Spatial

€y
algorithms are proposed and analyzed,

It is also shown that some cf the problems aescrived in

chapter 5 can be solved by spatial removal algorithms, In

particular, Hatfield .48 ] noted that:

"1s yet we have been unable to prove that there is gq
r2placement alyoritha using only the past history or
Pi3ge requests which cannot generate more than twice
the exceptions with half size pages,"

Io this chapter a new algorithm, named tuple-coypling, is
presentei, It is formally proven that 1t satisfies

ditfiald's requirements above,
Purtharmore, the osperational behavior of tuple-couiling
is analyzed by Beasuring the performance ot actual prograas,

A

1.3.7 Chapter 8: Discission and Conclusions

In addition to 1 gyeneral Susmsary of the significaut

aspects of the thesis, tais Chafter also outlines important

areas for future reseacch,
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CHAPTER 2.

THE STIORAGE HIERARCHY PROBLEN

2,0 Introduction

Phe evolution of computer systems has been marked by a
sontinually increasiny demand for faster, larger, and more
sconosical storage facilities, In addition to the obvious
sons2cn for better performance, the organization of a
computer system's storage plays a key " role in progranm
development and programmer efficiency. It has often been
claimed that "any software design blunder can be overcoma by

adding more memory".

It has becoma generally recognized that the conflicting
requirements of high-parformance yet low-cost storaye may be
a2st satisfied by 1 wmixture of technologies combing
axpensive nigh-pertdicmance devices with inexpensive
lower-pertoraance udevices., This strategy has been given
s2varal names, such as "hierarchical storage systea",

Wyutomatic wmultilevel storage management', "virtual memory",

and the inevitable "virtual memory system tor the automatic

aultileval management of a hierarchy cf storage devices".

10 tais thesis the somewnat shorter tera storage hierarchy
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Investigations into autcmated storagje Lierarchy
technlijues can be traced back more than a decade, [1 we
4a2ra to include manual techniques, we would fi:d storaye
nierarchies at tne vary dawn ot the T'coaputer age",
Unfortunately, there are still wmany unsolved and poorly
understood probleams, Thls situation cau be partly eXxplained
by ths fact that thase systems tend to be (1) extreuwely
complax, (2) 1ill-suited to most conventional apalytical
tacaijues, and (3) deaply influenced by tne rapidly evolviny
computer technology which keeps ‘*"changiny the ground rules"
at often frightening rates. 1In spite of these challenying
stumbling blocks, a successful storage hierarchy systea is
50 lmportant to the future usefulness of coaputer systems

that we cannot afford to abandon the search,

2.1 Storage Hierarchy Jpjectives

setore delving into details, it is worthwhile to

bri2fly consider the needs and uses fcr an effective storaye

nierarchy.




T . R

E“

Bl A

Storaje Hiecarchy Systecas 22

2.1.1 Systen Performauca and Economics

AS logic tecanology and computer arcnitecture
tacaniques have advazced, we have found it possitle to
produce systems of iancredible speed. Such Eystems are oitteu
rated, rather «crudely, in terms of MIPS (millions of
iastructions per seconi), Experimental systea of over 1J0
MIPS nave been developed (e.y., ILLIAC IV and CDC STAR).
Even "conventional" lirge-scale systeams have passed the 5 or
1) MIPS mark (e.g.,, CDC 7600 and IBM 370,195). It has loug
baen observed that the input/output (1/0) requirements,
especially for "seconiary storage", of a conventional systes
t2nl to be strongly related to the processor's speed. In
fact, based upon severil empirical measurements, it has been
pastulated that a computer system averages 1 bit of I/0 for
a2very instruction exa2cuted (this is often referred to as
Aadahl's Constant (ref))., As a result, -many of these
high-performance syst2as have been confronted with massive
pottlaneck problems in the I/0 area, especially since these
I/0 d2mands tend to oczcur in bursts, An effective storage
hierarchy system coull yo a 1long way toward reducing this

problen,

At the other «nd of the spectrum we find that mediunm-
and low-cost processors, the latter are wusually called

aipi-computers, have uwade substantial advances in recent

sl o oh SE L Sl
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yracs., The tacz ®aini® can be quite aisleadany, lav sv
Procassors are typically bhuudreds of times laster thae tav
@irly coamercial compiters at a fractiom of the CONt (wey.,
tae UNIVAT [, circa 1951, could parfors about 2000 12-d3y1e
alditions per seczoni vhereas contesporary aini-cosputers
opecdte at arouand 1,330,000 5-digit additions oL second).
ALthoiyh these aini-processors say be sidgets ccajared to
the coasputational problaas attacked by their "vig brcthers®
dascribed above, they are sore than adequate for the vast
sajority of infomatioa pProcessinyg probleas vhich have asodest
Cosputational requireaoats, Due to tecanoloyical advances
aad econoaies of scale resulting froa larye~-scale
production, sose minicoamputers are available for less than
52000 wvith slightly slowver sicro-couputers being offered for
a5 little as 3566 (193], Iu spitéd of these technoloyical
alvancss, these processors have not bad much ispact cn sost
inforaation systes needs due to the continuing econosic
problam of producinj laryge Capacity inexpensive storaye
aevicas even at the amodest pertoraance required. A 866
processor is largely irrelevant if the storage costs are in
the 3100,000 or nmor2 raage, By developing an effective
storaje hierarchy systea, ve cah go a long way toward
bcinging the storage costs Jdown to the level 0t these
inexpansive processors. As a result, a tremendous nupber of

currently known t2chnical solutious to inforsation

proceassing problems will finally becoae econosicdl.y
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C2a8i0le solstieons.

Se Va2 Jiaplitly aad 2etomats PLojtansing

(s aoted earlier, tae oOCyasitiation of 3 Cosputel’s
#tofsje Syatem bas & comslderadble lepact Wpom  jtog4ras
davelopaent and projcaaser eotficiency. To a lafye estear,
tals potaamtial imcresde in productivity 4s oODtaeined By
t3dacing oc elisinatiag constraints wmorsally isjosed by the
stocaje sgsten, Thvse coastraints often distcact the
Projraaaer to> the egtent that he devotles 4 substantial
as0uat of ais tiee td> overcosicy the systes's lisitations
£atdac thaa solviay the iatriansic prcbless. Shoosss (60)
adteld that:

*the inhecrest wicor cConteat O E£OBe® pPIOYrams 1is
claised to be related to the escess sesocy capacity
availadle. The theory hete is thet if the esesory is
very crasped, ths» asoftvate writers will have to
£asoct to overlays aad other codiny "tricks® to
sjueeze the desiceld functions 4iato the aellocated
adaoLy space, [t is sssueed that taese trichks
fatroduce great cosplesrry end are the seat of sany
arcocs. Tais weftect 1» cited by desigaers of

alcbotee coaputers whkere the allocation of asotbher
block of wn of aesocry i3 a iajor desigo decision.*

Por exzaaple, tue projrasaer often has to vorcy abtout:
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2.1.2.1 Programaing language code efficiency.

If a higher-leval language compiler tends to prcauce
programs that are at all larger thanm those produced by a
low-lavel language translator, it may be necessary tc¢ use
the low-level Languagya to conserve storage. Tais constraint
is contrary to the ganerally accepted tact that high-level

lanjuages enhance brojramainy prcductivity,

2.1.2.2 Program size,

Por any specific storagye size, there are programs that
cannot be easily written to fit into that size constraint,

Yat, proyraaaers frequently try - with considerable effort,

2.1.2.3 Data structures.

The programmer is often faced with the need to choose

batveen a data structure representacion that is convenient
to use and another representation that "saves storagen,
Iais saving @ay raquire the use of an avkvard or

unnecassarily complex data structure representation,
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2,1.2.4 Specitic equipment characteristics,

If the programasr sust get the "™most"™ out of his
Storaje system in teras of capacity and pertormance, he may
rasort to technijues that are peculiar to ais specific
storaje systea equipment., If the egquipment is changed,

thec2 may be a considarable impact upon his soitware,

de would 1like to Jjevelop storage hierarchy technigues
that eliminate, automate, or dt least minimize the

programming probleas lescribed above,

2, 1.3 Integrate New Taechnologies and Applicatioas

Although there has been continual evolution, the basic
storaje device techaologies in commercial use have not
changad dramatically in the past decade. As a result, ‘here
has b2en a tendency, motivated by actual need, to relate
applications to the specific available technologies. This
has caused certain application areas to be abandoned as
"infeasible" and wmany storage wmanagement strategies to be
. liscredited as "irrzlavant" or "inefficient", In the passage
of tize we remember the applications and tecnnigues in use
but frequently forget or ignore the alternatives pcssible

and tae reasons for bypassing these alternatives,
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After this rather long "rest", it appears that we are
on the verge of some major "awakenings" in applications aua
tachaology. It is hard to quantify the nev applicatiou
naeds other than requiring more and faster storaye for less
@02y, Section 1.1.2 presents scme of these motivations, tnue
cevitalized interests in time-sharing, artificial
intelligence and automatic programming are also "fanning the

firan,

Due to the uncertainty of advanced research in storage
davica technologies, it is difficult to torsee accurately
wbich of the many active efforts will succeed (see for
axample, Ayling [7], Best L13]), Bobeck [16], Camras [17],
Dall [24), Prields [35]), Gardner [39]), Howard [50], Matick
{ bMatick. ], Myers [69], Rector [74), Shahbender L79],
Thoapson [85]))., Considering the techaical advances clearly
demonstrated in the laboratory and the driviung “protit"n
motivation, it is reasomable to expect some dramatic changes
ia th2 next few years. Even if we don't knov what or when,

¥a2 woild be foolhearty to totally ignore this situation.

Table 1 below iandicates the performance and price
cnaracteristics of typical current-day storage techuologies.
Fhe tso entries marked by questicn marks (?) , Bulk Store and

Giant Store, indicate nqew technologies that have already
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Randon Maximum

Accass Iransfer

Tim2 Rate

{seconds)  (byte/sec)

1.6x10-7 1x 108

(16) as) (100M b/s)

1.44x10-6 1.6x127

(1.44 us) (16M b/s)

1.3x10—¢ 8x 10e

(130 us) (8% b/s)

5x10-3 1.5x10¢

(5 as) (1.54 b/s)

3,8x10-2 Bx 108

(38 ms) (800K b/s)

6x100 6x1085

(6 sec) (600K b/s)
Table 1.

Price

d3/byte)

8.8x190
($8.30)

5x10-1
(50¢)

8,8x10-2
(8.8¢%)

2.2x10-2
(2.2¢)

4,5x10—¢
(.045¢€)

2,2x£10—8
(. 0022¢)

Representative Storage Hierarchy

28

(tt1)

Capacity
(bytes)

1,6x10¢
(16K)

5.,12x108%
(512K)

2x10¢
(24)

1. 1x10?
(114)

2x 108
(200M)

1.6x1039
(168)
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paen placad in liaited use, Since these two
Sost/performance positions sere nct part of our
"traditional" technolojies, we are faced with the prcblea of
pd>ssivle modifying our applications and developingy new
stratagyies to efficiantly, efrectively, and, hopefully
optimally, integrate them into our overall bhieratcaical

3toraye systen,

As the entire spectrum of computer architectures, as
well as storage device technologies, undergoes reshuttlings,
both avolution as well as revolutions, it as wvorthwbile to
raviesd and reconsider our current concepts on storaye systes
l2sign, Tapnle !, although a simplified summary of curreat
storage technologies, illustrates the tact that there exists
d spa:trun'of devices that span about 6 orders of magnitude
of price/performance (100,00C,000%) -~ This is gui te
significant in the light of the excitement that norsmally
daScoapanies an iamprovament of 10-20% in performance or a
daccease of 10-20% }n price in current-day systems., The
participants in this "storage sweepstakes" may change 1in
time, but wvith such 1large price/performance stakes, there

will be continuing benefits to “playing the gyame" better,
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2.1.4 Understanding of Program and Systea Behavior

As notad earliar, the dJetailed operational vehavior ot
computer systeas is often extrenely complex, Taus,
12cisions on hardwar2, softvare, and systea desiyn oaust
often be made in spit2 of iasutficient knowledye. A better
uadarstanding of program and systea behavior is essential to

the intelligent and efficient development of tuture systenms,

It is hoped that the research tc te conducted as part
of this thesis will shed considerable 1lignt cn these

matters,

2.2 gStoraje Hierarchy Approaches

"Storage nierarcny systea" and similar terms have been
used in amany contexts. Consistent with the objectives
outlinsed in the pravious section, cerzain particular

contexts are assumed in this research.
2.2.1 Spectrua of Approaches
The problems ot storagye hierarchy management have veen

attacked by a host of approaches, We can loosely

ctharacterize these effoarts into three categyories:
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2,2.1,' Manual Hisrarchy Manageamant

Siven a specific _ enseable of storage aevice
tachndlogies, after cansider;ble thought the programmer can
3xplizitly or implicitly specify hov his intoramaticn (1.e,,
pcojrams and data) should be orgyanized and distributed
within the hierarchy and how and when his information should
be re-arranged. Havinj ieterained the distributiou, he aust

1180 specify his access to specity information accordingly,

#hen a programmer is directly operating upoan his
information at the lowest level (e.g., wusing amachine
language, direct I/ requests, etc,), he is explicitly
controlling the storage hierarchy, this is explicit mapyal
ajecagchy 83nagement. In aost conventional systeams, the
Programmer comaunicates with the System via prograsaing
languages and ccatrol cards, Although this can relieve auch
of th3 tedious or intricate details of storaye management,
the overall control of the storage hierarchy is stil}

prisacily the responsibility of the proyrammer. This is

iaplizit manual bhjeragchy Bapnagepent.

fanual storage minagement can be very ecounoamical since
it usually requires n> special hardvare features nor special

System softsare. Furtheramore, it bplaces the control of tue
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storije hierarchy an tha hands of the pLogramaer wuo 1s
presuaably the one most familiar vith his needs. ddnual
storije management, ia its many sanifestations, is the most

common storige hiararchy approach in use touay.

Manual storage amanagement bas wmany dJdisadvantayes,
though, The amount of detail that tne programmer aust
uaderstand and use can add significant complexity to this
task. This then introduces additional areas ot error and
dacreased productivity, Furthermore, the assumption that

the programmer is the best judge of optimal storage

organization is often wrony. The complexities and dynaaics
Sommon to modern systaams are often beyond the understanding

of most application programmers.

Multiprogrammsing, an almost universal technigue in
current systeas, necessitates strategies for global
optimization which usually differ substantially from the
individual local optimizations of each progranm, Por these

reasons there has been continual search for "a better vay",
2.2.1.2 Seni-Automatic Hierarchy Manageament
Many technijues have been developed to aminiamize the

amount of effort raguired of the proyrammer and to provide

teedback to hinm, Th2 proyrammer still has tne wultimate
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contral in such a Semi-automatjc bierarchy Bauayesent

systea,
.

Serbdain of these technigues are baseq upon tne concept
of the programaer providing "hints" to the Systea., ihese
hints fora the basis for a partially dutomated, partially
@aanual storaye ®anigy2aent systean, Althouyh uot esgecially
videspread, this approich has been used ipn several systeas

(¢.9., Jensen gt al (53], O'Neill et al (70), etc.).

If there is a single application that is quite large
and coamplex, technijues have been %gveloped to analyze the
actual perforaance ani provide feedback to the pProg.amaer,
This approach is primarily used in specialized, dedicated,
predictable, hiyh-performance Systems, such as an airliuge
resecrvations systea, Numerous atteapts have been reported,

Sach as Arora et a}) (5], Ramamoorthy et al [72]), etc.

Lhe various seal-automatic hierarchy manageaent
Approaches help to ra2iuce the proyramaer's effort and to
attiin  a better local optimization, Although useful tor
cSartain dpplications, these strategies do not remove the
lisadvantages already noted with manual hierarchy managenm:: !

3y steas.,
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= <€+¢241.3 Autonatic Hierarchy Management

certain aspects of logical intormation ocjamizaticu are

inharznt in a proyrammar's basic alyorithm. In an automatic

hiecagchy mapagement system, all aspects of tue physical
information orgaaization and distrabution that are
icrela2vant to the unierlyiny logical structure should be
r2movad froa the prograamer's respousibility, The
pcojrammer may wish to, maybe even be encouraged to, use
algorithas that are xnown to perform well in conjunction
with the automated hiararchy management, But, the central
raspoasibility of tha storage hierarchy w@sanagement is

removed froa the programaer,

Since this approach directly tocuses on the storage
hiecacrchy objectives presented earlier, it will be the

pciaary approach to be pursued in this thesis.,
2.2.,2 Spectrua of Analysis Efforts

Each of the storage hierarchy approaches nmenticned
above, primarily semi-automatic and automatic, have peen
subjected to various torms of analysis. In ' this section we

briefly outline the principal deficiencies of these efforts.

’

ST

——
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2424241 Generalized Models
Jne popular forw of analysis is to assume 4 generalized

02ial for hardware, Sottvare, and system behavior, It cne ig

carefdl in choosing tne characteristics cf the modal (e.g.,

Poisson arrival and sarvice times, etc,), it is pessible to

develop precise analytical solutions, Unfortunately, it is

A sy —— e -

usually difficult to validate these models except for rather

3
simple solutions. Furthermore, since there are few truly !

Dl b ingCatiie o0

aatoaitic storage hi2rarchy systems in general use, it 1is

’ extreaely difficult to even determine realistic parameters :

for tnese generalized models even if the models were valid,
r Generalizea wmod2ls have Leen reported in several
: Papers, such as Aho gt al [2] and Denning [25] in the
Biblioyraphy,

2:2.2.,2 Coustrained Models

Another variation on the generalized model Scheme 1s to

inalyce a particular progyram and then model 1ts relationsuiyp

1 tc the rest of th2 systea. There are at least two

shortzomings 1n this approacn, FPirst, as in tne Jeneralizea
} pddel case, it is 1ifficult to realistically model tuae
r2lationsnip between 1 program and the rest of the systen,

32coni, the analysis and measurement of the parcticula«
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program is normally converted into scme form of probability
matrix or probabalistic reference pattern. In weitner case,
significant effort is reguired to accurately measure tne
projram's behavior, Purthernore, the probabalistic
cnaracteristics are usually aggregated to reflect the
overall behavior of the program and, as a result, the
dynamic nature of the progras and its impact on the storage

hierarchy are often lost.

Example analyses of constrained models can be found in
references: Arora and Gallo (5], Hatfield and Gerald [47],

Lavwis and Yue [60]), and Ramamoorthy amd Chamdy (72).

2:02+2.3 Limnited Environment

A comamon deficiency of most previous research is that
only a limited environment was considered, in particular
automatic hierarchy management over cnly ¢tvo levels using a
single page size. Of course, most current-day computers have
only 2aployed automatic hierarchy management in either Cache
Systems (cache store -~ main store) or Paging Systems (main
stora2 =- large store). Unfortunately, there is definite
r2asons to believe <that many of the coanclusions and
t2caniques denmonstratad for a two-level hierarchy do not
n2cessarily gyeneralizz to handle the spectrum of progras

datail and device cnaracteristics encountered in a truly
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sultiple level storaga hierarchy, Purtheraore, sany ot the
papers that atteapted to investigate general scorage
bierarchies assumed techniques and approaches that arw

prisacily based upon two-level hierarchy assusptions.

Fhis liaited environsent has been studied by susctous
people, such as Aho @t al (2), Belady et a) (110,11,12),
Coffsan and Variau (19,86), Conti gt a) (21,24}, Denning
.25]), Potheringbas (33), Guertin (45]), Kilburn @t g} (57),
Hattson @t 3] (63), Seligman (78], Ssith (81), ana dilxes
(68).

202.2.4 General Hierarchy Emviroaseat

Fhe studies of liaited tvo-ievel stofage hieratchies
have been quite successful in sasy actual systess. A
raasonable stratejy would be to extend these tecdaiques to a
sdre jeneral storaye aierarchy eavironseat. There have been
a fev attespts along these lines, but as avnticoud 1ia the
previsus section, most vere haapered by:

(1) atteapting td> directly apply tvo-level hiecactchy
technijues vithout carefully coasideriag their
applicability,

(2) atteapting to yeneralize techaiques wbich wege mot

aven tully understood in a tvo-level eavirocawat,
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The major thrust of this thesis is to provide insagnt

iato and shed additional light on these problens,
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CHAPTER 3.

FORMALIZATION OF STORAGE HIZRARCHIES AND RLLATED RESEAaCh

3.0 Introductjon

In this chapter a tormalization of the key
characteristics of storage hierarchies is preseatea and

parformance measures are derived, The reported perfcrmance

of actual systeas is reviewed,

Pable 2 and Pigqure 1 i1llustrate the Ba jor parameters of
a storage hierarchy system, These parameters can be grouped
into four categories: (1) basic technology, (2)

confijuration, (3) aljoritha, and (4) program behavior.

3.1.1 Basic Technology

The basic techamology parameters, cost/byte, C, ana
averaje access time, T, are primarily dependent ugon the
physical properties ot the Storayge device technology. At any

gJiven time the state-of-the-art ofrers only a limited numpery

9€ (2,T) alternatives that the System designer can select,
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Technology
C cost/byte

T average acs2ss time

L uuveber of levels

I intgrconne:tion of levels
S size (capacity)

B transfer rate (bandwidth)

N number of oytes i1n page (page size)

F tetch
. P placement

R replacemant

Table 2,
Ma jor Parameters of a Storage Hierarchy Systea

90

(ttd)
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Structure ot 1 Storaje Hierarchy Systes
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$.1.2 Configucation

The systes desigaer Joes bave flaxivility An crjakeding
taese storage devices, By serial and/Or paerallel structuting
3¢ the cosponents of a yiven level or storajge device
tacamdlogy, At 18 possible to specify, over a vide rsnye ot
vilues, the gige (storeye capacity), S5, and the Ba3)34e
tcansfec E£ate (data Dbavdvidth), B, cf the systes, For

stasple, if a particular technolcgy provides ¢ tasic aevice

vith S=s and Bsb, cosaectiny n cf these devices Lu farellel

pcoduces a stocage leval vita S*ps and Bsud., (To sose esxtent
the sechaniss and cost ot the otgamizational structure does
i1flusace tae overall cost/byte and average access tise of a
laval, this effect i3 usually sinieal for ssall values of

B) .

8 & s0ocre jloval basis, the desiguner sust detersinc the

pdebac of laeygls. L, 1in the sutoraye systes, the
kateczonpections 2oL the Aevele, I, and the size, ¥, O @

page (the uvomit of i1nfdraation soved betveen levels).

3,1.) Projraa Bbehavior

The pLoce$sot, under progras conttol, produces a
sequeatial series of r2terences to the storaye systea., lhuse

ptoz2ss0r refereaces ste in the fora of lodacal addresy
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E2feL2Dces vhich serv) to uniquely ddentily eacu indivisaasl
unit ot stored Luforsatation (€.9., an J-vit gyte)
iadeprndeat of its locaticn (i.e., 4}, a2, 49, ses)e Tue
tise sejuence of logyical edirvss references, Ay L6 Ccalied aon
AldCeis LCAGY or addrags LeLeLwnce patlefg. In jenesal, eacs
waljud projras and 1ts 1nput data wvill cosult im a4 daflegent
processor aeJddress trace, Por purpoucs of andlysiuy the
effectiveness of tav stofaye hierarchy, the address trace is
the priaary characterization of a proyras that is mnevded
(?.3., ve don't care vbat tue progyras's purpose is or wvaat
langusge it is vrattan in, etc., wve caly care avout its

aldcess trace). lhus, the address trace describes the

2C23Ca0LE R2BAYARL as observed by the storaye hieracchy.

J. 1.4 Algoritas

Phere are three bLisic decision algorithes that sust be
Jaployed by an autosatic storage sanageaent systes. fetch.
P, dec1d4es <¢hen andg }nxcn Lutorsatico gaould be wsoved up a
lavel (#.9., froa #? to a%). flagceaept, ¥, daecides wnere
taforsation should be placed 1n a level. Remgyval or
ceplacament, 4, decides when and which inforsaticn shculd be

transrerred dovn 1 level (e.y., troa MY to n?),
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J.2 fhe Ftordege Hiscacchy Bodel -

A coapletely gensral storage hierarchy alyoriths, o,
east consider all the paraseters described above:
s t((tochaoloqy).(:ont{gutaticn>.<?roqtan>.<tl;0t1thl>)

H = £(<C,?>, <L, I, S, B, N>, <A>, LF, P, kD)
cleacrly, attesptiag to optimize a systes vith sc aany
pacasaters is difticult. Portunately, it 1s possible to
eliajnate tros conzaru or at least sisplity cextaan

paraseters as explained below,

3.2.1 Configuration

consistent wvith the title of this thesis, ve shall
consiler oaly hierarcnical intertconnections of levels as
illustrated iu Pigure 1, where T'<T2<T¥C etc, and NICH2PIC
atc. The rationale tor this decision is elaborated in the

thosis,

lhere are thre2 basic strategies for inforsation
msovesant sizes: (1) select a <c=ingle page size value, N,
vbiZh is alvays wusad throughout the hierarchy - this
approach is used on aost contesforary autosatic sultilevel
storaje systeas (e.g., M#ultics), (2) allow an arbitrary
range of values for N to be wused - this approach 1is

prisarily usel on manually managed storage systeas, aand (3)
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s2lest L values or N, a specific unit or trensfer 15 used
bétveen any tvo levels of the hierarchy - this dpproacn wiul

bd pursued ami justified in this thesis,

Js 2.2 Prograa Behavior

Each logjical address can be represented as a bits as
shovn in Pigure 2(a), If tne paye s12¢s, N, are chcsen to
b2 povers of 2, the sat of 2**a possibtle addresses can be
partitioned into 2%%p pages of N=2%e;y consecutive loyacal
aldresses each as shown in Pigure 2 (b). { Note: the notation
"2%%a" means 2 raised to the power a). Since the information
advesant betveen storage levels is accoaplished by
transferriny pages, v2 can amalyze this interlevel moveaent
5y merely cousidarinj the time sequence ot logacal pages

referances, Ap, callei a page trace.

Since ve allow the paye size to be differeat between
@ach level and requests are only passed dovn to a gyiven
lavel if they cannot b2 satisfied by any buigher level, each
level will usually exparience a different page trace though
all are algorithmically derivable from the same address
tcac2, In fact, if all address retarences vere broadcast, ‘o
all storage levels, the paje traces can be deterrined by a
simpl2 mapping from lojical addresses into logical payes:

Pay2 aadress = integer( logical address/N )
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(td)

| € 4 blts - |

ADDRESS l

(3) Loyical Address

| € 4 bits —_— |

PAGE | DISPLACEMENT

|€— P bits ~=—) |ém———— ) bits ————p|
(a=p+n)

(b) Logical Address
(Divided into Page Address and Displacesent)

Figure 2,
Format of Loyical Address

~
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saere N is the pajé size for that level,
3. 2.3 Algoriths
r
fhe placesent Jecision, P, 18 usually uncoustraeined ot
ainimally coastraiued and, as a result, nas celativaly

littls ispact upon pecforsance.

A depanyd fetch policy vill be used., Assuav tihat at tise
t a reguest tfor 1d5jical address a (or, egjuivalently,
pl=iateger (a/N})) arrives at level AHI, At that iustant the
iaforsation say currently reside in B}, othervise it sust bde
tound in a lover level. Under dusand tetch, if p' 18 in B},
the ra2fereuce proceeis, the intcrsation is passed Dback to
the processor, and 0o other pdye sovesent occurs iu the
aierarchy. It p? 15 not 10 ns, 4 reyquest tor
pt=iateger (a/N2) i1s saut froms M} to M2, It p? is 1o A2, the
page is transterred to M! apd processing continues as
1»scribed above, othervise ¢ reyquest for pIisimteger(a/¥d) 1is
sent fros N2 to M, 2tc, Note that usder the demand tetcn
policy, inforsation is only swoved up in the hierarchy vhes
aad if 1t 1s explicitly demapded (i.e., reguested) by the

processor.,

Althouja Jeaand tetch 1s only one gossible tetci
algoritha, 1t can b2 shovn (6J] that for nmierarchically

structured storage systeas:
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“,,. JLVOU any trsc2 and replaceaeat sligoriths (not
nscossarily using dasand paging) ancther tcplacesent
alyoritnas exist that uses desand paJing 4uo Causes
the saame oOr fewar total Dpusoer Ot payes o be
tcansfercted ...”
In otner vords, 4s you ®ijht intultively suspect, woviuy
psjes only vhen necessary tesults in the sioisel ausber ol
pige sovesents. Of course, il paje scveawnt 13 Teguired and
the higher level that 18 toO receive the paye 18 already

full, the reaoval aljoritha aust Le eaployed to frovide

space tor the nev paja.

J.2.4 Hevised Storage iHierarchay HNodal

sased upon the discussion akcve, vwe cCan sligatly
siaplify the parsaetacs resaining fct comnsideration 18 the
storaje biecrarchy aljotitha, H, 0 that it need coasider
oaly:
H = t(<rocunoloqy>,<:ontmquratxon>,<Proqr4->.<Alqor1tho>)

s £(<C,T>, <L,5,b,%4>, <A>, <pY)

o tais thasis all of these patasvters vill oe considered
and investijated, 3pecial oaghasis wvill ove flaces on
asalyzing anl understsandiny the relationshaip betveen tue
pajes sizes, &, and the reaoval aljoritne, R, requared tot

effizi1ent operation of the storage hieracgchy.
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Jo 3 2eclocmance Beasyges

fhere are vacious pettormance aseasures that vy could
Soasiler, Por an overall point of viev, dystea seasutus,

Sich as job througaput, Job turn-accund tise, and precessor

utilization, are guita siganificant, Unfortunately, at 31

extresely difficult to dicectly relate these measures to the
parfocrmance of the Btoraye systea, evan an approximation
¢Juld cequicre considecation of fany sore parameters., Ihus,
¥> vill only coasider measures that relate to the eftective

pecfocmance of the Storage hierarchy,

J. 3.1 Performance fAeasurement Notation

Jue to the strict nierarchical structuce of our storage
systea and the demasal tetch pclicy, wve can analyze the
pertormance of the System by separately coasidering tne
lavels of the Blerarchy starting vith M), Sipnce a given
laval only receives a Page tetch request it the inforsation
has aot been found 1t a higher laevel, each level usually

sses a different paye trace, Ap!, Ap?2, Ap?, etc,

Fhere are several isportant properties of page tracec.
It P i3 a particular Pije trace (e.y., Ap') of a proyras, we
iafina:

* |P) leagth of the Page trace sequence
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° v} set of distinct pages referenced inm P
LI V] nuaber of pages in Q
or exasmple, in the paje trace
P =a, b, a, ¢, b, a
¥d observe that
I?] =6
Q = (a, b, 2}
N =3
(Lover case letters vill be used to represent loyical Fage

aldcresses instead of paye nuambers).,

Por a specific storage hierarchy, we define |M| to be
the size of 8 in units of pages receivable from the next

lovec level. FPor exasple, |M!|=Si/NZ, |NZ|=SZ/N3, etc,

Por a specific paye trace, P, storage level, M, and
resoval algoriths, R, ve define the result page tfpace or
f£atch page trace, P', as the time seyuenced page references
of P that wvere not touad in n, We shall call page
caferances that are found in M guccesses. The suyccess
function, Sf, is the nuaber of references satisfieé by 8 and
can be cosputed as |P|-|P'}y. By amalogy to the success
tunction, tne number of references not satisfied by 8, |P'},
is called the fajlupre function, Ft. In geuneral, we wish to
saximize the success function or, equivalently, minimize the

tailuce function. It is convenient to normalize the failure
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function by defining the failure freguency function, f,

£ = |P'|/1P]

Systea. ¥e also da=fine the gsystea failure frequency
tunction, £9, of a level to be:

o = |P'|/]A|
vhere A is the address trace gemnerated by the processor and
IA] is the length of tme address trace (it is also true that
IA] always equals IPt), thus they may be used
interchangeably) . The gystem success freguency fupctjicn is

correspondingly defined as s©9=1-fo,

If we apply th2 definitions above to the processor
Jenerated page trace, P!, received by M!, we note that the
result page trace, P!, is essentially the page trace, P2,
rac2ived by M2, There is a ainor relabeling required to
aijust for the diffarence in pPage size used by N2,
p2=P' (N4/N2), By repeating this process recursively, we can
d2veldp the effective page traces, failure aad success
functions, and failure and success frequency functions for
2ach level of the hierarchy. Since we assume that all
referanced information exists im the storage hierarchy, tu

sum of the system succa2ss frequency functions must bhe 1.

Jdne Jeneral m2asure of a storage hierarchy*:
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P parformance is its effective access time, T', and ettective

cast, C', vhich are defined as fcllovs:

P Ty — -

T = TlsOlQl‘ZsOZQTJsoio...
ce = (C‘S‘0:3530CJS~'0...)/(5‘0530530...)
5 Ir* ani C*' can be viewaid as characterizing the entire storayje

] hierarchy accordiny to a corresponding one-level systes,

Prom a cost/performance pouint of view, cne snoula pe
iadifferent between a single-level single-technology storage
ievica vith average access time, T', and averaye cost/byte,
Sy, and a storaye hierarchy systcs with perforaance
parameters (T',C*'), [In particular, if the systes desiyuer
naeds a storage performance (T,C) and no such basic
tacanology exists, h2 must attempt to develop a stcrage

hierarchy such that (r*,Cc*) = (T,C).

3.3.,2 Page Trace Simulation

Jne vay to determiue the success frequency function and
the result page trace for a specific page trace is to
simulate the storage aandgement algorithms and note the
contents of N at each step of the paye trace. Clearly,
these results depeni upon nueerous paraseters (€.9.,

specific trace, raaoval alyorithm, size of B, etc.). Pigure

3 illustrates this stap by step simulation assuming desand
paginyg, PIPU (first-ia first-out) removal, and |8} =

payes., Por simplicity, the fpage trace, P, has been
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Papameters
° P

a, b, b, ¢, b, a, g, Cey a, a

o P =10

. ] (a, b, c, d}

T}

1Q1
|4
PIFO Bemoval

2

sipulation

Page Irace,P | a | b | b | c | b | a | |
Ll ) el
| | | | * |

bt DL DD DE DR el o R e S Y Ty

4 Conteats |l al bl bjlc|lci)ald)

(after each | lajla|b{|ibjlcy|al

reference) | | | | | | | i

Page rrace,P'| a | b | } ¢ | | aj)d | cy| al

Begults
o Pf = |P'| =7

3

o Sf = |P|-|P'| = 3 z

e £ = 70% !

e s = 30% f

e P*= a, b, ¢, a, d, c, a i
Figure 3,

Example of Page Trace Simulation
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n)gndlized to be exprassed in units of receivable pages, In
particular, if ¥ is M!, then |M|=S}/N2 anua p=integer (a/\?2)
where a is a logyical address reference ;nd E o ls
corresponding page refarence, 1he pages 1n M dre shown as
ordered to indicate the FIFO orderinyg, the top paye 1s the
"last® ("latest") paje fetched into M, whereas the botton
‘ page is the "£irs§" ("oldest") page in M and is the jage
s2lected for replacemant when necessary. The asterisk (%)
indicates that a tetch was required frcm a lower level of
the hierarchy, the page reference is thus noted as fpart of

the result page trace, P!,

It is normally assumed that all levels, except level L,
are eapty initially, thus there 1is a tramsient stage during
which pages are 1loaled into M without aay replacements
naedel. Since there are so few [fages in M during this
start-up stage, there are many fetches regquired. ¥e will
find‘it useful to separate out this transient é%enonenon.
This transient consists of the page trace up to the first
|4] unigue page retfer2nces, in the example of Figure 3 this
is tha first 2 page references (i.e., a, b). Consider the
cise if |Q|SiM|, there would be no further tetches into this
lavel after the initial tramsient that loads the |Q| fages

into M. In this case, |P'|=|Q| exactly, independent of |P|,

and s tends toward 1 as |P| increases.
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In the particular exaample illustrated in Piyure 4, we
adte that there vere 3 'hits’ and 7 'misses' out or 1C paye
raferances, so that s=30% Thus, P* cnly consists of 7 paje

rafecances to the lovar levels.

3.4 Balated Besearch

As noted above, we vish. to develop a storage hierarchy
vith attractive cost/performance, (C',T'), characteristics,
It is clear that we :can arbitrarily decrease the cost/byte
0y making the size of each level, S, increasingly larger as
ve go froa the high-perforaance high-cost to the
lov-performance lov-zost levels (i.es, C3>C2)C3>,,. and
S1<52<53<,,..)., In fact, this approach is the Dbasic

sotivation for storaye uierarchies.

Unfortunately, if the processor generated address
r2ferences that wvera uniformly distributed in time and
aldcress, each byte would be equally likely to be referenced
at any instant., This probability would be:

Pr{ referance a) = 1/(St452453%¢+,,,)
Fhus, the expectad system success function, s9, for eacth
lavel is proportional to the size of the level. For exaaple,
s%t = S1 /st +52¢534,,,.).

But, since we have assumed that S1<{S2<53¢,.,., we find that
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J91<302¢393¢,,, Thus, the systes success tuuction {ur tnw
Lth lavel dosjmates (i.e., is approximately 1) since we nave
453Sused that it is the largyest level, Refercing back to our
dafinition of effective access timo, ve tind that T' would
02 approxisately equal to the lowest perforsance laevel
(Level L) since all the other tetss wculd be neyliyible. It
this analysis vere tcae, our stcrage hierarchy would result
io a perforsance just slightly better than our lowest
pertoramance level at a moderate increase 1L price - not am
espacially exciting rasult, Portunately, actual storage
biecacchies do not bebave tuis wvay, We vill briefly reviev

sose celated research ou this subject,
Jo&,V Locality

It has been empirically observed that actual prograss
cluster their references so that, during any interval ot
tis2, only a subset of the iantorsation available is actually
used, A detailed discussion of this phebnosenon vwill be

pceseated ia the thesis,

It 15 iaportant to note taat due to our basic rawkinys
of paje sizes and access tises in the storage hierarchy,
23cn level "sees"™ a different viev of the program. The bigh
lavels of the hiecarchy aust fcllov the asicrcescopic

Lnstruction by instruction reference pattern vhereas the
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siddle levels follov a more yross subroutine by sdbroutine
pattecn., The very lov levels are primarily concerned atout
the procoessor's retersnces as it aoves tros subsyslun to
subsystean, de do not have any a priori guarantee that
Ly>cality of referesc2 anolds equally true for all ot tnese
vievs, but wve do hava some repcrted evideuce to encourage
*8. MOSt or these studies have been Lased Ugpou twc-level
storaje systeas or restricted foras of three-level

nieracchies,
J. 4.2 Pagiug Systeas

Fhe earliest automatic storagye systeas vere based upon
tvo-level core-drus hierarchies (devices 2 and 4 of Table
e This technigque wvas introduced in the Atlas systes
(38,57) duringy the early 1960's. It has since been used on

3iAny contemporary systaas,

The performance of paging systess has been studied by
various researchers, such as Belady [12), Coffmau and Varian
(19,86), Hattield (48), and Sayre ([77], In Coftman's
ra2sults, for exampl2, it wvas noted that even thouyh
S8/(51¢52)=9,25, s' otten exceeded 95%, Hatfield studie:
the parformance of system programs that had baen carefully
d2s131ed and found that for S3/(51452) ratios as low as

J.25, it was possiblie tor 5! to ctten exceed 99.99a.
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J.4.3 Cache Systaams

cache systeams are based upon two-level cache-main
hiectacchies (devices 1 and 2 of Table 1), Although they have
bazen proposed as early as 1965 (see Wilkes [88]), tne major
comsercial use of cache systems did not occur until the
rantroduction of the IBN Systea/360 Model b5 (21,61], Hore
recently, this tecanigue has been used in several
conteaporary systeas, such as the IBM Systea/370 Model 155

and Model 165 (52].

In these cache systeas, IBM found that it was possible
to drastically reduce S3/(St¢S2) to as lov as 1% and still
k3ep the hit ratio, s3!t, above 90%. Sismilar findings vere
also reported by Bell and Casasent [13], Mattson [ 64 ], Meade

[55), and Seligman [78].

3.4,4 Three-level Systeas

Phere have bean a fev three-level systeams reported in
the literature, unfortunately they havg all been somewhat a¢
uc in desiyn and the results are far from coaclusive,
There have been at 1l3ast three types of such hierarchies

studiad,
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J.4,4,1 Main-Bulk-Mass Store Hierarchy

Phere have been several Systeas devised based upon
lavicas 2, 3, and 5 of Table 1, The Bulk Store actually
used, called Large Core Store (LCS), had a much lower access
time (around 38 us) ani a much higher Erice (about 43¢ /byte) .,
In order to compeusite for peculiarties in the hardware
structure and out of considerable concern for the extreue
cost of LCS, these systems tended to becomse wmuch wmore
sinually amanaged hi2rarchies than automaticdally wmanaged,
Although they were found to be effective, it is difticult to
ganeralize the results, The most ambitious atteapt reported
¥as undertaken by Carnajie-Mellon University (36]). Results

have also been reported by Durae (31], Williams (89], and

ot hers.,

3.4.4,2 Main-Large-Nass Store Hierarchy

Chere does not appear to be any automatically managed
systems of this type published 1n the Jeneral literature.
The Hultics systen at MIT Froject HMAC has recently

iotroduced a “"page-amultilevel™ strategy based wupon device

2, 4, and 5 of Table 1, There has only been limited findiny
r2ported to date but it has been stated in the March 1972

i3su2 of tne MIT Information Processing Services Buylilet:: I
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", .. does pay off since it meets fluctuatinyg demands

on the system, reluces the wcrkload for the disks to

an efficient level, is inexgensive, and keeps pages

on the drum for an acceptable length of time."
As an indication of its effect, the nev strateyy 1s reguted
to> have increased the success frequency tuaction, s2, ot the
icam from 20% to more than 90% (i.e., "reduced from cne page
raal from the disk for every four reads froa the drus, to

one page read from the disk for every tem to twenty fayes

from the drua"),

3.4.,4,3 nain-Larye-Giant Stcre Hierarchy

Phe work of Considine and Weis [20] is difficult to
catejorize. It is based upon a three-level hierarchy where
the first level corresponds to device 2 (main store) of
Table 1, the second level corresponds to a cosbination of
devices 4 (drums) and S5 (disks), and the thira level
sansists of removable disks vhich can best be approximated
oy device 6 of Tabl2 1, It is impossible tc coapute any
saccess frejuency functions from their data, but it ajgears
that for S2/(52+¢s3)=0,5, s2 is very high, They uote

(P.44)), in particular, "most of the data aoved to the

archival storagye (i.e., #3) have stayed there.,"




Ju4.5 Need for

Althouyh
2acourayinyg,
3lltiple-level

This thesis is
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Addicioual Hesearch

the results of research described atove 1
the design and performance ot Jenerail
storaye hierarchies are still ioccuclusive,

iotendel to provide specific resules 1n this
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CAAPTEx &,

A STIMAGE HIZ&ARCHY SYSTEH

4.0 [utgodyctian

In this chaptar 4 design tor & general sultiple lavel
3toraje@ hierarchy systes, in particulac vith taree or soce
lavels, is preseanted. ([nis dvsign i3 Lased upon an craerly
and unifors tceatment ot the lojical atructure ot tae
stocaje levels and thear intecccnuections, I[un addition to
vcoviding a solution to convenient stcrage sanagesent tcr
tae user, tais design is intended to produce jood
pattorsance for the storaye usierarchy as seadasured Lty 1its
stfective a4ccess tisa, T', and eftective cost, C', Tae
pcaaciple and novel techaiyues to be used ate describud

sepactately in the sectioans belov.

4.1 2205404297 bASKALZAY

AS noted wvarlier, autoasatic storage wulerarchy systeaw
1Cw still 1n the sinocity. Aaonjst those systeas that c.
provile autoairtic stocaye hierarchy sanajesent, the sajority

limit their scope to tvo levels wvith a fev rare three level

syst 223, As A4 result ot these lisltations, the user ..
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524ll focced to rely on sanval or SeFl-autosatic stcrayn
33hajosent tachniques to dual with tne 3tortajv l.vels wnat
1E® At autosatically sauayed, Thus, an autvaastic stura yo
2lbajendut sy3tea shoyld coasist or a €oRLiNYoYS Bieragchy

tiat 3ncoapasses the tull tanje ct storaye Llevals,

4o 1o 1 Cost/Pectoraance of Ad jacent Levels

4 B®ajor obstacle to Jenvralizing storaye Bindycagnt
ilyocritums, iu  pattizylar in  two-level kayiny systess, 1is
the tceaenious contrast, often over 3 crders Or saynituawu,
13 cost/perforsance beteeen H!' and B2, As illustrated iag
Tadle 1 (pajo 28), ¢ reptasentative Main store, By, has au
42Ce43 time of 1,44 yga coapared to a Large Store, M2, wath
42 accoys time of S as. In suce a4 teo-level systeas, the
dffoctive accass tise, [, 13

' = Tigor 4 ragoz

T = 1,449 ¢ 5000502
and since s91¢3%2=1, 43 canp substitute s94x1-302 ¢q yet

T = 1,44 - 1, 44592 ¢+ cgopgoe

TV = 1,40 ¢ 4996,56502
ln orfer to attain aa vttective access tise, T', that 1s
Comparable to the aain Store access tigue, T), we aust Keep
T 3f/8tea success trajuency tunction, s92, very close to ¢

2L, Socresponlingly, «eep 598 very clcse to 1, Even witwh

30 at 99,35, aa laproveaunt to YY.94 would cut tic
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affective access time, T, in halt, With such pressure to
ittain very high sO! vilues, the systems desiguer i1s otten
£>rc3d to seek out vary specialized technigues 1in ccntiast

to our jJoals of orderly and uuitorm algorithnms,

4, 1.2 Moderate Cost/P2rformance Ratics

[n order to maka the storayge hierarchy desiyn rooust
aad flexible, the cost/performance characteristics should
diftec by less than two orders of magnitude between adjaceut
lavels, Thus, succass frequency functions in the range 90%
td> 9984 are adejuate t> insure reasonable performance, If
the differencas are much greater, it will be difficult to
tinl sufficiently efficient yeneral algorithms., Since minor
changas in production technijues and technology evclution
can result in a variation of a factor of two or three im the
sost/performance for a yiven technology, it is not desirable
t> Jecrease auch oelow oue order of magnitude difterence

batvean adjacent storige levels,

4,2 Shadoy 3Storage agl Page Splitting

The time, Tw, regquired tc move a page between two
Lavels of the hierarchy usually consists of sumaing two

components: (1) tne averayge access time, T, and (2) the

tcanster time, BxN.
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If all page sizes were set to Provide exactly the
iaount of information, N!, requested by the processor, the
Piye movement time would be

Tm = T + BxN?
where T and B woull depend wufpon the bparticular storage
levels, By examininj the representative uevices shown 1n
Table 1 (page 28), we see that access time varlies guch more
than transfer rate (i.e., access tinme sSpans b orders of
magnitude whereas transfer rate varies by only 3 orders of

magnitude),

%4 2,1 Marginal Increase in ?age Transfer lime and Reference

Probability

Let us assume thit N1 js Juite small, such as o bytes,
W2 can ask the question: What is the margyinal increase in Tam
if we transter the aijacent N! bytes in addition to the N1
bytes reguested by tha processor? Trable 3 on the next page
insders this guestion. Notice that the marginal increase 1in
I2 decreases from a high ot 5,5% (level 2 to level 1) to 4

low of .0024 (level o to level 5), Tihis fact is only

lateresting if we als) consider the concept of locality (see
-naptars 5 and o for additional discussion) and the

question: What 1s thoa probability, Fr, tnat the processor

e Tl s ok
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Lavel L
fransfer (1 unit)
2t 1(¥) 1.44 us
3 to 2 131 us
4 to 3 5006 us
5 to 4 38010 us
b to 5 600313 us

Tm
(2 units)

1.52 us
132 us
5011 us
3802C us

600327 us

Tavle 3,

daryinal Iucrease

10 Tw

Margjinal Increase in Paye Transter Times

* Th2 figures for access time and
diin Stor2 listed in Table 1

only meaningful for very

lacye paye

31225 under considerdtion in this

For

transter rate
are approximations
sizes,
chaptear,
ia th2 table above are more apprcpriate.
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will reference the adjacent N! bytes with a4 sacrt interval
of time, such as TIm seconds? Due tc locality ot Fregram
referance, we would expect Pr to be much larger thnan merely
tne reciprocal of the logyical address space size,
Partheraore, Pr shoulid increase as To increases. Taus, for
a ygiven level, if Pr 1is larger than the QACLGLUdLl LOCLease L
s, it is beneficial to trausfer the additional N' pytes anu
taeraby adavoid the n2cessity of expending Tm seconas to

transfer these N’ bytss later separately,

Phese sdme argama2nts can be aprlied to tue questicn or
transterringy the adjacent pnxh? bytes, etc, Since the
4idrgyinal increase in Tn decreases monotonically as a
function or storaye lzvel, the nunber of N} byte packets to
ba transferred as a single Faye should increase
monotonically, This contirms cur earlier decision that

NIKN2<N3< etc,
4¢ 242 Choice of Paye Size

In order to simplity the implewentation of the systen
ind t2 be cousisteut with the mapping from logical aadress
2 paje dddress illustrated in Figure 2 (paye 46), we will
r2qaice that all page sizes b2 a kower of two, Thus, each
Page size  (e.g., N3) 1s soume pcwer cf two largyer than the

P1y? size of the aaxt hijher level (e.yg., N3=N2wexy ),
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<leirly, the specific values of Pr and thus the chouice ror
2ich page size depenis upon the characteristics of tue
projrims to be run and the effectiveness ot the cverall
3toraje systen, Preliminary measurements indicate that 4
ratio of U4:1 between levels is reasonable, Medde (65] nas
ca2ported sirilar findings, Other importunt tactors

iffecting paye size are discussed in Chapters 5 and o,

4. 2.3 Page Splitting

Now let us consilar th: actual movement of information
ia the storage hiecarchy. At time t, the proces;or
jenerates a reference tor loyical address a, Assume that
the corresponding informatinn is not curr:ntly stored in N?
or 82 but is found in M3, For simplicity assume that paye
sizes are doibled as we go «<own the hieraer :hy (e.g., N2=2l1,
NI=2N2=UN1, etc.; s22 PFigure U). The rage of size N3
containing a is copi2d tron M3 to M2, M2 pow contaius the
nz2edel inforaation, s> we 1 epeat the froc:ss, The paye or
size N2 containing a is Cop..ed frcm M2 to 11, \Now, finaliy,
the page of size N!' containing a is copied from MY cud
torvarded to the processor. In this process the payge ot
latormsation 1s split (i.e., Page splitting) repeatedly as it

@dves up the hierarchy,
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4. 2.4 Shadowv Storage

As a result of this splittiny, the page ot size N! that
i3 received by the processor has lett a "shadow" consisting
of itself and its adjacent pages behind 10 all the iover
lavels (i.e., shadoy storage). Presumabnly, if the prcjraa
exhibits locality ot reference, many of these shadov pages
will be referenced shortly attervard and be moved further up

1o tha hierarchy also,

4.2.5 Copying of Payes

In the strategy presented, fages are actually ccpied as
they msove up the bhiecarchy; a page at level n has one copy
of itself in each of the lover levels., Since processor
"fetch" rejuests substantially outnumber "store® reguests
(3.3, by more thanm 5:1 in some ameasured prograams), the
contents of pages are seldom changeds Thus, 1f a page has
ndt b2en changed and is selected to be removed frcm one
l2v21l to a lover level, 1t need not be actually transterred
since a valid copy alrealy exists in the lover level., The
contents of any level of the hierarchy is alvays a sultset of
the information contained in the next lower level. Tius
tae total intoramation cipacity of the system is equal tc the

size of the level L store rather than the sum cf the

capacities Of all the levels. Since the capacity ot levael !
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is assumed to be amuch laryer than the Capacity ot L-1, e¢tc,,
the Jdifference in total systes capacity due to shadow

storaje is sinisal.

4.3 Direct Tgamsfet

In the description above it 1is implied that information
actually wsoves betveen ad jacent levels, This approich,
called djigect transfer, is indeed intended, dy ccagarison,
taough, wmany proposeld and experimental aultiple 1l:vel
storaje systeas are based upon an jpdirest trapsger (e.g.,
the Hultics “page aultilevel" Eystea smentioned in Chavter
). In these systems, all inforaation is routed through
lavel 1., Por exasmple, to move a Page fros level n to lavel
n-1, the paje is movei froa level n tc level 1 and theun rroa
level 1 to._level an-1, Clearly, this indirect approach is
undesirable since it requires ezxtra page aovesment and
Consumes a portion of the limited m? capacity im the

process.,

There have been two sajor obstacles to direct tranpster

ia pravious systess: (1) interccunection structure and (2)

synchronization, 'y
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4,3.1 Interconnection Structure

Por many reasons, some technical and soae historical,
wdst contemporacry systems are physically structured in a
radial manner, That 1is, there is a central elemeut to the
systea, eitner the processor itself or tae frimary store,
and all other storage devices and/or Frocessors are directly
connected to this central element., Except for some fcssible
cantcdl signals, thacre are no direct data trausfer
connections betveen the non-central eleanents, Thais
stcucture is, ot course, quite consistent with a
adn-siecracrcnical storaye wmanagement systea. A logical
storaje hieracchy systam should be based upon a physically

hiecarchical interconanaction structure,

4.3.,2 Synchronization

As indicated in Table 1, storage devices often have
different timing and transfer rate characteristics. In crder
t> accomplish a direct data transfer between levels,
synchconization is necessary. It may be obvious that a
storage device can not transfer data faster than its rated
parformance, but for wmany storage devices, especially

electromechanical devises, it is not possible to transfer

data slower than its rited speed.
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Based on current technology, this problea cCan be
sdlvel, Many of the storage devices are now
uon-elactromechanical (i.e., strictly electricai), suca us
the Cache, Main, and Bulk Stores of Table 1, It s yulte
f2asiole to provide iirect transfer between dny or tuese
devices and any other storaye device; thisc is one reason tor
the radial intercoannections described abcve where the Main
store acted as the coamon seans of provadiny
synchronization., Using a similar approach, wve can allow
direct transfer between electromechanical devices if this
tcansfer is routed through a small and reasonably
1nexpensive electrical storage buffer, Pealing (33)
discusses such a deviza, which he Calls a gubber-bangd aepory
presuaably because it "stretches" to match the

characteristics of tha sourze and destination devices.
4.4 Bead Through

In the description above, it is imflied that a transter
up the hierarchy froa level 2 to the brocessor (level V)
Sansists of two Seyueatial steps: (1) transfer page ot siLue

N2 from level 2 to level 1, and then (2) extract -po

appropriate page subset of size N1 and transter it
level 1 to the processor (level 0). In general, a transter

from level n to the Processor would ccasist of a series o: 1 ‘
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steps, Thus the System page transfer tiae vould equal tne
sua of n inter-level page transfer times (e.qg.,
Fatderp23eTni2, see) Furthersore, for Bahy
electromechanical Storage devices, the seccnd acceus,
required to forward the bage subset, aay experience the
“saxiaum" access delay rather thau the "average" (1,w,,
atter storing the information into the level, a ccaglete
@achanical revolution Bay te required to Ceposition to readq

tae sane information and forward it to the next level),

Phis inefficiency can te avoided by allowving
information to ba stored into all upper levels
Simultaneously, Pigura 5 illustrates this weechanisa, 1If
information is to ba transferred fros 83 to the processor,
43 turans on its output data gate, Gdout, when 1t is ready to
Start and transfers NJ bytes and their corresponding logical
addresses up the data bus. M2 turns on its input data gate,
s2in, to receive these N?  bytes; furtbersore, vhen the
ippropriate ¥2 pytes needed by M! are detected by a2, jt¢
turas on its output data gate, G2out, and these N2 bytes are

forwarded to N1 yhjje beinyg stored in Nz, etc,

Por exaaple, assume a reference tc lcyical address a is
Jenerated by the processor and the corresponding information

15 current stored at level n (and all lover levels, of

course) ., At the instant that the N! bytes contairing a are
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placal on the data bis by level n, these N} bLytes will be
stocel imato all levals froms level a-1 to level v (thw
pcosassor) siaultaneously. Likevise, the ne bytes
coutaining 4 are sisultanvously stored anto all levels (ros
lavel n-1 to level 1. This strategy thus 3axes it appwal
taat the NS byte paje rejuested by the processor 1is fead

thE24ab direcely to the processor vithout any uelays,

4, 4,1 Page Transfer Tise

Jsing the read throujh strategy, the page trensfer tise
to> ths processor is actually less then the page transfec
tise to the adjaceat storage level. For exasple, if the
caquested iuformation is stored 1in M3, the page transter
tise to the processor, via Tead through, is

fad0 = TJ ¢ NpI
vaereis, the page transter tise frca 82 to A2 is
Tad2 = T ¢ N3BI,
sinca NICKN3, theo TaloCTal?2,

4.4.2 Availability anl Secrvicability

The read through sechaniss descrited above otieLs soke
isportant advantages to the availability and serviceability

of th2 storaye systea, Note that all storage levels are

sonnested to the jJatel data bus not directly to each otaer.
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[t a1 storaje level sust bpe resoved fros tne systes fou
versizing, it is serely necessary tc Banually set potn Lin
aad Sout %onw, lu this case, the intoreation is teally
"ceal throujb™ this lavel as if it aidn't egist, o cther
Caanyas are needed to iny of the other storaye levels or the
storije sanageaent algorithas although we would expect the

partorsance to decrease.

4

45 3tere Behind

Undec norsal Steily-state oreration, all the levels ot
tae storage bhierarchy will be full (except fossibly level
LY+ Thus, vhenever a Paye 13 tc be aoved into a level, it
13 oecessary to resove a current pPaje. It the page selected
£2r resoval has not baen Changed by means of a processor
“stor2®, the new Paye can be issediately stored ipto the
13v3l since a copy of the resoved page already exists in the
next lower level oi the bhieracrchy., If the processor
janerates a "store" craquest, all levels that contain a copy
of taa inforsation beiny modified aust Lte updated. This caun
Ds accosplisbed in three basic vays: (1) store through, (2)

stoc? replacesent, or (J) store tehind,
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45,1 Store Through

Juder a stoge through policy, all leveis ate
siaultaneously updatel whenever the processor geuc¢rdates aq
"store" reyuest., This is the obvious 1inverse ot the reau
taroujh policy., But, there is a crucial distinction, Under
t2al throujh, only storage levels 1 tarouyh n are used,
wher2 n i3 the high2s level containing the requested
inforaation, Stofe throuyn must wupdate the contents of
lavels n through L. fuus, read through speed is limited by
Its slovest level atfacted, level n; store through is always
limitad by tha speed ou level L, the slowest level ot thea
alle If 2)% of all processor requests are "stores", the
3ystea success fregyuancy function ot level L will be at
l2ast 2084, Due to its largye average access time, level L
vill be the dominate portion of the system's effective

access tiae, T°Y,

Store through can be used efticiently only it the
access time of level L is cosparable to the access time ot
lav2l 1, such as in 1 two-level cache systen, In fact, it
1s used in some cache systems, such as the IBM Systea/370

Mod21s 155 and 165 (52 ).
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4. 5.2 Store Replacement

Under a store replacement policy, the processcr only
stores into Mi, Ir a4 changyad page 1is ldater =sclected tor
ramoval, it 1s theun moved to the next lower level, M2,
iamediately prior to b2ing replaced. This prccess occuls at
every level and, eventually, level L 4ill be updateud but
only after the page has been selected ftor rewoval trom all
the higher levels., Due to the extra delays caused by
updating changed paygyes betore 1ireplacement, the effective
ascass time for fetchaes is increased., Various versious of

store replacement are used in mcst two-level paging systems

sinc2 it offers substantially better performance than store

through for slow second level storage devices (e.y., drums

and disks).

4., 5.3 Store Behind

Store Behind is 1 compromise strategy that bridges the

Jap batween store through and store replacement and ofters

sabstantially better pz2rtormance., In both strategies above, ;

the storage system +as required tc pertorm the Uupdate
operation at some specific time (e.g., at the instant of rie
"store" rejuest for store through or at the instant ot
c2moval for store replacement)., Once the information to be

storel has be=n accepted by the storage umanagement systen,
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the procCessor doesn't really care hocw or when the Coples 1h
the storage hierarchy are updated, Store benind takes
1ivantage of this dajree of freedca, Vue to the large
lisparity between average access time and transter rate tor
most levels, the maximum data transter Capaclty 1S rarely
r2ached (i.e., at any instant of time, a storage level may
udt have any outstanding reguests for service or 1t ndy be
waiting for proper positioning to service a peuding
raguast). Duriny these "idle" periods, data Cdh be
transferred down to the next level of the storaye hierarchy
without affecting or delaying any fetch operation. Since
taese "idle" periods are usually very fr:quent under most
actual circimstances, there can be a continual flow of
cnaang2d information down thiouyh the hiera-chy towards level

L,

4.6 Automatic Managemant

Although an effective storage management systew should
attempt to minimize page movement and 1ts assccidted
"housekeepiny™, tnere will still be a substantial amcunt of
WOrk required to manije the hierarchy., It 1is desirable to
r2mov2 as auch as possible of the storage manayewment f1Lon
tane concern of the processor and the prograas running on the
proc:ssor, including the operating system, There are two

ptinacy wotivations for this cbjective: (1) the stcrage
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hierarchy snould function as an independent component of the
3yStear to eliminat2 aay added complexity to tne processcr or
projrams, and (2) w2 want to conserve the processor'y
cdmputational powers for solving the user's Froblems tatner
taaa tor "system overhead", Inp actuality, ot course, the
storaje hieracchy can not be divorcea entirely from the rest
Of the systea, but tha rtesaininyg interdepeundencies shcould pe

#iniaal,

4.6.,1 Distributed Control

In the hierarchizal Storage system described above, all
Storaje management oparations can be determined local to a
sinyle level or, at ®ost, in consideration of information
Lroa neigyhboriny levels, Thus, it is possible to distrivute
tae Control of the nierarchy into the levels, this also
tacilitates parallel and asynchroncus operation in the

hierarchy,

In a comprenhensive aultiple level storage hierairchy, as
illustrated in Tabla 1, this automatic and distributeq

control can be accomplisned by using two mecndnisms: (1)

processor rtunctions, anl (2) "intelligent" controllers.
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4.0.1,1 Processor Punctions

l'he manajement of the tirst Storagy2 level must cpcrate
4t speads comparable to the processor. As a result, it 1s
usuially nacessary to Lhcorporate the first level store dand
its 1ssociated manajement operations into—ehe PLOCESLOL
haraware itself, Talis approach is wused 1in the LiuM

Systea/370 cache systeas [ 52].

It is often desirable to incorporate the manayement of
éne second storage level also into the processor, Tals
lavel requires substantial performance to handle the demands
tor service from the first storage level, Since 1its
craguirements are not guite as demanding as the tirst level,
it is an ideal candidate tor firaware control, assuming that
the processor is microprogrammed, This approach has not been
usel in any current ccmmercial systems, although the
integrated (i.e., microprogyramned) channels of certain
@a0dels of the IBM System/37¢ are based wupon siailar
concepts. ‘There nave peen 1 tew experimental Systems, such
as the VENUS System at MITRE, which provides proces:sor
tunctions t> essentually manage the: Fiyinygy system vig

aicroprograaming.,

. %

foa e d
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4.6.,1.,2 "Intellijent" Controllers

Por the third storage level and beyond, the storaye
danagement performanc2 requirements are much more nodest
since most of the storage activity should occur at the fairst
and s2cond levels, For these lower levels, it is gcssiole
to levelop independent storage management ccntrol facilities
for each level, This can be accomplished by extending the
tanctionality of couventional device controllers, Some
racant sophisticated ievice controllers are micropgogtamued
and are already capable of performing the storage mamagement

.

function [ 1].
4,6,2 Multiprogramming

Jp to now wve have tacitly assumed that the Frocessor
bacom2s idle whenever it is necessary to fetch information
froms the storage hieracchy. This may be a reasonable policy
£or tvo-level cache systems since the processor 1is never
idle for more than gne or two microseconds at a time. But,
for paging systeas and general pultiple level storage
hierarchies, the processor may be idled for periods of
nundr2ds or thousands of microseconds at a time. It 1.
worthwhile to try to find useful vork for the processor

while the storage hiesrarchy is retrieving the requested

information.,

s D) B b e e o B A T e s
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In most conventional computer systems, processcr idle
time is atilized by aultiprogramming, This Lequires that
taer2 be aultiple programs available to be run. Whenever
one program must be d2layed due to a time-consuminyg storaye
Faquest, the processor is switched to dnother rprograa,
Under reasonable cir:zumstances (éegs., many programs Ceady
for execution and aoderate load on the storage system), it
is possible to keep the processcr ccntinually busy. Thus,
the 2ffective system storage access time, T, will very

closely approximate Tt,

Unfortunately, the process cf switching executicn from
One program to anoth2r can result in a considerable amount
of processor overhead. For example, an early version of tne
Hultics operating Systema was reported to require 10
Billiseconds to switca programs; typical operating systeas
require up to 1 wmillisecond, The tiae required to
accomplish this wmultiprogram switch can be drastically
reduced if the Rultiprogramming management is also
incocrporated into tha processor along with the tirst and
seconi storagye level management, Although the particular
pdrposes wvere differeat, hardvare Sufpported multiprogramming
nis b2en available on several computing systeams, such as tae

Honz2ydell 8)) series (46] and nmore recently in the Singer

AN
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3ystea Ten [30)., rh2 less frequently executed aperating
syst2a functions, such as Job scheduling and tiwe=-shdring
#4inagyswent algorithws, can pe Supported by the sotteste
dperating system as on couveutiodal SYystems WJitnout auvel.sely

at fecting performance.

This chapter hias presented the key concepts ot 4
j2neral multiple level storaye hierarchy systea, Mauy ot
the particular detiils of the system will reguire
consilerable investigation and €xperinentatiocn to deternmine
an Jptimal implementation. Threc important factors are
axtansively studied in the followiny chagters: (1) other
Pige size considerations, (2) removal aljorithams, and (3)

r2l2vant models for proyram reterence behavior,
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CHAPTER 5.

ANALYSIS OF PAGE SIZE CUNSIDEKRATIOUNS

5.0 Latroduction

Jne of the most important parameters or a storage
aieracchy system is the page size, the unit of information
tcransfer betveen two levels of the hierarchy. In this
Chapter, the factors influencing pagye size are examined from
the idevice charactaristics viewpoint and the progran

behavior viewpoint.

5.1 Ihe Page Size Issue

Jn contemporary two-level paging systeas (based upon
two davices similar to devices 2 and 4 of Table 1), the pagye
siz2 is usually quite large (typically 409t bytes for paging
systeas) to take advantage of M2's large transfer rate to
compensate for its slow access time., Such a large payge size
is justified by reliance on the Principle of Locality.
-onsidering the devices of Table 1 for example, a single
pyta Can be acCessed and trausferred bLetween M} and M2 in
about 5 milliseconds whereas 4096 contiguous bytes cam be

tatch2d in 7.8 millisaconds, only 56% more time,
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3¢ 1. 1 Paye Size Investigations

Although payging Systems have Leen useu Successtully,
the effect of page size hnas becone the subject ot incredsiny
investigation., This interest has been aroused due to severdl
considjerations:

1. It has bean aoted by Denuning {20] that the
utilization of M1t jg maximized and "page breaxage" minimized
by using rather smill payges, such as 200 bytes. 1In
particular, ae emnphasizes:

"These results are siynificant see Small pages

parait a great daal of compression without loss of
efficieacy, Small Page sizes will yield significant

improvements in storage utilization .,,"

2, The success of cachae Systeas indicates that the
Principle of Locality applies on the microscopic scale as
w2ll as the DACrosszopic scale of conventional Payginy
Systeas,

3. The recent introduction of several new device
tzchnologies, such as the "semiccnductor drua" (35) with an
dverige access time of about 100 microseconds, drastically
raduces the benefits of very large page sizes in a paginag
systenm,

4, Although a@dst current multilevel systeas employ

only two levels, this thesis ig ccncerned with multipl.
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lavel storaje hierarchies (i.e., three c¢f nore levels)., In
tact, storage systeas with six or more levels are ydlite
plausible, A deep uniacrstanding ot the effects of varLious

page sizes is esseutiil to the development or sucu systeus,

Thus, although tnere are many reasons 1Lcr ccnsideriny
nev page sizes, there i1s not a ccmplete understandinyg ot the
impact of such a change, Denning [26] sums up our curreat
xnowledge as follows:
"I'wo factors primarily influence the choice of page
size: fragmentation and erfticiency of page-transgocrt
operation."

In this chapter some ather ractors of potentially crucial
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