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SUMMARY PAGE 

THE PROBLEM 

To evaluate the effects of various kinds and amounts of statis- 
tical noise in raw sonar bearings on performance in the expanded 
time bearing plot. 

FINDINGS 

Performance for both human plotters and a simple mathe- 
matical curve fitting routine was affected similarly by the character- 
istics of the noise, but overall performance of.the mathematical rou- 
tine was superior on simple problems while humans were better 
on more complicated problems and at the ends of problems. 

APPLICATION 

This research should provide empirical support for the develop- 
ment of interactive systems which exploit the special abilities of 
both human and automated procedures in a complicated information 
processing task. 

'     ADMINISTRATIVE INFORMATION 

This investigation was conducted as part of Bureau of Medi- 
cine and Surgery Research Work Unit MF51.524. 004-2002DX5G - 
Man as an Information Processor. 

The present report was approved for publication on 26 June 
1972.   It is Report No.  1 on the indicated Work Unit and has been 
designated as Naval Submarine Medical Research Laboratory 
Report No. 716. 
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ABSTRACT 

Two experiments analyzed the effects of statistical noise in 
raw sonar bearings on performance in a laboratory version of the 
expanded time bearing plot«   Accuracy of faired bearings and 
bearing rate estimates were taken as the measures of performance. 
Greater amounts of noise led to poorer  performance, but these 
decrements were smaller when the noise was random than when it 
was correlated.   Human performance was contrasted with that of 
an orthogonal polynomial curve-fitting routine designed to do the 
same task.   The mathematical routine was affected by the noise 
in the same way as humans were.   However, on simple plots the 
mathematical routine provided superior solutions while on curves 
of more complex shapes or at the ends of curves humans were 
superior.   Thus, in certain situations the human's perceptual and 
cognitive abilities gave him a distinct advantage over the mathe- 
matical routine. 
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PERFORMANCE ON THE EXPANDED TIME BEARING PLOT AS 
A FUNCTION OF BEARING ACCURACY 

INTRODUCTION 

One of the functions of the submar- 
ine's fire control party is that of de- 
termining a potential target's course, 
range, and speed on the basis of passive 
sonar bearing inputs.   Elaborate tech- 
niques have been developed to accom- 
plish this, using both human and com- 
puter information processing capabilities. 
The expanded time bearing plot, one of 
several manual sonar plots in the fire 
control system, is of central importance 
in this analysis since its outputs are used 
by several key stations in the system. 
In this plot the raw compass bearings 
obtained from sonar are plotted against 
elapsed time since initial contact.   Then 
a curve is sketched which captures the 
central tendency of the plotted points, 
and from this curve the rate of change 
of the bearings is estimated using a 
specially designed bearing rate tem- 
plate .   The bearing rate is an especially 
critical input to the fire control party's 
analysis of target motion. 

Changes in current technology and 
operational goals have made it possible 
to track targets at great ranges, and as 
a result the raw bearings transmitted 
from sonar may be subject to greater 
distortion than previously.   Further, 
since the bearing rates at greater 
ranges are smaller, the effects of dis- 
tortions will be correspondingly larger. 
These distortions show up in the time 
bearing plot as dispersions of the 
plotted points around some centrally 
tending curve.   The plotter attempts to 
recapture this by fairing a curve 

through the plotted points.   The in- 
vestigations reported here focussed on 
the effects of distortions in the bear- 
ings on time bearing plotter perform- 
ance, under conditions simulating 
long-range, low bearing rate contacts. 

The noise {we shall hereafter use 
this information theoretic term to refer 
to the distortions in the bearings) can 
have varying characteristics.   This 
noise can vary in its magnitude, and in 
fact when it gets too great, the sonar 
operator will switch his mode of re- 
porting until he is once more confident 
he can track the target continuously. 
The noise can also vary in kind.   It 
may be essentially random, as though 
it had been generated by a stochastically 
independent random noise generator. 
Here the magnitude and direction of a 
particular raw bearing's deviation from 
its corresponding actual bearing is in- 
dependent of any other bearing's 
deviation.   A more probable kind of 
noise in operational situations is that 
which is stochastically nonindependent 
or correlated.   With such noise the 
magnitude and direction of any given 
raw bearing's deviation is related to or 
correlated with that of other bearings 
near it in time.   This would appear as 
a slow drift in the bearings, first to one 
side and then to the other, around the 
actual bearings.   This type of error is 
potentially more serious, since it is 
less noticeable on visual inspection {the 
correlation tends to smooth the curve) 
and could lead to systematic biases in 
the estimates of faired bearings and 
bearing rates.   Either kind of noise 



could conceal discontinuities in the time 
bearing curve which are indicative of  • 
target maneuvers or could lead the plot- 
ter to falsely report a target maneuver 
when none existed. 

Previous investigations of time 
bearing performance were concerned 
with either the older vertical plotting 
system or with noise-free bearings. 
The two experiments reported here 
examined performance on the expanded 
time bearing plot with variations in both 
the level and kind of noise in the raw 
bearings.   A simple version of the 
operational time bearing plot was de- 
signed for experimental purposes in 
order to see the best a human plotter 
can do under varying conditions of sig- 
nal degradation.   All problems simu- 
lated long-range contacts with low 
bearing rates.   Thus, plotters were 
never forced to change their plotting 
scales during a problem.    Further, no 
maneuvers by own ship or by target 
were simulated and the plotter worked 
at his own pace rather than in real 
time.   Thus, performance under these; 
conditions could be interpreted as the 
best a plotter could do given the signal 
characteristics, since the additional 
factors involved in an actual operational 
plot would only serve to magnify the 
performance errors found here.   The 
details of the plots used will be dis- 
cussed in the next section.      '• 

Description of the Task 

A special experimental version of the 
expanded time bearing plot was created 
which departed from actual operational 
plots in several ways.   All plotting was 
done  on a single sheet of 11 x.16-1/2 
in. graph paper ruled every tenth of an 
inch.   Several constraints had to be 
introduced because the smaller plotting 
sheet was used.   Each problem simu- 
lated a portion of a time bearing plot in 
which a contact had already been made 
and was being tracked.   This contact 
was followed in the experimental prob- 
lem for 15 minutes of hypothetical time, 
these times being labeled from 0:00 to 
15:00 for plotting purposes but not nec- 
essarily corresponding to the first 15 
minutes of contact.   Similarly, the 
range of possible bearings was restricted 
so that the entire plot could be done on a 
single sheet of plotting paper without any 
change of scale (a one degree per inch by 
one minute per inch scale was used 
throughout).   Thus, for any given prob- 
lem the raw bearings were not allowed 
to change by more than 10.5 degrees in 
the 15 minutes Of hypothetical time.   In 
addition, there were no changes in the 
direction of the bearing rate (right to 
left or vice versa), the target was as- 
sumed to be on a constant course with 
no target or own ship maneuvers, and 
the bearing rate was not allowed to get 
very large (generally being less than 
one degree per minute in these problems). 

METHOD 

The two experiments shared a gener- 
al methodology, and this will be des- 
cribed separately from their unique de- 
sign characteristics. 

Several procedural changes were in- 
troduced for experimental purposes which 
also differed from procedures used in 
operational tasks.   Subjects were pre- 
sented all the raw bearings at once on a 
computer printed sheet and allowed to 



plot at their own pace, so that although 
a 15-minute time slice was examined,' 
plotting was not done in real time. 
Similarly, they were asked to produce 
faired bearings and estimates of the 
bearing rate at prespecified intervals 
and write this in appropriate spaces on 
the same computer printout.   Raw 
bearings were presented every 30 sec- 
onds from time 0:00 to 15:00 inclusive, 
yielding a total of 31 points to be 
plotted.   Faired bearings were re- 
quested every whole minute from time 
1:00 to time 14:00 for a total of 14 
faired bearings, while estimates of the 
bearing rate were requested for alter- 
nate whole minutes from times 2:00 to 
12:00 inclusive for a total of six bear- 
ing rate estimates. 

Subject to these constraints, a set of 
twelve standard problems was created 
for use in these experiments.   Each 
problem was derived either from some 
appropriate mathematical function or 
from a set of line segments which 
yielded a curve approximating the 
characteristics of curve segments from 
operational plots.   The set of twelve 
problems are shown in Figure 1. 

Independent Variables 

These studies were designed to in- 
vestigate the effects of noise in the raw 
bearings upon subjects' ability to esti- 
mate actual bearings and bearing rates 
on the basis of the time bearing plot. 
Two aspects of such noise were ex- 
amined:   (1) The level of noise was 
manipulated by controlling the standard 
deviation of the noise in a special com- 
puter program which generated the 
pseudo-random degradation.   (See 
Appendix A for details on the procedure 

used to generate the noise.)   Examples 
of low, medium, and high levels of noise 
are shown in Figure 2.   The kind of 
noise was also manipulated, and this re- 
ferred to correlations between the 
signed magnitude of the degradation for 
successive raw bearings.   In the random 
noise condition the magnitude of the 
error introduced for any given bearing 
was statistically independent of the 
magnitude of the error for any other 
bearing.   This is in contrast to the cor- 
related noise condition where the mag- 
nitude of the degradation for any par- 
ticular bearing is related to or correlat- 
ed with the magnitude of the degrada- 
tions for bearings near it.   Figure 2 
also illustrates this difference. 

A third independent variable was 
time, or the place in the problem where 
the subject provided an estimate.   There 
were fourteen bearing estimates (min- 
utes 1-14) and six bearing rate esti- 
mates (even minutes from 2 to 12). 
Note that time refers to the hypothetical 
time represented by the ordinate of 
each plot, not actual elapsed time in the 
experimental situation. 

Dependent Variables 

Subjects' performance was compared 
with two kinds of criteria.   One com- 
parison involved contrasting their esti- 
mates with the actual bearings and 
bearing rates obtained from the mathe- 
matical functions characterizing each 
of the 12 standard problems (see Figure 
1).   This provided a measure of how 
well the subjects could recover the 
"true" state of affairs that was obscured 
by the statistical noise.   The second 
comparison involved contrasting sub- 
jects' estimates with the best estimates 
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Fig. 1. The set of time bearing problems, without degradation, showing only right bearing rates. 

produced by a mathematical curve-fit- 
ting technique.   This comparison pro- 
vided an indication of how subjects' per- 
formance deviated from that of an 
analytic curve-fitting procedure. 

Two types of measures were ob- 
tained for both bearing and bearing 
rate s.   The ' 'true'' under lying para-' 
meter was subtracted from ä subject's 
estimate of a parameter, and this 

signed score was a measure of 
algebraic error.   It should be pointed 
out that algebraic errors were com- 
puted by subtracting the actual bear- 
ing from the estimated bearing.   In 
other words, a negative value indi- 
cates that the estimated bearing was 
smaller than the actual bearing while 
a positive value means the estimated 
bearing was larger.   Greater than and 
less than were defined with respect to 



10     0 10 

MEDIUM 
CORRELATED 

MEDIUM 
RANOOM 

Fig. 2. Examples of the three levels and two kinds of bearing degradation (noise), with the actual 
underlying curve shown. 

the value of the actual bearing, with the 
convention that if an estimate were just 
below 360° and the actual just above 
000°, or vice versa, the estimate was 
first translated to the scale of the 
actual by adding or subtracting 360° as 
appropriate.   The absolute value of this 
score was a measure of absolute error. 
A third measure was used for bearing 

rates only.   The absolute error was di- 
vided by the true underlying bearing 
rate to yield a proportion absolute error. 
These various measures are summar- 
ized in Table I. 

General Procedure 

In both experiments, subjects were 
scheduled as groups for two-hour 



Table 1.  Summary of Dependent Variables 

- Measure Bearing Bearing Rate 

1. Algebraic error 

2. Absolute error 

3. Proportion Absolute 
Error 

Subject's estimate - actual 
bearing 

Absolute value (algebraic 
error) 

Subject's estimate - actual 
bearing rate 

Absolute value (algebraic 
error) 

Absolute error/Actual bear- 
ing rate 

sessions during which they completed 
four time bearing plots. All subjects 
started a given plot at the same time, 
but were allowed to work at their own 
speed. A new problem was not started 
until all subjects had finished the pre- 
vious one. 

At the beginning of a session each 
subject was given a pencil and a flexible, 
transparent bearing rate template 
identical to those used in the fleet. 
When everyone was ready to begin a 
new plot the experimenter passed out 
blank plotting paper and an individual- 
ized computer print-out.   Subjects had 
been instructed to do each plot in the 
following manner:   enter the date and 
subject identification number on both 
sheets, label the axes of the graph 
(scales for labeling purposes were 
given on the print-out), plot the raw 
bearings, fair a smooth curve through    ■ 
the raw bearings, enter the required 
faired bearings on the computer print- 
out, and estimate the required bearing- 
rates and enter these on the print-out. 

This sequence of operations obviously 
differs from the sequence one would follow 
doing a plot in real time at sea.   None- 
theless, by controlling a number of ex- 
traneous and complicating influences 
found in operational versions the experi- 
mental procedure allowed a relatively 
pure assessment of the effects of the in- 
dependent variables.   It can safely be 
assumed that any effects attributed to the 
independent variables in these experi- 
ments would be magnified under the more 
complicated situation at sea. 

Design 

Experiment I.   Twelve subjects were 
each given 12 plots to do, four a session 
for each of three two-hour sessions. 
The three experimental sessions had 
been preceded by two two-hour training 
and practice sessions in which subjects 
had been taught how to do time bearing 
plots and had been given practice in the 
experimental procedure until the experi- 
menter was satisfied all subjects were 
competent in all aspects of the task. 



Three levels of noise (high, medium, 
and low) were combined with two kinds 
of noise (correlated, random) and two 
directions of bearing rate (right, left). 
Kind of noise was a between-subject 
variable; level of noise and direction of 
bearing rate were within-subject 
variables. 

Each subject received all 12 standard 
problems (see Figure 1), with level of 
noise and direction of bearing rate 
assigned by means of a modified Latin 
squares procedure.   Thus, any given 
subject had four problems at each of the 
three levels of noise, half of these pre- 
sented with right bearing rates, half 
with left.   The Latin squares procedure 
ensured that the assignment of values 
of the within-subject variables was 
counterbalanced across subjects and 
problem types.   Independent random 
permutations were used to establish the 
presentation order of the twelve plots 
for each subject. 

Two levels of noise (high, medium) 
were combined factorially with two 
kinds of noise (correlated, random) and 
applied to three problem types to 
generate the twelve plots presented to 
each subject.   Direction of bearing rate 
was counterbalanced across these. 
Each subject saw three different prob- 
lems selected from those shown in 
Figure 1.   (Two subjects saw Problems 
6, 7, and 9, three subjects saw Prob- 
lems 2, 8, and 12, and four subjects 
saw Problems 1, 10, and 11.   Prob- 
lems 3,4, and 5 were not used in 
Experiment II.)  Different randomiza- 
tions were used to create each new set 
of raw bearings, as in Experiment I. 
For a particular subject the two sets 
of 12 plots he saw in the two replica-    ■ 
tions differed only in the randomiza- 
tion used to generate the set of bear- 
ings and the random permutation used 
to establish the order of presentation. 

Subjects 

Experiment II.   This experiment was 
run as part of a comprehensive 30-day 
sonar confinement study, and consti- 
tuted one set of performance measures 
among a wide variety of performance, 
perceptual, and physiological measures 
used in that study.   Two complete repli- 
cations of a within-subject study of 
time bearing performance were run, 
one replication early and another late in 
the noise portion of the sonar habit- 
ability study.   In each replication a 
unique series of 12 plots was prepared 
for each subject.    Four plots were done 
on each of three two-hour evening ses- 
sions during a given replication.   A 
three-hour training and practice session 
was held prior to the first replication. 

Experiment I.   Twelve Navy enlisted 
men waiting to begin Submarine School 
served as subjects.   None of them had 
prior experience with the expanded 
time bearing plot or with submarine fire 
control problems. 

Experiment II.   All nine subjects who 
participated in the 30-day confinement 
study were used in this experiment. 
Four subjects were civilians from the 
local community who were paid for their 
participation; none had prior experience 
with submarine operations or the Naval 
service in general.   The remaining 
five subjects were Naval enlisted men. 
All were experienced sonar technicians 
familiar with the expanded time bearing 



plot and submarine fire control prob- 
lems, but only one man reported having 
extensive experience. 

RESULTS AND DISCUSSION 

For each dependent variable, the 
appropriate set of scores was obtained 
for each time segment of each of the 
problems.   Special difficulties were en- 
countered in the analysis of Problem 4 
in Experiment I.   Therefore, this 
problem was excluded from the main 
analysis and it will be discussed in a 
separate section.   For a given subject, 
an average score on each dependent 
variable for each of the three levels of 
noise and each of the time segments 
(six for bearing rate, 14 for bearing) 
constituted his input to the analyses 
about to be reported.   Preliminary 
analyses indicated there were no effects 
due to direction of the bearing rate, so 
this variable was ignored in all sub- 
sequent analyses. 

Similar average scores were ob- 
tained for each subject in Experiment 
II.   Once again direction of bearing 
rate was ignored since preliminary 
analyses indicated it had no effect on 
performance.   Since there were no dif- 
ferences in performance for the early 
and the late sessions, these data were 
also combined.   Thus, for each sub- 
ject, a set of scores was obtained for 
each dependent variable by averaging 
over problems and replications for each 
combination of level (high vs. medium) 
and kind (random and correlated) of 
noise at each of the time samplings. 

The data for each dependent variable 
in Experiment I were subjected to a 

one-between (two levels of kind of noise), 
two-within (three levels of amount of 
noise, either six or 14 levels of time of 
estimate) mixed design analysis of 
variance (Winer, 19711, sec. 7.3)* 
Those from Experiment II were sub- 
jected to a three factor (two levels of 
kind of noise, two levels of amount of 
noise, either six or 14 levels of time of 
estimate) completely-crossed within- 
subject analysis of variance, (Winer, 
19717, sec. 7.5)..... 

Estimation of Bearings 

Figures 3 and 4 summarize the per- 
formance of subjects at estimating 
bearings, and are separated according 
to the independent and dependent vari- 
ables.   The lower panels of these 
figures show that the algebraic errors 
tended to remain fairly close to zero in 
both experiments.   The deviations from . 
zero appear to be unsystematic.   Thus, 
there was no overall bias in the direc- 
tions of the errors subjects made with 
respect to the actual underlying bear- 
ings.   Furthermore, the analyses of 
variance for algebraic errors in esti- 
mating bearings revealed that there 
were no significant effects for any of 
the independent variables or their 
interactions in either experiment.   In 
sum, the average signed deviation of 
the subjects' estimates did not depart 
systematically from zero and were not 
influenced by any of the independent 
variables (kind, level, time). 

, The upper panels of Figures 3 and 4 
show the data for absolute deviations. 
This measure is an index of how much 
on the average an estimated bearing 
deviated from the actual bearing, re- 
gardless of the direction of deviation. 
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Fig. 3. Error in bearing estimates for Experiment I at three levels of noise. 

These panels show that there were 
systematic differences in the size öf 
these deviations, and statistical 
analyses confirmed that a number of 
these differences were reliable,   hi 
both experiments the average absolute 
deviations were greater when the noise 
was correlated than when it was random 
(Exp. I:   Fl,10 = 8.16, p<.05; Exp. H: 
Pi  8= 105.49, p<.001).   Itshouldbe 
recalled that in Experiment I this was a 
between-subject variable, while in 

Experiment II it was a within-subject 
one.   In either case performance was 
significantly affected.   Similarly, the 
average absolute deviation increased 
as the level of noise was increased 
(Exp. I:   F2,20= 77.15, p<. 001; Exp. 
II:   Fl,8 = 23.78, p<. 01)7  In Experi- 
ment I these two factors had a signifi- 
cant interaction (F2 20 = ^5*23» fi 
<. 001), and inspection of the upper 
panel in Figure 3 reveals that this was 
due mainly to the size of the difference 
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Fig. 4. Error in bearing estimates for Experiment II at two levels of noise. 

between the medium and high levels of 
noise in the two conditions, random and 
correlated.   No such interaction existed 
in Experiment n.   In both experiments 
performance was reliably different as a 
function of the hypothetical time in the 
problem (Exp. I:   T?i$t 130 = 2.11, p 
<05; Exp. II:   Fl3; 104= 3.42, p<.001). 
In Experiment I, but not in Experiment 
II, the interaction between time and 
level of noise was also significant 
(£26, 260 = 2-56> P<.01).   Again, in- 
spection of Figure 3 suggests this was 
due largely to the contrast of the highly 

bowed curve for the high-correlated 
condition with the curve for the high 
random condition.   No other inter- 
actions in either experiment were 
statistically reliable. 

Although the algebraic errors indi- 
cated that there was no tendency for 
the subjects' average bearing estimates 
to deviate from the true bearings, 
analysis of the absolute errors   showed 
that there were systematic effects on 
the quality of the bearing estimates as a 
function of both the level and the kind 
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of noise.   This was true for subjects 
who saw only one kind of noise, as in 
Experiment I, or those who saw both 
kinds, as in Experiment n.   There was 
no systematic tendency for level and 
kind to interact in any way suggestive 
of a psychologically meaningful proc- 
ess.   The one   departure from additivity 
shown in Figure 3 which contributed to 
the significant interaction of level and 
kind with absolute errors in Experiment 
I has no plausible explanation. 

In addition, performance was consist- 
ently and reliably different as a function 
of where the subject was in the problem. 
Trend analysis confirmed that the effect 
of time on absolute errors was largely 
due to inferior performance at the ends 
of the plots.   (All trend analyses in this 
report are based on the methods dis- 
cussed in Winer, 1971^, sec. 7.6, using 
orthogonal polynomials to partition the 
main effects into unique trend com- 
ponents. )  In Experiment I there were 
both significant linear and quadratic 
components (linear:   Fj  130 ~ 4. 02, 
p<.05; quadratic:   Fi,l30 = 19.85, p 
<.001),   These two components ac- 
counted for 87% of the variance due to 
time,   hi Experiment n there were sig- 
nificant linear and quadratic trends 
(linear:   Fls104 =27.75, p<.001; 
quadratic:   Fj 104 = 9.64, p<.01) and 
these accounted for 84% of the variance 
due to time.   Inspection of the data in 
Figures 3 and 4 suggests that the most 
parsimonious way of describing these 
trends is to say that performance was 
most affected at the beginnings and ends 
of problems.   This would be expected 
since subjects had fewer data points on 
which to base their estimates of initial 
and final bearings than in the middle of a 
plot.   This difference between the ends 

and the middle is highly significant in 
operational contexts.   When the plots 
are done in real time, most estimation 
takes place near the end of a continu- 
ously growing curve. 

The estimation of bearings consists 
of a combination of tasks beginning 
with the initial plotting of the raw bear- 
ings and ending with the recording of 
the faired bearings (in these experi- 
ments) on a data sheet.   Consistent 
with earlier findings, inspection of the 
raw data in these experiments indicates 
that the effects produced by the inde- 
pendent variables were not due to sys- 
tematic errors in either plotting raw 
bearings or in reading of faired bear- 
ings and entering them on the data 
sheets.   Thus, the locus of the effects 
is in the actual fairing or subjective 
curve-fitting that the subject engages 
in.   A full discussion of the human 
subject as a subjective curve-fitter 
must await the analysis of the capabili- 
ties of objective, mathematical curve- 
fitting with the present problems.   This 
discussion will be presented later in 
this report. 

Estimation of Bearing Rates 

The performance of subjects at es- 
timating bearing rates in these experi- 
ments are shown in Figures 5 and 6. Al- 
though algebraic errors, shown in the 
center panel of each figure, lie near 
zero, there were some tendencies in 
the data which were confirmed as re- 
liable by statistical analysis.   In both 
experiments the level of the noise was 
a significant factor (Exp. I:   F2 20 " 
5.02, p<. 05; Exp. H:   Fj  8 = 9'.28, p 
<. 05).   However, inspection of the 
center panels in both figures reveals 

11 
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Fig, 5, Error in bearing rate estimates for Experiment I at three levels of noise. 

that there is no consistent ordering of 
the curves as a function of level of noise, 
making this effect difficult to interpret. 
In sum, there was at least no straight- 
forward bias in the direction of the 
average errors.   In Experiment I, kind 
of noise also produced a significant 
effect on the algebraic errors (Fl, 10 = 
3.40, p<. 05) and kind interacted with 
level (F2,20'■ 5. 07, p<. 05).   In gen- 

eral, correlated bearings led to esti- 
mates of bearing rates which tended to 
slightly exceed the actual bearing 
rates, while random bearings pro- 
duced estimates slightly less than the 
actual bearing rates.   There was also 
a significant effect in Experiment I due 
to the time at which the bearing rate 
was estimated (F5 50 - 2.53, p<.05), 
and trend analysis confirmed that this 

12 



.25 r 

.20- 

£ ~ .15 

I ? .10 

I 

t 

.05-- 

CORRELATED NOISE 
*■          * HIGH 
• • MEDIUM 

H 1- 

RANDOM NOISE 
* * HIGH 
• • MEDIUM 

H 1 1 1 h 

.2-- 

+.I-- 

QC n a v 
,S  <* 
CD   a> 

0- 

-.2- 

H (- H 1- 

cS' 

.8- 

.6- 

.2 - 

10 12 2 
NOMINAL TIME (min.) 

10 12 

Fig-, 6. Error in bearing rate estimates for Experiment Hat two levels of noise. 

was largely due to the tendency for the 
estimated bearing rate to drop below 
the actual rate at the ends of problems. 
The test for quadratic trend was sig- 
nificant, Flf50= 7.2V,  p<.01.   No 
other trend components reached sig- 
nificance. 

The effects due to level and kind of 
noise on algebraic errors were small, 

somewhat marginal, and not very sys- 
tematic, and as a result are exceed- 
ingly difficult to interpret.   The falling 
off in the curves in Figure 5 at the last 
time segment is the most significant 
effect in terms of the actual plotting 
task, since it indicates a tendency to 
underestimate the bearing rates as 
these rates increase (as they tended to 
do at the end of most problems). 
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Further, it indicates some difficulty in 
estimating the bearing rate at the end of 
the faired curve, and this is the most 
realistic condition in terms of real-time 
performance of this task at sea.   How- 
ever, again this effect was relatively 
small in magnitude and marginal, and 
did not show up in Experiment II, so 
should be viewed with caution. 

The upper panels of Figures 5 and 6 
show performance as measured by the 
absolute difference between the actual 
bearing rate and the estimated bearing 
rate.   As with the bearings, these 
curves indicate that both the kind and 
the level of noise affected the quality of 
the estimates.   Larger average devia- 
tions were associated with correlated 
noise as opposed to random, and higher 
as opposed to lower levels.   However, 
the effect of kind of noise reached sta- 
tistical significance only in Experiment 
II (Exp. I:   Fi}io = 1.21, n.s.; Exp. 
II:    F1} 8 = 6.57, p<. 05) while the effect 
of level of noise reached significance 
only in Experiment I.   (Exp. I:   F2 20 = 

13.81, p<. 001; Exp. II:   Flj8 = 4.97, 
,05<p<,10).   The only other reliable 
effect in either experiment was the time 
of estimate, and this was significant in 
both experiments (Exp» I:   F5 5o~3«5^» 
p<.01;Exp. H:   F5] 40 = -.6."57> p<.001).. 
No other effects or interactions reached 
acceptable levels of statistical reli- 
ability. 

Unlike the data shown in the center 
panels for algebraic errors, the data for 
absolute errors revealed that each of 
the three independent variables had sys- 
tematic, orderly effects on the average 
quality of the estimated bearing rates. 
The" effects for kind and level of noise 
were not as consistently reliable as 

with the bearing data considered earlier, 
but appear nontheless to be important 
effects.   The effect of time of estimate 
was reliable in both experiments. 
Trend analysis indicated that the effect 
of time of estimate could largely be 
attributed to the relatively more severe- 
ly degraded performance at the begin- 
ning and end of problems (Experiment I: 
linear component, Fj 50= 5.50, p<.05, 
quadratic component,  Fj 50 = 11.60, p 
<. 01, the linear and quadratic compo- 
nents accounting for 96% of the variance 
due to time; Experiment n:  linear com- 
ponent,  Fj" 40=27.89, p<.001, 
quadratic component,  Fj  40 = 4.99, p 
<,05, the linear and quadratic compo- 
nents accounting for 99% of the vari- 
ance due to time).   The ends of these 
curves represent those portions of the 
problems where the bearing rate was, 
in general, either lowest or highest. 
However, the effect of magnitude of the 
bearing rate on the accuracy of bearing 
rate estimation must be examined ex- 
plicitly before this can be discussed in 
detail.   The ends also represent, of. 
course, those portions of the time bear- 
ing curve where the contextual infor- 
mation is minimal. 

The lower panels in Figures 5 and 6 
present the data in a third format. 
Here the absolute difference between 
the actual and estimated bearing rates 
have been divided by the actual bearing 
rate, translating an absolute measure 
into a relative one.   The ordinates  on 
these panels represent the amount of 
error in estimations of the bearing rates 
as a proportion of the actual underlying 
bearing rate. 

Level of noise systematically ordered 
these curves, the curve for a higher 
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level above that of a lower level.   This 
was reliable in both experiments (Ex- 
periment I:   F2 20 = 24.95, p<.001; 
Experiment II: 'F^g = 7«28» £<.05). 
Kind of noise reliably affected this 
measure in Experiment II (Fi.,8 = 6.42, 
p<. 05).   In Experiment I, kind of noise 
did not significantly affect proportion 
absolute error (F^ JQ 

= 2.11, n.s.) 
although the direction of the overall 
means was the same as in Experiment 
II.   Nothing very reliable emerged from 
this set of measures with respect to the 
distinction between correlated and ran- 
dom noise, but level of noise consistently 
affected the percentage measure in both 
experiments. 

This measure also differed reliably 
as a function of time of estimate (Ex- 
periment I:   F5 so = 34.52, p<.001; 
Experiment II: ' F5)4Q = 19.21, p<.001). 
Inspection of the lower panels in Figures 
5 and 6 shows that this was due to the 
systematic decrease in proportion abso- 
lute error with time in the problem. 
Trend analysis revealed that both the 
linear and quadratic trends were signi- 
ficant in both experiments (Experiment 
I:  linear component, Fj 50= 136.07, 
p<.001, quadratic component, Fl,50- 
26.17, p<. 001, the linear and quadratic 
components accounting for 94% of the 
variance due to time; Experiment II: 
linear component, Fj 49= 88.24, p 
<.001, quadratic component, £^40 = 
5.64, p<.05, the linear and quadratic 
components accounting for 97% of the 
variance due to time).   One major rea- 
son for this effect, of course, is that 
average actual bearing rates were quite 
small early in the problems, so that 
small absolute deviations would make 
for large proportional deviations at 
these times.   Average bearing rates for 

the six times at which estimates were 
obtained were:   .25, .30,  .34,  .40, 
.48, . 68.   The interaction of time with 
kind attained significance in both Ex- 
periment I (F5 50 = 4. 90, p<. 01) and 
in Experiment n (F5 4Q = 2~. 60, p<.05). 

Inspection of the data in all panels of 
Figures 5 and 6 reveals the following 
picture of human performance at esti- 
mating bearing rates in simple time 
bearing plots.   Subjects appear to have 
no overall bias to their estimates. 
That is, the expected value of their 
distributions of estimates appears to 
be the actual bearing rate, and this 
expected value is not altered by vari- 
ations of the independent variables in 
these experiments.   The only exception 
to this generalization was found in 
Experiment I, where correlated noise 
led to significantly larger estimated 
bearing rates than did random noise. 
The quality of the estimates as meas- 
ured by the absolute errors was signi- 
ficantly and systematically affected by 
each of the independent variables. 
Increasing the amount of noise or 
changing from random to correlated 
noise increased the magnitude of 
the subjects' absolute errors.    Simr 
ilarly, performance was poorer at 
the beginnings and ends of problems 
than in the middle.    Subjects 
apparently used the added contextual 
information found in the   center   of 
the  curves   to  obtain  better  esti- 
mates   of  the   tangent  to   the   curve. 
In  actual  operational  plots  esti- 
mates   of bearing  rate   are  usually 
obtained  for  the  last four  to  six 
points  plotted,   and  the   present 
data  reveal  that this   is  where 
subjects   have  the  greatest  diffi- 
culty. 
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Comparison of Human Performance to 
that of Rational Curve-Fitting Tech- 
niques 

In order to evaluate the performance 
of human subjects on these tasks it is 
necessary to have some rational meas- 
ure of the "best" possible performance. 
The convention adopted here is to con- 
trast the performance of an orthogonal 
polynomial curve-fitting routine with 
that of the human subjects in both ex- 
periments.   The best fitting curves pro- 
vide a rational optimum for faired bear- 
ings, and the derivatives with respect 
to time (dB/dT) are an optimum esti- 
mate of the bearing rate. 

Experiments I and II were repli- 
cated exactly with a computerized ortho- 
gonal polynomial curve-fitting routine 
substituted for the human subjects.   So- 
lutions were restricted to third degree 
polynomials.   Analyses of variance 
identical to those reported in the last 
sections were performed, using both 
the human and computer data, with a 
between-subjects factor for the source 
of the data (computer or human) added 
to the design.   The results of these ex- 
panded analyses were examined for 
significant main effects due to the source 
of the estimates and interactions be- 
tween source and other independent 
variables.    Consistent trends among 
the interactions might reveal that there 
were systematic differences in the 
character of the solutions provided by 
each of the two data-generating sources. 

Bearing data.   Figures 7 and 8 pre- 
sent the data for the computer estimates 
of bearings, and should be contrasted 
with the data of Figures 3 and 4.  Analy- 
sis of variance confirmed that there Was 

a significant main effect of source on 
absolute errors in both experiments 
(Experiment I:   Fj 20 = 8.78, jK.Öi; 
Experiment II:   Fj' IQ = 24.73, p 
<. 001), with the performance of human 
subjects inferior to that of the computer 
curve-fitting routine.   No similar dif- 
ferences were found for algebraic 
errors.   Thus, although there was no 
difference in the average signed error 
in the faired bearings of the two data 
sources, the average quality of the 
estimates provided by the curve fitting 
routine was consistently superior to 
that of the subjects.   In other words, 
subjects' performance did not measure 
up to the best possible performance. 

There were no consistent trends in 
the interactions of source with the 
other independent variables, although 
there were several significant F- 
ratios.   In Experiment I the interaction 
of level and source for absolute errors 
was reliable (F2 40 = 4.13, p<.05), 
while for Experiment II the interaction 
of kind and source was significant for 
absolute error (F^ IQ = 16.91, p<,001) 
and the interactions of kind, level, and 
source (F^ 16 = 4.97, p<.05) and time 
and source (F13 208="^c>^5' P"^«001) 
were significant for algebraic errors. 
Since no pattern emerged from these, 
little that is meaningful can be said 
about the reasons for these interactions. 
Figure 9 shows in summary form the 
comparison of the two data sources 
averaged over level and kind of noise. 
The significant interaction of time and 
source for algebraic errors in Experi- 
ment EL can be clearly seen in this fig- 
ure.   Why the curve for the computer 
generated data should differ so mark- 
edly from that for the  human data is 
unclear.' The cause may lie in a 
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Fig. 7. Error in computer bearing estimates for Experiment I at three levels of noise. 

peculiar relationship of the weaknesses 
of this particular curve-fitting routine 
with the subset of problems in Experi- 
ment II.   Since no similar relationship 
emerged in Experiment I, it cannot be 
attributed to any general characteris- 
tics of the curve-fitting routine. 

Bearing rate data.   Figures 10 and 
11 contain the data relevant to the per- 
formance of the curve-fitting routine, 
and Figures 5 and 6 have the compar- 
able data for human subjects.   The 
curve-fitting routine was a better 

estimator of bearing rates than were 
the human subjects on two measures: 
absolute error (Experiment I:   Fi^O = 

4.36, p<.05; Experiment II:   Fj  jg = 
13.68, p<« 01) and proportion absolute 
error (Experiment I:   Fj 20 ~ 4.83, 
p<. 05; Experiment II:   Fj  ig = 4.74, 
p<.05).   Algebraic errors were not 
reliably different for the two data 
sources. 

The only systematic pattern of 
interactions to emerge were those in- 
volving source and time.    Figure 12 
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summarizes the bearing rate data and 
shows the contrast of computer - 
generated data and human data averaged 
over kind and level of noise.   The in- 
teractions reached significance on the 
following measures:   Experiment I, 
algebraic error (F5 ^QQ = 2.84, p<.05) 
and proportion absolute error (F5 100 ~ 
4.97, p<.001); Experiment II, absolute 

error ~(F$t go = 4- 07» £<•01)'   These 
interactions indicate that nominal time 
affected the performance of the two 
data sources differently.   Where these 

interactions attained significance it 
appears from Figure 12 that this was 
due to the computer-generated data 
yielding a more severely bowed func- 
tion than the human data.   Table 2 
summarizes the tests on the differences 
in trends that contribute to the source 
by time interactions, and shows that 
the curves differed in either their 
linear or quadratic trends.   Thus, 
although the overall performance of the 
computer routine at estimating bearing 
rates was superior to that of humans, 
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Fig. 9. Summary comparisons of human and computer error in bearing estimates. 

the former had x^elatively more diffi- 
culty capturing the bearing rates of the 
end points of the time bearing curves. 

Summary of comparison.   The time 
bearing performance of human subjects 
was consistently inferior to that of a 
mathematical estimator.   This was true 
for both the fairing of bearings and the 
estimating of bearing rates.   Figures 
9 and 12   make clear, however, that 
although many of the differences were 
reliable, they were relatively small in 

size, especially for the estimation of 
bearings.   With bearing rates, the 
errors of subjects were large relative 
to the computer estimates but were 
still small in absolute magnitude. 

All of the independent variables ex- 
cept time had the same kinds  of effects 
on the performance of both data sources, 
Thus, the fact that correlated noise 
yields poorer estimates of bearings 
and bearing rates is due to the charac- 
teristics of the data, not those of the 
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Fig. 10,  Error in computer bearing rate estimates for Experiment I at three levels of noise. 

human estimator.   The lack of consis- 
tent interactions between either kind or 
level of noise and source of data indi- 
cates that these properties of the raw 
bearings have effects on the estimates 
that cannot be eliminated by altering 
the way in which the human does his 
task.   Although the analyses reported 
earlier in this report indicated that 

subjects had difficulties at the ends of 
time bearing curves in estimating both 
bearings and bearing rates, the analy- 
ses just discussed indicate that, if 
anything, the curve-fitting routine has 
even more trouble.   Thus, the human 
operator appears to be an especially 
effective integrator of information at 
the ends of curves like these and 
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produces estimates of bearings and 
bearing rates that are less distorted by 
the lack of a context than does the mathe- 
matical estimator.   This is encouraging 
since in operational plots the estimation 
usually takes place near the end of a 
growing curve in real time. 

Performance on Problem 4. 
■■■■ 

As noted earlier, Problem 4 had to 
be excluded from the main analysis be- 
cause it yielded performance radically 
different from the other eleven problems. 
Figure 1 shows why.   Problem 4, one 
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Fig. 12. Summary comparisons of human and computer error in bearing rate estimates. 

of those composed of line segments, 
passed through an inflection point.  That 
is, there was a region of very high 
bearing rate preceded and followed by 
regions of low bearing rate.   This would 
be typical of a time bearing curve pro- 
duced by a target or own ship maneuver, 
or by passage through the point of mini- 
mum range (CPA) for fixed target and 
own ship courses.   Thus, it represents 

a situation which frequently arises in 
operational situations. 

The character of Problem 4 caused 
great difficulty for both the human 
performers (recall that Problem 4 
was used only in Experiment I) and for 
the analytic curve-fitting routine, 
apparently because the noise obscured 
the large change in bearing rate. 
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Both subjects and the computer routine 
seriously underestimated the bearing- 
rate at nominal time six minutes, that 
time when the bearing rate was very 
high (it was 2. 00, contrasting with .40 
at time 4 and .20 at time 8).   Figures 
13 through 17 summarize the per- 
formance of the two data sources at the 
various time intervals for bearings and 
bearing rates.   These data have been 
collapsed over kind and level of noise, 
since insufficient data existed (each 
subject saw Problem 4 only once, at 
one level and one kind of noise) for a 
complete analysis. Only time in the prob - 
lern and the interaction of time with the 

source of the data (human or machine 
estimations) yielded consistently sig- 
nificant results and these are the data 
of greatest interest to us here. 

Figures 13 and 14 show that the 
analytic curve fitting routine had con- 
siderably greater difficulty estimating 
bearings for Problem 4 than did human 
estimators.   Since the routine was set 
to find the best third degree solution 
using orthogonal polynomials, in prin- 
ciple it should have been able to re- 
cover a function like Problem 4„ 
However, the routine seriously over- 
estimated the bearings at time 4, 5, 
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Fig. 13. Human and computer algebraic error in bearing estimates for Problem 4. 
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Fig. 14. Human and computer absolute error in bearing estimates for Problem 4. 

and 6, and seriously underestimated 
those at times 7, 8, and 9.   Bearings 
were again overestimated at times 10 
through 13w   Human performers'aver- 
age algebraic errors were consistently 
very close to zero, although Figure 12 
shows that they too had difficulty at the 
times listed above. 

The data of Figures 15-17 show that 
although the forms of the various func- 
tions are fairly similar for human and 
mathematical estimators, the mathe- 
matical estimator is consistently 

inferior.   Statistical analysis confirmed 
that this was significant for each of the 
measures of bearing rate (algebraic 
error:   F^  12 

= 7.30,jp<.05; absolute 
error:   Fj,l2 = 11*51, p<. 01; propor- 
tion absolute error: Fj 12=20«34» £ 
<. 001).  The main effect for time was of 
course significant for all measures (alge- 
braic error: F5,60 = 223.46, p<.001; ab- 
solute error:   F5}go = 81„15, p<.001; 
proportion absolute error:   F^f QQ = 
144.92, p<.001), but so was the inter- 
action of time with human vs. analytic 
estimators (algebraic error:  F§t 60 ~ 
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Fig, 15. Human and computer algebraic error in bearing rate estimates for Problem 4. 

4.67, p<. 01; absolute error:   F5 QQ - 
2.48, p<.05; proportion absolute error: 
F5}60~ 15.88, p<.001). 

The trend of these data for both 
bearings and bearing rates is just the 
opposite that of the data for the other 
eleven problems.   In the analysis re- 
ported in the previous section, the per- 
formance of the mathematical curve 
fitting routines was consistently superior 
to that of the human estimators.   On 
Problem 4 the human subjects were 
consistently superior.   With a sample 

of only one problem of this kind we are 
hesitant to make confident generaliza- 
tions, but since the effects were so 
statistically reliable it leads us to be- 
lieve the difference is real.   Garnatz 
and Hunt (1971)2 have reported differ- 
ences in the relative ease with which 
human estimators and mathematical 
estimators can find solutions in tasks 
somewhat different than this, but 
their results along with those reported 
here suggest there are general classes 
of estimation problems for which the 
human's perceptual and cognitive 
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abilities give him a distinct advantage 
over simple mathematical estimators. 

Comparison of Experienced vs. Inex- 
perienced Subjects in Experiment II. 

Two quite different populations of 
subjects were represented in Experi- 
ment II.   On the one hand there were 
four civilians recruited from a local 
program for the disadvantaged, and on 
the other there were five Naval enlisted 
men, all with some pre-experimental 
exposure to the time bearing plot and to 

fire control operations.   An auxiliary 
analysis was. carried out to see if this 
difference in background resulted in 
performance differences.   One of the 
five Navy men was excluded from the 
analysis since he differed in age and 
experience from the other four {he was 
an E-7, while the other four were 
E-4?s). 

The   mean performance  curves   in- 
dicated  that the  civilian  subjects 
were   consistently inferior  to   the 
military  subjects.      Since   analysis of 
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Fig, 17. Human and computer proportion of absolute error in bearing rate estimates for Problem 4. 

variance  on the  data for the  eight 
subjects would have been based on 
only four observations  per  cell,   a 
non-parametric  test was  performed 
comparing  means  from  civilian and 
military subjects  for each nominal 
problem time within each noise 
condition.    Tables  3 and 4 show 
these means and the significance levels 
obtained using the Sign Test (Siegel, 
1956*, pp. 68-75) for bearing esti- 
mates and bearing rate estimates, re- 
spectively. 

In both cases, comparing mean al- 
gebraic errors, only the high level cor- 
related noise showed a significant dif- 
ference.   In the cases of mean absolute 
errors, however, all differences were 
significant except the high level cor- 
related noise condition.   For bearing 
rate estimates, all conditions of pro- 
portion absolute error showed signifi- 
cant differences.   Apparently the 
military subjects were able to make 
use of their previous experience in 
performance on this task. 
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Table 3.   Comparison of Bearing Estimates From Civilian and Military Subjects 
in Experiment II and Sign Test Significance Levels 

Mean Bearing Estimate Error 
Level of 

Civilian Military Significance 

Algebraic Error 
Correlated Noise 

High .097 -.062 p = . 046 
Medium -.006 .017 n.s. 

Random Noise 
High -.003 -.002 n.s. 
Medium .031 -.030 n.s. 

Absolute Error 
Correlated Noise 

High .481 .474 n.s. 
Medium .396 .321 p = . 006 

Random Noise 
High .360 .234 p < . 001 
Medium .245 .197 p= .001 

— 
Table 4.   Comparison of Bearing Rate Estimates 

Subjects in Experiment II and Sign Test 
From Civilian and Military 
Significance Levels 

Mean Bearing Rate Estimate Error 
Level of 

Civilian Military Significance 

Algebraic Error 
Correlated Noise 

High .080 .016 p= .016 
Medium .023 .012 n.s. 

Random Noise 
High .060 .045 n.s. 
Medium .025 .021 n.s. 

Absolute Error 
Correlated Noise 

High .169 .133 n.s. 
Medium .143 .116 p= .016 

Random Noise 
High .167 .107 p = .016 
Medium .118 .074 p= .016 

Proportion Absolute Error 
Correlated Noise 

High .739 .447 p.= .016 
Medium .549 .382 p= .016 

Random Noise 
High .718 .359 p= .016 
Medium .466 .248 p= .016 
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SUMMARY 

From the variety of results obtained 
in these experiments we can draw the 
following conclusions about the questions 
investigated.   The kind and level of 
noise in the raw bearings have a sys- 
tematic and consistent effect on the 
quality of performance in the time 
bearing plot, although they do not dif- 
ferentially affect the average algebraic 
direction of the errors in the subject's 
estimates.   That is, there is no ten- 
dency for subjects to either consis- 
tently overestimate or underestimate 
time bearing outputs as a function of 
the properties of the noise.   Further- 
more, since an analytic curve-fitting 
technique was affected in the same 
way by the properties of the noise, 
there is no way to eliminate these ef- 
fects short of eliminating the noise 
itself from the data.   The direction of 
the bearing rate had no effect at all on 
the performance of subjects estimating 
bearings or bearing rates. 

An interesting pattern emerged from 
the comparisons of the human estimator 
with the mathematical one.   Overall 
human performance was consistently 
inferior to that of the curve-fitting rou- 
tine, but the magnitude of the differ- 

ences was not large.   The curve-fitting 
routine had relatively more trouble with 
the ends of the time bearing curves, and 
on the one problem that contained a 
more complicated curve shape,  it was . 
inferior overall to the human estimator. 
Thus, although the human cannot do as 
well as the curve-fitting routine when 
the shapes of the curves are simple, 
when the estimation must be done with, 
relatively little context or with more 
complicated curves, the human esti- 
mator produces more stable results 
than the curve-fitting routine.   The 
human's ability to apply cognitive 
constraints to his task and to exploit 
perceptual abilities unavailable to the 
mathematical device is apparently of 
great benefit. 

A subsidiary analysis indicated that 
experience with time bearing prob- 
lems yielded better performance, 
although the gains were small.   How- 
ever, in Experiment II the change in 
performance over a 30-day confinement 
was negligible.   The longer-term effect 
was probably due to a greater under- 
standing of the role of the time bearing 
task in fire control problems. 
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APPENDIX A 

Generation of the Statistical Noise 

The central limit theorem of proba- 
bility theory states that the sum of n 
independent random variables with a 
common distribution approaches a nor- 
mal distribution as n tends to infinity 
(see, e.g.,  Feller,  1968)4.   It can be 
shown that n = 12 is a satisfactory 
approximation for many applications, 
and that if the n random variables are 
real numbers on the interval (0, 1), 
with n = 12 the distribution of the sums 
will have unit variance (Green, 1963  , 
pp. 170-171).   This principle was used 
to write a computer routine to generate 
the statistical noise for the raw bear- 
ings.  To create the random noise, 12 

numbers were generated using a sub- 
routine whose output was a pseudo- 
random number from a uniform distri- 
bution on the interval (0, 1).   These 
were summed, and the constant six 
was subtracted from the sum, yielding 
a pseudo-random   number from a 
normal distribution with zero mean and 
unit variance.   The result of 300 
samples using the routine for random 
noise is shown in Figure A-l.   Cor- 
related noise was generated in essen- 
tially the same way, except that each 
new sum consisted of 11 of the pseudo- 
random uniform numbers from the 
previous sum plus one new one.   (The 
random noise, of course, used twelve 
new numbers for each new sum.)   The 

150 
SAMPLES 

300 

Fig. A-l.   Three hundred successive samplings of random noise. 
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output of this process was also adjusted     bearing was computed according to the 
to have a zero mean, and examples of 
300 successive samplings are shown in 
Figure A-2.   Level of noise was con- 
trolled by multiplying the adjusted sum 
by a scale factor calculated in accord- 
ance with standard sonar equations to 
simulate conditions that might be found 
in operations at sea.   In sum, the raw 

following equation; 

raw bearing = actual bearing + 
(adjusted sum) X (scale factor) 

The  adjusted sum  is,   of course, 
distributed around zero. 

150 
SAMPLES 

300 

Fig. A-2.   Three hundred successive samplings of correlated noise. 
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