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1. INTRODUCTION

1.1 Statement of Problem

We intend to deal in this thesis with techniques for computer
understanding of scenes with texture. We consider examples of outdoor
scenes, although textured surfaces appear in almost every sort of scene,
and we show some examples of isolated and artificial textures. Studies
in computer vision are motivated by a wide range of applications. Those
involving texture include agricultural survey and analysis of earth
resources satellite pictures. Planetary exploration by remotely controlled
vehicles will demand some autonomous vision because of long delay times.
The social benefits of computer-controlled cars have been described by
McCarthy. Industrial robots will soon acquire vision. Texture synthesis,
for which we feel our techniques are applicable, is useful in computer
aided design and computer aided art. Interpretation of scanning electron
microscope pictures e.g. for metallurgy may be of interest. We are also
interested in constructing a model of human perception. Finally, vision
is one of the more interesting problem areas within artificial intelligence,
and contributes to the advance in our understanding of intelligent systems.

Without undertaking a complete review of the literature, we wauld
like to broadly contrast the work we have done with that of other work in
computer vision. Several small groups have ‘studied perception of polyhedra.
Their work has been concerned with three-dimensional objects with plane,
uniform faces. The limited success of these efforts has depended to a
large extent upon large homogeneous areas and isolated edges. A number of
prediction-verification techniques have arisen, some of which are special
to the simple cases considered there. Others are more general and useful

to our work. Because of the compiexity of textured scenes, we feel that



the prediction-verification approach to perceptual systems is even more
important for our work.

Some work has been done with image processing, which is intended
for improving the ease of human interpretation of images of particular
value. [Quam, others]. Other work has been directed toward crop
identification and other statistical summaries of the earth surface.
These studies have also made limited progress and are mentioned in a
survey helow. However, there is much room for ‘fuprovement of texture
description, and those studies completely ignore scenes where the three-
dimensional character is important.

It should be clear what we are really after in an interpretation of
a scene. The goal is not only to get a map of colored and textured
regions. We are not merely after identification of some image as a
member of a class, That is, we are not out to identify the letter A.
Nor du we wish to identify some region of the image as some previously
seen element, although this might help us to achieve our goal. We have
in mind a system with a task, to navigate, for example, and execution of
the task requires understanding of the structure of the space portrayed

by the image.

1.2 Outline of Thesis

In Chapter 1, after the statement of our problem, we present

@ review of literature that we think is relevant to an analysis

of visual texture. The literature covered in this review comes from three

different sources: psychology, neurophysiology and computer science.
By no means is this review exhaustive. However, we hope to show the

reader, through the psychological and neurophysiological review, which
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features in grouping are important, and thus justify the features that
we use for texture description. The computer science review includes
pattern recognition, linguistic and analytic approaches.

In the second chapter, instead of presenting some formal
definition of a texture, which we do not believe is possible in general,
we describe two concrete scenes with textured and colored regions. With
these examples, we describe our representation of texture and of a real
scene,

The third chapter presents the implementation of procedures
which give us texture descriptors. We discuss operators in the spatial
domain, that is edge and region operators. We discuss some of the
techniques possible and problems to be encountered in extending these
techniques to textured scenes. Then we discuss texture descriptors
derived in the Fourier domain. Directionality turns out to be one of the
most useful features, easily detectable in the Fourier domain. We find
that the Fourier technique has many problems, and we analyze the advantages
and limitations of these descriptors. We show how to compute the size of
texture elements and their contrast; these analytic expressions are
evaluated for several examples and appear quite useful.

Chapter four describes a region growing algorithm applied to
forming textured regions and colored regions. We present a sheaf-theoretic
point of view which provides precise specification of conditions for
continuity of textured or colored structures.

Chapter five is devoted to the problem of interpretation of out-
door scenes. We describe our earlier work using a pattern recognition

approach to the classificuation of texture samples. Then we
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present an analysis ol the use of texture gradient in determining the
crientation of surfaces and relative depth. A simple world model is
presented for outdoor scenes. A discussion is made of higher level
procedures which make interpretation of two examples‘of outdoor scenes.
This higher level program has not been implemented, but gives a good
persepective to evaluate the modules developed, and is the target for

which we aimed.



1.3 Previous Results

~During the past five years or so, a great deal of work has been
done in the area of computer-based visual perception, computer
recognition, and computer identification of visual scenes and patterns.
Several results have been obtained in computer analysis of two-
dimensional images, interpreted as projections of geometrically simple
real objects. See particularly, Guzman (1968), Brice and Fennema (1970),
Pingle (1969), and Falk (1970).

Polyhedra and collections of polyhedra are recognized from single
view projections. First the meaningful edges are recognized, then the
main regions and from these, finally, in combination with the world-

‘;odel, the identification of the objects is inferred.

Much less attention has been paid to computer analysis of two-

dimensional pictures which depict real-world scenes. What we mean here

are scenes such as forest, grass, water, and their combinations. The

separate regions, formed by, say, grass and bushes, do not differ in

contrast of light intensity, nor ir color (as both are usually green),

but rather in their texture.

-

A primary problem in texture is how we perceive a textured surface

=z as uniform in a nontrivial way. Intuitively speaking, there are many

levels on which one can perceive texture. In one situation we may look
at the pattern showing how bricks are distributed on the wall and call
e that a texture. In another situation we may have a closer look at the
same wall from the same distance and see the texture of the individual
bricks and ignore the texture given by tha architectural structure of
. bricks.

“r

Flock (1965) and Freeman (1970), reporting about various



experiments in connection with testing aspects of visual perception
Pattern into components each of which is in some way internally

uni form (Werthelmer (1912)).

1.3.1 Neurophysiological Studies Relevant to Feature Extraction in
Visual Perception

In what follows we shall present a review of certain experimental
results dealing with visual feature detection in animals. The general scheme
of experimentation is as follows. The set of stimuli consists of geometric
entities such as slits, edges, bars, and corners. Recordings are made from
single cells or a small number of cells in a sequence along the direction
of insertion of an electrode in the visual system of animals (mostly cats

and monkeys). The conclusion is that there are special neurophysiological

units, identifiable in well-defined parts of the brain, capable of detecting
motion, orientations, and other features of the visual stimuli,

For instance, Kuffler (1953), placing microelectrodes near retinal
ganglion cells of cats, found that certain areas of the retina, when stimulated
by spots of light, caused the ganglion cells to fire, while other areas
inhibited firing, ‘The shape of the excitatory areas for retinal ganglion
cells was a small disk, surrounded by an inhibitory annulus or vice versa.

The retinal areas, exhibiting the firing, are known as receptive fields,

-Concentric receptive fields have been found also in the optic nerve
and in the LGNV(Lateral Geniculate Nucleus) of cats and monkeys (Hubel (1960)
and Wiesel and Hubel (1960)). The only difference between retinal ganglion
cells and LGN cells is that the receptive fields in the LGN are smaller.
Also, the receptive flelds in the LGN of monkeys are smaller than those in cats.

The concentric receptive fields have a characteristic temporal behavior: 1If



the center of the field fires for "on' responses, then the annulus fires
for "off" responses or vice versa.

Only spatial changes evoke responses, while hcmogeneous illumination,
however strong, influences very little the firing of these units. In
functional terms these are ''discontinuity detectors". Of course, there
are "Ganzfeld detectors' in the retina, responsive to average brightness
of a large region, which regulate the pupillary mechanism through the
supericr colliculus, but we are only interested in neural units that
participate in processing patterned stimuli.

A revolutionary discovery was the description of the relation be-
tween receptivé field geometry and the cytoarchitecture of the cortex.
Mountcastle (1957) discovered the columnar organization of the cat's
somatosensory cortex. This vertical modular arrangement in the somesthetic
cortex means that units along a column perpendicular to the cortical
sur face all give rise to the same éensory discharge. In the monkey,
cells along one column respond to skin touch-pressure, and the
cells along another column to joint rotation. (Powell and
Mountcastle, (1959)). The interesting feature of this correlation between
cortical organization and functional organization became fully apparent in
the findiﬁgs of Hubel and Wiesel (1960, 1962) in the visual cortex of the cat.

They found feature extractors of hierarchically increasing complexity.

However, as one goes from the so-called simple units, having elongated

receptive fields with antagonistic surroundings - also called slit or edge
detectors to complex and hypercomplex units that respond to highly special
features (like movement in a certain direction, or the end of a line), one

notices that despite their diversity, all of these feature extractors have



a common characteris§ic: they all respond optimally to a certain
orientation. In a vertical module (column) perpendicular to the cortical
surface of the cat and the monkey (Mubel and Wiesel 1960, 1962, 1968)
there are several types of units from the simple and complex or even

hypercomplex kind. But in a given column, all detectors have the same

preferred direction. In addition to this mapping of the orientation

information, the retinal position is also maintained and units with
receptive fields in neighboring retinal positions tend tn lie in close
proximity.

Another remarkable finding by Hubel and Wiesel is the hierarchy of

featire extraction. Each unit in the hierarchy results from the outputs

of units of lower complexity using both excitatory and inhibitory connections.
The simple units of slit or edge detector type are built from the so-called
Kuffler-units in the LGN by '"summing'" several adjacent Kuffler units that
fall on a line of a given orientation. This summation results in ¢ narrow
elongated receptive field having elongated elliptical excitatory (:nhibitory)
area surrounded by an antagonistic neighboriinod. Such cortical units fire
optimally for those iine segments (slits or edge) that fall on the proper
location on the retina and have the preferred orientation. These simple
units are the only ones (in addition to Kuffler - units) whose receptive
fields can be plotted by luminous dots and segregated into inhibitory and
txcitatory areas. The complex and hypercomplex units, on the other hand,
respond to such complex features as movement of an edge in a certain
orientation and direction or the perpendicularity of two intersecting line
segments. Here it seems that the noticns of straightness, orientation,

velocity, position, parallelism, perpendicularity, abrupt ending of a line,



corners, and so on, appear as features.
The primary visual problem, how this i~formation is used at latex

stages, 1is still untouched.

1.%.2 Psychophysical Experiments Suggesting the Existence of
Visual Frequency Analyzers

In this section we give a brief survey of experiments concerning the
alleged existence of spatial. frequency analyzers, located in the neural
system of human subjects. The set of stimuli cousists of simple line patterns
with differing orientations, contrast, and spatial frequency.

The human subjects involved in experiments are asked to respond to
the threshold contrast of the stimuli. Certain aspects of response are used
as arguments for and against the existence of a frequency analyzer in the
subject. Enroth-Cugel and Robson (1966) and Campbell and Robson (1968)
claim to have found neurophysiological evidence for a spatial frequency
analyzer. Several experiments have been done to determine the properties
(such as the transfer function) of the hypothetical analyzer using masking
methods. For example, Pollehn and Roehing (1970) used filtered two-dimensional
visual noise and spatial sinusoidal gratings. Julesz and Stromeyer (1970)
used one-dimensional filtered noise for masking. The noise consisted of
vertical strips whose amplitude along the horizontal axis of a CRT monitor
was determined by a Gaussian process. The visibility of a sinusoidal
grating is strongly dependent on the frequency of the grating. 1f the grating
frequency overlapped the noise band, it was masked. However, the rejection
band had to be at least an octave wide on either side (Blakemore and Campbell
(1969) and Julesz (1971)). The frequency analyzers have such a shallow

characteristic that the anal-.gy to Fourier analysis is rather remote.

Historically, the first hint of spatial frequency analysis was made
9



by Campbell and Kulikowski (1966) who investigated the visibility
threshold of a test grating as a function of the orientation of a masking
grating. They briefly mentioned that maximum threshold increase occurs
when the masking and test gratings have similar geometry. That spectral
analysis actually occurs {n the visual system was suggested by Pantle and
Sekuler (1968) using adaptation and test grat'ngs of different frequencies
and by Campbell and Robson (19G8) who noted that a square grating appears
as a sinusoidal grating until the higher harmonics reach their visibility

thresholds.

A recent study by Nachmias et al, (1969) showed that at the threshold

of visibility the varfous spatfal frequency analyzers are statistically
independent of each other (a: long as the various spectral components

have frequency ratios in excess of 5:i). The finding by Nachmias et al.
(1959) indicetes that at threshold the phase of visual or auditory signals
{s not detected by the perceptual systea., liovever, for perception above
the threshold level, the phase informai:fon {s used in higher processors.
After all, both the impulse function and white noise have the same (lat
ampl {tude spectrum, but very different phase spectra. The fact that they
are heard and seen as being very different shows that ultimately the phase

fnformation {s utilized.

1.375 Psychological Studies in Pattern Croupiag

The topic of this section {s a discussion of the psychologica)
iiterature on texture grouping. The grecuping process depends heavily
on criterifa of similarfty of {tems. Although it has been known for
somc time that similarity {s one of the most {mportant features of
perceptual grouping, only recently, (n the work of Julesz (1971),

10



Beck (1967), and Attneave and Olson (1970), has {t been made clear

explicitly what kinds of similarities are effective {n this respect.
Beck (1967) has studied perceptual groupings produced by

Jine figures. He showed that the overall orfentation was essencial

for cluster formation, while more complex properties such as rated

similaricy or familiarity of figures were irrelevant. Example: T and

tilted T are more similar than T and 4 . However, as a texture,

T and tilted T form a more distinguishable texture than T and i .

This has been confirmed by Attneave and Ulson (1970) who have gonc

similar and more extensive study, vith differant shapes such as 151

Jd, A, v, lnes of different lengths, and orientations. Directioralicy

was {mportant in grouping. We might expect curvature to be important

also, but curved lines were grouped wvith straight lines vhich had the

same direction.

Grouping was dependent slso on orfentation of the vhole image.
In ger cal, grouping and complementary segregation is based on certain
descriptors, some of vhich rapresent relocionships of elements of the

stimulus array to an iniernal Cartesfan reference systems,

Julesz (1962) has studied the clustering problem on random dot
textures (stereograms). He described textures and predfcted their
Properties by specifying their higher order statistics.

The usual joint probabilicy distribution i(s an {nadequa: 2
descriptor in perception, since it dees not describe the shape of

clusters. There are at least two vays to handle this difficuley,

(One way s to define certain information rules for single clusters and

11



parametrize them (vrientation, compactness, etc.). The trouble with
this solution is the arbitrariness of the selection of cluster
parameters.| The second way {8 to use constructs of random geometry,

Novikoff (192) was the first to sugpest such a solution.

The clustering process is dependent on the similarity and
the proximity of elements. The simflarity relation {s rel tivized
to brightness, color, geometrical descriptors and other parameters., (
The proximity relation is based on a distance measure. Nonmetric
wult{-dimensional scaling techniques (Shepard (1), Kruskal (196h )
amnd hierarchial cluster-seeking algorithas are useful tools for handling
similarity problems. The methods proposed by Shepard and Kruskal ,
hovever, are appropriate only for linear or multilinear cases. In a
nonlinear situation an fterative algorithe is applied on small local C
regions in order to find an {ntrinsic dimensionality (Shepard and Carrol]
1%6), Beanet (1949), Fukunaga and Olsen (197%)). Applying
sulti-dimens{onal scaling to discrimination of textures composced of

random ° x 7 arrays, Jules: (1771) found that the most important factors

for texture discrimination were brightngss and orfentatfon.



1.3.h Texture in Machine Recognition

We have seen scveral aspects of visual textures, mostly from the
point of view of puychology and psychophysfiology. Now, we shall examinc
the characteristics aml paramcters of a texture with respect to some of
the approaches that have been used fn machine recognition of textures.

The best review paper about the current state of texture extraction
technology is that of Mawkins (1970). According to him, there are four
types of approaches that have been taken to texture classification:

(1) Spatial frequency content, (2) Cray level content, () Local shape
content, and (i) Nigher order measures. Most of the carly machine
texture recognition was related to analysis of aerial photographs. As

an example the vork of lendaris (1970) can be mentioned. Lendaris
analyzed pictures of aerial photographs of sgricultural landscapes as
vell as of urban arcas. For recognition purposes he used the pover
spectrum of the brightness function over some vindows of constant size.
The powver spectrus is analyzed in tie following way: first, two funct fons
are formed; one the energles alonp different directions; then the energins
along different frequencies. Then, from these twvo functions, feature
vectors are created. The features are the number of peaks and the
strength of the peaks in both functions. These feature vectors are used
for classification of the area. Me distinguishes four classes:

man-nade areas (cities)

agricultural areas

8 pimpiea romd

{ntericcti0a of tvo roads.

Another vay of describing repetitive patterns {s tO use some

stetistical features of the brightness function forming the pattern.

15



This has been used with some advantage in analyzing biological material
(Lipkin et al., 10606, Prewitt and Mendelson (1%(3)), cloud oattern
clansification (Darling and Joseph (1)), and the discrimination of
strategic aml tactical tarpets am terrain classification. The statiatical
features, though soret imes useful, have some limits., Thus the variance
of a salt and pepper scene is the same ax that of a vhite scene with a
uniform dark area. The size of connected areas (think of clowds, for
{nstance) can take a wide spectnm., The numsher of changes (zero crossings)
{s informative again only vithin a certain context, vhen combined with
other features such as direction, cte. Histograms are vseful in
estimating light distribution (n the picrure and setting up the threshold
values (or measurements.

Shape measures used (n texture analysis have involved applying a
particular local "matched filter” to every point (n the image area, and
count ing the nusher of points that match above some threshold. This has
been applied to the previously noted exasples of classifying biolopical
waterial (Previtt and Mendelson (17%3)), te clowd classification, and
Lo targets and terrain classifications (Havkins 07/0)). A more amalytic
approach to shape description of chromosomes is taken in terms of conlc
sections. An individual chromoseme (s defined as a non-nepative function
on the real plane. s bject to certain constreaints on position, size,
orlentation, etc. lediey ot al. (1 45) suggested a simple wethod of
measuring concavity and convexity. Integral geomelry measures (Julese
(1271)) and their extensions amount to calculating the number of occuriences
of n-tuples of specially arranged local points in all orientacions over

the imsage area.

14



Matched (ilters allow one to descril practically any shape.
Wowever, the matching process, due to the computation of » large
nusber of correlations and the need of hundreds of patterns, is rather
slov. The similarity relation can be defined in a straightforward
fashion {(n termss of the threshold values.

Simple descriptors such as conver .ty, length of the boundary/area,
etc., require small computation time, but similarity relations based on
these simple descriptors are not usually sufficieat for sharp decisfions.
Another set of simple descriptors has been suggested and implemented by
Rosenfeld and Thurston (1971). They use, in parallel, several local
averaging operators applied in different directions and on various sizes
of windows., All results obtained from these local operators are evaluated
and cventually a texture boundary is found. Though this method f[inds
some texture boundaries, the operators are too trivial tor handling
a8 vido class of real textures. Besidcs, they do not provide any description
of a texture, they only detect the texture differences.

All the approaches discussed above are pattern classification
techniques. Thesc techniques are not satisfactory for a description of
real textures for the folloving reasons:

(1) Pattern classification techniques have concentrated on linear
decizion procedures, and domain independent formulations. Context appears
as a set of nuw.berical coefficients in a linear funztion, and {n the
chofce of features. We have better emodels {n terms of context dependent
decision trees vhich provide a better basis for generalization and
learning.

(2) Structura! relationships and segmentation are part of the

15



desired analysis. We discuss this further in our analysis. The point

has bren made repeatedly by picture linpuists.

PICTIRE LINGUISTIC FORMALISM

In what follows we shall review the so-called linguistic approach; {
“picture linguists" take as their principal aim to analyze discrete
pictures such as bubble chamber photographs, biomedical pictures of
neurons, blood cells, and chromosores, machine-printed, and hand-printed {
characters, fingerprints and the like. Thev argue rather convinciagly
that such pictures cannot be fdentified Ly means of classical receptor/
categorizer devices. What one is after in this situation is not just a
classification, but rather an articulated (discursive) deseription or
explication, capturing the structured subparts of a picture and the
relations between them (Miller and Shaw (1958), Narasimhan (1970),
Cloves (17/0)).

One has to assume that certain pieces of fnformation have already
been extracted from the picture by means of nonlinguistic techniques
texture elements and their possible structuring {s known). We combine
this prior knowledge with the data about the analyzed picture and then
“deduce” {ts structural description. The "deduction" {s accompl {shed by L
a gramwar. Due to the fact that we cannot describe a picture in terms
of strings of subpictures, phrase-structure grasmars cannot be used
directly. The revriting rules must act on more general entities such
as arrays, dravings, labeled graphs [webs), multigraphs, etc. For exampie,
Kirsch (1'%% ) anl Dacey (1%7) designed a praemar for two-dimensional

languages, vhere the generating rules act on arrays, Pfaltz
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and Rosenfeld (1969) used for picture description the so-called web
grammars in which the rules act on labeled directed graphs. Simply,
in picture grammars one tries to replace the total ordering of strings
by a piurtial ordering of graph structures so that the parsing can still
vork. - -

The language of the graph grammar is nothing but a collection
of graphs that can be derived from initial graphs by iterated application
of the rewriting rules.

For instance, one can construct a grammar for directed two-
termical series-parallel networks or neural networks (Pfaltz (1970)).
It is believed that the organization of textured regiosns in scenes would
be another promising field of application, particularly, when the number
of different textured regions occurring in a scene is small and when
their organization is such that a moderate set of rewriting rules can
do the job.

Methodical scanning of the picture with a prescribed system
of rules, which may bz rfeasible when the variety of possible texture
elements and their interconnections is small, becomes rapidly uneconomical
where many varieties of wanted textures msy exist, embedded in a
background containing many similar forms which do not belong precisely
to the required category.

The i{ntricacy of textured pictu;e recognition is associated
not only with the presence of an incredibly large number of elementary
texture elements,but also with the placement rules which scem to have

extremely complicated grammatical structure.
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To sum up, the linguistic method is suitable for such classes
of pictures that contain a small number of primitive objects. The
primitives have to be found with accuracy, otherwise the parsing process
will terminate in misrecognition. The picture must be recursive

in nature, so that a small number of rewriting rules can be used.

Picture languages are inappropriate in situations where the
number of primitives is large and the geometrical relationships
between these primitives are random. This is the casc of nost of the
scenes gsuch as fabrics, aerial photographs (large number of primitives),
cloud covers, grass, bushes (random relationships), shading of smooth
objects, textured surface of three dimensional objects (continuity),
and similar natural or artificial scenes with strong aspects of
repetitiveness, continuity, and regioning, and with intricate changes
in gray levels and colors. On the other hand, descriptions of modes
and scene elements are graphs, and there is a broad analogy to picture

language in other approaches.

ANALYTIC FUNCTION APPROACH

A (real (wo-dimensional discrete rectangular) picture is
represented by a pair < I1 X 12, p >, where 11 and I2 are
non-empty finite intervals of integers and P 1is an arbitrary real-valued
function p: I1 X 12 ~ Reals., If X = I1 X I2 is fixed, one can
identify the picture with p.

The definition itself is empty. We may proceed to try to
approximate the picture function by analytic functions defined on

subsets of the image plane. About the only useful analytic properties

18

e e



are those based on periodicity. These constraints are inspired by
pictures in which the regions gre generated from texture elements by

a more or less straightforward family of analytic rules.

A sample of special cases of deterministically textured pictures

is listed below:

(@) If p 1is spatially periodic on a connected region

5§ cx, i.e.,
p(x + v,y) = p(x,y)

p(x, y +w) = p(x,y),

where x,y € S and <y,w> is the spatial period,

and 1if pIS cannot be extended to a larger connected region S’ (S < §')
without losing the periodicity of p|S’, then <S,p> is called a

periodically textured region.

A picture decomposable into a family of periodically textured

regions {Ri|1 <1i <k} with spatial periods <v > (X = U;R, and

i i

= 0, when i £ j), is called a periodically textured picture.

RinRj

Simple visual patterns, such as a rectangle covered by a mosaic
of squares, triangles, circles, etc., are examples of periodically
textured pictures. Brick wall, honey-comb herring bone and many other

ornamental or mosaic patterns also belong to this class of pictures.

Note that in this case only two texture elements are involved
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(black and white squares, etc.) and the whole picture is described by

a finite group of translations in two.directions (direct product of two
translatinn groups of integers modulo I1 b 12). Thus textured pictures
of this kind can be defined in terms of their texture elements and an
appropriafe finite group of translatijons. Only a small degree of
complication arises when the texturcd picture is decomposable into

periodically textured regions.

(b) If p is partially periodic (periodic in one of its arguments )

on a connected region S C X, i.e.,

(1) p(x +v,y) = p(x,y) (Periodic in the first coordinate)

(ii) p(x, y +w) = P(x,y) (Periodic in the second coordinate)
where x,y € Sand v (w) is the period, and if p|S
cannot be extended to a larger connected region S’ (S cs’)
without losing the partial periodicity of p|S’, then

<8,p> is called a partially periodic textured region.

A picture decomposable into a family of spatially
periodic textured regions [Rill <i< k} with periods

{v;} or [wi], is called a partially periodic textured

picture.

(c) If p is partially almost periodic on a maximal connected

region S, we obtain a new class of analytically characterized textured
Pictures. Here "almost periodic' means: For any € > 0O there exists a

function p’: I, x I, >R of the form

P (x,y) = ngsym(ci,jeim(ai X+ ij)),

such that lp(x,y)-P’(x,Y)|< €,
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&
& ‘ where a, aj €R, 0<i<n,and 0<j<m,
The function p’ is not periodic in general, though it has periodic
components Ci’jeim(aix + bjy) and the absolute difference
G |p’(x + v,y + w)-p’(x,y)| is an arbitrarily small number for a suitable
pair <v,w>. -
Assuming that the pictures under consideration are composed of
- periodic, partially periodic, or almost periodic textured regions, we can
3
utilize features like expansion of the picture function p over a textured
region S into periodic orthogonal series such as Fourier, Hadamard-
f P Walsh etc. 1In fortunate cases the orthogonal series-features compress

the information hidden in the textured region into a few dominant
componeats. This is followed by pattem classification (Rosenfeld (1962),
Julesz (1962), and Bajesy (1970)). 1If the periodicity or repetitiveness
is not the most relevant aspect of the picture in question, an orthogonal
. expansion may scramble the information content so that no simplification
occurs,
A typical case ajoears when the phase spectrum happens to be
relevant in a Fourier expansion of a 'honperiodic' picture a'd we restrict
ourselves only to the power spectrum. Here the information content is

not only degraded, but also mixed in such a way that the Fourier features

are no more relevant (Lendaris and Stanley (1970)).

a

ar
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1.4 The Contribution of This Research

We feel that theoretical and experimental advances have been
made in programs for understanding textured scenes. These are:

1. A sheaf-theoretic formalism for describing textured and

colored regions.
2. Symbolic structured description of textures.

5. Implementation of descriptors in terms of Fourier descriptors.
Analytic expression of spacing, size and contrast of texture elements,

and their approximate location.
4. Forming of color regions.
5. Forming of textured regions.

6. Spatial interpretation of regions in terms of texture

gradient.

7. Description of a higher level procedure and world model for

outdoor scenes.
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2. TEXTURE DESCRIPTIONS

In this chapter we discuss qualitative descriptions of visual
textures in order to suggest the corresponding implementation in
procedures. Our aim will not be detailed descriptions; in a Borgese
story, a project to make perfect maps lead to maps the full size of the
countries mapped. Instead, we want to choracterize textures in a compact
symbolic representation which suggests correspondences with our models,
and simplifies human communication and debugging. We feel that everyday
texture descriptions are good models for these purposes. At a low level,
we want to work with those descriptions to propose plausible colored and
textured regions. At a higher level, our aim is a description in object
space, not an image space map. Many interpretations and hypotheses shoul:!
be in terms of objects and properties of the object space. An example is
the interpretation of texture gradient in the image as distance gradient
in space. Another interpretation is that overlapping regirns correspond

to foreground and background.
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2.1 Examples of Outdoor Scenes

In the scene shown in Figure 1, we find three clements: grass,
water, and rocks. The grass lies on an approximately level surface. The
rock is {n front of the water and behind the grass. We do not describe
the image itself, but its interpretations as objects. In describing
this scene, we emphasize its segmentation into elements which sre oblects
and regions in object space. This structural description characterizes
the relationships among objects and regions. For example, a tree stands
above the ground and i{n front of the sky. The structure allows us to
talk about complex scenes in terms of simple elements. To move about,
we must know where the grass extends, where to walk around rocks, and
where the water is. These spatial relations are essential; even if we
were able to store and rccoénize whole scenes, we would need a mechanism
to discover where we walk and what we can pick up.

Crass, rocks and water correspond roughly to three regions in the
image. But these simple elements are not directly the sort of regions
which come from existing edge or region finding programs. The eclements
we see are high level abstractions which do not coincide with color or
texture regions. In the first approximation, color is the most relevant
feature that distinguishes these regions. ﬂoucver, a closer look at the
picture suggests that the color boundaries do nor correspond exactly to
the regions we sece. Consider the white waves near the rocks or the dark
areas inside the grass region. Our texture region growing also defines
a set of regions. Directionality i{s importaat in the grass region, yet
that property is not uniform over the regi.n. Thus the regions agefined

by our texture descriptors do not coincide with the grass region we sen.

2k









Feeepasny ¥

Yet there is a continuity over the region In some of the properties of
color, size and density of grass stalks. The fact that we have similar
stalks ol grass over the vhole (leld (sometimes vith different direction
of vith different eoler) makes it possible to propose the (feld as an
elemcnt. This complexity mskes it Impractical to attespt to idem ify
local elements with local prototypes for grass, sky, or water, or to
atteapt to fdentify the lov level regions from our programs .

In a second example In Flpure 2 ve have four elements: gErass,
trees, clouds, and sky. Apain, color separates the sky, clouds, prass,
trunks of trees, and in sore arcas, teparates the crovns of crees.
Terture, on the other hand, sepirates the trees fron [ILITH

In the object space description, the sky and trees are distirct. Ve
could arbitrarily define image regions as disjoint. Proximity of rezions
of like color is ore Masis for proposing & connectivity among tree hranches
and among fragments of sky. Those conmnectivities reflect the object
space descriptions of trees as canected and sky a3 connected. The repions
based on proxismity in the {mage are unconnected and overlapping. That
description allows an inference (vhich my not aluvays be valid) that the
trees aze In front of the sky. Arbitrarily defining dis jolnt regions
fejects these hypotheses of object space connectivity and the ciaclusion
of interposition from overlap.

Although the trees are approxisately of the same height, and the
grass stalks are also roughly ef constant helght, their apparent sisze (n
the imege drcredses towvard the center rear of the picture. The size of
the grass stalks mearcst us s the same as that of the trees farthest from

us. Gibsou (1750] has enphasized that perception relfes heavily on the
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{nterpretation of systematic variation of apparent size vith image

position (texture gradient) as a variation of distance from the observer.
For most purposes, the relative depth of elements in the vorld i
sufficient. Assuming that ve knov the positica of the observer, the
gradient allovs us to determine the absolute distance of objects. The
measurement of observer or camera position and angles, and calibration

of the image device (Sobel (1770) are essential.



«’ Tentured Reglons and Jextured Eleemots
The examples from the previous section demonstrated a structural
descreiptlon of leapes by sepmentatlon into elements of object space.
He further structure these textured regions In terms of texture elemunts
amnd thelr spatial relationships. In Table | wve shov sowe examples of
texture elements and thelr relationships as they appear in object space

and Lmage space.

Texture clesents cannce be determinnd (n (solation. A single element
sy be unrelated to the texture. The relatlonships are frequently orly
approximate. In a texture of pebbles, the size similarity may be
important even though the sizes vary significantly; still, there is o
uniformity vithin a factor of 10 or so. Similarities of other properties
such as contrast, shape and spatlal distributions may also be only
appronimate.

In practical isplementations we can describe only sisple relation-
shipe: linecar, periodic, repular but aperiodic, continuous, symmetric,
and the like. Likevise, shape descriptors must be relatively simple.

One may question the elfectiveness of simple relationships and thelr
descriptora; it (s reasonable to thiak that a sore complex description of
texture elements and their relationships is necessary for adequate
descrijtion of textures. The psychological expociments cited in Chapter |
indicate that human diffetentiatfon of textures depends heavily on a fev
sizple descriptors such as contrast and directionality, and ignores even
curvature In making texture groupings. Although we cannot estisate the
computat ional complexity of descriptors, ve have an intultive feeling

that ln terms of time, or In terms of complexity of viring for parallel

systens, that sinple descriptors such as directionality are clearly preflerred.,



Table 1
Lbu of Region Grass Water Forest
Toxture leaves, blades wvater wvaves (a) Everg.een:
elements of grass trees
(b) Deciduous:
fruit trees
Texture vidth: 1/&" videly variable hidth/height: 1/2
¢ lesant length: 2-10 {n. length: 5-20 ft.
size
e | Spatial dense, roughly quite parallel [(a) vertical and
jg relation- parallel and vaves or con parallel
ships vertical, and cntric circular
between partial covering | waves (b) :::::::; e
ad P
5& # - partial covering
a -,
© | color green, yellow blue, dark blue{(a) crown of trees
or brown dark green, {s green and the
silver gray trunk of trees
fs dark brown.
(b) crown: green,
brown, yellow or
red; trunk:
light brown
Boundaries || fuzzy, smooth fuzzy, smooth (sharp, not smooth
of elements
Ceometric l{near and linear, direct- |trunks of trees:
description]| directional fonal, con- linear texture
of elements centric circles IR p—
: blob-1ike texture
i
“ | Expected very low very low high (trees with sky)|
© contrast
[~
&
L
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Table 1 (Continued)

me of Region Sky Clouds Brick wall Pebbles
Texture homogeneous fa cloud bricks pebbles
clements c
Texture 1/b-2 miles | width: 3-4 diameter:
element length: 8-15 | 1-3 inches
size inches
v
2 width/length
n 1/2
9 Spatial homogeneous [pattern horizontal randomly
o relationships depends on rows distributed
O | between weather
clementy,
Color blue white, gray | gray, red, any color
red brown, yellow
Boundariesr sharp fuzzy but sharp and sharp and
of elements irregular |contrasting | smooth smooth
(horizon)
Geomztric homogeneous |blob-1ike or | bidirectional | bleb-11ike
description directional
ol elements
(%]
§_ Expected high low depends on low or high,
" | contrast the back- depending on
. ground the back-
E low or high ground.,
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.50 Textured Repdons .l Theiv Ovganization

In the previ eoti ¢ 5 tnapes in oo part whole structure:
scenc-reglons=-clements.  The regions o caents were primarily in object
space. A texture may b 1 tew laver frarchical structure; in

Fig. °, the surlaces ol the biicks have a cough testure, The regions

formed by the bricks are clements of the brick wall texture.

Liv,
The tewtured vesio | } N SNt 1! 4 cextured super-
region, or the tu 1T ) 1 icio- L
Region and cdye 1 1 AVe o SOhe D th large homogeneous

regions. CGroup’ng ot texture element an be vicwed as a generalization



of homogeneity, the regions of a common property correspond to the
regions of'homogeqeity from a regioﬂ growing operation. The related
operation of finding discontinuity in texture properties is analogous
to edge-finding between homogeneous regions. Rosenfeld (1970) has
discussed the problem of finding texture boundaries as that of finding
gradients in the average values of statistical measures (which are
assumed to be any suitable operator). While this is suggestive, it
unnecessarily emphaéizes statistical measures as opposed to structured
descriptions which would be more suitable for patterned textures.

Let us approach the question of the organization of textured regions.
In the simplest case, the picture to be described is partitioned into a
disjoint covering of textured »*gions.

A somewhat more complex system of regions can be described by a
tree structure. It may be used ﬁo represent the topological organization
of brightness contours (Krakauer (1970)). While this may seem a great
generalization, a tree does not well describe the system of regions
from a number of descriptors. Even for a single descriptor, the tree is
rigidly heirarchical. The nodes of the representing network are used
for regions and the arrows correspond to the spatial relationships between
the regions. Systems of features lead to several networks of regions.
A single feature may give rise to a non~disjoint network of regions.‘
For an operator to give disjoint regions (a éartitimn) one must assume
an equivalence relation (reflexive, symmetric, and transitive).
Quantization would be an example leading to an equivalence relation.
Gradient thresholding would be another example. Selection of typical:

values, followed by thresholding within an interval, would not lead to
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equivalences, so that it would not lead to a partition.

It is not ‘necessary to fully expand the wﬁole network or family
of networks. Rather, instead of thinking of comparing several networks
derived from different features, we use some simple hypotheses derived
from a subnetwork of some particular network and supported by evidence
from features which might imply another network (which may never exist
as such),

We must deal with texture boundaries as well as textured regions.
The boundary problem is dual to the grouping problem. Therefore the
difficulties encountered in a grouping have their analogs in boundary
detection. Take as an example the scene in Fig. 1. The objects ih this

scene (grass, water, and rocks) are separated by physical or virtual

boundaries. Some of them are visible while others are hidden (grass covers
the boundary between water and rocks). In the identification process
it is not clear whether one should follow the boundarigsldefined by
individual texture elements (look at the individual straws near the rocks)
or whether one should look for some kind of average boundary or perhaps
keep a spatial gap between two different textures.

Region growing operators use certain similarity criteria. These
are applied in patching local structures into global ones. Whenever we
meet a dissimilarity, a boundary point or segment is proposed. In tﬁe
first approximation, a region is formed by patching continuoué‘structures
over connected areas. In this case the corresponding boundaries are also
connected. There may also be internal, unclosed boundaries. When local
discontinuities occur within a region, proximity criteria are used for

bridging the gaps. The proximity here is used as an extension of continuity.

3k



N

The same is true with interrupted boundaries. Proximity and continuity
of boundary segments suggest continuation.

In the pést it has been customary to think of regions as a disjoint
covering of the image. The examples in Fig. 1 and Fig. 2 hLave shown that
this conception is too simple to be useful. An equally simplistic noint

of view is that boundaries of regions are always closed curves.
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5>  PROCEDURES FOR TEXTURE DESCRI PTORS

In the previous chapter we discussed the description of texture in
object and image space. In this chaoter we shall specify the implementation
of these descriptions. Specifically, we shall study texture descriptions
in the spatial domain and in the Fourier domain. Algorithms for concrete
descriptors will also be presented. Although the descriptors will be
derived in the Fourier domain from the power spectrum, they actually refer
to textural properties in the spatial domain.

We will find it useful to distinguish scalar, topological, and

geometric features (shape, area, size, boundary, connectivity, thinness

ratio) from relational features (spatial distribution, organization,

gradient).

3.1 Texture Descriptors Derived in the Spatial Domain

Since descriptors refer to Properties of objects represented in the
image space, it is natural tovlook for operators acting directly in the
spatial domain. The skeleton of this section is this: Procedures isolating
the image elements, geometric description of image elements, and clustering
of elements based on proximity and their spatial organization.

In the process of isolating the image elements the most important
featurés are the following topological Properties: connectivity, continuity,
and proximity. These properties, applied to brightness or color, are used
in all region finders (Fencma ;nd Brice (1970)). Discontinuity is the
basic property to be used in edge and line operators (Binford (1970),
Hueckel (1971)). Current edge and line operators are designed for de-
tecting discontinuities between two large homogeneous regions and they do

not operate satisfactorily on small regions. The textured elements that

one finds in outdoor scenes are too small in size and too large in number
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and therefore cannot be processed usefully by any of the above operators.

However, under poor resolution conditions in the image, where the texture

elements are smeared (so that the homogeneity stands out more than usual),
one may be successful even with the above mentioned operators.

After completing the isolation of image elements - figures, we shall
describe them. We-select those descriptors which enable clustering,
i.e., based on proximity those which will find the nearby elements.

We had already a chance to note that color and brightness are among the

most important descriptors in natural scenes. Image elements cannot be

taken separately from their background. In fact, the common background

of the clements is a strong clue for their clustering. The relationship
betwecen the background and color is expressed in terms of contrast, and

therefore it can be used as another descriptor.

The descriptors corresponding to spatial relations depend on
proximity relations just as cluster processes depend on proximity. Typically,
we want to define colored regions by proximity, rather than only
connectivity. Grass and trees are regions broken into many fragments
defined by connectivity. But other like tegions are nearby. This
proximity in space and color can be phrased as a problem of proximity in
L dimensions, using the multi-entry technique outlined by Binford in the
Stanford Progress Report of January 1971. Likewise, super regions can be
defined by brightness, co.trast, size and shape descriptors clustered

D
on the basis of proximity. Spatial relations, the intervals between

elements and directions of these iutervals, can be defined also among
elements linked by proximity. o

As an expedient which is suitable for linear textures, one can
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project the clements into several directions. Each projection will
actually be o one-dimensfonal function of pray levels or color. Since
this function {s still too complicated for practical fmplementation,
it is simplified by using a square wave approximation. The square
waves are described either by edge detection operators or by magn{itude

and the distance between two consecutive zero crossings. Since the

distances between zero crossings are intervals in which the approximat ing

gray levels are constant, the nethod is called interval analysfs. That
technique has been used with some success to describe regular linear
textures in an MIT term paper by Peter Wolfe, (1970).

Since the shape of a two or three-dimensional object in a rencral
sftuation could be extremely complicated, we cannot hope and, in fact,
we do not want to describe it in detail. Instead, complex shapes are
decomposed into simpler ones which are (hopefully) easier to describe.
A typical example is a tree which may be decomposed into its trunk and
crown, where the trunk is geometrically linear while the crown {s blob~
like. In shape analysis of outdoor scenes we find directionality among
the most useful features. One can see this fmmediately in Table 1.
Directionality, combined with length/width ratio and length along the
preferred dircctionality make up a lirear element description of shapes
or parts of shapes. These are all directly i{mplementable descriptors.
In ourdoor scenes, the shapes of texture element are quite important,
while the shapes of the important regions of object space (sky, grass,
trens, water) are not very {mportant.

The apparent size of an object in an fmage is not relevant {f

considered in {solation. This fact was already noted in Fig. 2. There
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the apparent size of grass was the same as the apparent size of tiees,
tocated further from the obscrver. However, the size of region could he
relevant, particularly ian the (nitial stage of a scene analysis when one
{s scarching for large connected regions. Despite the importance of
dencriptors derived {2 the spatial doew.n, we shall not use thea in this
work. Currently available edge finders amd region finders are tailored
for large homogeneous regions. In natural scenecs, textured areas are
composed of small texture elements. Even tc the exteat that the boundar.es
of small regions are determined, the data structures require unreasonably
large memory, since the boundary descriptions are no longer cconomical.
The next steps of description of elesmunts and clustering elements of
similar direction, size, color, or brightness, scem prohibitively time
consuming and difficult for grass, pebbles, sand, etc. The one-
dimensional futerval analysis might have some utility but is very limited;
combined with other methods such as Fuurier description, interval analysis

is potentinlly useful.

5.2 Texture Descriptors Derived in the Fourier Domsin

In what follows ve shall need some elamintary and well-kne:n notions
of Fourfer analysis. They will be reviewed presently.

Consider a rcal picture function of two variadbles in a matrix form
g(x,y), vhere x and y ave variables (rom {ixed {ntervals of natural
nusbers 1, = {0, 1. btoeh pe-l). The tvo-dimensional discrete finite

Fourier transform of the fuaction g(x,y) 1is thea given by

p-1 p-1
» [ ' b g
Flam) = —— D D, slxyesp(-2Mi(xntym)/p), (1)
p x=0 y=0

vhere p = LI and { is the usual imaginary uait.
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In generel, VF(n,m) is & complex function, glven uniquely by fte

pover spectrum P(n,m) and phase spectrum PSl(n,m):
Plnm) «  SQRE(F (n,m) + ¥ (n,m)),
PSl({nm) = AHCTAH(Vl.(n.n)jPre(n.n)).

From the elementary properties of the Fuurier operator it follows
that any real periodic function has & symsetric Fourfer f{mage with respect
to the origin. An equally vell-knoun but somevha: wore Interesting fact
is that the pover spectrum is fnvariant vith respect “o translation in
the spatial domin, but not with respect to rotation. A trivial
consequency of this property fs that the directionality of a pattern In
the plcture s preserved in the pover spectrum but the phase of the trans-
form is not.

It a functiun (s perfodic, partially perfodic, or almost perindic,
then its Fourfer transform compresses the data considerably without great
ioss of information and the relational features derfved from the Fourfer
image form a pood description of perlodic or almost periodic pattarns,

As ve have pointed out above, the pover spectrum contafins the
information about the form of a periodic picture function restricted to
a vindov. The phase spectrus, on the other hard, represents by and large
the locational (positional) information in a window,

Ve safd also that ditectiomality (o preserved in the pover spectrum,
This fact allovs us to {nfer some gross shape properties. We are able
to distinguish direct fona]l and non-directional components of texture.

For this reason, it s veeful to tramform the pover spectrums ftom a
carteslan coordinate systes <n,m> {(nto a4 polar coordinate system

<r, ® >»» Then In each direction ® , one can regard P(r, @) as a

kO



onc-dliwnsioml function P (r). Simtlarly, for oach frequency r,
funct {on e (o) {s 2 one=dimensfonal function. Thus, the description
of the texture depemin in this method on the form of the palr of functions
(), P (@),

Function P (p) determines whether there s 2 directional or nen-
directional component. 1f function Pl_(c) {s f(lat then the corresponding
texture is nondirectional. (f {t has few distinguished peaks, the texture
is directional. One peak leads to a mwnodirectional texture. Tvo peaks
under certain constraints lead to a bidirectional texture.

The nondirectional texture could be homogeneous, noisy or blob=like.

Funct ion r"”r) distinguishes between noisy and blob-like texture.
The nolsy texture corresponds to & flat nonzerv function r‘(r). Vhereas
in the case of the blod-like texture, function r‘(r) vill have siome
peaks. The homopeneous texture corresponds Lo #n slwost constant function
Pgir) for >0 and with a large value for P‘(O). In the case of
a dicectional texture function PQ'J') will have peaks similar to the
case of blob-1ike texture. The frequency in the maximm of P.(rﬁ“)
will roughly correspond to the distance between tve parallel stripes (in
the case of directional texture) and to the distance betveen two blobs (n
the case of a blob-like texture.

We have shown the interpretation of function Plg). Xow wve vant
to analyze o further possible interpretation of function P(r). Consider
a wonodirectional pattern that appears as a one-dimensional (in the

particular direction) square vave function shown in Fig. L .
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Penote the replicative sysdbol w(x) and the wave forms by f[(x). The

periodic function In Fig. & (s expressed as & convolution of {(x) and
w(x), thus

Fix) = f(x) * @lx).
The Yourfer transform of F(x)

J(Fi(x)) = Z(t{xv)) * Z{u(x.1))

= yinc g - w(y).
v 1

Applying the vindov function of the vidth v, appesars as a convolution
in the Fourier domain.

J®(xw) - Fix)) = sinc g * (sine x * ¢(x)).
v v {

&2




This function displayed graphically is seen in Fig. 5 .

Fig. 5

It is clear that ve can measure -:f ,-% in the powver spectrum
from the function P(r), for every directionality and vindov size w.
Consequently we can estimate (how well, depends on the brightness function)
the vavelength 1, as before and, {n adiition, the size of the
smallest element, v. v and ¢ will be parareters assoclated with each
description. KExamples of functions Fl®), P(r) of texture samples will
be presented next. The size of sanples (s 30 x 4 points. The points
on the y axis have the corresponding values of the functi s P(o) and
P(r) respectively. The polnts ® (on the x axis) in the graph for function
Pi®) represent the value (x=1) '_% o for x = 1,2, ...., 16. The pointa
(on the x axis) in the graph for t(:mcuon of P(r) have just the

actual values of frequency r = 1, ...., 16.
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Kach pair of functions <P(®), P(r)> will be described by some
parameters, listed (n o table. #elow is the list of the parameters
and thelr description.

MAME: The natural language names of the texture samples.

DESCRIFTOR: A hypothetical description of the sample according to
some criteria (thresholds) applied on functions <P(®), P(r)>.

MAX P(®): The maximal value of P(9).

Opx: 18 such ® that P(v_“) = max P(¥),

WIDTH: The distance between 9+ 9., where .l < @ and

Bax S°2
P(ol) = NIN P(o), the left side with respect to P(omx). 9(02) = MIN

P(e,) (the right side with respect to ”—.ux)'

DIR: If the descriptor {s directional, first perform a fan filtering
in such a vay that the fan fi{lter {s centered in oux and then [ind

- - x
MAX P(i,m) = P(n‘“. me) and thus compute DIR = arctg & . 1f the

descriptor is nondirectional then just find

)

M\X P(n,m) -P{n.", B ax

and compute DIR as above.

RO: 1s the wavelength computed from the maximal point energy.

2 2
RO = window s{ze/ /n“x o

l%: is the m4n value of function Plp).

Vo' {s the variance of P(9).

MAX P(r): s the maximal value of P(r).

taax: 18 such r  that P(r“x) = MAX P(r).

WIDTH r: 1s the distance between the center of P(r) and the

threshold walue of the envelope of P(r).

Lk



M : is the mean value of P(r).

r 0
v: 1is the variance of P(r).
v: is the element size, = window size/width r of the enve lope.
L is the spacing between elements.
O
= window size/frequency of the first peak.
In the case of bidirectional texture a pair of values is listed
for the following parameters: O
MAX P(p), Pmax’ width ¢, DIR and RO.
le texture names are on the top of each picture displaying the
corresponding function P(p) and P(r). The actual samples of texture-
lines, wood, circle, and sand - are in Figures 14, 15, 20, and 21,
The texture water is a sample from the upper left corner of the picture
in Fig. 1.
Fig. 6 and Fig. 7a display functions P(y) and P(r) of textures,
purallel )Jines and water, followed by Table of Parameters. For the
identification of parameter v we have used the directional part of the
water picture. The filtered alternative of functions P(r) and P(y)
fo: water is in Fig. 7b. (
(&)
9
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NAME LINES | WATER

DESCRIPTION "MONODIRECTIONAT, — MO

MAX P(o) 242,12 13.5

Pmax S lig 9

WIDTH ¢ 4 6

DIR ’ 153 1.57

RO 2.9 16

M .8 .08

cp 39 5

V. 14 .22 0.64

©0 .

MAX P(r) 105.2 6.96
11 N

max .

WIDTH r 16 ' 16

Mr 37.9 4.86

vr . 7.’42 0.56’4

), 3 . 8

v 1 1

COMMENTS: Both textures, lines and water are described by the Program
as monodirectional (they have one signficant Peak in P(p) form,
geometrically speaking, parallel’vertical lines ). That is why ¢max; and
DIR 1in both cases are the same, e.g. n/2. The contrast in the picture
of lines is much higher than in the Picture ‘of water as indicated

by the values of P(v) and P(r). Trhe regular pattern of lines shows
higher values of the directional component vs the nondirectional

component than the texture of water. (Compare for instance the values
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of MAX P(v) and My ). The water waves are broken and thus they form
Parallel broken 1lines organized in random fashion. This shows up in
tﬁe function P(r) of water texture. That is rather flat in comparison
with P(r) {of the texture of lines.

In Fig. 8 we display a sample of grass from the scene in Fig. 1.
The upper left window in Fig. 8 1is the original sample, the upper right
window is its corresponding power spectrum, the lower left window is
the power spectrum after a high pass filter and the lower right window
is the resynthesized original picture after the high pass filter.

This example is presented in order to demonstrate the necessity
for separating the slow changes from the real texture pattern. The
rationale for this is that most of the objects (texture elements) tend
to have the same reflectivity and the lighting varies smoothly, thus
shading in the Fourier domain generateé a low frequency component.

Functions P(9) and P(r) of textures grass, wood and canvas

arc displayed in Figs. Ya, 10a, and 1lla respectively, The analyzed samples

from grass are in Fig. &, from wood in Fig. 15, and on canvas in Fig., 18
For the sake of considering the main directionality and thus to be able

to determine ¢ and v we display the filtered alternatives in Fig. 9b
for grass, Fig. 10b for wood, and Fig. 11lb, and llc for canvas (for one

directionality). The table of their corresponding parameters is below:

49



Fir "EL




- B

S
<

=
sea=LilE @Re 88




-
-
E
-
E




- N

TTTTITITIT N

;
n
1.
:







TAMLE »

K CRASS wooD CANVAS
DESCRIPTOR BIDIRECTIONAL HONOD IRECT 1OMAL BIDIRECTIONAL
MX Plo) B.35, 7.5> On <ilo8, &>
® ax S, 1> 1} <1, »
WIDTH b, > 5 %, D
DIR <D.k63, 2.0%> 2.55 <1.57, ®
RO <L .81, 16> 8.8 <16, &
4" k.76 2.5 A9.3
/8 0,53 3.76 5.k6
MAX P(r) 5.62 bk .8 120. %
v b 3 A
WIDTH r 16 16 9
"r L.52 3.6 &7.14
v 0.%24 2.5% 7.64
t <8,16> 10 <16, &
b 8 8
V for MAX DIR 1 1 1.8

COMMENTS: First of all, notice that grass {s described as bidirectional,
contrary Lo what would Le expected. The reason is that even after high
pass f{{ltering, there is still signficant slov change left

(wavelength = 16) which forms the second peak. One needs to know more
about the scene (its {lluminatfon, continuity, context) in order to
remove this kind of slov change. 1t fis impossible without further

knowledge about the area to hanile this situation appropriately,
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C
hecause the same compcnent (vavelength = 16) which in the case of grass
is undesirable, in the case of the canvas texture is an essential part e
of its description.
Function P(r) in case of grass and wood shovs similarities vhich
sugpests that both of these textures have some noisy, lrregular backgrounds. v
On the other hand the canvas texture displays signlicant peaks in low
freierncy and decreasing pover {n bhigher frequencies.
(

For more detailed anslyses of P(r), one has to separate the
different directionalities. This {s vhat ve have folloved up in Figures
9b, 10b and 11b and llec.

The last tvo examples of texture of blobs and sand demonstrate
the differences betveen anondirectional textures. In Fig. 12 and 13 are
functions P(®) and P(r) of samples of texture recorded in Fig. 20

and Fig. 71 respectively. Table 6 contains their correspond ing parameters.

The P(®) is a flat function in both textures as to be expected.
Plir) in the case of blobs has one signficant peak, vhereas in the case

of sand P(r) f{s approximately flat.
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NAME BLOBS SAND
DESCRI PTOR BLOB - LIKE NO1SY
MX Plo) 8 .26 75.74
“aax — =
WIDTH @ 3 >
DIR 2.3 2.55
RO 11.51 5

N’ 60.2 52.8
v, 2.72 2.h8
%X P(r) 120.46 75.8
Yo 3 6
WIDTH r 6 12

Hr 61.70 5k .4
Vr 6.52 3.18
¢ 10 5

v 2.6 1.3

We must make some comments about the differrences between

continuous and finfte discrete Fourier transforas.

The continuous

Fourfer transform exists for every function vith finite energy, while the

finfte discrete Fourfer transform exists for any function. Ovr interpretations

vill be based on the continuous transform and the actual computations on the

discrete transform (fast Fourfer transform). The discrete transform is

really a Fourjer series. A contlnuous Fourfer transform is rotationally

o



invariant (except for windowing effects) while a discrete transform has

distinguished axes along the coordinate axis and the diagonals. Thus

a directional image has a continuous Fourier transform in a very narrow

band, while tha discrete transform has a narrow band transform only for

directions along the preferred axis. There is a corresponding difficulty

in defining fan filters which we have not succeeded in soiving. The

difficulty with narrow fan filters {s demonstrated in the following

example, a line with directionality 6 = 22 1/2° in digitized form,

with a window size of 8 x 8 points. Due to the sampling problem the

line is represented by only four points instead of the desired 8 points.
The values of the corresponding power spectrum are in matrix 2. Frcm

inspecting the values in matrix 2 it is clear that there is a spread

of energies in different directions besides the expected direction

8’ = 112 1/2°, This effect is due to poor sampling. For more details

see Huang (1970).

MATRIX 1 £(x,y) MATRIX 2 P(n,m)
o |]o J]o |]o |Jo o |o Jo|uW olo|us|lojo jo]c |O
0O JO JOo |JOo (oo |JO 1] 3 1 2.6 1} 1|1 |1 |2.6 |2.6
o {o]o jJjo |o|l o |o]| o2 1L{o|olulo |O|O |4
0O JO|o [l |oJo]Jo|o] 1 |2.6] 1] 1;2.642.6/1 |1 [2.6
ofjl1j]jo0}]o |o]Jo]JoJo]lc }Jo]lojo!ofk |O]O |O
oJoJo |o |o]o|o]oOo]|-1 [2.6{2.6] 1] 1]|2.6/2.41 |1
ojJojojJo JojJojo|o]-2 ols]ojojo |4 |]Oo |O
ojolo]Jo |Jo]Jo}lo]o]-3 1 ]2.6|2.6] 1|1 |1 |1 |2.6

4 -3 -2 -1 0 1 2 3

All the real values in F(n,m) have to be divided by coefficient 6h.



Onc should make a note of a fairly important though elementary
mathematical fact, namely that the Fourier transform does not preserve
functional restriction. More specifically, if g(x,y)|w denotes the
restriction of the image function g(x,y) to a window W (so that
g(x,y) 1is truncated outside W), then

Flg(x,y)[W) = Flg(x,y)]|w
is true for every W only when g(x,y) 1is periodic with period equall
to the size of W. Thus a Fourier image of a truncated function,
truncated outside a window, will in general depend also on the part of
the function g(x,y) whose domain is outside W. What this means
practically is that certain texture elements could be split in half by
windowing and as a consequence, an improper interpretation would be
derived. This problem can be partly compensated for by overlapping windowing.

Human perception allows us to discount smooth changes in shading.
This fact allows us to separate shading from edges. The Fourier transform,
o the contrary, reflects not only edges, but also slow changes which
are ignored in human visual perception. Perhaps the simplest way of
demonscrating this is by recalling the basic dictionary of the Fourier
transform. We find that a rectangular impulse is transformed into a
sinc function, a triangular impulse into a sinc2 function, and a cosine
signal is transformed ir.:o two impulses. We are accustomed to regarding
images in terms of homogeneous regions with sharp boundaries, and to
describe elements by brightness and color contrast and outline shape.

In the Fourier domain, these become jumbled in a way that is only
approximately resolved by our heuristics; thus they are not always

ugefully described.
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In addition, the texture elements (their shape) and their
organization are also jumbled together in the Fourier domain. So, for
instance, dots and small segments of lines organized in parallel lined
fashion, will be described equally as monodirectional texture. Thus
they are not described in full details. As we said before, for more
detail, one has to apply the spatial, local operators.

For areas of a scene for which homogeneous regions are too small
for use of usual edge-finding and region-growing techniques, the Fourier
transform provides useful and compact descriptors. Many of the examples
of textured reginus showed linear texture elements, crudely aligned,
and with roughly uniform size and spacing. These shape descriptors
have natural counterparts in the Fourier domain. Directionality in the
spatial domain corresponds to a directional transform, and uniform spacing
corresponds roughly to dominant frequencies in the Fourier domain. However,
a much more common uniformity in the spatial domain, cons’ nt size
elements randomly distributed, does not have a clear counterpart. There
has been much oversimplification of the use of the frequency spectrum.

In reality, it appears as though it has very restricted utility, however
that utility corresponds to a few descriptors which have primary
importance in human perception. Since most descriptors are spatial

demain descriptors not directly related to the trans form, frequency

domain techniques are quite limited. Nevertheless, the proper combination
of the Fourier descriptor together with the spatial domain technique is
the suggested approach for a texture identifier. The Fourier technique
will compactly describe large areas with repetitive features. The

description will contain some characteristics of the shape of the elements
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and their organization as directional opposed to nondirectional. It
will fail to detect some detailed description of the shapes of elements;
as well the Fourier technique cannot be very local. So the spatial
technique can complement the Fourier technique, being more local and
therefore more accurate in some sense.

All this concerns black and white pictures. In colored pictures,
each point is represented by at least a three-dimensional real vector;
the coordinates could represent either the.brightness through red,
green and blue filters (possible other filters), or their normalized
values (R/R+ G+ B, G/R+ G+ B, B/R+ G+ B), or perhaps the
chomatic triple (hue, brightness, saturation).

It appears that color is a local property, meaning that the color
is determined by local contrast (with global constancy judgment). The
Fourier transofrm is an integral operator, that mixes up different
local properties consequently. Direct application of the Fourier texture
operator on an area is not useful for color in the general case, however,
under certain constraints, one can suggest some applications of the
Fourier operator on colored textures.

The simplest case is when the color is constant and the texture
is encoded in tﬁe brightness function. Examples are grass, water, brick
wall, etc. In this case the Fourier operator is used in the same way as
in the black and white picture.

The second case is when the texture is formed by only two
alternating colors. Here, let us assume the ;epresen;ation of the color
of a point as a vector whose coordinates will contain the brightness

of the point taken through red, green and blue filters respectively.
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Since we have only two éblors, cleérly, the brightness functions will
be correlated or anti-correlated with each other. Fourier analysis of
functions could give a reasonably good description of the texture in
terms of the contrast of the color components. This is analogous to
spatial domain analysis.

This discussion points out a crucial weakness of Fourier transform

techniques in dealing with color.
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3.3 Concrete Texture Descriptors: Local Descriptors

According to our theme, a texture is characterized by a structure’
of texture elements and their spatial distribution. Each descriptor is
associated with a procedure and a set of geometric measures.

The descriptors may be derived from parameters that come from the
spatial and/or Fourier domain. 1In fact, often we will have to deal
with two different measurements of the same parameters (e.g., length,
width, direction), one performed in the spatial domain and the other in
the Fourier domain. Here we seek a common interpretation of these
measurements.

The input data from which we derive the local Fourier parameters
is the power spectrum of the picture over every window. Since we are
able to describe only what we measure, the technique that we implement
will determine the system of descriptors we can use. In particular, the
technique of Fourier analysis leads to the following system of descriptors:

menodirectional, bidirectional, blob-like, homogeneous, and random. Using

the input data of a local area one may expect to have more than just
one descriptor.

Next we discuss the particular types of local descriptors we shall
be using in our work.

(a) Monodirectional Texture

In the spatial domain, a monodirectional texture is approximately
invariant along some direction. An example of monodirectional texture
is a system of parallel stripes. In the Fourier domain the spectrum
is approximately zero along the direction of near invariance, and is

concentrated along the direction normal to that. We take this description
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to be adequate for spatial domain elements with some curvature or
superimposed on a non-directional background. It makes sense to describe
as directional a spectrum in which the dominant energy is along one
direction, and where the directional peak is narrow.

Next we proceed to give a qualitative description of an algorithm
that provides monodirectional descriptors. As alluded to above, this
algorithm is based on the assumption that the texture will show concentration
of energy in a certain direction of the Fourier domain. Thus we want to
find a peak in the function of energy vs angle. This function is a
sum of energies over a fan with a certain angle y and direction 9.
Remember that the data structure is a matrix, and thus only four
directionalities (horizontal, vertical, and the diagonals) coincide with
the matrix unit invariant direction. The fan technique permits one to
include also the points near the investigated direction. The peaks of
the function are defined as its local maxima, greater than the average
value of the directional energy function. The width of a peak is defined
as the distance between two consecutive zero crossings of the directional
energy function minus the average value. The algorithm used two additional

parameters, namely, y and Edir » where the latter must be greater

E - Edir m

or equal to 2, while the former should not be greater than —— . The
10

angle y 1is the measure of width of the peak and its threshold value

corresponds to the limit of a useful directional description. Edir is
the energy in the angular stripe (fan) and E is the total energy. Its
threshold corresponds to the condition that the ratio length/width must

be at least two.
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The algorithm determining the descriptor derived in the Fourier

domain is given below:

Algorithm Monodirectional:

(1) Form a function PrGP) - jgé%l P(r,p), where WD is the window
size.

(2) Find the number n of peaks of the function Pr(w).

(3) 1f n= 1, then check the magnitude of the peak

Hax (2,(9)) = By
and go to step (i) else mark the window by message: 'There is more
than one direction, do further analysis", and go to the end.

(L) 1f Edir/ (E-Edir) > 2, then check the width of the peak which
corresponds to the angular strip y and continue in step (5) else mark
the window by the message: '"There could be blob-like or a noisy texture
here, do further analysis', and go to the end:

(5) 1f y < T/ 10, then mark the window: '"Monodirectional texture"
and go to the end else mark the window: "It is a monodirectional

texture with nondirectional components' and go to the end.

(6) End.

The power spectrum along the direction of maximum power is the
power spectrum normal to the invariant direction. In the spatial
domain humans characterize these profiles by step functions.
In the Fourier domain we can find the approximate wave length
of parallel strips (distance between two neighboring stripes), and
the width of stripes from our previous analysis. One way of identifying

width in the spatial domain would be to use one-dimensional interval

65



analysis along & <irection. This technique could be uxed also for mo: >
precise localization of monodirectiona! textured cdges than one cer
achieve in the Fourfer domain. The f{nterval analysis method has not
yet been implemented.

The above algorithm has been implemented and tested on examples.,

A sample is shown in Fig. 14 and Fig. 15.
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In Fig. 1i we have a texture of parallel lines and in Fig. 15 we
have a textuve of parallel strips (wood grain). In both figures the
upper left pictures show the original textures, divided into four
windows (each window {s of sfze %2 by 32 points). The pictures in the
upper *ight corner are resynthesized textures, produced according to
the de:cription. The pictures in the lower left corner show the power
spectrum of the original textures. Note the two different directional ities
in the lower quadrants of the picture. Here the diagonal directionality
corresponds to wood grain pattern and the vertical directionality
represents the shading effect (slow changes in brightness).

(b) Bidirectional Texture

The descriptor 'bidirectional' is associated with two sets of
monodirectional stripes, described in the monodirectional texture. This
description belongs to the spatial domain and does not have a unique
Fourfer counterpart. In terms of the power function vs. angle Prﬁp)
it corresponds to two distinguished peaks of Pr(w), while the converse
fs not true.

If function PrGo) for @ from <O,T> has two distinguished peaks,
then it could represent at least one of the following two cases in the
picture (its window):

() two different directional textured subregions are ;djacent
(are next to each other) in one window, or

(B) two different directional regions are superimposed (one is
on the top of the other).

The problems discussed above are shown in Fig. 14 and Fig. 17 and 18

where the pictures in Fig. 16 show the case (a) and the picture in
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Fig. 17 and 18 exhibits the cage (B).
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Fach ot the tipurd ispla 1ine picture ¢ on i
explained in the table below, Cre 1 reter Lo

particular pictures in Vig. .



*low Column bescription of Pictures in Fig. 16
1 1 Four windaows, where each contains horizontal
and/or vertical stripes.
1 2 Picture <l1,1> after directional filtering
process, performed in every window separately.
1 3 The "complement" of <1,2>.
2 i The power spectrum of <1,1>.
2 2 The phase spectrum of <1,1>, Here the phase is
transformed from the range <-11,7M> to <0,21>.
2 3 The absolute values of the phase spectrum of the
picture <1,1>,
3 1 The power spectrum of picture <1,1> parametrized
by the absolute value of the phase in range <0,T/3>.
3 2 The same as in <3,1> but this time with range
Qr/3, 2n/3>.
3 3 The same as in picture <3,2> but with range
<n/3,m>.
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The description of pictures in Fig. 17. is the same as that of
pictures in Iig. 18, except in Row 1 and Column 1, where we have four
windows, cach containing a superposition ot horizontal and vertical ! ines.

Let us concentrate for a moment on the windows ol the f{irst and
third quadrant of picture <1,1> in Fig. 17. Each of the windows
is a composition of horizontal line textures and vertical line textures.
It is impossible to distinguish the cases of separate (o) from overlap
(B) in the power spectrum. Using the phase spectrum one would hope to
separate the region containing the horizontal lines from the region
containing the vertical lines, or one would at least hope to be able
to identify their positional relationships. Unfortunately, it is not
known at present how to carry out the separation. To our knowledge, no

one has yet used the phase spectrum in a meaningful way.
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The figures in Fig. 19 show the vector display of the complex
function F(n,m) in a direction ) ; in our casc it is in horizontal
and vertical direction for each <n,m>. The direction of the vector is
equal to the phase, and the length of the vector corresponds to the
value of the power. As one can see from the pictures, there is no
evident distinctive feature which would describe the relationship Left-
Right or Right-Left.

We have shown above that in spite of the nonuniqueness of the
representation of bidirectional textures in the power spectrum, using
decomposition techniques, one can construct a suitable algorithm for
identification purposes.

We shall soon give such an algorithm. However, before we do that,
we want to point out that the domain of validity of the parameters
associated with this descriptor is given by the domain of validity of
the parameters used for monodirectional textures, except that the lower
and upper boundary of d is now changed from <0,m> to <y, -y>.
Moreover, the peaks are defined in the same way as was done in the

monodirectional algorithm.

Bidirectional Algorithm:

(1) Find the number of peaks (n) of function Pr(w). 1f
n =2, then find the corresponding directions 0, and 0, for each
peak, else write the measage: 'This is not a bidirectional texture,
do further analysis", and go to the end.

(2) 1f 9 m/10 > Abs(cp1 - o,) >T/10, then go to step (3),

2

else write the message: 'This is a deformed monodirectional texture"

and go to the end.
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(3) Partition region R into four equally large subwindows
Rys Koy R, and Ry,

(%) Check cach subwindow R, for i=1,...,k, whether it is a
bidirectional textured region or not, using the algorithm "Bidirectional.
If the answer is yes, then set MRi On, otherwise set MRi Off.

(5) 1If MR. are On for all i=l,...,4 then describe the given
window (region R) as a '"bidirectional texture" and go to the end, else
go to step (6).

(6) 1f MR, are Off for all i=1,...,4 and all the subwindows
are monodirectional, then describe the corresponding region as "Two
monodirectional textures with different directions are adjacent" and
go to the end, else issue the message: 'Further texture localization
is necessary" and go to the end.

END,

(c) Blob-like Texture

This descriptor is associated with blobs and nonlinear

distribution. 1t should be noted that these two components go together
to the effect that it is not sufficient to have blobs as texture
elements for inferring a blob-like description. For instance, blobs on
a grid would show a directional texture, and the 'bloblikeness' will be
very weak.

In the Fourier domain, blobs are represented by a concentric
energy distribution. An annulus with the greatest energy value is the
peak annulus. In the implementation of the description (sce the algorithm
beluw) we approximate areas of the transform by circles. The radius of

the approximating circle is inversely proportional to the radius of the
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approximating circle in the spatial domain.

It would seem logical to pass from mono- and bidirectional
textures to tri-, tetra-, ..., n-directional textures, before turning
to blobs. However, it is very hard to interpret these higher order
directionalities in the spatial domain.

The blob-like algorithm describes blobs and their nonlinear
distribution. It is based on the assumption that patterns which do not
have directionality, noise, nor homogeneity, are some sort of blob-like
textures. In the Fourier domain this assumption corresponds to two

conditions. lirst, Pr(¢) is constant and, second, P@(r) is not

constant ,

Algorithm Blob-1like:

WD/2
1. Form functions P (p) = EE:. P(r,p) and
r=1
T
B(r) = > P(r,p)
P =0

and then compute their respective mean values

2 1§
M i -y Prﬁy) and,

2 Wp/2

4

’

PR
[}

_6"0
T

where WD is the window size.

Next compute their variations

1if
2 2
v, WD~ } o (Pr (p) = Mr) and

WD/2
v [ i (B (r) - M)°
] £ WD r=1 ? ®
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2. If Mr > CN and Mcp > CN, then go to step 3 else print
the message: '"The structure is on the level of the camera noise"
and go to the END.

3. If v, > CN, then go to step 7 else print the message:
"All energies are equally distributed in every direction", and go to
step k4.

L. If vcp > CN, then go to step 5 else print the message: "It
is a noisy texture" and go to the END.

o

5. Find Max P@(r) = PQ(rmax

If ook S 2, then print the message: 'There is only one texture

element"; go to step (6).

6. Form a new discrete function I(i) from P (r) in the
following way:

Assume that P@(r) is a combination of sinc(r,yp) type functions.
Find all the local maxima and all the minima of the function P@(r).

For every local maxtnm1rmax i there are two surrounding minima o

L such that

Ty STk i T,y where

W= & op )
I(i) = = (r).
¢
r=r,,

If I(i) is a convex function, then print the message: "Texture elements
are blob-like" and go to step 7, else print the message: 'There is an

unidentifiable texture' and go to END.

7. Assume that Pr(¢) is a combination of sinc functions. Find all

the local maxima of the function Pr(¢) and if their number is greater
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(d) Noisy (Random) Texture

The spatial case:

A random distribution of dots (pepper and salt pattern) forms
a model of noisy texture. This model describes the random spatial
organization of dot - texture elements versus periodic or regular
distribution of texture elements.

Fourier Case:

The texture in this model corresponds to a homogeneous
distribution of energies in the power spectrum,

Descriptor "noisy" is associated with certain parameters
(obeying some threshold constraints), explained below:

EL will denote the ratio of the size of the one-dot-texture
element and the size of a real texture element. The inequality
EL <WD/L + CN means that a texture element with area of two dots
and WD (window size) of 8 x 8 points will still be a dot-texture element.

ED is the parameter of random distribution. ED is the ratio

of
EM and Mr , where . T
EM = MAX Abs(P_(0) - M ) and M = — E P (0).
© r r r WD r
© =0

The value of ED is set to be ED < 0.1 + ON.
CN is the noise of the TV camera.

Algorithm Random:

1. Form functions P (n), P (r), M , M, v_, and v_ as they
5 ¢ r o r ®
were described in the algorithm blob-like.

2. If M <CNor %¢ < CN, then write the message: 'The texture
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structure is on the TV camera noise level, check if it is a homogeneous
texture"” and go to END, else go to step 3.

3, If v, > ED, then write the message: ''There is no random
distribution" and go to END, else go to step 4.

L. If vcp > EL, then write the message: ''There might be a blob-
like texture'" and go to END, else write the message: 'The texture is a
randomly distributed dot pattern'.
END.

The algorithm has been tested by an example shown in Fig. 21 . The
picture in the left upper corner is a texture of sand; the picture in
the right upper corner is the resynthesized image of the original, according
to the description. Finally, the left lower corner shows the power

spectrum of the original.

Fig. 21
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(e) Homogeneous Texture.

A homogeneous region of uniform brightnes: (in black and white
picture), color (in colored picture) forms a model of a homogeneous
texture, |

The Fourier counterpart is represented by a Dirac function
with its center in the zero point of the coordinate system,

The only threshold parameter in this model is the level of

the TV camera noise (CN).

Algorithm Homogeneous

1. Form a function

T WwD/2
noise (r,p) =2 Z E P(r,p) - P(0,0)
=0 r= 0O

P(0,0) is also called the DC value.

If noise (r,p)< CN then write the message: 'The texture is homogeneous"
else write the message: 'The texture is not homogeneous".
END.

An additional parameter - the average value of the intensity
of light over a particular window is associated with every description

of a homogeneous texture.

o
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The following table summarizes the texture descriptors we nave

implemented:

Table 5
DESCRIPTORS PARAMETERS
Monodirectional DIR - direction of lines
ww - distance between two parallel lines
Y - a measure of straightness of a line
Epw/ (E-Eppg) = ¢
t - a measure of "thickness" of a line
Bidirectional DIRl, DIR2 -
directions of lines 11, 12, respectively.
YWy Wiy -
distances between two parallel lines in two
different directions DIR1 and DIRE.
Yl’ Y2 -
measures of straightness of lines 11, 12.
t)» t, - measure of "thickness" of lines
11, 12, respectively.,
d = DIR1 - DIR,
Comment: 1lines 11 and 12 are assumed to be
nonparallel.,
Bloblike R - the distance between two texture elements in

direction DIR.




Table 5 (Continugd)

DESCRIPTORS

PARAMETERS

Random (Noisy)

EL - a measure of '"dotness"

of the pattern.
ED - a measure of random distribution
(Mr + Mw)/2 - the mean value of '"constantly"

distributed energies.

Homogeneous

noise (r,p) - a measure of the degree of variation
of the '"homogeneous' area.
DC - the average value of the intensity of light

over window W.
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4. COLORED AND TEXTURED REGIONS

In fhe pPrevious chapter, we discussed procedures for texture descriptors.,
This chahter describes the determination of textured and colored regions
and introduces a mathematical description, topological sheafs, to formalize
the region-forming process. The texture descriptors are used to form
regions with similar descriptors. The region-growing is low-level in
that it does not use the context of a world model. It is intended as a
tool for higher level routines. The proposed regions function as initial
guesses about important areas of the image. Thus, the routines favor
large regions at the expense of smaller regions, a sort of "law of the
fishes", the big ones eat the smaller. Since there ave few useful
texture descriptoré and organization procedures, this attention to low
level modules was a necessary focus for our research.

The informal distinction between low-level and high-level procecses
refers to the context which the prbcess takes into account. Roughly, we
mean low-level when the context is local and based on the image, and by
high-level we mean an object space interpretation which depends on several
levels of abstraction and relations (global). We would like a larger
armament of texture descriptors and low-level organization mechanisms.
However, it is important to have a balance between the‘low-level and
higher-level systems, and to design for their communication.

We emphasize that we use a technique where we start from large windows
and take smaller windows at boundaries. This approach has a limitation
of missing substructure. The microscopic approach of starting from small
windows and trying to piece together global structure has a complementary
weakness of missing global order. Overall, we think this points up the

need for a range of sizes for local organization. For texture, we prefer
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our approach to the microscopic one.

As the scanner traverses across the picture in a television-like raster
scan, the local texture descriptors (these descriptors might be spatial,
or histogram, etc., in addition to those we use)over each window
are sent to the program which detects the appearance of similarities or
dissimilarities of the structures, over the given pair of windows. The
knowledge of the existence of similarities is retained together with
locations. All the windows with similar structures are joined together
by a two-way list which is constructed during the scanning process. The
program also detects the break of similarities between two structures and
gives a command to the scanner to scan with windows of smaller size.

When two windows are joined or split apart, different texture names
are assigned to them. Each structure associated with a window is tested
to determine its similari.y with other structures or its proper association
with the existing similarity classes.

Region boundaries do not usually coincide with the grid windows, and
hence there occurs both merging of two adjacent areas, amd the splitting
of an area into at least two portions.

In this work a set of real life and artificial pictures was scanned
and processed by our program to demonstrate the capability of the implemented
Fourier method. The results of testing indicate that our method is
capable of decomposing pictures into regions, where each region corresponds

to a different texture or color.

In our implementation of region growers, the emphasis was on testing
some of the ideas and not on the efficiency of programming. However, for

illustration we present in Table 6 the average time and memory load for our
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programs. The programs have been implemented on a PDP-1/, at the

Artificial Intelligence Project, Stanford University.

Table 6

NAME AND FUNCTION
OF THE PROGRAM o

SIZE OF THE
PICTURE

CPU TIME (min)

CORE (k)

FANAL .SAI
FAST FOURIER TRANSFORM
AND SEGMENTATION

256 x 128

4.15

39

TEXTUR .SAI
TEXTURE ANALYSES

ON WINDOWS (32 x 32)
POINTS

256 x 128

2.07

34

MIKROA ,SAT
LOCALIZATION TEXTURE
ANALYSIS OF WINDOWS
(8 x 8)

256 x 128

12.8

27

TREE .SAT
TEXTURE REGION GROWER

256 x 128

8.0

36

COLOR.SAI
COLOR REGION GROWER

192 x 128

2'0

22
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4.1 An Algorithm for Finding Regions

The process of localization of structures was described in detail in
Section %.%. Here we shall focus our attention on finding the connections
between local structures in terms of continuity, discontinuity, and

proximity. The actual job to this effect is carried out by a region grower

that we shall describe momentarily. The region grower can be used both for
continuous textured regions and continuous colored regions. The algorithms

for our region grower use the principle of local constancy whose content

is summarized in the phrase: '"Unite connected locally similar areas into
one global one." Our algorithm uses the notion of a cell which is nothing
but an a-hitrary window of the smallest possible size, carrying meaningful
information.

Algorithm "Region Finder"

1. Set regional index i to 1 and produce a mark Ri.

2. Take the first untested cell and call it the first pilot cell

(which thereby is also a pilot cell).

5. Set XSIDE to be RIGHT SIDE, YSIDE to be LEFT SIDE, and XADJ to be
RIGHT ADJACENT.

4. 1If the pilot cell has been tested for its XADJ cell, then go to
step 8, otherwise mark the pilot cell by a mark signifying the fact that it
has been tested on its XSIDE, and continue in step 5.

5. Find the next XADJ cell. Ask whether this new cell does not exceed
the size of the picture and has not been tested on its YSIDE. If the
answer is NO, continue in step 6, else go to step 8.

6. If the pilot cell and the adjacent cell are similar, then continue
in step 7, else mark the pilot cell on its XSIDE, indicating that it has

been tested, and go to step 8.
89
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7. Join the two cells (pilot cell and the new cell), mark the new
ceil by a mark Ri and indicate the fact that it has been joined on itg
YSIDE. Store the new cell in an array of new cells. Make the cell a pilot
cell and go to step 8.

8. If XSIDE is the RIGHT SIDE, then set XSIDE to be LEFT SIDE, YSIDE
to be RIGHT SIDE, and XADJ to be LEFT AD.JACENT and 80 to step 9, If XSIDE
is the LEFT SIDE, then XSIDE is set to be the UPPER SIDE, YSIDE is set to
be LOWER SIDE, and XADJ is set to be UPPER ADJACENT, and 80 to step 9. If
XSIDE is the UPPER SIDE, then set XSIDE to be LOWER SIDE, YSIDE to be UPPER
SIDE, and XADJ to LOWER ADJACENT, and go to step 10.

9. Set the pilot cell to be the first pilot cell and 8O to step L4,

10. Take the array of new cells. Take the index J (initially j = 0)
and increase it by 1, 1If } exceeds the number of all new cells, then go
to step 11, else take the element nj from the array of new cells and make it
the first pilot cell and 80 to step 3,

11. Zero the array of new cells. If there is any cell in the picture
that has not been yet tested, then increase the index of regions i by 1,
make a new mark Ri and go to step 2, else go to the end.

END.
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4.2 Texture Regions

This algorithm has been tested on textured regions as well as on colored

regions. The scanning process is, for instance, shown in Fig., 22 with
white squares, each representing windows- e f Jerx 52 points. Fig., 22
displgis the boundaries of different textured regions of the picture
shown in Fig. 23, after the first pass. Onc can see Lhe different sizes
of windows.

Over every window there are several descriptors and paramecters.,
Since we used several window sizes (32, 16, 8) and some of the parameters

are size dependent, we reduced all descriptors and parameters to the

smallest window size (8). Then the criteria of similarity had to be set.

Fig.

)|
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The criteria of similarity are set by the higher level program. In
our work we used two approaches, not exclusive but rather complementary.

One approach used only black and white pictures and did not assume
any previous knowledge about the scene. The similarity criteria were
determined by the camera noise and expected error of the method. The
whole region growing was based only on the similarities of certain
geometric properties described by the Fourier texture operator. The
results of this approach are displayed in Fig. 24 and 26, where one can
see that while this approach is sufficient for separating regions on

simple, more or less artificial scenes (the rastered cube on Fig. 23,

the cube on a grid surface in Fig. 25, it is not adequate for finding
boundaries of regions of real outdoor scenes. In the latter case one

» needs to know more about the scene and thus conduct a directed texture

region growing or texture boundary detection.

The directed texture region growing aud/or boundary detection is

the other approach that we used. It uses information gained through a

T =

color region grower. This information directs the application of the

textured operator for two purposes:

One is to look for a common texture where the colors are the same or
proximal. The other is to look for texture di fferences where there are

colored boundaries.

This approach identifies more efficiently the real regions and their
boundaries. The example in Figure 27 shows the different textured regions
) of the original picture displayed in Fig. 1. Most of the grass region

came out as directional texture. Only two areas (one on the left side and

9%



the other on the right side) within the grass region were identified as
noisy texture, though with the same direction as the directional textures.
It requires further verification of the continuity in those two textures
in order to remove the boundaries.

The main difference between the two approaches is that in the latter
we use the texture operator in a directed way. This means that as well as
applying the texture operator only in certain areas (not all over the picture),
we also have the choice of as%ing for continuity and proximity in several

descriptors and parameters independently.

o VAN
’-//5/':;, il ://7///

] L ’
/ / Vd
.lal""./ V4 //.f/l(.

A

’ "
/7’

Fig.






Reproduced from
best available copy.




G

4.3 Color Regions

Similarly, as for textured regions, the region growing algorithm has
been used for colored regions. The colored picture consiéts of three
files, each representing the brightness through red, green and blue filters,
We use the normalized values of color for each point (e.g. R/R + G + B,
B/R + G + B) where R,B,G are the intensities through the red, blue and
green filters respectively. As in the texture region grower, here we use
again windows over which the average values of R/R + G + B and B/R +C+ B
are computed. The size of the windows depends on the structure of the
Picture we have chosen (8 x 8). The windows are overlapped, so that
continuity is checked strictly. The threshold value that determines the
similarity criterion depends on the resolution of the picture as well as
on the window size. In our case, it is set to 2, provided that we deal

with 6 bit pictures. The example in Fig. 4k shows the result of the above

described color region grower, applied o1 the picture in Fig. 1. The original

picture is only 4 bits resolution, so the threshold has to be different

(0.75). Otherwise every thing is the same.



Wi A _Sheaf-Theoretic Point of View of Finding Regions

The geometric analysis of pictures, in particular, partition of a
picture into regions, caa be neatly presented in the language of sheaves
(for details see the APPEND-X). From a sheaf-theoretic point of view,
the region identification Process is based on an assignment of
Structures to windows (the local structure) and on passing from LOCAL
STRUCTURES (over windows, to GLOBAL ONES (regions). Thus, each region is
specified by one sheaf. Over every window, we can have several different
descriptors, thereby different structures. Each of these structures will
partition the picture in a different way. These different partitionings
of the picture, described by different sheaves, correspond to the different
layers of description of the picture. Naturally, the sheaves could be
interconnected through some connecting mappings. The difficulty in making
use of the structure of sheaves in scene analysis is that we usually do not
know the connecting mappings between two differer.t sheaves.

The sheaves constitute a vehicle for checking the continuity and
proximity of structures with respect to some well defined connected mapping.
In a concrete application of a texture region grower, this mathematical
tool has the following limitations:

(i) 1f the structure is a texture, then it will find the continuity
in the texture, but it will find discontinuity in the texture element.

Thus the smallest window size must be restricted to the size of the texture
elements,

(i1) The sheaf-theory assumes that the structures over every two
windows, which are in inclusion relationship, are related by a connected

mapping. However, in reality the diiferent positions of windows may cause
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false continuities or discontinuities. One has to do several
different overlapped windowing in order to overcome this error.

The contribution of the sheaf point of view to region growing is
that it defines precisely the conditions for continuity and discontinuity
of a structure with respect to some'connected mapping. The sheaf thedry
shows that if the structures from two (overlapped) windows and their
over lapped part are connected by the mapping, then the union of these two
windows is continuous with respect to the structure and the mapping. It
is interesting that the sheaf conditions are similar to natural continuity
conditions for use of the Fourier power spectrum,

In most of our applications (texture or color region grower), the
connected mapping is the local similarity relationship (it must be an
equivalence relation). Naturally, the theory allows much more complicated
mappings as well as structures.

After this discussion let ug present the sheaf-theory more formally.
The topology we shall use is discrete and is induced by certain norms,
taken from the structure to integers. Once the topology is fixed, we
introduce a convenient system of neighborhoods, called windows. We think
of windows as a system partially ordered by inclusion. Procedures which
evaluate the data over the windows assign to every window a structure of
descriptors. When two wirdows, say v and w, are in inclusion relation-
ship v Cw, the corresponding networks of descriptors Nw and Nv are

related by a connecting mapping

which essentially restricts the network over the bigger window to a network
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on the smaller window. Since the proceés of restriction is transitive,
one obtains by this formalization a PRESHEAF associated with the image
function

N= <N B>

Sheaves are presheaves satisfying additional a#ioms. A definition of
a sheaf in its full generality requires several additional technicalities.
A more direct definition of a sheaf with a fairly clear picture-theoretic
interpretation is given below.

Thus, loqsely speaking, a sheaf is a system of structures over a
lattice of windows, where each structure represents one particular texture.

Consider a presheaf S = {SV; B 3} of structures over a cellular space
X, i.e., on the lattice of subsets <Sub(X), € >. Then S 1is a sheaf over
X precisely when for any family {Viliel] of subsets of X with V = uv,,
the following two conditions are satisfied: ;

1/

(1) Uniqueness axiom: Vi[Bg (s’) = BX (s')] == s’ =8,
i i

(?) Existence axiom: Vi, jl

A \
By iy (5,) = By i (s.)] =>
Vi an i Vi ﬂj j

S

sYk [B:,’k(S)

where s,s’,s’’eS

s

V’siesvi’sjesv , skesv , and 1i,j,kel.

j k

The condition (1) says that if the structure elements s are locally
identical, then they are also globally identical. That is elements are
uniquely determined by local data.

The condition (2) says that if we have local data which are compatible,
they actually "patch together" to form global data.

The geometric meaning of axioms (1) and (2) is displayed below in Fig.
28 and Fig. 29.
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>. INTERPRETATION OF OUTDOOR SCENES.

The main issue in this chapter is how to recognize and interpret
real outdoor scenes of grass, water, sky , etc.

5.1. Pattern Recognition Approach.

In an early stage of our research, we tried to recognize texture
using a pattern recognition met hod (Bajcsy, 1970). We computed a function
of energy (E) along the frequencies (f) and derived a feature vector from this
function. The features were the number of peaks, their energies, their
width and their corresponding frequencies. In addition, we characterized
the function as flat or with peaks. These features were used for clas-
sification of the texture into classes: grass, water, regular pattern
(like blobs, brick wall) and unidentified. As an examplie, the grass and
water had more flat function than the regular patterns. Samples of the
function of the energy and the frequency of textures of grass, water,

brick wall and blobs is displayed in Figs. 30 - 33.

100 - F



Each picture consists of two graphs. One is the function (energy,
frequency) computed in the window without any pPreprocessing (indexed by
(a)), and the other is the same function as above computed from the data,
which was preprocessed (indexed by (b)). Preprocessing, in the case
of grass and water, was a high pass filtering. The purpose of the

preprocessing was to eliminate the effects of shadows on grass or water.

For the regular patterns, the Preprocessing consisted of a low pass
filtering. The purpose of this filtering was to enhance the main fre-
quency components of a regular patterr and suppress the noise.

By this method we could distinguish well the regular patterns (or
man made patterns) from the natural textures encountered in outdoor
scenes. It was more difficult to distinguish the water from the grass
unless the main frequency component was sufficiently different. The
training feature vector was extremely sensitive to differences in how
the picture was taken, in particular, the distance between the observar
and the scene, and the orientation of the observer (whether he is on the
ground or in an airplane) with respect to the scene. This method did
not consider any corrections for texture gradient., It simply classified
Some areas of a scene into some given classes of textures,

We could have improved the feature vector using further features
similar to Lendaris' and thus enlarged and refined the classification
Prucdure of texture. We did not do it for the following reasons:

(1) Feature vectors offer very specific and rigid description of

a texture, which 1s an obstacle in finding continuity of
textured regions unless the texture is a very regular pattern

without any features such as texture gradient. Naturally, one
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can construct feature vectors less specific, but then the
sensitivity for the differences between two different textures
vwill be lesscned, which in general {8 not desirsble. To gum
up, in the texture region finder one nesds to have a flexi-
bility in choosing features for grouping or discriminatory
purposes. Onc also wants to have symbolic descriptions with
SOme parameters as opposed to only numeric description (as in
the feature vector). The symbolic description (if properly
chosen) is invariant with respect to several metric (scalar)
features and thus {t represents a certain abstraction which
is useful for recognition purposes.

(11) The classification process of textures into some classes besides
fecature vectors uses some distance measurcments betvecen the
training feature vector and the sample feature vector. This
process does not consider any tupological properties of vindows,
namely connectivity, continuity and proximity. Furthermore,
metric description of a real texture 1s not sufficient for
1dcnti!1cntton‘yurpooeo. For instanc», grase fe identified
48 grass not only becausc of its color or the geosecry of it
texture but al:o through fts spatial relationehip with other
objects on the scene (e.g. grass is alvays on the ground,
below a sky, etc.).

A different approach had to be sought for describing textures; an

approach that would give symbolic descriptions of a texture together with
Some paramcters and would find continuous regions with respect to their

descriptions., 1In Chapter 3 we have described the texture vpersicr that
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produces such a description. This operator can function on different

vindov sizes. The large vindovs capture the global textures, whereas

the small windows are used for recognition of fi{ne texture that in the
large window s not noticed. The continuity and proximity of some struc-
tures are the basic propertics used in o vegion grower. So far, wve talked
mostly about the texture structure. However, the structure that forms

8 region couid depend on mAny propertics, auch as color, shape, size,

and othera.

5.2, TIexture Cradient .

Many clements of the world are made up of texture clements of o
constant size, (grass, brick valls, vheat, vater vsves). The apparent
size of texture clements depends upon distance. Although ther: 1s a
chance for mistake, it is natural to interpret consistant varfation {n
apparent afze of texture elements as a acasute of relative distance.

If there 18 1{ttle variation, the interpretation s that the surface s
everyvhere approximately at the same distance from the obuerver. Such
surfaces are n.arly perpendicular to the line of sight and arc called
frontal surfaces. 1f there is o systematic varfation of apparent siae
of texture clements, smaller clements are assumed further avay. Such

& texture gradient suggests that the surface (s longftudinal, thae ts,
along the line of sight. The presence or absence of a systematic texe
ture gradient gives a rough indication of the argle, curvature, and
relative distance of objecta. The role of terture gradient {n human

perception of depth has been described by Gibson (1950).
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In Figure %, rurfece AB 18 o longitudinal surfece ond surface BC
ie a frontel surfece. In the image there exists o gredient of texture,
from coaree to fine slong ad, vhereas in the {mage, no such gredient
occure elong bc, and the testure fs uniform throughout .

The texture gredient cen be used a8 » seosuring stick vhose scale
ve don't know, but which gives us relative depth estimates:

3 is tvice as far as A,

For femiliar surfeces for which ve know the texture <iement slze, the
scale of the measuring stick g known, and wo hav: an estimate of abs~lute
distance (provided we have an estimate of the susfece angle vith regard

to the observer's (mage plane - ve shall show soon that ve can determine

(hat angle). Since the observer knows his orfentation vith regard to
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gravity, by assuming a level ground plane, he can estimate the distance
of areas near his feet with reasonable accuracy. This helps in estab-
lishing absolute size of grass and other textures on the ground.

There is one tmasonmableness condition on texture gradients. The
apparent size of texture clemants should decreage tovard the horizon.
That {s, ve don't expect large n2arly level overhangs, above s, and
for opaque surfaces below the horizon, ve must see decrcasing apparent
element size towvard the horizon.

The projection of a longitudinal or slanted surface on a picture
plane is obtained by perspective geometry. The principles governing

such a projection are as follows (See Fig. %5).

Inage Plane

Llanted furface

Fig. %
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decos -
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R
fl > 2
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Fim the simflarity of two trianglea follows

fd*( tan @2 - tan 0‘) fd+cos 0
8 "s
For small p?-ol;, R:-R?«fdl

dR = g. una-(uno? . :mo‘) R?un o

Now let us define a fractional (Cradient)

Fractioasl change in element sire (image)
Baseline In image
8, -8
€ = ! 2 ’
J?(bl + 5?) (d (tan 0, - tan oﬁ

€ =

vhere 5“52 are texture element sizes in the image.

After some approximation we oStain formula:

¢ = .l20g.
d

Rephrasing the formula in terms of angles (on retira) {nstead of lergch
on retina, ve get:
tl e l’ﬂ a.

Thus, ve can calculate the angle vith respect to observer.

Since the observer knowe his angles with respect to gravity and he
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knows the angle with respect to the olisurver, he thus knows the
angle of the surface with respect to gravity.
Then, the texture element in the object space can be computed as

followa:
R ¥ 61
d M e—sesmee e
fd«cos o
How aensitive are estimates of the distance to the assumption that
the ground s levely

Consider Pig. %6 .

— — . Wi lorizon
J-T -’
~
~
~

h g Po

Ground Plane

Fig. %
He vant to calculate the distance from observer to the ground for
level and non-level cases. & 1s the angle between the horizon and the

observer view. And o {9 the angle of the sianted surface.
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is the rstio between the distanc: 31 and the distance 82, which is

the distance to the level surface. Tie formula shows that there is a
fairly strong dependence on g, except for small distances.

As an example of the texture gradient snd {its recognition, we
prescnt a picture of the ocean (See Fig. 57); without recording the
texture gradient we find a partition of the picture intou several regions
(See Fig. 28). All regions are described as monodirectional textured
regions, with the same directional’ty but with different wsve lengths.
However the wave length changes lincarly in a vertical direction across
the picture. (From the bottom of the picture the vavelength = 32 to the
top of the picture where the waveleagth = 8). Thus, by recognizing the
texture gradient, we recognize the whole picture ss one textured region,

displayed in Fig. 9.

108



Fig.



11



111



A

5.%. The World Model

In chapter 2 we looked closely at elements of an outdoor scene,
involving grass, sky, clouds, water, and trees. On of our purposes
was to introduce the sort of texture descriptors whch we have imple-
mented. The other was to lead the way into a discussion of our world
model. We saw a great rahge of variation for sizes, colors and other
propgrties of texture elements in these outdoor scenes. Grass ranges
in color through greens, browns, and yellows. Trees range from a few
feet to a few hundred feet in height. Because of this variation and the
variation of apparent size of objects at different distances from the
observer, it appears that no immediate identification of image textures
with elements of the world is reliable. In some cases, the understandings
depend on perhaps unconscious reasoning: the spray on rocks is not very
similar in appearance to the ocean around it. In many cases, the identi-
fications are simply resolved by considering relations between image
regions; motion obscuration identifies trees in front of clouds, shadows
identify trees as standing above ground, obscuration implies a background.
Relative depth determines that the ground is roughly level and that trees
stand above the ground.

It is reasonable to question whether a model which must allow as
much flexibility as to allow the range of sizes for objects, and the
variation in relations, is of any use at all. There are several ways
in which it is useful. The first is that certain relations are reasonably
stable. The sky is bright against the horizon. The proportions of grass
and. trees are roughly independent of size. Certain regular shapes are

usually man-made. The second is that much of the variation is conmected

’
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with subsidiary conditions. If trees appear different colors, they are
different species, and have other identifiable properties. If the grass
is yellow, then it must be dry. An apparent size gradient probably means
a distance gradient.

However, the usual mode of peiception is continuous perception.

In scene analysis, we often think of showing a single picture with no
context and expect the observer to understand it. Indeed, humans can

do just that usually. But the bulk of pPerceptual activity is involved

in moving in a world in which changes happen slowly and locally. Most

of the world is nearly unchanged from one moment to the next. Most of
the recent perceptual understanding are useful at any instant; the system
knows a great deal about the enviromment and makes incrementa!l changes

to its model. The making of the changes to the model is aided by the
detail of the knowledge already available.

‘That does not mean that we can do without the ability to actually
bui}d up the mouel, either from the picture shown out of context, or
guided by an already detailed model. But it does mean that a large
part of perceptual activity is guided by detailed models.

Another aspect of the world model is that it contains the information
about the observer's point of view. The observer's motion provides a
depth sense equivalent to stereo, but much more useful for distant ob-
jects. Distance estimates using motion parallax depend on the observer's
estimate of his motion. Stereo distance mea;urements depend upon a model
for the convergence position of the two eyes, the eye separation, and
correspondence of the coordinate systems of the two eyes. An equivalent

observer model has been implemented at this laboratory in the work of
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Sobel (1970), Tenenbaum (1970), and the use of observer's motion for depth

perception has been implemented by Nevatia (unpublished). Formally, the

P

G

model has two lcvelsi

(a) Regions in the oﬁjg;t space, objects and collections of
objects, called ‘the %lgmunts of the model;

(b) Structured descript;on of the elements in the object space.
These descriptions are almost directly interpretable in a
program as procedures.

A world model is a dynamic structure that changes during the
identification process. The description of the elements of the model
is carried out in the object space and, wherever it is possible, with
counterpdrts in the image space. Not all descriptors in the object
space have a meaningful counterpart in image space. An example is the
size of objects, which can be interpreted from distance estimates and
apparent sizes.

The properties of grass, sky, water and trees have been described
in Table 1. All these descriptions are included in the world model and
some new ones are included in Table 7.

All objects in the model, except rocks and unnamed objects, have
broken boundaries.

One may wonder what other descriptors (besides texture descriptors
and color descriptors)_could be relevant in the mudel. Unlike in the
case of grass blades, wagér‘waves, and trees, where their size plays
an important role, the size of récks varies so much that it is hardly

a useful feature for them. On the other hand, the shape of rocks

(tloblike), is signficant because it can be contrasted with the linear
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shapes of grass leaves or water waves. Howezver, the only rocks of

interest are those which are big enough to stick far out of the ground

(might impede navigation). Here we worry about the relevance of size

and shape of texture elements. What about the size and shape of regions?

Size and shape is not significant for regions of grass, ocean, forest,

and ensembles of rocks.
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Regions In
Object Space

Color
Attributes

Spatfal
Relacfonships

gresr

Usually green,
sometimes yellow
or light brown,
uever blue,

Located on ground, under
the sky and trases.

water

Blue or green,
sometimes gray
with silver waves,
never ved

Locaced at the ground plane
below sky and Lrees. 1n the
image space, ocean and frass,
trees or rocks could form over-
lapping regicns.

sky

Light blue, the
brightest area
in the scene,

clouds

Objects in the sky.

Sky is the farthest region in

the scene and it s alvays

above any element of the world
model. In the imsge space it

can form overlapping regions vith
grass, trees, and rocks.

tree

The crown is
usually green,
sometimes yellow,
brown or red.

The trunk {f dark
brown.,

Trees are below the sky, aud
above grass or ocean.

All shades of grsy,
brown or red.

Rocks are always below sky and
on the ground. They could be
scattered in grass and vater.

unnamed
objects

any color

On ground, below sky.
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4 The Wigher level Program

We discuss briefly a suppested hipgher lewel program vhich we
simulate. We concentrate oa the tvo scenes in figures and L2, Flg.
contains three pictures taken of the scene In Fig. | through filters,
red, green and blue, The aames SCENKL, SCENE. and SCEM rrespond to
red, preen and blue filtered scenen. Vigure contalne four plctures
of a scene in Fig. ). The top tvo and the bottom left plctures correspond
to the red, green, and blue ({ltered plctures, respectively. The bottom

vight plcture s the brightness function of the scene in Fig, &1,

Fig,
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let us call the scenes (n Fig. ho and A WATER and! ROSES respect ivwoly,
There are three gross porte of this process of interpreting the structure
of the scenes, these night be called:

ocrganization of regions having continuous properties

determnination of spatial relactions

fdentiffcation of elements in object space;

They are not strictly hetrarchical, since fdentification detercines nev
spatial relations, and sugpests other low level orpanirations.

Some of the mechaniens for orgenizacion of contimous regions vere
previously discussed. The regicas based on continuity in color and seme
texture descriptors are notural starting places. Proxinity provides the
basis for the suggestion of texture super-regions vhich are disconnected,
but may be usefully comstdered as a uwalt. In this operation, ve ETOup
together nearby regionn of like color or like textural propertfes. The
next mechanien {9 that of hypothests-verification: s particular color or
texture regiva (5 a hypothests of continuity. If the region has suee
physical continuity, ve should (ind that other properties are continuous
over the region. 1If the boundaries are false, then there should ke
textural properties vhich cortinue across the boundary, frem vhich ve
veuld assume a continuity vhich vould he tested by looking for other
continmuity. 1f the boundaries correspend to physical boundartes, we wil]
ususlly be able to find a dlocontimuity in some textursl property.

Ve can fnfer a fev spatial relations frem the texture gredient,
from guesses aboutl interposition (vhich object Ls (n fremt of vhich) and
from the observer orfentatien and pesition, combined with the ground plane

hypothesia. 1n & conplete syiten, ve could call ma depth perception by
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stereo and motion parallsx. Our inferences would be a good guide to
economical use of these modules.

Identiffcation, {n our suggested system, proceeds both from the
world model and frowm the data. Some elements of the worl. model are
better starting places than others. We assume thst the sky would be
easily estublished in most cases. Other image elements should be
approached after finding the {mportant structural elements in object
space, f.e., sky, ground plane, and trees. We are assuming that a full
veriety of properties and relations aid us in mking fnitial and tentative
fdentifications of sky, etc.

In Figure 50, which we call WATER, wve have two ma jor regions which
correspond to grass, s region which corresponds to the rock, and two
regions which correspond to the water. In the scene called ROSES, the
skv appears as one large region and several small regions; there are three
regions of the bush, and several small regions which correspond to roses.

In the analysis of these two sceres based only on texture onalysis
without guidance, the scene WATER is described partly adequately. After the
texture gradient suggests further continuitfes, the grassy regions merge,
ard there remain three main {mage elements which correspond to grass,
rock, and vater ; see Fig, L3,

‘This texture organization is suitable for providing hypotheses of
continuity for regions which are broken by color organization for WATER ;
see Fig. Lk, The similarit; is color of the joined color regions confirms
the texture continuity. In ROSES, the sky is adequately described by
texture, vhile the bush and flower regions are chaotic, as one can sve in

Fig. k5. This reflects one of the fnadequacies of the Fourier transform,
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the weakness with feature sizes approaching the window size. This is
normally accomplished by subdividing regions with slow changes which
correspond to probable region boundaries. That was suppressed in thig
version of the program.

The region-growing does not succeed in isolating the flowers by
cutting up windows containing flowers to partition off smaller cells of
adjoining areas of the bush. This is the worst performance of the
texture region finding process, but it is instructive. On the whole, the
unaugmented texture region analysis is unable to aid in proposing useful
alternative hypotheses for organization. However, texture boundaries for
the sky coincide with color boundaries (the color boundaries of the roses
are displayed in Fig. 46), and a slight relaxation of the criteria for
continuity, verified by continuity in contrast among the color components,
does provide a set of larger texture regions among the bush and flowers.
Even in that worst case, the jumbled areas of color correspond to regions
of moderate size under texture, so Ehat there are no large regions of
the picture which appear entirely chaotic under both aspects. The texturc
descriptors are useful for analyzing the color regions, and have more
utility used in that directed mode. The element size and contrast are
meaningful when restricted to the bush; in the unaided texture analysis,
these descriptors mix the flowers and bush.

In evaluating our higher level procedures, it is usual that we re-
evaluate the quality of the lower level modules. We find significant ways
in which they couid be improved, and in ways which would best be done at
that level. In general, it is better to proceed to a fully developed

system then to put disproportionate work at the low level. We will later
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specify what improvements we would make in théilow level modules.

7,Let us make the preliminary organization of the two scenes. With
ROSES, we.begiﬁ.with proximity of color regibns. The bush regions and
the flower regions are alike in color; for example in two areas of the
bush, the color coordinates r/(r+g+b) and g/ (r+g+b) are:

Sample 1 (.46, .43)
Sample 2 (.47, 40O)

thus we can conjecture these as a super-region. Let us compare contrast
and dominant wavelength for these two color regions which we conjecture
to be similar. Compare the two color regions in Fig. 46 with the Tables
8, 9, and 10 of average intensity, wavelength, and contrast, over 8 x 8
windows. We see that the dominant wavelength is short over much of these
two color regions. In fact, if we define a region from the small
wavelengths (< 4) the region spreads over most of the bush. 1In the scene,
the sky is a region under color and all texture descriptors. The sky
boundary in color is reinforced by the existence of texture boundaries.
As we have indicated, textural properties are probably adequate to confirm
continuity of the regions suggested by color for bushes and flowers, and
to show discontinuities of frequency. In WATER, the two regions correspond-
ing to water are joined by proximity in color and continuity in texture.
The water boundary shows up strongly as a change in color and in texture,
directional to homogeneous for the water-rock boundary, and different
directionalities with distinctly different color at the water-grass
boundary. The grass is continous in directionality, size, and color.
We can now make correspondence with the world model. Since the sky is

often prominent in outdoor scenes, we attempt to find the sky. We look
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at white and blue regions which are near or above the horizon. 1In

WATER, we might try the region which is really water. The color is
acceptable, but the directionality is very unlikely for sky, and the
contrast and size of texture elements is also unlikely. (This estimate
1s based on a few months of sporadic sky watching. (Of course; there

are directional clouds, "mackerel sky", but it seems quite infrequent.
Also, the clouds seem to have much lower frequency.) The water region is
below tﬂe horizon. 1If there were a significant view, we could see'a:
texture gradient and thus substantiate that the surface is flat. Also,

in continuous perception, we would find that the water motion is very

different from cloud motion. Motion would also allow interpretation of

' the breakers around the rock as part of the water. The region correspond -~

ing to grass is directional, low contrast,'and'haé a Eexture gradient,
implying that it is horizontal. The color is consistent with grass,
which lies on the ground plane. From the ground plane assumption, we
can estimate the size of the elements of the grass:

image size*angulaf resolution*distance

= 2%(1/666/%300 cm = .9cm
where we estimated the image size previously, the camera parameters are
known, and the distance is obtained from a crude guess, but is known .in
principle from the observer position and orientation. The size’is also
consistent with grass blades. For the rock, neither color nor homogenei ty
tell us very much. Since the rock is convex downwar& on its boundary with
water, we assume that the rock is in front of the horizontal water surface.
We assume thus that it is an object which sticks up from the surface,

and calculate the vertical height and length along the ground. From the
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imége, the texture gradient telis us that the distance at the rock is about
4 timés that at the front of the picture. Thus, the above expression
gives: '

18%(1/666)*1200cm = 36cm
while the width of the rock is approximately 300cm. These are only
approximate values which depend on our guesses about the ground plane
land texture gradient. On the other hand, the conclusions depend most
strongly on relative size conclusions. Grass elements are small; rocks
are often big compared to.grass. We can make the comparison between
the rock and grass near the base of the rock. In the image,lthe rock is
big, and from all assumptions about objegts in the image being further
away as they recede in apparent position toward the horizon, the rock is
much bigger than the elements of the grass. These give some strength to
the assumption.

In ROSES, we begin by attempting to find the sky. The only region
of acceptable color is tﬁe sky itself. The color is whité, indicating
clouds, with low contrast as seen in Table 8. fhe texture is homogeneous.
As a verification, we might find blue patches, find motion, and find that
the distance of this region is very great. The region is far aboye the
horizon, and is very bright; see the brightness in Table 6. From the
concave downward boundary with the other regions, we assume that it is
behind the green elements. With the identification sky; we find that
the green elements are in front of the sky, thus probably approximately
vertical and are frontal (they show no systematic texture gradient » also
indicating that they are vertical). The texture is blob-like; the blob

size is intéresting. 1f we can guesé that these are leaves rather than
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leaf rlusters or branches, then we can cstimate the distance to the bush.
Finding the stems would aid in that. Because the bush is probably
vertical, it is not grass. . If we include leaf clements, fruits and
flowers in our descriptions of trees and bushes, then by guessing that
the flowers are really associated with the bush which surrounds them, we
can guess thé scale of the leaves relative to the flowers, and thus
establish that tke texture clements arc leaves and establish approximate
distance. Of course, at any level, we could establish relatively

unique elements to correspond in two views, and determine distance by

stereo or motion.
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6. CONCLUSIONS

We presented a representation of textured scenes which was not a two-
dimensional representation of the projected image, but a three-dimensional
represcatation of the elements and spatial relations in object space. We
feel that the representation of spatial relation: such as 'grass is found on
the ground plane"and the nearly infinite distance of the sky are charact-
eristic of these elements, and help more than any other properties to
identify them and to orient the observer. Our representation is effective,
also, in that it is segmented into distinct elements, which are described
by a heirarchy of texture regions and textured elements. Textured regions
may be texture elements of a super texture, or texture elements may be
textured regions of a sub-texture. This is not only a formal nicety, but
a usual part of our description of ourdoor scenes; for example, in trees,
the leaves are texture elements of leaf clusters or branches, which are
textnure elements of a tree, which is a texture element of tree clusters.
The description of shape of texture elements depends heavily on a linear
approximation to shape, and describes directionality, width of texture
elements, and spacings. We argue from psychological evidence that these
are the most important of descriptors, and further, that they are natural
for computer implementation. These descriptors are most useful for
directional textures. The representacion is included in a world model for
which an example was giver, but whici awaits implementation with the
high level procedures.

A simple color region analysis was very useful in texture analysis.
The normalized color coordinates, r/(r+g+b) and g/ (r+g+b) were
compared for continuity, and regions were defined by neighbors of

continuous color. There are some potential problems in an analysis
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of color in outdoor scenes, since many of the texture elements are very
small. Typically, the regions are leaves or blades of grags, As an
expedient to find larger regions, we have averaged over a small window,
and compared colors of adjacent windows. As a consequence, we sacrificed
localization of edges. The expedient {s only partfally successful however.
We notice that the averaging works best among clusters of leaves where the
color {s uniform to begin with. Where the leaves are fsolated againgt the
sky, the color contrast is large, and continvity of the averages are only
by chance. Thus, the averaging is not very successful. A better mechanisa
to define larger regions of color is perhaps to gc to the computationally
more difficult opemtion of finding like colors within windows, that is

to implement color regions based on proximity rather than continuity.

The obvious velue of defining color regions which ignore the brightness
fluctuations of {ndividual leaves should not lead us to ignore brightness
edges and consider only color edges. We also make use of the size of the
brightness regions, the leaves in this casc.

A shea(-theoretic description formalizes the process of region-growing
and gives an exact account of the shift from local to global and vice
versa. One must be cautious about interpreting the sheaf-theoretic
notions in the context of color and texture regions. Due to sampling we
have a finite scale of window sizes and the deffnition must include a
least window size, the size of texture elements., No such discreteness
conditions are embedded in sheaf theory.

In the implementatfon of texture descriptors, we were able to translate
those spatial domain descriptors that we found important from Fourier

transforms over windows of various sizes. Directional and non-directional
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components verce separable to a useful extenc. These reflected shapes

of texture ¢lements aml their spatial relations, or statist ical propertivs
of frregular textures. e argued that the human description of an [mage
makes use of a step function apprusimacion; ve often descrive in terms of
regions of constant intensity. We obtain analyctic expressions for the
contrast, the element sfze and spacing, and some location inforwat fon;
these vere based on o spacial domin model of pulses ol equal amplftude,
vidth and spacing, on a uniform buckground level. The implementation of
Fourier transforms descriptors had s me minor inplementation d{iflculttes
vhich are usually overlooked. They are consequences of the fact that

the Fast Fourler Transform {s really a Fourier series and not a Tourier
transform, A Fourler transform has no preferred directions, vhile the
Fourier series has preferred axes along the x and y coordinste ~xos.
This introduces o non-isotropy in the fon fflter. Ve have used only a
straight forvard fan filter and have nnt altempted to compensate for the
peculiariiies of the Fourier series. There are also spurious Lroadening
of peaks which are consequences of the Fourier series. Despite these
difficulties, the spectra show useful directicnal ity properties, and we
have been able to vork with thes.

The more serfous problems with the Fourier transforms are conceptual
difficuleies vhich are true of any orthogonal expansion and of the (rue
Fourier transform. Interpretation {s based on the poser spectrnm and
thase information is ignored. These transforms are non-local, and pive
very poor edge and posftion informstion. To an extent, ve have tried to

get around this by an expedient of using local vindows. 1This provides a

crude localization, which was aot adequate for meny purpcses. The usefulnegs
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of the transfoms vas very dependent on the scale of the viadovs. The
descriptors vere most usefyl vhen the vindow slse vas such a8 Lo exclude
other reglons ard to tnclide some repetition of testure elements uithin the
vindov. This meant that a range of vindovw _lszes wag aecessary, and that
ve could aot alvays have vipdovs wall enough or large enough., To a certaln
exteat, ve could probably get positional information from our analy: je
expression using the phase of the transfem. Howvever, that |a useful only
for uniformly spaced tenture elements. 1n most useful cases, the spacing
is quite irregular, The non=-local asture of the transfom is & severe
disadvantage (n using color infermation, As in other cases, ve can b
ewanples vhere the averaged quantities are uselul in smearing cut and
beidping lucal boundaries. This hae limited utility. There are a fev
sinple cases for vhich the coler contrasls can be extracted from the
Fourler t(ranstorm of teparate intensities throwgh theee filters. Ve have
not yel incorporated these into our descriptors.

There are some Incremental inprovemsnts to e sade Lo our Fourier
descriptor schewe. One of these is 10 ure interval amlysis for deter=ining
vidiha and locations of discontinuitios in directional testures. {a R oRp
Casen, owrlapped wvimlonwing would be uselul mecr boundarics, Inclesding
Yourler color conporents vas ment joned abovr. Mo should lnclude edge and
fegpion oporators (perhaps on Ciltered directional components ) to find the
extent to linear elements amd (0 ind boundar jes of quasi -homegensous
regions,

lextured reglons vere obtained on the msis of the texture descriptora,
Ve tn.nd that a range of vindow sise: vas Recessary; our strategy vas not

adequate (o use the viadew sizes a3 vell as it mipht have. The choice of
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viadov siaes vould be better left to higher level cholce anong suggestes
tep.ons. The actual program vhich gave textured rogloss claseified the
deseriptors accerding to nono-directionsl, bi-directional, blobe-like,
honogencous, and nolsy. Then adjacent regl s vere merged Lato continuous
reglons based on continuity of the descriptors. A change of scale vas used
Ll there vas i strong frequency | component (that (i, there prodably was
an edpe In the vindow) or LI there vas » bi-directions] texture vhich
could arise from & boundary of tvo dirzctiona] textures. A second reglion-
g-oving pass relanes the criteria and ignores classifications to ertend
large regions by including acceptable smill nelghboring regions uader
relaned criteris.

A gulded program determined textured reglons baged on fnformcion
passed Jown from above. This program vas puided by the user, but the
advice covld equally vell have ceme from other programa, The gpulded
programsy determined texture regions vithin specifiad arcas and according
to specilied simtlaricy criteria, for exanple, frequency and coutrast,
Continuity could be explcred on the basis of scpArale parameters.

Ue see some lncrewntal improvements to the teglon-groving based
en Fourier descriptors Ve wowld odd an altermate tactic for vindove vith
long vavelengths; nov ve subdivide based on the possibility of an edpe in
the vindew. WMe vould slso (ncrease vindew sier to look for & repeated
feature of a larger sire. Ve would elinindte the classification step nov
used. There Ls some argument in favor of the classification. There ate
actuslly mny natural objects vhich fall (nto one or another of these
classes. But the classification in the early stages intreduces artificial

boundaries and (gnores the multiple descriptore vhich are avallable. Only
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later does 1t relan these clasece. A further and rore slgnificant
addition vould he an inplementation of proximity of 1ike descriptors oa
nearty vindovs for testur- super-regions,

¥e presented an outline for a higher leve]l procedure (o make &
carrripondence betveen the lnape elemsars #nd the vorld madel., This
eutline vas not inplencated but simulated In tvo exanples, The striking
conclusions from the eimulation vere (hat Interpretation of the three-
dinensional structure of the FCERR vae meceasary Lo make the identiticatton,
This coatrasts vith the vork done In interpretation of aerial photegraphs,
for which the vorld ie elfectively on & locally flat ourface, and depth
considerat tons are valmrportant. A perceptual systen begine to have inter-
CrLINE struclure when 1t can work with oote than o single property, Oue
nadel deale vith wultiple properties by o hypothesin-verification paradipn
for proposing brundaries and reglons. Comtinuity in o physical surface
cen be hypothesized on the basia of one of the peoperties. Gften, the
reglon description fron sone ome propecty vill be particularly sinple and
usclul. It is not clear that ve can alvays pick in advance viiich property
10 de: with sulficient contest ve could uswslly nake o pood cholce. Mt
Ve can try several dilfferent cholces as hrpotheses of meaningful surfaces,
and test :hat cmtinuitly in that propetly cerresponds (o cont lnuity in
othet propertics; discoatinuity Ia physical surfaces often reflects dis-
cmtinmuities In seversl properties. 1a these osamples, color fegl @2 vere
Jolned into coler super-regions of Jide color, Textural propertices of
dominant frequency amd contrast shonesd continuity of thees propertiece over
the colot euper-region. AL this point, the lewer-level madulea could

function In a gulded mode to expand the region corteaponding Lo theas
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typical descriptors and include nearby areas of the imige vhich vere
not vell-described in the earlier andiysis vith little context.

The regions vhich come forth do not make a neat image. They overlap
and do not cover the vhole imege. Still, ve are aiming to interpret those
paris of it that are simple to understand. Inferences of spatial relations
are Important hert. Texture gredient gove estimates of surface orientation,
The grourd plane assumption gave & locel coordinate system vhen combined
vith the assumption that objects stand out from the ground. These
relations depended primarily on relative distance and relative size
estimates vhich wvere not greatly scnsitive to the sssumptions. In some
cases {t vag possidble to guess wvhich object was in fron° of another,
either beceuse of concavity, or from identification of the sky or vater.

| In identifying elements and structure of the vorld model, our
simslation attempted first to estabdlish the sky. Based on color
brightness, contrast with the horizon, and fts position (above the
horizon estimated by gravity), this is asswed a simple match. We can also
then determine the sky line and guess valch objects stand out from the
ground plane. Sizes of texture clesents vere of considerable use; kncwledpe
of sire Is much more useful here than in the blocks vorld vhere context
is lintted. The knowledge of the size of grass blades is more useful
than the knovledge of the size of one particular block,

Ve have mentioned some incresental isprovements to texture local
description and to forming texture regtions. The primary vesknesses at
this level are the crude localieation and 1indted use of proximity in
establishing super-regions. Improvement of the color reglion-finder is of

primiry importance. Since must of the interpretation depended upon

1%



inference separate from strictly teaxtural properties of areas of the
image, ve f(eel that the most significant next stage is to embed these
elements fn a complete visual system. This would {nvolve more than Just
isplementatfon of the simulated higher level program. The typical system
vould navigate in an outdoor or Planetary exploration environment. The
navipat ion goals make explicit which problems the system needs to solve
at any time. The sfituvation i{s one of cont fnuous perception vhich allows
the model built up at one fnstant to be used in subsequent problem-solving .
Continuous perception also allows us to tell which objects are moving,
vhich {s of use fn outdoor scenes. The complete system would have

stereo and motion parallax for depth at small and freat distances. To

4 certafn extent, the systems wvould avoid (inding solutions wvhich could

be found purely from single projectians, but such a system appears
feasible vithin the current state of cosputer vision, vhile a system

which ignores so much fnformatfon does not appear to be achievable soon.
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APPENDTIX

Topological Models

In thin section we give a brief account of a possible approach to
the topology of pictures and then explain the sheaf-
theoretic model of textured scenes, involving several different structure
sheaves.

The topology we shall use is discrete and is induced by certafin
norms, transplanted from the atructure of integers. Needless to say,
the purpose of this topology is to make precise the use of such notions
as continuity and proximity.

Once the topology is fixed, we introduce a convenient system of
neighborhoods, called windows. These will be used throughout this work.

Given a textured picture with the discrete topology as indicated
above, we assign to every window over the picture a gtructure of some
sort, depending on the picture under the window and, perhaps, on some
fragment of prior knowledge concerning the picture. The structure ia
question can be something very simple such as a set of descriptions or
something more fnvolved such as a vector space, generated by the
ateribute vectors of the picture under the window. We emphasize the
degree of generality involved in the specific choice of structures.

In the implementation of our picture identification program we use a
structure frduced by the Fourfer image of the picture function.

After the species of structures has been selected, we reduce the
degree of freedom in the set of =:ructures by assuming that the structures
over any pair of windows standing in an ficlusion relationship are

closely related. That is, one of the structures can be transformed
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into the other precisely when the picture function under the two windows
is continuous. The transformation, which in a general situation is
called a homomorphism, depends on the picture function and possibly on

a prior knowledge relevant to the picture. If we imagine that the
structures carry the local picture information, then the corresponding
homomorphisms tell us how this information changes as we move from one
window to another. Thus the question as to when and how to join two
locations on the picture is answered by the homomorphisms, interrelating
some of the structures.

Topology and Metric of Digitized Pictures

One of the most efficient ways of arriving at the topological model
of a digitized picture is to consider the picture as a set of cells X
and coordinatize cr parametrize it by the finite normed two-dimensional

space of integers modulo <n,m>:

Z

3 o

o Zx2/a,m>

More specifically, if A : X = 22 is a selected coordinatization

function, we put

A A A
(1) x+y=2 1iff x+y = z; (Vector addition)
A A
(11) x =y iff j*x =y; (Scalar multiplication)
A A
(1ii) <<y iff x<y; (Partial ordering)
(av) x| = 4] + 3]s (Sum norm)
(v) <<>> = Max(|1],]4]), (Max norm)

A
Where x,y € X, x = <i,j>, and i,j € 2.

The structure {X,+,*,<, || ||, << >>} 1is called the cellular

space, where the conceptual ingredients are, respectively, vector addition,
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scalar moltiplication, partial ordering, sum=-norm (clty block norm), and
X -norm.
Both norms induce a discrete topology in the cellular space X.

The intended interpretation of the elements of X is the retina point,

a geometric location of the point information, which is of interest in
input data, Geometrically we can think of X as a finite, rectangular,
two-dimensional array of congruent Squares, whose coordinates are given
by a grid of pairs of integers, located at their midpoints. The advantage
of defining X 1in this way lies in the pPossibility of using a coordinate-
free (topological) language, and when necessary, we can carry over the
concepts of vector calculus to X.

When several coordinization functions (sampling) are given, one
can order them Partially by the fineness or coarseness relation. The
finest coordinization. ig usually that which is suitable for capturing
the ultimately relevant local information concerning the gray level shape
or color change. Clearly, a finer coordinization function leads (at
least potentially) to a more complete description of a Picture.

The subsets of X are subjected to generalized vector operations
Such as
Algebraic sum:

A+ B = {a+ bla€A and beB},
where A,BcC X.

We shall not use thesge operations in this work since other
operations will play a far more important role. The horizontal and
vertical rectangular subsets of X (i.e., planar intervals) are called

windows:
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A is a window iff A={a € X | x<a<y}, where x and y are
some cells in X. Thus, windows are essentially two-dimensional intervals.

The empty window is denoted by O. The set of all windows Wind

is partially ordered by inclusion. 1In fact, it forms a finite distributive

lattice with zero element O, unit element X and with operations:

Intersection:
AANB=AN B;
Union:
AvB=N{CeWind | ACcCABCC},

where A,B € Wind.

The window A V B denotes the smallest réctanglg containing A and
B. The lattice < Wind, 0, x, V, A > will 5e the basic structure in
picture identification. (A similar lattice is obtained by taking the
convex subsets of X.)

The choice of norms in X induces a special system of neighborhoods,
suitable for developing the basic properties of continuous and
proximal functions on X.

For every natural number p we define the p- neighborhood (von
Neuman template) of a cell x by |

N(xp) = {y| [|x - y|| <0}

If we neglect the effect of the picture boundary, a p- neighbor-
hood forms a diamond shape cluster of éells about x.

Another system of p-neighborhoods (Moore templates) is defined

by the max-norm:
M(x;p) = {y] <x - y>> < p}.

These neighborhoods form square windows about x, if we forge:
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about the effect of the picture boundary.
As pointed out in the introduction, our main interest will be

in pictorial relationships such as neighboring, inside near, equidistant,

perpendicular, overlap, above, etc., and in pictorial objects such as

figure boundaries, regions, and the like. These are certain metric-
topological entities, definable in terms of the primitives of the
cellular space X. Theoretically one may think of n broader class of
geometric entities (projective, affine, metrical, and topological), but
this is an auxilliary issue now. We shall totally disregard at present

the semantic relationships and semantic objects, induced by a particular

object-world model.

The starting point of a picture representation is a picture function

P: x - R, whose values are called gray levels. In the case of colored
pictures, the values p(x) for x € X are vectors, representing the
intensity of light for a fixed system of colors.

The difficulty with the picture function lies in the fact that it
is a point function, as opposed to an area or set function. We need a
data structure, where the point information is usefully transformed into
a local or areal information which is the only one we are interested in,
now,

In order to achieve this, we associate with every restriction
P|A of the picture function p, where A is a window in X, a structure,
carrying the desired local information. But before we explain how can
this be done, we shall review some of the sheat-theoretic notions.

Presheaves of Pictorial Structures of a Given Species

What are presheaves and what are they good for? These are the

11
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qdestions we intend.to answer in this section. As for the theoreticail
details, the reader may consult Bredon (1967). First, we state the
generai definitioﬁ of a presheaf and then we give a number of concrete
examples of presheaves relevant to picture theory.

Let <E, <> be a partially ordered set. Then by a presheaf of

Structures of specics (JGMA on E we shall mean a pair of sets
. ) b ’
S=<{Sa|a€E],{Ba|aSb]>
such that for all a,b,c ~ E the properties displayed below are valid:
(1) 5, is a structure of species SIGMA and B: for a <b is

a SIGMA-homomorphism b:S — §, called the connecting (transition
a'”b S

i f .
mapping from Sb to Sa

a .
) . . .

(2) BpiS; S, 1is the identity SIGMA homomorphism (automorphism)
on S,

() a<bAb<ec => g = g° o ¢C.

‘ = = a a b
A presheaf on E will conveniently be denoted by S = [5,532}-
(-}

The species SIGMA refers to the type of a structure which could be
just a plain set, a set endowed with certain relations and/or operations,
or anything that resembles a mathematical structure (group, vector
space, automaton, etc.). The only point to be realized is that the
structures in question should be of the same sort or type. The SIGMA-
homomorphism may be defined in various ways, the simplest, perhaps,
being the structure Preserving mapping from the domain of one structure
into the domain of the other.

Be fore we launch ourselves into a more specialized study of sheaves,

it seems useful to illustrate the definition of a presheaf by a couple

of intended interpretations. This will hopefully help us to énvisage
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the picture - theoretic applications.

One of the simplest preshcaves is the constant presheaf of sets.
Here Sa =S5 1is a fixed set of elements and a: is the identity
mapping on the fixed set §S.

(a) Presheaf of continuous functions

Let X be a topological space. For each VC X let Sv
be the set of all continuous real-valued functions f£:V — R, and for
WCV let B:,’:Sv - Sw be the mapping which assigns to each f ¢ SV
j.ts domain restriction flw. Then, of course, f|W € Sw. since a
restriction of a continuous mapping is again continuous. This con-
struction gives a presheaf [Sv;a:’,] on the set of all subsets of X,
partially ordered by inclusion. We call it the resheaf of continuous
real-valued functions on X.

If the topological attribute "continuous" is replaced by "uniformly
continuous”, "proximally continuous", "differentiable", "analytic", etc.,
we get a whole family of new presheaves on the same space. Moreover,
we get some other presheaves on X when we consider only a system of
neighborhoods, e.g., N = [N(x;p)| X€X, p2>0]}, rather than the set
of all subsets of X.

(b) Presheaf of Histograms

Consider a picture function P: X - X together with the
lattice cf all windows < Wind & > of the cellular space X. Assign to
every window W a set of histograms Sw or more precisely, a set of
distribution functions corresponding to a family of random variables,
characterizing certain features of the picture p.

As connecting mappings Bx » choose for VcC W an appropriate

13



stochastic transformation, (stochastic mtrix) transforming the elements

su into the elements of sv. The presheaf axioms are readily veri{ied,
The structure [5";3::) is a presheaf, called the preshegaf of histograms.
Agafn, we can take the system of square windows M = (Mix;p)]x € x, p > 0}
and consider another presheaf of histograms.

(c) Presheaf of Geometric Models

let p: X <R be a picture function together with the lattice

of windows <Wind, C >of the space X. Assign to every window a
geometric model 5", induced by the picture over W. The geometric
model is essentially a set of f{gures (1ines, circles, etc.) together
with the figure attributes and their placement rules.

The connecting transformations 33: S" -.sv are restrictions or
in a more general situation, they are certain similarity fuactions,
assigning to every element S" a most similar element from SV' In the
case of pictures with local gradients, some other homomorphisms may be
of interest.

(d) Presheaf of Feature Spaces

Let p: X - R be a picture function and let <Con S > be
the lattice of convex subsets of X. Define 5" for W ¢ Con as
the linear space generated by the feature vectors associated with p/W

via measurement, and identify ecach A‘: for WCV with a linear

4
transformation. Then [S"; at'] is a model for the presheafl axioms.
Several other scene analysis concepts turn out to have a

sheaf - theoretic interpretation.
Simply, a presheaf is a formal device which assigns to

certain local areas of a topological space a specific structure in
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such & vay that vhenever tvo areas are {n inclusfon relationship,
the assigned structures are {n homomorphiss relationship.

The reader should see by now the connection betveen presheaves
and picture structure identification by vindoving. Often a presheaf
$ on <E, <> has a relatively simple structure "locally” about every
point a € £,

A suggest ive picture of a presheal over a window in a
cellular space is given below, in Fig. 4. It s isportant not to

confuse the presheaf structure vith the picture function.

Fip. &7
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Vrequently ve ate not interested in all vindows of a cellular
space but rather In a subset of vindows, This Is the case vhen the
texture elemeats are large cnough and ve do rotl want to enter into thelr
structure. In situations llke this, the f(olloving notlion appears to

be relevant.,

let E'C K be a partially ordered subset of < K, <>,
Then the presheal!

<(slecr), (] asene, bear)>
is called the gestriction of S o £° and s denoted S\%°.
Thus, the preshea! structure is considered only over some points of K.

Often several presheaves are of interest on the same base K,
In sftuations like that ve vant to know how Lo relate thes.

let S = (s‘m:) and T = [T‘: x:} be tvo presheaves on &
of the same wpecies SICHA,

Then by a homomorphisn

0:S =T

of one presheal into another we shall mean o family of SIGHA homomorphisms
a=(a]ac £) such that for all a,b ¢ K:

a<h *>y“olg-x:oob.

The condition above s explained suggestively by stating that

the tolloving diagram of functions is commutative for all a < b:
o

a
5, » 1,
£ R
1]
» A
i -
B + T
] |
ﬁ.
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In less formal terms, the way the structures in § are
related can be wodeled In terms of the structures in T. This notien
is important in the semantics of plcture fdentification. Ve tabke §
as 4 "geometric” presheafl and T as # “semantic” or Nior 1d-rode 1"
presheal and translate the peometric information of ¢ into & verld-
nodel fnformction of T.

As pointed out, in picture-theoretic applications presheaves
are casentially families of structures of cercain species, interconnected
by transfermations, expressing continuity.

Uith every presheal S of species SICM on & base < g, <>
ve assoclate tvo faportant structures of the same species SICHA,
provided that certain existence condit fons are met. Before ve shov howv
this {s done, tvo auxiliary notions are in order.

lamely, the direct product ';f‘(’é’ S‘ and tha direct s\

Sum S . 1If S are plain sets, then Prod § (s Just the Cartesian
a ct” 4 act 4

product of the sets S“ and Sum § Is the disjoint union of these sets.
a €L

Given a presheafl S of species SIGMA then by the section
(Projective or faverse limit) of S we mean the structure Sect ($) =

b . ,
(s ¢ :;gd s, | Yablagh > , "b) 2 :al].

Thus, Sect(S) of a substructure of the direct product
Prod s, (provided that {t exists).
’ Given & presheaf S of species SIGW then by the cosection
(inductive or direct limit) of S we understand the structure
Cosect(S) » Sum S“/ )

a
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vhere Sum S = (<a,e > | #S,) denotes the direct sum of the
fanily , (sg) for ack and = (s the wallest equivalence relation
on the Jdirect sum, containing the binary relation ¥;
CaS>ECHL> > JeSa,b H:(n) » ;: (v) ),

vith ;(s‘ and :csb.

Thus, Cosect(S) (s o quotfent etruciure of the direct sum

Sum & (provided that ft exists).
a

Given a presheal S, (t can be shown that {f "e" (s a Siest
element of K, then the {somorphism

S T Ssect(s)
€

holds and alvo

08 =T -:va‘,:sé.., TQ.
In other vords, the structure Sect(S) can be tdentified with the structure
S.0 assigned to the first element ¢ (n K. 1In applications, Sect($)
corresponds 1o the structure of particular texture elements.

fually, {f e’ (s a Jast element of E, then

S, T Cosect(S)

and
0!8 =T > 0, ¢ S.. -oTe.
Again, Cosect §) can be fdentified with the structure SQ,. assigned
to the last element ¢’ in E. 1In applications, Cosect(S) corresponds
to the structure of the textured region.
ves of Pjctor

Sheaves are presheaves satisfying additional axioms. A

definition of a sheal {n fts full generality requires several additional
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technicalities. Ve shall present therefore such o definition vhich s
free of abstract conccptual constructions, general enough, and yet
still relevant {n piceure analysis.

Let < Wind, € > be the lattice of windovs over the cellular
spacy X. Consider a presheaf (s". |:) over the vindov systems
<VWind, G >. Then this presheafl {s called a gheaf if for any family

fn fn
of vindous (W] . _ | such thse W QW ¥ ) . 1,

“the folloving fsomorphiem {s valid:

S - 4 Sect (sl("i))'

hw
L i

Thus, loosely speaking, a sheaf is a system of structures over
8 lattice of wvindows, vhere each structure represents one particular
texture.

Duslly, we call presheai (s, \‘:] s gogheaf if for any
feaily of vindovs l“‘]: . Puch Lt WQW ¢ [wi,: -

the folloving {somorphism {s valid:

S
uw
il

~ Cosect (s|[ui) Y,

A more direct definition of a sheaf with a fairly clear picture-
theoretic interpretation is given below,

Consider & presheaf § = (sv; g‘:] of structures over a
cellular space X, i.e., on the lattice of subsets < Sudb(X), € >,
Thea § 1s a gheef over X precisely wvhan for any family v, | tet)
of subsets of X with Ve llj vl. the following twe conditions are

satisfied:
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(1) Unfqueness Axfom:

W(l“,"'j-') =By (s°')) »> 8’ - gty
i

) Existence Axiom:

%'!.Jllx‘ v (8) = ﬂ:J nv (8))) «> sk (B:'. (s) = 8,1,
in’y 0 "

[4 [N
vhere r,s',s csv.s‘csv‘.ajcsv . 'J‘svj'sk‘svk'

The condition (1) says that {f the structure elesents s are

lesally identical, then they are also Globally fdentical. That is,
elements are uniquely determined by local daca.

The condition (2) says that {f we have logal data which are
cospatible, they actually "patch together" to forw globa)l daca.

This might appear as a perhaps unduly sophisticated way of looking
at the vindowing process in wvhich by overlapping windowing we are
capable to reccver the unique structure of the picture from several
local structures. The definition of & sheaf will turn out to be a test
method for texture region fdeat!fication.

The picture - theoretic substance of sheaves {s ;hls. A sheaf
is essentially a system of "local coefficient"”. In picture-theoreric
applications we start by assuming that a pictute has certain local
pictorial properties wvhich are captured by a structure Sv of certafin
specles. We then express these properties in terms of the properties

of the structure sheaf S over a picture region. Finally, we aprly

the theory of sheaves to deduce certain global properties of the picture.

Consequently, the importance of sheaves in scene analysis {s simply

150




{n giving relations between local and global properties of a scene.
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